Motivation: Identifying phenotypes based on high-content cellular images is challenging. Conventional image analysis pipelines for phenotype identification comprise multiple independent steps, with each step requiring method customization and adjustment of multiple parameters. Results: Here, we present an approach based on a multi-scale convolutional neural network (M-CNN) that classifies, in a single cohesive step, cellular images into phenotypes by using directly and solely the images' pixel intensity values. The only parameters in the approach are the weights of the neural network, which are automatically optimized based on training images. The approach requires no a priori knowledge or manual customization, and is applicable to single-or multichannel images displaying single or multiple cells. We evaluated the classification performance of the approach on eight diverse benchmark datasets. The approach yielded overall a higher classification accuracy compared with state-of-the-art results, including those of other deep CNN architectures. In addition to using the network to simply obtain a yes-or-no prediction for a given phenotype, we use the probability outputs calculated by the network to quantitatively describe the phenotypes. This study shows that these probability values correlate with chemical treatment concentrations. This finding validates further our approach and enables chemical treatment potency estimation via CNNs. Availability and Implementation: The network specifications and solver definitions are provided in Supplementary Software 1.
Introduction
High-content imaging has seen increased application in the fields of systems biology and drug discovery (Boutros et al., 2015; Gö tte et al., 2010; Liberali et al., 2014) . The images acquired through microscopy-based assays provide ample visual information that allows investigating cellular phenotypes induced by genetic or chemical treatments. Identifying phenotypes in such cellular images is challenging because of the inherent complexity of biological processes and the intrinsic variability of cellular assays. Conventional image analysis approaches for phenotype identification typically start by extracting features at either the cellular level via object segmentation (Carpenter et al., 2006; Fuchs et al., 2010; Ljosa et al., 2013; Loo et al., 2007; Matula et al., 2009) or at the image level via image content descriptors requiring no segmentation (Chebira et al., 2007; Coelho et al., 2013; Huang and Murphy, 2004; Orlov et al., 2008; Uhlmann et al., 2016; Zhou et al., 2013; ) . Relevant features are subsequently selected, normalized, and summarized, and serve as input to a classification algorithm that predicts the phenotype ( Fig. 1a ; see also reviews in Finkbeiner et al., 2015 and Sommer and Gerlich, 2013) . Although successfully applied in various studies, V C The Author 2017. Published by Oxford University Press. All rights reserved. For Permissions, please e-mail: journals.permissions@oup.com conventional image analysis approaches have certain limitations. For instance, several steps along the analysis pipeline, such as object segmentation, dimension reduction, and phenotype classification, typically require customization to each specific assay using a priori knowledge, such as the geometric properties of the expected phenotypes. Further, a number of steps also involves adjustment of multiple parameters via an empirical strategy that ignores the performance of downstream or upstream steps (Finkbeiner et al., 2015; Sommer and Gerlich, 2013) . While several feature extraction methods (e.g., Haralick features (Haralick, 1979) ) work well without any customization or parameter adjustments, the joint optimization of all parameters across the entire analysis pipeline remains challenging.
Conventional image analysis approaches essentially transform the image data into different levels of abstraction, starting from the pixel intensities and ending in the higher level semantics describing the data. Deep learning provides a joint framework for computing and representing such hierarchical abstractions within the data. Approaches using deep learning methods, such as deep neural networks, have recently achieved superior performance in domains such as computer vision (Krizhevsky et al., 2012; Sermanet et al., 2014; Simonyan and Zisserman, 2015) and genomics (Alipanahi et al., 2015; Chen et al., 2016; Zhou and Troyanskaya, 2015) . Earlier analyses of cellular images via neural networks relied on manually defined features (Boland et al., 1998; Weisser et al., 1998) . In comparison, convolutional neural networks (CNNs) learn and extract features from images automatically (LeCun et al., 2015) and have therefore seen increased application to cellular image data. For example, CNN-based approaches have been used to segment cells or other sub-cellular entities with superior accuracy (Ciresan et al., 2012a; Helmstaedter et al., 2013; Ning et al., 2005; Ronneberger et al., 2015) . Other studies first segment image regions displaying individual cells via conventional methods before using CNNs for classification (Buyssens et al., 2012; Gao et al., 2016) . More recently, a CNN-based approach with a multiple instance learning scheme both segments and classifies individual cells before aggregating the percell results to generate a phenotypic prediction for the whole image (Kraus et al., 2016) .
Here, we present a CNN-based approach that, without segmentation and in one cohesive step, classifies cellular images into phenotypes based directly and solely on the images' pixel intensity values. Multi-scale information has been found to be beneficial for phenotyping tasks with feed-forward neural networks (e.g., Chebira et al., 2007) . We have likewise adopted a multi-scale strategy and designed a multi-scale convolutional neural network (M-CNN) architecture that is applicable to diverse cellular imaging datasets without customization and manual parameter adjustments (Fig. 1b) . We benchmarked our approach on eight publicly available image datasets involving six different cell lines with a broad range of phenotypes and assay setups. The proposed M-CNN approach using exactly the same network architecture on all datasets achieved better or equivalent classification accuracy compared with state-of-the-art results obtained with conventional methods. We also benchmarked other deep architectures, viz. AlexNet (Krizhevsky et al., 2012) and GoogleNet (Szegedy et al., 2015) . The comparison with other deep architectures underlines the ability of the M-CNN architecture to obtain accurate classification results across small as well as large datasets. Analogous to previous image-based compound profiling schemes (e.g., Bakal et al., 2007; Loo et al., 2007) , our study departs from the standard hard classification paradigm (i.e., yes-or-no prediction for a phenotype label) typically used in deep learning phenotyping studies (Buyssens et al., 2012; Gao et al., 2016; Kraus et al., 2016) , and instead proposes a soft classification approach where the probability outputs calculated by the network are used to quantitatively describe cellular phenotypes arising from perturbations induced by compounds at different concentrations. Based on these probability values, we computed concentration-response curves and potency values that were consistent with the literature. This result provides additional validation to our approach and demonstrates the ability of CNNs to obtain chemical treatment potency estimates from high-content cellular images.
Materials and methods

Convolutional neural network
We used a deep CNN to classify microscopy images into phenotypes. A CNN typically includes two types of computational layers: convolutional layers as well as fully connected layers as in a standard feed-forward neural network (Ciresan et al., 2012b; LeCun et al., 1998) . A convolutional layer exploits the local 2D geometric information encoded in the image by computing convolutions between the layer's input (e.g., the original image or the output of a previous convolutional layer) and multiple 2D convolution kernels. Each kernel encodes a geometric pattern and convolution with each kernel results in a kernel map (or feature map) where image positions at which the pattern emerges are emphasized. The kernel Phenotype probability Multi-scale convolutional neural network Fig. 1 . Comparison between a conventional image analysis pipeline and the proposed approach based on an M-CNN. (a) Starting from the raw image data, a conventional pipeline workflow carries out a series of independent data analysis steps that culminates with a prediction for the phenotype classes. Each step involves method customization as well as parameter adjustments. (b) The M-CNN approach instead classifies the raw image data into phenotypes in one unbiased and automatic step. The parameters in the approach correspond to the weights of the neural network and these are automatically optimized based on training images maps are pixel-wise subjected to a nonlinear activation function (e.g., a rectified linear function) and typically summarized spatially through a down-sampling operation known as pooling. The kernel maps are passed onto subsequent convolutional layers, and so kernels at deeper layers emphasize more complex patterns. Typically, the output of the last convolutional layer is fed onto a fully connected layer, whereupon the network operates in a standard feedforward manner to generate a prediction on a given input. In our case, the network's output layer has N p units representing the N p phenotypes to be identified. For a given input image x, the network computes an activation level a j ðxÞ for each jth unit at the output layer. Based on these activation levels, we compute a vector q where its elements q k encode a probability mass function over the N p phenotypes to be identified:
where k is an index representing a phenotype. From these probabilities, we obtain an estimate for the most probable phenotype:
We refer to Equation (1) as the soft-classification predictions while we denote Equation (2) as the hard-classification prediction. All network parameters, including the patterns encoded in the convolution kernels, are determined automatically from training data. Concretely, given a training dataset consisting of N t sample images annotated with ground-truth labels, the goal during training is to improve the performance of the network by minimizing the following error function:
where f ðÁ; ÁÞ is a function (e.g., the cross-entropy error function) evaluating the agreement between the network's output qðiÞ and the ground truth label y ðiÞ true for the ith training example, w is a vector including all weights of the network, k Á k 2 is the L2 norm, and k is a factor regulating the influence of the magnitude of the weight vector on the error function (weight decay coefficient). To obtain an approximate solution we use the stochastic gradient descent (SGD) algorithm via backpropagation.
Multi-scale architecture
The network architecture (e.g., the number of layers, the number of kernels or units within each convolutional or fully connected layer, respectively, as well as the size of each kernel and the pooling factors) determines to a large extent the predictive performance of the method (Simonyan and Zisserman, 2015) . In our case, because of biological reasons (e.g., different cell lines exhibit different morphologies) and technical reasons (e.g., images are acquired at different magnification factors), phenotypes are generally evident at different spatial levels in the image data. For the convolutional layers, if the size of the kernel does not cover the spatial extent of a relevant geometric pattern, the network might not learn that pattern. Typical sizes for the kernels at the first convolutional layer are relatively small (e.g., 3 Â 3 pixels- Ronneberger et al., 2015; Simonyan and Zisserman, 2015) and so these do not capture phenotypes observed over a large spatial region (e.g., elongated cells covering regions of about 200 Â 200 pixels). In classical convolutional architectures, such as AlexNet (Krizhevsky et al., 2012) , the pooling layers effectively increase the spatial extent of the kernels at subsequent convolutional layers, with subsequent layers capturing patterns at increasingly coarse scales. This sequential multiscale approach should in principle help the network to capture large scale patterns. However, either a large number of pooling steps or very strong pooling factors would be needed to capture phenotypes observed over a large spatial region. The number of pooling steps and pooling factors would also need adjustment based on the spatial extent of the phenotype. Further, the deeper convolutional layers do not operate on the original image data and so features at coarser scales from the original image data are not computed directly. Another strategy to cope with large-scale phenotypes is to increase the size of the kernels, possibly in parallel within a single convolutional layer (e.g., Szegedy et al., 2015) . This strategy however increases the number of the parameters and the computation time, as well as introduces severe artifacts at the borders of the kernel maps. In addition, the kernel sizes might need to be adjusted based on the size of the relevant patterns of interest, which might be difficult to estimate accurately a priori. A final strategy to detect phenotypes observed over a large spatial region would be to downscale the original image prior to feeding it to the network, but this would discard the finer visual details of the phenotypes.
In order to capture cellular phenotypes at different spatial scales, we developed a M-CNN architecture ( Fig. 2 ) that, in comparison to more classical architectures (e.g., Krizhevsky et al., 2012) , carries out a parallel multi-scale analysis of the image over a large number of scales. Previous parallel multi-scale approaches involve training several independent CNNs, with each network taking as input a version of the image at a different scale (Buyssens et al., 2012) . We, instead, developed a single network architecture that processes multiple scales of an image over parallel sequences of convolutional layers (Farabet et al., 2013; Kamnitsas et al., 2017) . Given an original image with spatial dimensions w Â h, we obtain a scaled image with dimensions ðw=s Â h=sÞ via a subsampling operation. In total we consider seven values for s: 1, 2, 4, 8, 16, 32, and 64. The values are selected based on a geometric series that covers an exponential range of scales (Lindeberg, 1998) . The network takes as input all seven scaled versions of the image and processes each scaled image with a sequence of three convolutional layers that constitute a convolutional pathway. Each convolutional pathway at each scale operates independently from the others and emphasizes patterns emerging at a particular scale. We use a fixed size (5Â5 pixels) for the kernels in all pathways and in all layers. At the end of each pathway, the resulting kernel maps are scaled to the coarsest scale through a pooling step. To combine the information from the different scales, the pooled kernel maps from all pathways are concatenated and serve as input to a final convolutional layer that operates pixel-wise through the maps. The concatenation of the maps and subsequent convolution therefore allows the network to determine how fine and coarse features are spatially co-localized. The kernel maps from the last convolutional layer are passed to a fully connected layer with 512 units. The activation levels of these units are propagated onto the final output layer with N p units representing the N p phenotypes to be identified. From the output layer we obtain an estimate for the most probable phenotype in the image (see Equation 2 ). In total, this deep and wide architecture comprises 24 layers including 22 convolutional layers and two fully connected layers. The complete architecture is shown in Supplementary Table 1. Learning details and further empirical validation of our architectural choices are described in Supplementary Note.
Image data
We evaluated the performance of our multi-scale approach on eight publically available cellular imaging datasets with ground-truth labels, namely five datasets from the Broad Bioimage Benchmark Collection (Ljosa et al., 2012) (viz. BBBC013, BBBC014, BBBC015, BBBC016, and BBBC021), two datasets from the WND-CHARM collection (Orlov et al., 2008) (viz. HeLa and CHO datasets) , and the Human Protein Atlas (HPA) dataset (Barbe et al., 2008; Li et al., 2012) . The datasets cover a wide range of biological questions, cellular systems, labeling strategies, and imaging settings (see Supplementary Table 2 for details). In all eight datasets, we used exactly the same architecture, the same training algorithm, and the same values for the training parameters (see Supplementary Note for details).
Evaluation strategy
To evaluate the accuracy of the hard classification predictions generated by our approach on each dataset (bar BBBC021), we repeatedly divide randomly the images of each class into a training dataset and a test dataset. The proportion of images of each class assigned to the training dataset is 90%. We train our network on the training dataset over 18 epochs. We then apply the network to the test dataset and compute a confusion matrix. The classification accuracy is computed based on the trace of this confusion matrix. We repeat this process 50 times. The classification accuracy over all repeats is summarized using the mean, standard deviation (SD), median, and median absolute deviation (MAD). On the BBBC013 dataset, we use the images from the positive and negative controls plus images from the highest and lowest concentrations to evaluate the accuracy. On the BBBC014-16 datasets we evaluate the performance using images corresponding to the two highest and two lowest concentrations of the treatments. To avoid biasing the classifier with "batch" effects (Shamir, 2011 ) (e.g., non-biological image artifacts such as illumination differences across batches), in the BBBC015 and BBBC016 dataset we use only one field per well during cross-validation. The images in the WND-CHRM HeLa and CHO datasets come presumably from the same batch. Nevertheless, analogous to previous publications (Chebira et al., 2007; Coelho et al., 2013; Orlov et al., 2008; Uhlmann et al., 2016) , we use all images for evaluation. In the HPA dataset, we use images of proteins that localize to a single subcellular location. The number of images used for validation for each dataset is listed in Supplementary Table 2 .
On the BBBC021 dataset the aim is to evaluate the accuracy of the network for predicting the mechanism of action of individual treatments (compound-concentration pairs). The image acquisition protocol for this dataset already accounts for batch effects (Ljosa et al., 2013) . Here, we adopt a leave-one-compound-out used in previous benchmark studies (Kandaswamy et al., 2016; Ljosa et al., 2013) . We split the annotated subset of images covering 38 compounds into a training set and a test set. The training set includes images corresponding to 37 compounds, while the test set includes images of the compound excluded from the training dataset ('leftout' compound). The network is trained and tested on these datasets, respectively. Testing results in a prediction vector q for each image of the left-out compound (see Equation 1 ). We summarize the predictions over the fields of view and replicates. We compute the element-wise median of the probability vectors q computed for each of the replicate's field-of-view images. We take the resulting median vectors for each replicate and compute the element-wise median to summarize the predictions over the replicates of a given concentration. These steps (partitioning the dataset, training, and testing) are repeated for each of the 38 compounds in the annotated dataset, so that each compound is excluded from the training set once. Afterwards, the predictions for each compound-concentration pair obtained during testing are compared with the ground-truth annotations and aggregated on a per-MoA basis to evaluate the accuracy.
To compare the performance of our approach with other deep CNN architectures, we assess the accuracy of the AlexNet (Krizhevsky et al., 2012) and GoogleNet architectures (Szegedy et al., 2015) on all datasets using exactly the same evaluation strategy and learning parameters (see Supplementary Note for details).
Results and discussion
The classification accuracy statistics for the M-CNN architecture on all eight datasets are shown in Table 1 , which also includes the statistics reported in the literature for state-of-the-art results as well as the statistics for two other deep CNN architectures. All statistics for all evaluated architectures on all datasets are shown in Supplementary Table 6 . Without customization or parameter adjustment for any particular dataset, the M-CNN architecture achieved better or similar classification accuracy compared to state-of-the-art results, including those of other deep CNN architectures. Below we discuss in detail the results on each dataset.
Binary phenotype classification
In each of the first four datasets (viz. BBBC013-16), only two phenotype classes are expected-namely the neutral control and the positive control phenotypes. The number of units at the output layer of the neural network was thus set to two (N p ¼ 2). For each dataset, using neutral and positive control images only, we evaluated the classification performance via cross-validation (see Section 2.4). After training, for each image in the test dataset, the network computes a probability value for the neutral or positive phenotype, with a value of 0 indicating a low likelihood and a value of 1 indicating a high likelihood for a given phenotype. If the probability for the positive phenotype was larger than 0.5, then the image was predicted as a positive phenotype, otherwise a neutral phenotype (hard classification prediction, see Equation 2). Over the 50 validation repeats, the M-CNN architecture achieved equal or better accuracy in all Fig. 2 . Schematic overview the M-CNN architecture. Starting from a multichannel input image, the approach subsamples the image into seven scales (pooling operation). Each scaled version of the image serves as input to a convolution layer, where the network emphasizes a geometric pattern, which is learned during a prior training stage (convolution operation). Each convolution operation results in a kernel map, where a specific geometric pattern is further highlighted by applying a rectification step (ReLU; rectified linear unit). Kernel maps computed across all scales are mapped to a common scale and combined through a final convolutional layer. The resulting kernel maps are passed onto a fully connected layer (inner product operation) whereupon the output layer generates a probability value for each phenotype class. For simplicity, only example scales, kernel maps, and operations are shown datasets in comparison to the benchmark CP-CHARM method that by design classifies only the GFP channel (see Table 1 ; the M-CNN yields exactly the same statistics when classifying only the GFP channel). The neutral and positive phenotypes in the BBBC013 and BBBC015 datasets are visually distinct and thus were captured correctly by the CP-CHARM method. Our method classifies these phenotypes equally well, with 100% median accuracy over all validation runs in both cases. The phenotypes in the BBBC014 and BBBC016 datasets are more heterogeneous and thus more challenging to distinguish. The BBBC014 dataset contains images of two cell lines. The benchmark CP-CHARM method achieves a median accuracy of 84 and 81% on these two datasets, respectively. In comparison, the M-CNN architecture yields a median accuracy of 100% in both cases, with a larger standard deviation value in the BBBC014 dataset indicating variability over the cross-validation repeats.
On these four datasets, which include a small number of images (see Supplementary Table 2 for the number of images), the optimization algorithm (viz.SGD) used during training exhibits poor convergence for both the AlexNet and GoogleNet architectures, and thus we observe a lower classification accuracy. In contrast, the same optimization algorithm finds highly accurate solutions in parameter space for the M-CNN architecture.
In our multi-scale architecture (see Supplementary Table 1) , 624 kernel maps are computed throughout the 21 convolutional layers that are distributed over the seven convolutional pathways (three layers per pathway). Figure 3a presents cropped examples of the neutral and positive phenotype images and example kernel maps from the first layer of the first convolutional pathway (finest scale). Additional examples of kernel maps at coarser scales are shown in Supplementary Fig. S1 . In the BBBC013 and BBBC014 datasets, the positive phenotype is reflected visually through co-localization of the GFP and nuclear fluorescent signals, while in the BBBC015 and BBBC016 datasets, the positive phenotype is reflected visually via vesicle-like spots (Ljosa et al., 2012) . The example kernel maps provide an indication that the network is able to automatically learn kernels that enhance the visual features (e.g., spots) that differentiate the controls in each dataset. It should be noted, however, that the interpretation of the learned features in a neural network, as reflected by these kernel maps, remains an open research question within the deep learning community (Simonyan et al., 2014; Yosinski et al., 2015; Zeiler and Fergus, 2014) .
In these four datasets, cells were subjected to serial dilutions of different treatments (see Supplementary Table 2 ) to investigate the response induced at different concentrations. In each dataset, we (9) 65 (31) 86 (30) 100 (13) Standard deviation values are in parentheses. The values are given in percentages [%] . The accuracy for the benchmark methods is reported in the literature using different performance measures. The performance measure used in each dataset to describe the accuracy of the benchmark method as well as the CNN architectures is specified below. For visualization purposes, only a representative region instead of the full image is displayed (Nuclei, blue; GFP, green). Next to the images we show the representative kernel maps for a single convolution operation at the first layer and at the finest scale within the M-CNN architecture. (b) Concentration response curves for all treatments included in the four datasets computed based on the network's soft-classification predictions. The predicted probability for the positive phenotype (y-axis) is plotted against the concentration (x-axis, log scale). The dots and error bars represent the median and MAD over the experimental replicates (n ¼ 4 for Wortmannin, LY294002, TNFa in MCF7 cells, and TNFa in A549 cells, n¼ 3 for Isoproterenol, and n¼ 2 for the undisclosed compound). A sigmoid function (black line) is fitted to the median values and used to estimate the EC50 values trained the M-CNN architecture using all images from the neutral and positive controls (viz. images from the two lowest and two highest concentrations, respectively). We applied the trained network to all images of all other concentrations in the respective dataset. For each image, the network computes a probability value for the neutral and positive phenotypes (soft classification predictions, see Equation 1). Since the probability values for the two phenotypes add up to one, in the following we only discuss the probability for the positive phenotype. We take the median of the probability values computed for images corresponding to replicates of a given concentration. We then plot these median values as a function of the concentration (see Fig. 3b ). The plots show that the phenotype probability quantitatively correlates with treatment concentrations. At low concentrations, the treatments have no detectable effects and the predicted probability is close to 0. At high concentrations the probability increases to 1. At the intermediate concentrations, the variability over the experimental replicates is relatively high. As the original experiments were designed with previous knowledge of the treatment potencies, one can fit a sigmoid function describing the relation between concentration and phenotype probability to estimate EC 50 values (Fig. 3b) . For the disclosed treatments (viz. Wortmannin, LY294002, TNFa, and Isoproterenol), the EC 50 values calculated from the output of the M-CNN architecture are consistent with previous studies (Arnett et al., 1978; Carpenter et al., 2006; Kirk et al., 1982; Vlahos et al., 1994) .
Multi-label classification of sub-cellular organelles
To evaluate the performance of our approach on datasets involving more than two classes, we applied the M-CNN architecture to three datasets where HeLa, CHO, and A-431 cells, respectively, were stained with various organelle-specific fluorescent dyes (Barbe et al., 2008; Boland and Murphy, 2001; Boland et al., 1998) . These datasets are known to be challenging for classification, as some classes have similar patterns that can be confusing even for human experts (Boland and Murphy, 2001; Li et al., 2012) .
In the first dataset, HeLa cells were stained with fluorescent dyes targeting proteins in 10 organelles: Actin, Nuclei, Endosomes, ER, Golgi (cis/medial), Golgi (cis), Lysosomes, Tubulin, Mitochondria, and Nucleoli (Boland and Murphy, 2001 ). Accordingly, we set the number of units at the output layer of the neural network to 10 (N p ¼ 10). Thus the network computes a probability value for each of the ten organelle classes, and these ten probability values add up to unity (or 100%). The class with the largest probability is considered as the predicted class (hard classification prediction). Mean classification accuracies of up to 95% have been reported for this dataset (Chebira et al., 2007; Coelho et al., 2013) . For the AlexNet architecture, we again observe convergence issues leading to a lower mean classification accuracy (11%) over the cross-validation repeats. The GoogleNet architecture achieves a mean classification accuracy of 92%. Similarly, the M-CNN architecture yields a mean accuracy of 91%. The confusion matrix aggregating the results obtained with the M-CNN architecture over all 50 cross-validation repeats is shown in Figure 4a . The diagonal of the matrix shows the number of correctly classified images for each organelle class. The non-diagonal entries show the number of incorrectly classified images per class and all zero values are omitted for simplicity. The classification accuracies for each organelle class are summarized to the right and sample images for each class are shown at the bottom of the matrix. While the classification accuracy for the whole dataset as well as for most of the organelle classes is higher than 90%, the M-CNN architecture tends to confuse images from the Endosome and Lysosome classes, as well as images from the two Golgi classes. These classification errors are consistent with results from conventional methods, and caused by the fact that the staining patterns within these classes are highly similar (Boland and Murphy, 2001 ).
In the CHO dataset, there are five staining classes: Golgi, Nuclei, Lysosomes, NOP4, and Tubulin (Boland et al., 1998) . The number of units at the output layer of the network is set to 5 (N p ¼ 5). The CP-CHARM method with manually predefined features yields a median classification accuracy of 99%. Because of convergence issues, the AlexNet architecture yields a median accuracy of 29%. The GoogleNet architecture obtains a median accuracy of 91% while the M-CNN architecture yields a median accuracy of 94%. The confusion matrix for the M-CNN architecture is shown in Figure 4b , with sample images shown at the bottom of the table. Here the classification accuracy for the NOP4 class is the lowest, as the network tends to confuse images from that class with images from the Golgi and Tubulin classes. Similar errors have been observed in previous studies (Boland et al., 1998) , which suggest overlap among these staining patterns.
In the HPA dataset, images of fluorescently labelled proteins in A-531 cells are assigned to one of thirteen subcellular location classes: Centrosome, Cytoplasm, Actin filaments, Intermediate filaments, Microtubules, Endoplasmic reticulum (ER), Golgi, Mitochondria, Nuclei, Nuclei but not nucleoli, Nucleoli, Plasma membrane, and Vesicles. The images include four channels: protein, nucleus, microtubuli, and endoplasmatic reticulum (ER). The benchmark approach yields an overall accuracy of 83%. Using all four channels as input, AlexNet obtains an accuracy of 63%, GoogleNet yields 79% while the M-CNN architecture obtains an accuracy of 77%. The confusion matrix for the M-CNN architecture is shown in Supplementary Table 7. Here the errors are similar to those obtained with conventional approaches (e.g., the Nuclei class is confused with the Nuclei but not nucleoli class- Li et al., 2012) . On this large dataset with multiple channels, the accuracy of the M-CNN architecture is partially curtailed by the relatively small number of filters included in the architecture. We obtain more competitive results (accuracy of 80%) with a simple three-fold increase in the number of filters that helps the architecture to cope with the larger number of channels and patterns. Further architectural changes (e.g., introduction of residual layers-He et al., 2016) might be needed to obtain a higher accuracy on this dataset.
Multi-label classification and prediction of compound MoA
The BBBC021 dataset is a large-scale compound profiling effort, where MCF-7 breast cancer cells were treated with 113 compounds at eight concentrations in triplicate, and labeled for DNA, F-actin and b-tubulin. The compound collection was designed to induce a range of cellular phenotypes at different spatial scales (Caie et al., 2010) . A subset of the data, covering 38 compounds or 103 compound-concentration pairs, has been manually annotated with 12 mechanism-of-action (MoA) classes (Ljosa et al., 2013) . Previous studies have used this "ground-truth" annotation to evaluate the ability of conventional pipelines (Ljosa et al., 2013) (including a pipeline with a classification step using a deep-learning methodKandaswamy et al., 2016) for predicting compound MoA.
As the dataset contained 55 plates, we normalized the pixel intensity values of each fluorescence channel to the intensity statistics of the images of the DMSO mock treatments of the same plate (see Supplementary Note). The number of units at the output layer of the neural network was set to 12 (one per MoA class). Thus the network yielded 12 probability values for the 12 MoA classes (which summed up to 100%), and the class with the highest probability was selected as the predicted MoA (hard classification prediction). The predicted MoA classes of the held-out compound at different concentrations were compared with the original annotations to evaluate the accuracy (see Section 2.4 and Supplementary Table 3) . Figure 5a displays the computed confusion matrix based on the aggregated results over all 38 compounds. The classification accuracies for each MoA class are displayed on the right, the number of correctly classified treatments (compound-concentration pairs) is shown on the diagonal, and all zero values are omitted for simplicity. The M-CNN architecture achieved perfect classification for 9 out of 12 MoA classes. For the remaining three MoA classes (microtubule destabilizers, microtubule stabilizers and protein degradation), the accuracies were 79, 89, and 57%, respectively, with only a handful of misclassified treatments. In six of the seven misclassified treatments, the MoA with the second-best probability corresponds to the true MoA (see Supplementary Table 3) . These results are similar to the best method evaluated in a previous benchmark study (Ljosa et al., 2013) , which deployed a customized and manually adjusted analysis pipeline (viz. segment cellular objects, extract pre-defined features, perform factor analysis, and apply a nearestneighbor classifier for phenotype prediction). Further, our approach outperformed a conventional pipeline feeding feature vectors to a deep learning method (viz. deep auto-encoders) for classification (Kandaswamy et al., 2016) , which achieved an overall classification accuracy of 77%, as well as other deep CNN architectures, namely AlexNet and GoogleNet, which achieve accuracies of 65% and 86%, respectively. The results highlight the importance of analyzing the image data directly via a parallel multi-scale convolutional strategy as performed in the M-CNN architecture as well as the ability of the proposed architecture to generalize to compounds left out from the training process.
We then proceeded to describe the MoA class of compounds and concentrations without any annotation using the soft classification predictions of the M-CNN architecture. We first trained a single M-CNN with 1684 original images ($13% of the data) coming from all annotated data (without holding out any compounds) plus images from the DMSO mock treatments. The network generated predictions for the 12 annotated MoA classes and a DMSO class. The number of units at the output layer of the neural network was therefore set to 13. We then applied the trained model to the whole data collection of 113 compounds at eight concentrations and three replicates to predict their mechanism of action. The computed probability values representing the soft-classification predictions for all treatments are provided in Supplementary Table 4 .
We selected four example compounds and plotted the phenotype probability for the 13 classes against the compound concentration (Fig. 5b) . Multiple fields and replicates were summarized by calculating the median and the MAD. The first example, Floxuridine, was tested at eight concentrations ranging from 0.03 to 100 lM. Fig. 5a ). The dots and error bars represent the median and MAD over the experimental replicates (n ¼ 2 for Alsterpaullone and n ¼ 3 for the other three compounds). Images corresponding to data points marked by dashed circles are part of the training data network predicted the other concentrations to have the same phenotype with high probabilities and low replicate variability except for the lowest concentration at 0.03 lM (Fig. 5b) . This result is consistent with the reported EC 50 of Floxuridine around 0.01 lM (Rai cMali c et al., 2000). In the second example, Nocodazole was tested at eight concentrations between 0.001 and 3 lM (Fig. 5b) , with concentrations 1 and 3 lM labeled as microtubule destabilizers (MD) in the training data (marked with dashed circles). At the lowest concentrations (viz. 0.001, 0.003, and 0.01 lM) DMSO was predicted as the dominant class, indicating that at these concentrations the compound did not induce any distinguishable effect. At 0.03 lM, the protein degradation (PD) phenotype was slightly prevalent. As the concentration increased, the microtubule destabilizers (MD) MoA became gradually dominant. The concentration at which we observe the half maximal response for the MD MoA also agrees with previously published EC 50 values (Kiselyov et al., 2010) . In the third example, Alsterpaullone was tested at eight concentrations between 0.03 and 30 lM (Fig. 5b) . Concentrations 1 and 3 lM were labeled as kinase inhibitor (KI) in the training data. The model was able to predict a concentration-dependent response for the kinase inhibitor MoA class over the first seven concentrations. Interestingly, at the highest concentration (30 lM) the neural network predicted DNA damage (DD) as the dominant MoA. This is likely due to the apoptosis-inducing effect of this compound at this concentration (Faria et al., 2015; Lahusen et al., 2003) . For the final example, Hydroxyurea, none of the concentrations were included in the training dataset. Here the model predicted a concentration-dependent MoA of DD, with an EC 50 between 100 and 400 lM, which is consistent with previous studies (Banh and Hales, 2013; Simunovi c et al., 2009 ).
Conclusion
We have developed an approach based on an M-CNN to analyze high-content cellular images. The approach yields, in a single and cohesive step, a phenotype prediction for an input image using solely the image's pixel intensity values. The proposed multi-scale architecture considers in parallel the input image at different spatial scales, and is able to identify complex and diverse phenotypic patterns emerging at various spatial levels requiring no a priori knowledge about the expected imaging phenotype. Analogous to previous image-based compound profiling schemes (Bakal et al., 2007; Loo et al., 2007) , our approach uses the probability outputs computed by the network to quantitatively describe cellular phenotypes. Our study showed that these soft-classification predictions behave in a concentration-dependent manner, thus describing quantitatively the phenotypic variations arising from compound treatments, and consequently enabling chemical treatment potency estimation from high-content cellular images via CNNs. The resulting concentration response curves and estimated EC 50 values further validate our approach, since these results suggest that the network is capturing biologically relevant information and generalizing well to images not used during training. We demonstrated the capabilities of the M-CNN architecture by applying it to eight datasets that cover a range of cell lines, staining reagents, treatments as well as image acquisition settings (e.g., instrument types and magnifications). Compared with previous stateof-the-art results, including those of other deep CNN architectures, the M-CNN architecture achieved similar or better performance. Certainly, our comparison is limited to the available experimental scenarios as well as approaches, and as such, we do not claim that our approach is universally better. Already on more complex datasets, such as the HPA dataset, we observe some of the performance limitations of the approach. The comparison nevertheless shows that the M-CNN architecture performs well across diverse datasets without any customization or manual parameter adjustments.
Typical deep learning architectures, such as AlexNet and GoogleNet, require a large amount of labeled data for training. Here, we have showed that, together with a data augmentation strategy, relatively few images are required to train the M-CNN architecture. Certainly, the proposed deep learning approach is more expensive, from a purely computational perspective, than conventional methods. On an NVIDIA Tesla K80 GPU with 11.5 GB of memory, training the neural network on all annotated images from the BBBC021 dataset together with the images generated by the data augmentation scheme takes $1.5 days. Generating the predictions shown in Supplementary Table 4 for all 13 200 three-channel images takes ca. 25 min on the same hardware. Although requiring substantially more computational resources, the M-CNN approach saves time and effort that would be otherwise employed to manually adjust the parameters, such as segmentation and feature selection parameters, involved in conventional image analysis pipelines. The current computational performance is already sufficient for analyzing large-scale experiments and can be further improved via advanced hardware and distributed computing (Dean et al., 2012) .
The proposed approach computes a phenotypic prediction for a whole image and does not quantify explicitly single cell features such as cell area or nuclear ellipticity. As such, it does not replace more traditional single-cell analyses (Carpenter et al., 2006; Fuchs et al., 2010; Matula et al., 2009 ) that provide such explicit cellularlevel information with which detailed measurements of, e.g., phenotype heterogeneity over space and time (Gut et al., 2015) may be obtained.
This study applies a supervised deep learning approach, where training data with class labels are used to build a classification model that can be applied to test data for prediction and evaluation. The model is limited to the phenotype classes within the training dataset, and therefore cannot detect novel phenotypes. Unsupervised learning approaches, requiring no manual annotations, are an ongoing research effort in the deep learning field (LeCun et al., 2015) and would address this limitation. Consequently, we are exploring the application of unsupervised deep learning methods for cellular imaging data analysis and the potential to discover novel phenotypes.
