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Abstract In the paper we consider time-changed Poisson processes where the time is ex-
pressed by compound Poisson-Gamma subordinators G(N(t)) and derive the expressions for
their hitting times. We also study the time-changed Poisson processes where the role of time is
played by the processes of the form G(N(t) + at) and by the iteration of such processes.
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1 Introduction
Poisson processes with randomized time have been intensively studied in the recent
literature. The most popular models of such processes are represented by the space-
fractional and time-fractional Poisson processes where a random time-change is intro-
duced by a stable subordinator or its inverse correspondingly (we refer, for example,
to [7, 12, 14, 3, 10, 1, 13], to mention only few, see also references therein).
In the paper [14] a general class of time-changed Poisson processes Nf (t) =
N(Hf (t)), t > 0, has been introduced and studied, where N(t) is a Poisson pro-
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cess andHf (t) is an arbitrary subordinator with Laplace exponent f , independent of
N(t). Distributional properties, hitting times and governing equations for such pro-
cesses were presented in [14, 7]; the case of iterated time change and some further
generalizations of the class of process Nf (t) were also considered in [7]. Hitting
times for the iterated Poisson process were studied in [11, 6], and for population
processes with random time in [4].
In the papers [5, 9] time-changed Poisson processes were studied for the case
where the role of time is played by compound Poisson-Gamma subordinators and
their inverse processes. In the present paper, we continue to investigate the properties
of the processes N(GN (t)), t > 0, where GN (t) = G(N(t)) is the compound
Poisson-Gamma process. Some motivation for considering this class of processes
is given in [5] (see Section 3 therein). We derive the expressions for the hitting times
and first passage times of the processesN(GN (t)) in Sections 3 and 4. We next study
in Section 5 the time-change introduced by the process GN+a(t) = G(N(t) + at),
where the Gamma process G(t) and the Poisson process with a drift N(t) + at are
independent. In Section 6 we consider some kinds of iterated Bessel transforms and
their use for time-change in the Poisson process.
2 Preliminaries
In this section we recall some results on time-changed Poisson processes, which will
be used in the next sections. In the paper [14] the time-changed Poisson processes
Nf (t) = N(Hf (t)), t > 0, have been studied, where N(t) is the Poisson process
with intensity λ and Hf (t) is the subordinator with a Bernštein function f(u), inde-
pendent of N(t). Their distributions are characterized as follows:
Pr
{
Nf [t, t+ dt) = k
}
=
{
dtλ
k
k!
∫∞
0 e
−λsskν(ds) + o(dt), k ≥ 1,
1− dt ∫∞
0
(1 − e−λs)ν(ds) + o(dt), k = 0, (1)
pfk(t) = P
{
Nf(t) = k
}
=
(−1)k
k!
dk
duk
e−tf(λu)

u=1
, (2)
the probability generating function of Nf (t) is given by
Gf (u, t) = e−tf(λ(1−u)), |u| ≤ 1. (3)
The time-changed Poisson processes Nf (t), t > 0, have independent station-
ary increments (see, e.g., the general result on subordinated Lévy processes given in
Theorem 1.3.25 [2]).
It is also shown in [14] that the probabilities of the processes Nf (t) satisfy the
difference-differential equations:
d
dt
pfk(t) = −f(λ)pfk(t) +
k∑
m=1
λm
m!
pfk−m(t)
∫ ∞
0
e−sλsmν(ds), k ≥ 0, t > 0,
(4)
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with the usual initial conditions: pf0(0) = 1, and p
f
k(0) = 0 for k ≥ 1. The equation
(4) can be also written in the following form (see [14], Remark 2.3):
d
dt
pfk(t) = −f
(
λ(I −B))pfk(t), k ≥ 0, t > 0, (5)
where B is the shift operator:Bpfk(t) = p
f
k−1(t), and it is supposed that p−1(t) = 0.
Let N1(t) be the Poisson process with intensity λ1, and let GN (t) = G(N(t)),
t > 0, be the compound Poisson-Gamma subordinator with parameters λ, α, β, that
is, with the Laplace exponent f(u) = λβα(β−α− (β+u)−α) and the Lévy measure
ν(du) = λβα(Γ (α))−1uα−1e−βudu, λ, α, β > 0. In the case when α = 1 we have
the compound Poisson-exponential subordinator, which we will denote as EN (t).
Consider the time-changed process N1(GN (t)) = N1(G(N(t))), t > 0, where
the compound Poisson-Gamma process GN (t) is independent of N1(t).
We recall the results on probability distributions of the processN1(GN (t)), which
were presented in our previous paper [5] and will be used in the next sections.
Theorem 1. [5] Probability mass function of the processX(t) = N1(GN (t)), t > 0,
is given by
pk(t) = P
(
X(t) = k
)
=
e−λt
k!
λk1
(λ1 + β)k
∞∑
n=1
(λtβα)nΓ (αn+ k)
(λ1 + β)αnn!Γ (αn)
for k ≥ 1,
(6)
and
p0(t) = exp
{−tf(λ1)} = exp{−λt(1− βα
(λ1 + β)α
)}
. (7)
The probabilities pk(t), k ≥ 0, satisfy the following system of difference-differential
equations:
d
dt
pk(t) =
(
λβα
(λ1 + β)α
−λ
)
pk(t)+
λβα
(λ1 + β)α
k∑
m=1
λm1
(λ1 + β)m
Γ (m+ α)
m!Γ (α)
pk−m(t).
(8)
Remark 1. Probability mass function of the process X(t) = N1(GN (t)) for k ≥ 1
can be represented with the use of the generalized Wright function in the following
form:
pk(t) = P
(
X(t) = k
)
=
e−λt
k!
λk1
(λ1 + β)k
1Ψ1
(
(k, α), (0, α),
λtβα
(λ1 + β)α
)
, (9)
where
pΨq
(
(ai, αi), (bj , βj), z
)
=
∞∑
k=0
p∏
i=1
Γ (ai + αik)
q∏
j=1
Γ (bj + βjk)
zk
k!
(10)
is the generalizedWright function defined for z ∈ C, ai, bi ∈ C, αi, βi ∈ R, αi, βi 6=
0 and
∑
αi −
∑
βi > −1 (see, e.g., [8]).
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Fig. 1. Probabilities (6), for values of α = 2, β = 0.8, λ = 2, λ1 = 1
To represent the distribution function in the next theorem we will use the three-
parameter generalized Mittag-Leffler function, which is defined as follows:
Eγρ,δ(z) =
∞∑
k=0
Γ (γ + k)
Γ (γ)
zk
k!Γ (ρk + δ)
, z ∈ C, ρ, δ, γ ∈ C, (11)
with Re(ρ) > 0,Re(δ) > 0,Re(γ) > 0 (see, e.g., [8]).
Theorem 2. [5] Let X(t) = N1(EN (t)). Then for k ≥ 1
pEk (t) = P
(
X(t) = k
)
= e−λt
λk1λβt
(λ1 + β)k+1
Ek+11,2
(
λβt
λ1 + β
)
; (12)
p0(t) = exp
{
− λλ1t
λ1 + β
}
, (13)
and the probabilities pk(t), k ≥ 0, satisfy the following equation:
d
dt
pEk (t) = −λ
λ1
λ1 + β
pEk (t) +
λβ
λ1 + β
k∑
m=1
(
λ1
λ1 + β
)m
pEk−m(t). (14)
Figures 1 and 2 show the behavior of the probabilities (6) and (12), for various
choices of t (t = 1, 2, 3).
3 Hitting times of the subordinated Poisson process N1(GN(s))
In this section we study the hitting times for the processN1(GN (s)) defined as
Tk = inf
{
s : N1
(
GN (s)
)
= k
}
, k ≥ 1.
In the next theorem we obtain the analytic expression for P{Tk <∞}.
Theorem 3. For the random times Tk we have that
P{Tk <∞} = λ
k
1
k!(λ1 + β)k
(
1−
(
β
λ1 + β
)α) ∞∑
n=1
(
β
λ1 + β
)αn
Γ (αn+ k)
Γ (αn)
. (15)
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Fig. 2. Probabilities (12), for values of β = 0.8, λ = 4, λ1 = 1
Proof. Following the first lines of the proof of Theorem 2.3. from [7], using the
independence of increments of the process N1(GN (s)), we write the lines (16) and
(17) below, and then, having in mind (1), we come to the expression (18):
P{Tk ∈ ds} = P
{
k⋃
j=1
{
N1
(
GN (s)
)
= k − j,N1
(
GN [s, s+ ds
)
) = j
}}
(16)
=
k∑
j=1
P
{
N1
(
GN (s)
)
= k − j}P{N1(GN [s, s+ ds)) = j} (17)
=
k∑
j=1
pk−j(s)
λj1
j!
∫ ∞
0
e−λ1ttjν(dt)ds. (18)
Now we note that the expression (18) coincides with the second term in the r.h.s. of
the equation (4), and, therefore, we can write:
P{Tk ∈ ds} =
{
d
ds
pk(s) + f(λ1)pk(s)
}
ds
=
{
1
k!
λk1
(λ1 + β)k
∞∑
n=1
(λβα)nΓ (αn+ k)
(λ1 + β)αnn!Γ (αn)
d
ds
e−λssn
+
(
λ− λβ
α
(λ1 + β)α
)
pk(s)
}
ds
=
e−λsλk1
k!(λ1 + β)k
∞∑
n=1
(λβα)nΓ (αn+ k)
(λ1 + β)αnn!Γ (αn)
(
−λsn + nsn−1
+ sn
(
λ− λβ
α
(λ1 + β)α
))
ds
=
e−λsλk1
k!(λ1 + β)k
∞∑
n=1
(λβα)nΓ (αn+ k)
(λ1 + β)αnn!Γ (αn)
(
nsn−1 − sn λβ
α
(λ1 + β)α
)
ds.
(19)
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Finally, from the expression (19) we obtain:
P{Tk <∞} = λ
k
1
k!(λ1 + β)k
∞∑
n=1
{
(λβα)nΓ (αn+ k)
(λ1 + β)αnn!Γ (αn)
×
∫ ∞
0
e−λs
(
nsn−1 − sn λβ
α
(λ1 + β)α
)
ds
}
=
λk1
k!(λ1 + β)k
∞∑
n=1
{
(λβα)nΓ (αn+ k)
(λ1 + β)αnn!Γ (αn)
×
(
n
Γ (n)
λn
− λβ
α
(λ1 + β)α
Γ (n+ 1)
λn+1
)}
=
λk1
k!(λ1 + β)k
(
1−
(
β
λ1 + β
)α) ∞∑
n=1
(
β
λ1 + β
)αn
Γ (αn+ k)
Γ (αn)
.
Remark 2. We note that the expression for the hitting times (15) does not depend on
the parameter λ, the intensity parameter of the inner Poisson process involved in the
time-changed process
N1
(
GN (s)
)
= N1(G
(
N(t)
)
= Nλ1
(
G(α,β)
(
Nλ(t)
))
.
In the paper [7] the authors show that in general case for the process Nf (t) =
N(Hf (t)) the probabilities P{T fk ∈ ds} can be represented as follows (see the
formula (2.8) in [7]):
P
{
T fk ∈ ds
}
=
k−1∑
j=0
(−1)j
j!
dj
duj
e−sf(λu)

u=1
ds
λk−j
(k − j)!
∫ ∞
0
e−λttk−jν(dt)
(20)
To be able to use the above formula, it is necessary to calculate the derivatives
dj
duj
1
f(λ1u)
|u=1. (21)
It is noted in [7] that evaluation of these derivatives seems possible only for a small
subset of Bernštein functions. One example of such functions is f(u) = uα, the
Bernštein function which corresponds to the stable subordinator. We show below an-
other example of such functions.
In the case when α = 1 the process GN (t) becomes EN (t), the compound Pois-
son process with exponentially distributed jumps that has Laplace exponent f(u) =
λ uβ+u , λ > 0, β > 0. For this function it is possible to calculate the derivatives (21),
since we easily find:
dj
duj
1
f(λ1u)
= (−1)jj! β
λλ1
u−(j+1), j ≥ 1, 1
f(λ1u)
=
β + λ1u
λλ1u
, j = 0.
(22)
Therefore, we can use the formula (20) for the processN1(EN (T )).
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Theorem 4. For the random times
TEk = inf
{
s : N1
(
EN (s)
)
= k
}
, k ≥ 1,
we have that
P
{
TEk <∞
}
=
β
λ1 + β
. (23)
Proof. Using the formulas (20) and (22), we obtain:
P
{
TEk ∈ ds
}
=
k−1∑
j=0
(−1)j
j!
dj
duj
e−sf(λ1u)

u=1
ds
λk−j1
(k − j)!
×
∫ ∞
0
e−λ1ttk−jλβe−βtdt
=
λβ
λ1 + β
k−1∑
j=0
(−1)j
j!
λk−j1
(λ1 + β)k−j
dj
duj
e−sf(λ1u)

u=1
ds. (24)
Therefore,
P
{
TEk <∞
}
=
λβ
λ1 + β
k−1∑
j=1
(−1)j
j!
(
λ1
λ1 + β
)k−j
dj
duj
1
f(λ1u)

u=1
+
βλk−11
(λ1 + β)k
=
λβ
λ1 + β
k−1∑
j=1
(−1)j
j!
(
λ1
λ1 + β
)k−j
(−1)jj! β
λλ1
+
βλk−11
(λ1 + β)k
=
λk−11 β
2
(λ1 + β)k+1
k−1∑
j=1
(
λ1 + β
λ1
)j
+
βλk−11
(λ1 + β)k
=
β
λ1 + β
(
1−
(
λ1
β + λ1
)k−1)
+
βλk−11
(λ1 + β)k
=
β
λ1 + β
.
Remark 3. For all Bernštein functions f(u) it holds (see [7]):
P
{
T f1 <∞
}
< 1.
For our case when f(u) = λβα(β−α − (β + u)−α), we obtain:
P{T1 <∞} = λ1
λ1 + β
αβα
(λ1 + β)α − βα ,
and when f(u) = λ uβ+u , λ > 0, β > 0, we have that for all k ≥ 1:
P
{
TEk <∞
}
=
β
λ1 + β
< 1.
Remark 4. It is easy to calculate the expression P{Tk <∞} for the case of process
N1(GN (t)) with the parameter α = 2:
P{Tk <∞} = 1
k!
(
1−
(
β
λ1 + β
)2)[
β
2
(
1
λ1
+
λk1
(λ1 + 2β)k+1
)]
. (25)
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Indeed, we notice that the sum in the r.h.s. of the formula (15) can be obtained by
summing the even terms of the following sum:
∞∑
n=0
xn
Γ (n+ k)
k!Γ (n)
= x(1− x)−(k+1),
where |x| < 1.
Lemma 1. The expression for the probabilities P{TEk ∈ ds} for the process
N1(EN (t)) = Nλ1(Eβ(Nλ(t)) can be written in the following form:
P
{
TEk ∈ ds
}
=
λβ
λ1 + β
∞∑
n=0
P
{
Nλ(s) = n
}
P
{
Nβ
(
Eλ1(k)
)
= n
}
ds,
here P{Nβ(Eλ1(k)) = n} is the distribution of the time-changed Poisson process,
where the role of time is played by the exponential process, subscripts denote the
parameters of the processes.
Proof. Let us return to the formula (18). Having in mind (1) and (6), we come to the
following:
P{Tk ∈ ds}
=
k−1∑
j=1
e−λsλk−j1
(k − j)!(λ1 + β)k−j
∞∑
n=1
(
λsβα
(λ1 + β)α
)n
Γ (αn+ k − j)
n!Γ (αn)
× λ
j
1
j!
∫ ∞
0
e−λ1ttjλβα
(
Γ (α)
)−1
tα−1e−βtdtds
+ exp
{
−λs
(
1− β
α
(λ1 + β)α
)}
λk1
k!
∫ ∞
0
e−λ1ttkλβα
(
Γ (α)
)−1
tα−1e−βtdtds
=
λβαe−λs
Γ (α)
k−1∑
j=1
λk−j1
(k − j)!(λ1 + β)k−j
λj1
j!
Γ (j + α)
(λ1 + β)α+j
∞∑
n=1
(
λsβα
(λ1 + β)α
)n
× Γ (αn+ k− j)
n!Γ (αn)
ds+ exp
{
−λs
(
1− β
α
(λ1 +β)α
)}
λλk1β
α
(λ1 + β)α+k
Γ (α+ k)
k!Γ (α)
ds
=
λβαe−λs
Γ (α)
λk1
(λ1 + β)α+k
k−1∑
j=1
Γ (j + α)
(k − j)!j!
∞∑
n=1
(
λsβα
(λ1 + β)α
)n
Γ (αn+ k − j)
n!Γ (αn)
ds
+ exp
{
−λs
(
1− β
α
(λ1 + β)α
)}
λλk1β
α
(λ1 + β)α+k
Γ (α+ k)
k!Γ (α)
ds. (26)
Now we take α = 1 in (26) and obtain:
P
{
TEk ∈ ds
}
=
λβλk1e
−λs
(λ1 + β)1+k
k−1∑
j=1
Γ (j + 1)
(k − j)!j!
∞∑
n=1
(
λsβ
λ1 + β
)n
Γ (n+ k − j)
n!Γ (n)
ds
+ exp
{
−λs
(
1− β
λ1 + β
)}
λλk1β
(λ1 + β)k+1
Γ (k + 1)
k!
ds = I1 + I2
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=
λβλk1e
−λs
(λ1 + β)1+k
∞∑
n=1
(
λβs
λ1 + β
)n
1
n!Γ (n)
k−1∑
j=1
Γ (n+ k − j)
(k − j)! ds+ I2
=
λβλk1e
−λs
(λ1 + β)1+k
∞∑
n=1
(
λβs
λ1 + β
)n
1
n!
k−1∑
l=1
(n+ l − 1)!
l!(n− 1)! ds+ I2
=
λβλk1e
−λs
(λ1 + β)1+k
∞∑
n=1
(
λβs
λ1 + β
)n
1
n!
[
k−1∑
l=0
Cln+l−1 − 1
]
ds+ I2
=
λβλk1e
−λs
(λ1 + β)1+k
∞∑
n=1
(
λβs
λ1 + β
)n
1
n!
[
Ck−1n+k−1 − 1
]
ds+ I2
=
λβ
λ1 + β
∞∑
n=1
e−λs
(λs)n
n!
λk1β
n
(λ1 + β)n+k
Γ (n+ k)
n!Γ (k)
ds
− λβλ
k
1e
−λs
(λ1 + β)1+k
∞∑
n=1
(
λβs
λ1 + β
)n
1
n!
ds+ I2
=
λβ
λ1 + β
∞∑
n=1
e−λs
(λs)n
n!
λk1β
n
(λ1 + β)n+k
Γ (n+ k)
n!Γ (k)
ds
− λβλ
k
1e
−λs
(λ1 + β)1+k
[
e−λs
β
λ1+β − 1]ds
+ exp
{
−λs
(
1− β
λ1 + β
)}
λλk1β
(λ1 + β)k+1
ds
=
λβ
λ1 + β
∞∑
n=0
e−λs
(λs)n
n!
λk1β
n
(λ1 + β)n+k
Γ (n+ k)
n!Γ (k)
ds
=
λβ
λ1 + β
∞∑
n=0
P
{
Nλ(s) = n
}
P
{
Nβ
(
Eλ1(k)
)
= n
}
ds. (27)
By integrating the left part of the formula (27) by s we get:
P
{
TEk <∞
}
=
λβ
λ1 + β
∞∑
n=0
∫ ∞
0
e−λs
(λs)n
n!
dsP
{
Nβ
(
Gλ1(k)
)
= n
}
=
β
λ1 + β
∞∑
n=0
P
{
Nβ
(
Gλ1 (k)
)
= n
}
=
β
λ1 + β
,
which coincides with the formula (23).
4 First passage time of the subordinated Poisson process N1(GN(s))
In this section we study first passage time for the processN1(GN (s)) defined as
T˜k = inf
{
s ≥ 0 : N1
(
GN (s)
) ≥ k}.
176 K. Buchak, L. Sakhno
We have:
P{T˜k < s} = P
{
N1
(
GN (s)
) ≥ k} = ∞∑
j=k
∫ ∞
0
e−λ1z
(λ1z)
j
j!
P
{
GN (s) ∈ dz
}
= e−λs
∞∑
j=k
(
λ1
λ1 + β
)j
1
j!
∞∑
n=1
(
λsβα
(λ1 + β)α
)n
Γ (αn+ j)
n!Γ (αn)
,
and, therefore,
P{T˜k ∈ ds}/ds
=
d
ds
e−λs
∞∑
j=k
(
λ1
λ1 + β
)j
1
j!
∞∑
n=1
(
λsβα
(λ1 + β)α
)n
Γ (αn+ j)
n!Γ (αn)
= e−λs
∞∑
j=k
(
λ1
λ1 + β
)j
1
j!
∞∑
n=1
sn−1(n− λs)
(
λsβα
(λ1 + β)α
)n
Γ (αn+ j)
n!Γ (αn)
.
When α = 1, the process GN (t) becomes EN (t), that is, the compound Poisson
process with exponentially distributed jumps. For this process we denote the hitting
times by
T˜Ek = inf
{
s ≥ 0 : N1
(
EN (s)
) ≥ k}.
We obtain:
P
{
T˜Ek < s
}
= P
{
N1
(
GN (s)
) ≥ k} = ∞∑
j=k
∫ ∞
0
e−λ1z
(λ1z)
j
j!
P
{
EN (s) ∈ dz
}
= e−λs
∞∑
j=k
λj1λβs
(λ1 + β)j+1
Ej+11,2
(
λβs
λ1 + β
)
.
Therefore,
P
{
T˜Ek ∈ ds
}
/ds =
d
ds
e−λs
∞∑
j=k
λj1λβs
(λ1 + β)j+1
Ej+11,2
(
λβs
λ1 + β
)
.
Taking into account that dds (asEγ1,2(as)) = aEγ1,1(as), we obtain:
P
{
T˜Ek ∈ ds
}
/ds =
∞∑
j=k
λj1
(λ1 + β)j
d
ds
e−λs
λβs
λ1 + β
Ej+11,2
(
λβs
λ1 + β
)
=
∞∑
j=k
λj1
(λ1 + β)j
e−λs
[(
−λ λβs
λ1 + β
Ej+11,2
(
λβs
λ1 + β
)
+
λβ
λ1 + β
Ej+11,1
(
λβs
λ1 + β
))]
= e−λs
λβ
λ1 + β
∞∑
j=k
λj1
(λ1 + β)j
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×
[
Ej+11,1
(
λβs
λ1 + β
)
− λsEj+11,2
(
λβs
λ1 + β
)]
.
We summarize the above reasonings in the following form.
Lemma 2. For the process N1(GN (s)) the law of T˜k is given by the following for-
mula:
P{T˜k ∈ ds}/ds = e−λs
∞∑
j=k
(
λ1
λ1 + β
)j
1
j!
∞∑
n=1
sn−1(n− λs)
×
(
λsβα
(λ1 + β)α
)n
Γ (αn+ j)
n!Γ (αn)
.
In the case when α = 1, that is, for the process N1(EN (s)), we have:
P
{
T˜Ek ∈ ds
}
/ds = e−λs
λβ
λ1 + β
∞∑
j=k
λj1
(λ1 + β)j
×
[
Ej+11,1
(
λβs
λ1 + β
)
− λsEj+11,2
(
λβs
λ1 + β
)]
.
5 Gamma process subordinated to the Poisson process with a drift
LetN(t) be the Poisson process with the intensity parameter λ. Consider the process
with a drift
N(t) + at, a > 0. (28)
The probability law of the processN(t)+at can be written in the following form
(see, e.g., [3], Theorem 1):
px(t) = e
−λt
∞∑
k=0
(λt)k
k!
δ(x− k − at), x ≥ at, a > 0, t > 0. (29)
The Laplace transform of the process (28) is:
Ee−u(at+N(t)) = e−t(au+λ(1−e
−u)), (30)
and, correspondingly, the Laplace exponent is:
fN+a(u) = au+ λ
(
1− e−u). (31)
Let G(t) be the Gamma process with parameters (α, β), that is, with the Laplace
exponent f(u) = α log(1 + uβ ) . Denote the probability density ofG(t) by hG(t)(y).
For a ≥ 0 consider the process
GN+a(t) = G
(
at+N(t)
)
, t ≥ 0. (32)
Its Laplace transform has the following form:
Ee−uG(at+N(t)) = e−t(aα log(1+
u
β
)+λ(1−(1+u
β
)−α)), (33)
178 K. Buchak, L. Sakhno
therefore, the Laplace exponent and the corresponding Levy measure are given by the
following formulas:
fGN+a(u) = aα log
(
1 +
u
β
)
+ λ
(
1−
(
1 +
u
β
)−α)
, (34)
and
ν(du) = e−βuu−1
(
aα+
λβα
Γ (α)
uα
)
du, λ > 0, α > 0, β > 0, (35)
and we note that the process G(at + N(t)) coincides in distribution with the sum
of independent processes G˜N (t) + G˜(at), where G˜N (t) is the compound Poisson-
Gamma process and G˜(t) is the Gamma process.
The distribution of the process G(at+N(t)) can be calculated as follows:
P
{
GN+a(t) ∈ dy
}
=
∫ ∞
0
hG(s)(y)ps(t)ds
=
∫ ∞
0
βαs
Γ (αs)
yαs−1e−βye−λt
∞∑
k=0
(λt)k
k!
δ(s− k − at)dsdy
= e−yβ−λt
∞∑
k=0
(λt)k
k!
1
y
∫ ∞
0
βαs
Γ (αs)
yαsδ(s− k − at)dsdy
= e−yβ−λtyαat−1βαat
∞∑
k=0
(λt(βy)α)k
k!Γ (α(k + at))
= e−yβ−λt
(yβ)αat
y
Φ
(
α, αat, λt(βy)α
)
dy, a 6= 0,
where in the last line the Wright function appears:
Φ(ρ, δ, z) =
∞∑
k=0
zk
k!Γ (ρk + δ)
, z ∈ C, ρ ∈ (−1, 0) ∪ (0,∞), δ ∈ C; (36)
We summarize the above reasonings in the following lemma.
Lemma 3. The process GN+a(t) = G(at + N(t)) is the Lévy process with the
Bernštein function and Lévy measure given by (34), (35), and its probability distribu-
tion is given by
P
{
GN+a(t) ∈ dy
}
= e−yβ−λt
(yβ)αat
y
Φ
(
α, αat, λt(βy)α
)
dy, a 6= 0.
Remark 5. The first two moments of the processes at+N(t) andG(at+N(t)) are:
E
(
at+N(t)
)
= (λ+ a)t; V ar
(
at+N(t)
)
= λt;
cov
(
at+N(t), as+N(s)
)
= λmin(t, s).
EG
(
at+N(t)
)
= αβ−1(λ + a)t;
V arG
(
at+N(t)
)
= αβ−2(λα + λ+ a)t;
cov
(
G
(
at+N(t)
)
, G
(
as+N(s)
))
= αβ−2(λα + λ+ a)min(t, s).
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When the parameter α = 1, that is, the process GN+a(t) becomes EN+a(t), we
obtain:
P
{
EN+a(t) ∈ dy
}
= e−yβ−λtβ
at+1
2
(
y
λt
) at−1
2
Iat−1(2
√
λβty) (37)
since
Φ(1, at, z) = z
1−at
2 Iat−1(2
√
z),
where Ik is the modified Bessel function of the first kind (see, e.g., [16]):
Ik(z) =
∞∑
n=0
(z/2)2n+k
n!(n+ k)!
.
Note that the distribution (37) was presented in [15, 18, 17] for the case when β = 1.
Remark 6. We recall that for the case when the shift a = 0 the distributions ofGN (t)
and EN (t) have the atom at zero and are given by the following formulas:
P
{
GN (t) ∈ ds
}
= e−λtδ{0}(ds) + e
−λt−βs 1
s
Φ
(
α, 0, λt(βs)α
)
ds,
P
{
EN (t) ∈ ds
}
= e−λtδ{0}(ds) + e
−λt−βs
√
λtbs
s
I1(2
√
λtβs)ds.
LetN1(t) be the Poisson process with intensity parameter λ1. Consider the time-
changed process
N1
(
GN+a(t)
)
= N1
(
G
(
N(t) + at
))
. (38)
Theorem 5. Probability mass function of the process N1(GN+a(t)) is given by
pk(t) = P
{
N1
(
GN+a(t)
)
= k
}
= e−λt
λk1
k!
∞∑
n=0
(λt)n
n!
βα(n+at)
Γ (α(n+ at))
Γ (α(n+ at) + k)
(λ1 + β)α(n+at)+k
. (39)
The probabilities pk(t) satisfy the following system of difference-differential equa-
tions:
d
dt
pk(t) = −
(
aα log
(
1 +
λ1
β
)
+ λ
(
1−
(
β
λ1 + β
)α))
pk(t)
+
k∑
m=1
1
m!
(
λ1
λ1 + β
)m(
aαΓ (m) + λ
(
β
λ1 + β
)α
Γ (m+ α)
Γ (α)
)
pk−m(t).
(40)
Proof. The probability mass function of the process N1(GN+a(t)) can be obtained
by standard conditioning arguments (see, e.g., the general result for subordinated
Lévy processes in [15], Theorem 30.1).
180 K. Buchak, L. Sakhno
pk(t) = P
{
N1
(
G
(
at+N(t)
))
= k
}
=
∫ ∞
0
P
{
N1(s) = k
}
P
{
G
(
at+N(t)
) ∈ ds}
=
∫ ∞
0
e−λ1s
(λ1s)
k
k!
e−βs−λt
∞∑
n=0
(λt)n
n!
1
s
βα(n+at)
Γ (n+ at)
sα(n+at)
= e−λt
∞∑
n=0
(λt)n
n!
λk1
k!
βα(n+at)
Γ (α(n+ at))
Γ (α(n+ at) + k)
(λ1 + β)α(n+at)+k
.
Using the formula (4), we obtain the equations (40).
Theorem 6. Probability mass function of the process N1(EN+a(t)) is given by
pEk (t) = P
{
N1
(
EN+a(t)
)
= k
}
= e−λt
Γ (k + at)
k!
(
λ1
λ1 + β
)k(
β
λ1 + β
)at
Ek+at1,at
(
λβt
λ1 + β
)
. (41)
The probabilities pEk (t) satisfy the following system of difference-differential equa-
tions:
d
dt
pEk (t) = −
(
a log
(
1 +
λ1
β
)
+
λλ1
λ1 + β
)
pEk (t) +
k∑
m=1
(
λ1
λ1 + β
)m
×
(
a
m
+
λβ
λ1 + β
)
pEk−m(t).
Remark 7. Distribution (39) can be also obtained from the probability generating
function. Using the general formula (3) for the process (38) we find:
GF (u, t) = e−tf(λ1(1−u)) = e−λt
∞∑
n=0
(λt)n
n!
(
1 +
λ1(1− u)
β
)−α(n+at)
= e−λt
∞∑
n=0
(λt)n
n!
(
1 +
λ1
β
)−α(n+at)(
1− λ1u
λ1 + β
)−α(n+at)
= e−λt
(
β
λ1 + β
)αat ∞∑
n=0
(λt)n
n!
(
1 +
λ1
β
)−αn ∞∑
k=0
1
k!
(
λ1u
λ1 + β
)k
× Γ (α(n+ at) + k)
Γ (α(n+ at))
=
∞∑
k=0
uk
[
e−λt
(
β
λ1 + β
)αat
1
k!
(
λ1
λ1 + β
)k ∞∑
n=0
1
n!
(
λtβα
(λ1 + β)α
)n
× Γ (α(n+ at) + k)
Γ (α(n+ at))
]
.
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Fig. 3. Probabilities (39), for values of a = 5, α = 2, β = 0.8, λ = 1, λ1 = 1
Fig. 4. Probabilities (41), for values of a = 5, β = 0.8, λ = 1, λ1 = 1
Therefore,
pk(t) = e
−λt
(
β
λ1 + β
)αat
1
k!
(
λ1
λ1 + β
)k ∞∑
n=0
1
n!
(
λtβα
(λ1 + β)α
)n
Γ (α(n+ at) + k)
Γ (α(n+ at))
,
which coincides with (39).
Remark 8. The first two moments of the processN1(G(at+N(t))) are:
EN1
(
Ga+N (t)
)
= λ1αβ
−1(λ+ a)t;
V arN1
(
Ga+N (t)
)
= λ1αβ
−2
(
λ1(λα+ λ+ a) + (λ+ a)β
)
t;
cov
(
N1
(
Ga+N (t)
)
, N1
(
Ga+N (s)
))
= λ1αβ
−2
(
λ1(λα+λ+a)+(λ+a)β
)
min(t, s).
Figures 3 and 4 show the behavior of the probabilities (39) and (41), for various
choices of t (t = 1, 2, 3).
6 Iterated Bessel transforms
Consider the Lévy process ZG(t) = G(at + N(X(t))), t ≥ 0, a ≥ 0, where we
assume thatG(t),N(t) andX(t) are independent Lévy processes,G(t) is the Gamma
process with parameters (α, β), N(t) is the Poisson process with parameter λ, and
νX(du) is the Lévy measure ofX(t).
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Using Theorem 30.1 from [15], we can calculate the Lévy measure of ZG(t). We
obtain:
νZG(dx) = e
−βx
(
aαx−1 +
∫ ∞
0
e−λux−1Φ
(
α, 0, λu(βx)α
)
νX(du)
)
dx, (42)
where Φ(ρ, 0, z) is the Wright function.
In the case when α = 1, that is, when the process G(t) becomes E(t), the ex-
ponential process, we obtain the process ZE(t) = E(at + N(X(t))) with the Lévy
measure given by the formula
νZE (dx) = e
−βx
(
ax−1 +
∫ ∞
0
e−λu
√
λuβx−1 I1(2
√
λuβx )νX(du)
)
dx, (43)
since Φ(1, 0, z) =
√
zI1(2
√
z).
The process ZE(t) with β = 1, λ = 1 was considered in [15, 18, 17].
In what follows we will consider the process G(at+N(t)) for α = 1.
Define the following iteration of the processes E(at+N(t)):
X0(t) = t,
X1(t) = E1
(
a1t+N1
(
X0(t)
))
,
. . . (44)
Xn(t) = En
(
ant+Nn
(
Xn−1(t)
))
,
where Ei(t), i = 1, . . . , n, are independent exponential processes with parameters
βi, i = 1, . . . , n, Ni, i = 1, . . . , n, are independent Poisson processes with intensity
parameters λi, i = 1, . . . , n. For the processXn(t), we are able to calculate in closed
form its Lévy measure νn(du) and the corresponding Bernštein function fn(u). This
result is presented in the next theorem.
Theorem 7. Let Xn(t) be the process defined by the iteration formulas (44). Then
the following holds:
(i) if βi = λi = 1, i = 1, . . . , n, then
νn(du) =
(
u−1
n−1∑
k=0
e−u
1
1+k (an−k − an−k−1) + e−u 1n 1
n2
)
du, (45)
fn(u) =
n−1∑
k=0
(an−k − an−k−1) log
(
1 + u(1 + k)
)
+
u
1 + nu
; (46)
(ii) if βi = β 6= 1, λi = λ 6= 1, i = 1, . . . , n, then
νn(du) =
(
u−1
n−1∑
k=0
e−u
βk+1
γ(λ,β,k+1) (an−k−an−k−1)+e−u
βn
γ(λ,β,n)
(λβ)n
(γ(λ, β, n))2
)
du,
(47)
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fn(u) =
n−1∑
k=0
(an−k − an−k−1) log
(
1 + u
γ(λ, β, k + 1)
βk+1
)
+ λn
u
βn + uγ(λ, β, n)
,
(48)
where γ(λ, β,m) =
∑m
j=1 λ
m−jβj−1 = (λm − βm)(λ − β)−1, a0 = 0.
Proof. We present the proof for the case βi = β 6= 1, λi = λ 6= 1, i = 1, . . . , n. We
prove the claimed results by induction.
For n = 1 the formula (47) holds. Suppose that the result is true for n = m
(m ≥ 1), that is,
νm(du) =
(
u−1
m−1∑
k=0
e−u
βk+1
γ(λ,β,k+1) (am−k−am−k−1)+e−u
βm
γ(λ,β,m)
(λβ)mn
(γ(λ, β,m))2
)
du.
We need to show that (47) holds for n = m+ 1. We calculate νm+1(dx):
νm+1(dx) = e
−βx
(
am+1x
−1 +
∫ ∞
0
e−λu
√
λuβx−1I1(2
√
λuβx)νm(du)
)
dx
= e−βx
(
am+1x
−1 +
∞∑
n=0
(λβ)n+1xn
n!(n+ 1)!
∫ ∞
0
e−λuun+1νm(du)
)
dx
= e−βx
(
am+1x
−1 +
∞∑
n=0
(λβ)n+1xn
n!(n+ 1)!
∫ ∞
0
e−λuun+1
×
(
u−1
m−1∑
k=0
e−u
βk+1
γ(λ,β,k+1) (am−k − am−k−1)
+ e−u
βm
γ(λ,β,m)
(λβ)m
γ(λ, β,m)2
)
du
)
dx
= e−βx
(
am+1x
−1
+
∞∑
n=0
(λβ)n+1xn
(n+ 1)!
m−1∑
k=0
(am−k − am−k−1)
(
λ+
βk+1
γ(λ, β, k + 1)
)−(n+1)
+
∞∑
n=0
(λβ)n+1xn
n!
(λβ)m
(γ(λ, β,m))2
(
λ+
βm
γ(λ, β,m)
)−(n+2))
dx
= e−βx
(
am+1x
−1
+ x−1
m−1∑
k=0
(am−k − am−k−1)
(
e
x λβγ(k+1)
λγ(λ,β,k+1)+βk+1 − 1)
+
(λβ)m+1
(λγ(λ, β,m) + βm)2
eλβx
γ(λ,β,m)
λγ(λ,β,m)+βm
)
dx
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=
(
e−βxx−1
(
am+1 −
m−1∑
k=0
(am−k − am−k−1)
)
+ e−x
βk+2
γ(λ,β,k+2) x−1
m−1∑
k=0
(am−k − am−k−1)
+ e−x
βm+1
γ(λ,β,m+1)
(λβ)m+1
(γ(λ, β,m+ 1))2
)
dx
=
(
x−1
m∑
k=0
e−x
βk+1
γ(λ,β,k+1) (am+1−k − am−k)
+ e−x
βm+1
γ(λ,β,m+1)
(λβ)m+1
(γ(λ, β,m+ 1))2
)
dx
Therefore, the formula (47) is true.
Remark 9. If X0 = λt in (44) and βi = λi = 1 or βi = 1, λ1 = λ, λi = 1, i =
2, 3, . . . , n, then
νn(du) =
(
u−1
n−1∑
k=0
e−u
1
1+k (an−k − an−k−1) + e−u 1n λ
n2
)
du,
fn(u) =
n−1∑
k=0
(an−k − an−k−1) log
(
1 + u(1 + k)
)
+ λ
u
1 + nu
;
Remark 10. Formulas (45)–(48) become significantly simpler in the case when a1 =
a2 = · · · = an = a, that is, when the shift is the same at each step. We obtain:
(i) if βi = λi = 1, i = 1, . . . , n, then
νn(du) = u
−1e−u
1
n
(
a+
1
n2
u
)
du, (49)
fn(u) = a log(1 + nu) +
u
1 + nu
; (50)
(ii) if βi = β 6= 1, λi = λ 6= 1, i = 1, . . . , n, then
νn(du) = u
−1e−u
βn
γ(λ,β,n)
(
a+
(λβ)n
(γ(λ, β, n))2
u
)
du, (51)
fn(u) = a log
(
1 + u
γ(λ, β, n)
βn
)
+ λn
u
βn + uγ(λ, β, n)
, (52)
where γ(λ, β, n) =
∑n
j=1 λ
n−jβj−1 = (λn − βn)(λ− β)−1.
We can conclude that the process Xn(t), which is given by the formula (44) as
some kind of n-th iteration of processes E(N(t) + at), under the assumption that
E(t) and N(t) have the parameters β = λ = 1, coincides in distribution with the
process E1/n(N1/n(t) + at):
Xn(t)
d
= E1/n
(
N1/n(t) + at
)
,
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where the exponential process E1/n and the Poisson process N1/n(t) have the pa-
rameters β = λ = 1/n, and, therefore, the distribution of Xn(t) in such a case is
given by the formula (37) with β = λ = 1/n.
Correspondingly, in the case (ii) the processXn(t) coincides in distribution with
the process E˜(N˜(t)+at), where the exponential process E˜(t) has parameter β
n
γ(λ,β,n) ,
and the Poisson process N˜(t) has parameter λ
n
γ(λ,β,n) .
Lemma 4. Assume the processX1(t) = E(at+N(t)), whereE(t) is an exponential
process with parameter γ, N(t) is the Poisson process with parameter γ, that is,
X1(t) has the Lévy measure
ν(du) = e−uγ
(
u−1a+ γ2
)
du.
Then the process
X2(t) = E˜
(
at+ N˜
(
X1(t)
))
,
where E˜(t) is the exponential process with parameter α, N˜(t) is the Poisson process
with parameter α, has the Lévy measure of the form:
ν2(dx) = e
−x αγ
α+γ
(
ax−1 +
(
αγ
α+ γ
)2)
dx. (53)
Proof. Using the formula (43) with λ = β = γ we obtain:
ν2(dx) = e
−αxax−1dx
+ e−αx
∫ ∞
0
eαu
√
α2ux−1I1
(
2
√
α2ux
)
e−uγ
(
u−1a+ γ2
)
dudx
= e−αxax−1dx
+ e−αx
∞∑
j=0
(α2x)jα2
j!(j + 1)!
∫ ∞
0
e−u(α+γ)uj+1
(
u−1a+ γ2
)
dudx
= e−αx
(
ax−1 +
∞∑
j=0
(α2x)jα2
j!(j + 1)!
(
a
j!
(α+ γ)j+1
+ γ2
(j + 1)!
(α+ γ)j+2
))
dx
= e−x
αγ
α+γ
(
ax−1 +
(
γα
α+ γ
)2)
dx.
Generalizing the first statement of Remark 10, we obtain the next interesting re-
sult. Let the iterated process be constructed according to the formula (43) with the
following parameters at each step:
X0(t) = t,
X1(t) = E1
(
at+N1
(
X0(t)
))
, β1 = λ1 =
1
c1
. . . (54)
Xn(t) = En
(
at+Nn
(
Xn−1(t)
))
, βn = λn =
1
cn
.
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Lemma 5. Let the process Xn(t) be given by the iteration formula (54). Then its
Lévy measure and Laplace exponent are of the following form:
νn(dx) = e
−x 1
c1+···+cn
(
ax−1 +
(
1
(c1 + · · ·+ cn)2
))
dx, (55)
fn(x) = a log
(
1 +
n∑
1
cix
)
+
x
1 +
∑n
1 cix
. (56)
Therefore,Xn(t) coincides in distribution with the processE1/c(N1/c(t)+at), where
c =
∑n
1 ci.
Proof. By induction, we need to show that if (55) holds at the n-th step, then
νn+1(dx) = e
−x 1
c1+···+cn+1
(
ax−1 +
(
1
(c1 + · · ·+ cn+1)2
))
dx. (57)
Using Lemma 4 with parameters α = 1cn+1 , γ =
1
c1+···+cn
we immediately come
to (57).
We next consider the time-changed process Nµ(Xn(t)), where Xn(t) is the pro-
cess defined by the formula (44), and Nµ((t)) is the Poisson process with parame-
ter µ.
Theorem 8. The probabilities pk(t) = P{Nµ(Xn(t)) = k} are solutions to the
equation
d
dt
pk(t) = −
n∑
j=1
fn,j
(
µ(I −B))pk(t) (58)
with the usual initial condition, where fn,j(u) are given by the following formulas:
(i) if βi = λi = 1, i = 1, . . . , n, then
fn,j(u) = (an−j − an−j−1) log
(
1 + (1 + j)u
)
, j = 0, 1, . . . , n− 1;
fn,n(u) =
u
1 + nu
;
(ii) if βi = β 6= 1, λi = λ 6= 1, i = 1, . . . , n, then
fn,j(u) = (an−j − an−j−1) log
(
1 + u
γ(λ, β, j + 1)
βj+1
)
, j = 0, 1, . . . , n− 1;
fn,n(u) =
λnu
βn + uγ(λ, β, n)
.
Proof. Proof follows from the formula (5) and Theorem 7.
Remark 11. The equation (58) can be also written in the form
d
dt
pk(t) = −fn(µ)pk(t) +
k∑
m=1
µm
m!
pk−m(t)
∫ ∞
0
e−sµsmνn(ds), k ≥ 0, t > 0,
(59)
where fn(u) and νn(du) are given in Theorem 7.
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Remark 12. In [15, 18, 17] the process of the following formwas considered:G(at+
N(X(t))), where G(t) is the Gamma process with parameters (1, 1), that is, the
process with probability density (Γ (t))−1e−xxt−1 and the Lévy measure ν(du) =
u−1e−udu (actually, the exponential process), and N(t) is the Poisson process with
parameter 1. Such a process is called the Bessel transform of the processX(t). In the
present paper we suppose that the processG(t) has parameters (1, β) (that is, it is the
exponential process with parameter β), and the Poisson process has parameter λ and
we consider Eβ(at + Nλ(X(t))). Let us call such a transform of the process X(t),
with more general parameters, the Bessel transform as well, and denote it by
B
(
X(t)
)
= Bβ,λ
(
X(t)
)
= E
(
at+N
(
X(t)
))
.
Then the process Xn(t), which is given by (44), we can represented as n-th iteration
of Bessel transforms:
Xn(t) = Bn
(
Bn−1
(
. . . B1︸ ︷︷ ︸
n
(
X0(t)
)))
,
whereX0(t) = t, or
Xn(t) = Bn−1
(
Bn−2
(
. . . B1︸ ︷︷ ︸
n−1
(
E
(
at+N(t)
))))
,
where Bi are Bessel transforms with parameters βi, λi.
In the particular case, when βi = λi = 1/ci, we obtain:
Bn
(
Bn−1
(
. . . B1
(
(t)
))) d
= B˜(t) = E1/c
(
N1/c(t) + at
)
,
where c =
∑n
1 ci (see Lemma 5). We also have:
Nµ(B
1/cn
n
(
B
1/cn−1
n−1
(
. . . B
1/c1
1
(
(t)
))) d
= Nµ
(
B1/c(t)
)
= Nµ
(
E1/c
(
N1/c(t)+at
))
,
(60)
where c =
∑n
1 ci.
When the shift a = 0, we recover the result stated in Remark 4 of [5], concerning
the Poisson process with iterated time change, where the role of time is played by the
compound Poisson-exponential process E˜
1/c
N (t) = E1/c(N1/c(t) with the Laplace
exponent f˜c(u) =
u
1+cu . Namely, if we denote N˜
1/c(t) = N(E˜
1/c
N (t)), then the
following holds:
N˜1/c1
(
E˜
1/c2
N
(
. . . E˜
1/cn
N (t) . . .
)) d
= N˜1/
∑n
i=1 ci(t). (61)
The similar property with respect to iterated time change was discovered previously
for the time-changed Poisson processes where the time is expressed by stable subordi-
nators with Laplace exponent f(u) = uα (and called the auto-conservative property)
188 K. Buchak, L. Sakhno
in the papers [7, 12]. Two more cases of the iterated time change which preserves the
structure of the process are provided by the above examples (60), (61).
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