1
Introduction
Let x 1 ; : : : ; x n and y 1 ; : : : ; y m denote independent random samples from gamma distributions with the same shape parameter and di erent means, x and y . The maximum likelihood estimates of the population means are the corresponding sample means, x and y. This article concerns the construction of con dence intervals for the ratio = x = y . Since the statistics 2n x= x and 2m y= y are independent chi-squared variables with 2n and 2m degrees of freedom, respectively, the ratio ^ = has an F(2n ; 2m ) distribution. This pivotal quantity can be used to construct an exact con dence interval for when is known. In practice, since the shape parameter is unknown, an approximate, equi-tailed, con dence interval for , with nominal level 1 ? 2 , is given by I naive =^ fF (2m^ ; 2n^ ); F 1? (2m^ ; 2n^ )g ;
where^ is some estimate of the common shape parameter. We refer to the interval in (1) as naive because it fails to account for the estimation of .
De ne the calibration function by ( ; ) = pr f <^ F (2m^ ; 2n^ )g :
Note that ( ; ) is the true probability that is to the left of the lower endpoint of the naive interval, and 1 ? (1 ? ; ) is the true probability that is to the right of the upper endpoint. For each xed value of , let u( ; ) be de ned implicitly by the equation fu( ; ); g = . Then the version of (1) with u( ; ) in place of in the left endpoint and u(1 ? ; ) in place of 1 ? in the right endpoint is a calibrated version of the naive interval in the sense that it is equi-tailed with exact coverage equal to 1 ?2 . Unfortunately, exact calibration is not possible because the functions, and u, depend on the unknown parameter .
To put the calibration technique in perspective, suppose the two samples are drawn from normal distributions with common variance, , and hence exact calibration is possible. Shiue & Bain (1983) obtained a calibration table for the two-sample gamma problem via simulation for a selection of sample sizes when^ is the maximum likelihood estimator, using the fact that the amount of calibration required is e ectively constant for large values of . Thus, their calibration does not adjust to the observed value of^ and is not fully automated, requiring interpolation between tabulated values. Moreover, Yanagimoto (1988) showed that an alternative conditional maximum likelihood estimator of , described in x 2 1, has considerably better small sample properties than the maximum likelihood estimator and, as we show in x 4, its use enhances both the naive method and attempts at calibration. In the remainder of this paper,^ denotes the conditional maximum likelihood estimator. Loh (1987) 
This technique is closely related to the prepivoting or double bootstrap ideas developed by Beran (1987) and the iterated bootstrap of Hall & Martin (1988) ; we note here that (1) is a percentile method bootstrap interval in this parametric setting, and hence (2) can be viewed as a double bootstrap interval. There is now a large body of literature on this approach, which is summarised in Hall (1992) . A key result in the present setting is that the coverage error of the naive interval is reduced by an order of magnitude with respect to increasing sample size by bootstrap calibration.
In fact, the simulation results presented in x 4 suggest that bootstrap calibration is essentially exact in this problem. In practice, u( ;^ ) must be estimated using Monte Carlo methods requiring simulation from the joint parametric bootstrap distribution of^ = and^ . This can be accomplished in usual bootstrap fashion by brute force simulation of resamples from the tted gamma densities and computation of the resulting versions of^ = and^ . However, the stochastic independence of^ = and^ and the availability of a saddlepoint density approximation for^ enables direct simulation from the joint bootstrap distribution in this problem, resulting in a much more e cient implementation of the calibration step. Speci cally, bootstrap versions of^ can be obtained from the saddlepoint density via rejection sampling using a t-candidate, whereas bootstrap versions of^ = can be obtained directly as F-variates. Replacing the saddlepoint approximation with a normal approximation reduces the total computation time still further, but results in a substantial loss in accuracy. Hence, use of the saddlepoint density appears necessary.
An entirely di erent approach to obtaining a con dence interval for is test inversion. Indeed, Jensen (1986) points out that an exact conditional test of H 0 : = 0 can be conducted using a certain conditional distribution described later in x 3.
We provide both theoretical results and practical advice concerning the inversion of this test. This method is less versatile and considerably more di cult to implement computationally than bootstrap calibration. Moreover, the simulation results of x 4 indicate that the two methods perform similarly. Hence, we recommend bootstrap calibration as the method of choice in practice.
The rest of the article is laid out as follows. Section 2 concerns calculation of the calibrated interval, (2), and contains three subsections that address (i) estimation of the shape parameter, , (ii) Monte Carlo approximation of the estimated calibrated signi cance level, u( ;^ ), and (iii) a saddlepoint approximation to the density of . Section 3 details the test inversion method based on Jensen's work. Simulation results comparing the various con dence intervals are presented in x 4. Finally, our implementation of the bootstrap calibration method can easily be extended to deal with unequal shape parameters. This is brie y discussed and illustrated in x 5. Most of the technical details are given in the Appendices. where is the digamma function and s = n log(x= x) + m log(ỹ= y). We call this the full maximum likelihood estimate and denote it by^ f . Now consider the marginal density of s, namely h(s; ) = h(s) exp fs ? ( )g ; (4) where ( ) = (n + m) log ?( ) ? log ?(n ) ? log ?(m ) + (n log n + m log m) : (5) The maximum likelihood estimator of obtained from this density is what we referred to in x 1 as the conditional maximum likelihood estimator,^ . Use of this terminology follows Yanagimoto (1988) who showed that^ can also be derived by considering the conditional density of the data given x and y. Di erentiation of (4) reveals that^ solves the equation, 0 ( ) = s; that is (n + m) ( ) ? n (n ) ? m (m ) + n log n + m log m = s : (6) Asymptotic equivalence of the full and conditional maximum likelihood estimates follows from a comparison of the two scoring equations (3) and (6) using the identity (n ) = log(n ) + O(n ?1 ) (Abramowitz & Stegun, 1964, p.259) . Note that the variables x 1 =(n x); : : : ; x n =(n x) have a symmetric Dirichlet distribution with index independently of x. An analogous result holds for the y i 's. It follows that s is stochastically independent of ( x; y) and hence of^ . Therefore, sincê f and^ depend on the data only through s, both of these estimators are independent of^ . The fact that z 0 (z) > 1 for all z implies that the former is always less than the latter. However, Yanagimoto (1988) provides both theoretical and simulation-based evidence that the small sample properties of^ are much better than those of^ f . Therefore, we restrict attention to^ in what follows.
2 2. Computation of u( ; ) For a particular , it is possible to nd the value of u( ; ) such that the exact coverage of the interval^ F u( ; ) (2m^ ; 2n^ ); F u(1? ; ) (2m^ ; 2n^ ) is 1 ? 2 . In this section, we demonstrate how to calculate u( ; ) using Monte Carlo methods. Further, since is actually unknown, the quantity u( ; ) will be evaluated at^ .
We know that F = =^ has an F-distribution with 2m and 2n degrees of freedom, independently of s and hence of^ . The key to the implementation of bootstrap calibration is the identity ( ; ) = pr fF < F (2m^ ; 2n^ )g = pr fpr (F < F jF;^ ) < g ; (7) where, conditional on^ , F F(2m^ ; 2n^ ) independently of F.
Let U = pr (F < FjF;^ ); that is, U is the cumulative distribution function of F evaluated at F. Then, it follows from (7) that the function u( ; ), satisfying (u( ; ); ) = , is the -quantile of the distribution of U; that is pr fU < u( ; )g = :
This fact indicates how u( ; ) can be approximated easily by Monte Carlo methods. Let U 1 ; : : : ; U N be a random sample from the same distribution as U and let k be the integer closest to (N + 1) . Then the kth order statistic, U (k) , converges to u( ; ) with probability one as N ! 1. Note that, in practice, since is typically 0:025 or 0:05, N can be chosen so that (N + 1) is exactly integer valued. Simulation from the distribution of U is accomplished as follows. 1. Simulate an estimate,^ , from its sampling distribution. A brute force way to do this is to simulate two gamma samples and then solve the estimating equation for^ . A much more e cient, direct simulation method is described in x 2 3.
2. Simulate F F(2m ; 2n ) and compute U = pr (F < FjF;^ ) using the cumulative distribution function for F(2m^ ; 2n^ ). Computation of u( ;^ ) follows exactly the same steps with^ replacing . Specically, let^ denote the value of a conditional maximum likelihood estimator simulated from its sampling distribution with the true parameter, , set equal to the estimate, , based on the observed sample. Then u( ;^ ) is the -quantile of the distribution of U = pr (F < F jF ;^ ), where F F(2m^ ; 2n^ ) independently of F F(2m^ ; 2n^ ). The Monte Carlo approximation of u( ;^ ) based on a simulated random sample, U 1 ; : : : ; U N , is the kth order statistic, U (k) .
In Appendix 1 we derive a formula for the Monte Carlo sample size, N, such that the error incurred by using U (k) in place of u( ;^ ) is minimal. Speci cally, we show how to choose N so that endpoints of the Monte Carlo approximation to the bootstrap calibrated interval given in (2) are so accurate that the lengths of the Monte Carlo and theoretical intervals di er by less than 1% with probability 0:95.
3. Saddlepoint Simulations
In this section we explain how to simulate from a saddlepoint approximation to the density of^ . In principle the density of^ can be obtained by Jacobian transformation of the density of s given in (4). However, since the factor h(s) in the marginal density of s is intractable, so is the exact density of^ . Fortunately, an extremely accurate saddlepoint approximation to the marginal density of s is available aŝ h(s; ) = cj 00 (^ )j ?1=2 exp f (^ ) ? ( ) ? s(^ ? )g ; (8) where c = c( ) is a normalising constant (Daniels, 1954) . Jacobian transformation of (8) using the relation 0 (^ ) = s reveals the p approximation to the density of^ (Barndor -Nielsen, 1983), p (^ ; ) = cj 00 (^ )j We can draw a random sample from the density in (9) using a rejection sampler, as we now explain. Let g represent the unnormalised version of p ; that is, g(x; ) = p (x; )=c. Suppose that d(x; ) is a probability density with support < + such that, for xed , sup
is nite. The algorithm is as follows.
Step 1: Sample x from d and, independently, sample w from the uniform(0,1) distribution.
Step 2: If w g(x; )=f d(x; )g, then accept x; if not, go to step 1.
A random sample of size N can be obtained by repeating this algorithm until N values have been accepted. The most obvious choice for d would be the normal approximation to the density of^ , i.e. the normal density with mean and variance 1= 00 ( ). There are two problems with this choice however. First, the support of the normal is <, not < + , but this is not a major di culty as we could simply truncate at zero. A more serious problem, that precludes the use of the normal approximation, is that the right tail of the normal density goes to zero so rapidly that the supremum in (10) is in nite.
An alternative with thicker tails is the location-scale Student's t density (Berger, 1985, p.561) d(x; ; ; 2 ) = ?
where is the degrees of freedom. If we choose = and 2 = 1= 00 ( ) then this t density has the same location and scale parameters as the normal approximation. Moreover, as we show in Appendix 2, (10) is nite as long as + 1 < (n + m)=2. Thus, the truncated version of this Student's t density can be used as the candidate to draw a random sample from the saddlepoint density. We used = 3 in all our simulations. A simple Newton-Raphson algorithm can be used to nd . Jensen (1986) pointed out that an exact conditional test of the hypothesis H 0 : x = y can be carried out using the conditional distribution of u = ?s=(n + m) = log( x=x) + (1 ? ) log( y=ỹ) given 1=w, where
Inverting an Exact Test
) and = n=(n + m). Note that w is the logarithm of the ratio of arithmetic to geometric means for the combined sample. In order to derive the joint density of u and w, Jensen (1986) 
for 0 < u < w.
The approximation to f(ujw) derived by Jensen (1986) is slightly di erent because his saddlepoint approximation to the marginal density of u contains an additional term. This term amounts to Stirling's approximation to ?( ) divided by ?( ), where = u 2 (n + m) 2 = 00 (^ ). While it is not clear that this extra term improves the approximation, it is clear that it complicates calculations, and hence we use (11) in our computations.
In Appendix 3 it is shown thatf(ujw) is an increasing function of u, which implies that the p-value for the test of H 0 : x = y is simply pr(u < u obs jw). Now, testing H 0 : x = y is equivalent to testing H 0 : = 1. Moreover, since x 1 ; : : : ; x n and y 0 1 = y 1 ; : : : ; y 0 m = y m are independent gamma samples with the same shape and the same mean, a test of the more general hypothesis, H 0 : = 0 , is obtained using using y 0 i = 0 y i in place of y i . The statistic u remains unchanged when the y-sample is modi ed in this manner, but the conditioning statistic, w, does not. We therefore write the p-value for the test H 0 : = 0 as p( 0 ) = pr fu < u obs jw( 0 )g, where
It is straightforward to show that w( ) is minimised at^ = x= y and increases as moves away from^ in either direction. Furthermore, w(^ ) = u obs , which implies that p(^ ) = 1. Inverting this test to form a con dence region for entails nding the set of all 0 for which we would fail to reject H 0 : = 0 ; that is, constructing the set f : p( ) > 2 g = f : pr fu < u obs jw( )g > 2 g :
Since the family of densitiesf(ujw) has monotone likelihood ratio, pr (u < u obs jw)
is a decreasing function of w (Lehmann, 1986, p.79) . Thus, there is a unique value w 2 for which pr (u < u obs jw 2 ) = 2 . The values of for which w( ) = w 2 are the solutions to the quadratic equation and these are the endpoints of the test inversion method con dence interval for . It is important to recognise that this procedure is not optimal in any sense and does not result in an exact con dence interval since, aside from the use of a saddlepoint density approximation for the statistic u, this setting di ers from standard test inversion applications in that it is the conditioning variable, w, that depends on 0 and not the value of u. While the endpoints of this con dence interval can be written as explicit functions of w 2 , nding w 2 is not easy as it involves searching the family of densities,f(ujw), for one with a given quantile. This boils down to a trial and error type search requiring numerical integration of or simulation from several di erent members of the family. Jensen (1986, p.142 ) used the phrase`not an easy task' when describing a similar numerical integration problem associated with the one-sample case. While simulation is not trivial either, we can use some of the results from x 2 2 to construct a reasonably e cient rejection sampler.
First, instead of working with the density (11) To sample from the density of given w we use a rejection sampler for which the candidate is an equally weighted mixture of two densities f a (y) = 8 > < > :
(1 ? a)( ? ) a?1 (y ? ) ?a < y < where 1=2 < a < 1, 1 < b < 2 and > . Simulation from f a and f b is trivial as their inverse distribution functions can be written in closed form. We have found that, if a = 3=5 and b = 5=3 are used, then for a given value of w can always be chosen so that the acceptance rate is near 50%. Computationally, it is much easier to construct the calibrated bootstrap con dence interval than to invert Jensen's hypothesis test, and fortunately the simulation study shows that there is little di erence between the two intervals. Another advantage of the bootstrap method is its exibility. Speci cally, inversion of the test is much more di cult when n 6 = m, but this unbalancedness does not a ect the bootstrap method. Furthermore, as we describe in x 5, the bootstrap method can be extended to the unequal shape parameter situation with little di culty.
Simulation Study
In this section we describe a simulation study comparing the following ve methods of constructing a con dence interval for .
1. Naive F-interval using^ f .
2. Naive F-interval using^ .
3. Calibrated bootstrap interval based on the saddlepoint approximation to the density of^ .
4. Calibrated bootstrap interval based on the normal approximation to the density of^ .
5. Inverting an exact conditional test, when n = m.
We considered two di erent settings for the parameter . Tables 1 and 2 correspond to = 1 and = 10, respectively. We also used three di erent settings for n and m: (i) n = m = 5, (ii) n = m = 10, and (iii) n = 5, m = 15. For each of the six possible combinations of n, m and , we simulated 20,000 datasets. Then for each dataset, we constructed a 95% con dence interval using each of the ve methods listed above. Since a large amount of simulation is required for methods 3 and 5, only 10,000 con dence intervals were constructed using these two methods. Thus, the standard errors of the estimated coverage probabilities and average interval length are slightly larger for methods 3 and 5.
Given a value of u obs from a particular dataset, the number w 0:05 for which pr (u < u obs jw 0:05 ) = 0:05 is needed in order to invert the exact conditional test. Since calculating the exact value of w 0:05 for 20,000 datasets would require an inordinate amount of time, we instead tabulated the 5% percentile points of the distribution of U given w for a long sequence of w's, and then used linear interpolation within this table to approximate the value of w 0:05 associated with a particular u obs .
There are several features of Tables 1 and 2 that are worthy of discussion. While both the naive intervals consistently undercovered, the one based on^ greatly outperformed the one based on^ f . This is consistent with the results of Yanagimoto (1988) . In every case, the estimated coverage probability of the calibrated bootstrap method using the saddlepoint density was within 2.5 standard errors of the nominal level. Thus, it appears that the calibrated bootstrap intervals enjoy essentially exact coverage. Replacing the saddlepoint approximation with the normal approximation simpli es calculation of the calibrated bootstrap intervals, but the resulting con dence intervals undercover.
The test inversion method also seems to enjoy essentially exact coverage. It yields slightly shorter intervals than the calibrated bootstrap method under the most extreme setting in our simulation, = 1, n = m = 5, but the lengths are basically the same under all of the other settings. In fact, in our simulations there was typically very little di erence between the intervals produced by these two methods. For example, the sample correlation coe cient for the two sets of 10,000 left endpoints in the = 1 and n = m = 5 case is 0.998 while that for the right endpoints is 0.990. These numbers are even closer to 1 for the other parameter settings in the simulation.
The naive intervals based on^ do not undercover by much, never more than about 3%, but the calibrated bootstrap intervals are between 7% and 39% wider than the naive intervals. In fact, it appears that the e ect of bootstrap calibration in this twosample gamma problem is at least as important as the t-correction in the two-sample normal situation. Indeed, suppose x 1 ; : : : ; x 10 and y 1 ; : : : ; y 10 are independent normal samples with means x and y , and common, unknown variance 2 . The probability that a 95% naive Z-interval covers x ? y is about 0.934, while the ratio of the lengths of the intervals is about 1.07. The reader should compare these numbers with the appropriate entries in Tables 1 and 2 . Finally, we performed the same simulation a second time with 2 = 0:10, and the results were very similar.
Discussion
It is quite simple to modify our bootstrap calibration method for variations on the two-sample gamma problem presented here. For example, the data in Table 3 from Cameron & Pauling (1978) are the survival times, from date of rst hospital attendance, of six women with terminal ovarian cancer who were treated with supplemental vitamin C. Along with each of these six survival times is the mean survival time of ten individually matched controls. The matching was with respect to age, within 5 years, and tumour type. The matching may have induced some dependence between the survival times in the two groups but, for the purpose of illustration, we ignore this possibility.
Consider modelling the survival time of a vitamin C patient using a gamma distribution with shape and mean y , and that of a control patient using a gamma having the same shape, but a di erent mean, x . Since the survival times of the individual control patients are not available, our model is not directly applicable. However, under our model, the distribution of the mean of the survival times of 10 independent control patients is gamma with shape 10 and mean x . The data appear to support this model: the maximum likelihood estimate of the shape parameter for the vitamin C patients is 0.9 and that for the means corresponding to the control patients is 8.4.
Thus, we have a situation where the shape parameters for the x i 's and the y i 's are not identical, but they are a known multiple of one another. It is a simple matter to extend our methods to this case.
Suppose that the unknown shape parameter of the y i 's is and that of the x i 's is c where c is a known constant. Under this assumption,^ = F(2cn ; 2m ) so that^ = is still an exact pivot when is known. Bootstrap coverage calibration of the corresponding naive con dence interval can be done as described in x 2 with two minor changes. First, the degrees of freedom for the x sample change from 2n to 2cn . Secondly, the estimator of is slightly di erent because, under the new assumption, the statistic s becomes cn log(x= x) + m log(ỹ= y). This leads to a new ( ) given by n log ?(c ) + m log ?( ) ? log ?(cn ) ? log ?(m ) + (cn log n + m log m) :
However, we can still draw a random sample from the corresponding saddlepoint approximation using rejection sampling, and the t density can still be used as the candidate as long as + 1 < (n + m)=2; see Appendix 2. For the ovarian cancer data, a 95% naive interval for = x = y is (0.126,0.962), which does not include 1. The conclusion would be that there is a signi cant di erence in the mean survival times of vitamin C patients and control patients. However, the corresponding calibrated interval is (0.102, 1.05), which would lead to the opposite conclusion! Now consider the case where the x i 's and y i 's have di erent, unknown shape parameters x and y ; Shiue, Bain & Engelhardt (1988) extend the results of Shiue & Bain (1983) to the case of unequal shape parameters. A naive interval can be constructed using the fact that^ = F(2n x ; 2m y ). The main alteration of our method in this setting is that x and y are estimated individually using the statistics s x = n log(x= x) and s y = m log(ỹ= y), respectively. Thus, there are now two saddlepoint approximations based on x ( x ) = n log ?( x ) ? log ?(n x ) + x n log n and its counterpart y ( y ). Two di erent rejection samplers can be used to make indepen-dent draws from these two saddlepoint densities. If x is the degrees of freedom for the t candidate in the rejection sampler for the saddlepoint approximation associated with x ( x ), we need x < (n ? 1)=2. A similar result holds for the other rejection sampler.
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The following expansions (Abramowitz & Stegun, 1964, pp.257-259) 
):
Thus, the t-tails will dominate as long as < (n + m ? 2)=2. Note that this result does not depend on the value of c. and by the multiplication formula for the derivatives of the function (Abramowitz & Stegun, 1964, p.260) we have 00 (n ) = 1 n 3 00 ( ) + 00 + 1 n + 00 + 2 n + + 00 + n ? 1 n :
Therefore, the di erence n 00 ( ) ? n 3 00 (n ) is equal to (n ? 1) 00 ( ) ? 00 + 1 n + 00 + 2 n + + 00 + n ? 1 n :
Since 00 is increasing, the sum of the n ? 1 terms in the square brackets is larger than (n ? 1) 00 ( ). Thus, 000 < 0 and the result follows. Table 1 : Simulation results based on = 1. Within each of the ve methods, the three rows correspond to (i) n = m = 5, (ii) n = m = 10, and (iii) n = 5, m = 15. Let < L denote the event that the true value is less than the left end-point of the con dence interval. De ne > R and L < < R analogously. The percentage of trials in which each of these events occurred is given below with standard errors in parentheses. The estimated mean lengths of the con dence intervals are also followed by the standard error in parentheses. The last column gives the length of the con dence interval divided by the length of the corresponding naive interval based on^ . estimated length relative < L R < L < < R mean length to Naive^ 
