ABSTRACT 3D Fourier ptychographic microscopy can recover objects with high resolution across large volumes, which is very challenging in 3D imaging particularly because multiple scattering may occur within the sample. In this paper, we assume the thick sample is composed of a number of thin slices, and employ the beam propagation method (BPM) to model the propagation process of the light wave among successive slices capturing multiple scattering effects. 3D imaging is then accomplished by utilizing the gradient descent method to minimize the difference between the estimated intensity images by BPM and the captured measurements with angle-varied illuminations. We adopt a time-reversal scheme to obtain the gradient of the transmitted light intensity with respect to the complex refractive index of the volumetric sample and use the error backpropagation method to update the 3D sample iteratively. To further preserve the sharpness of the edges, we introduce a sparsity regularization term into the optimization process. Our method can achieve higher performance of 3D reconstruction compared to the original multi-slice approach, demonstrated in both simulation and experiment.
I. INTRODUCTION
Light field transmitting through the biological sample in the optical system will contain time-of-flight information. Combining the information and some optical properties, the 3D structure of the sample can be reconstructed. But imaging thick samples with high resolution across large volumes is still a challenging and significant task in 3D imaging, which has many applications in biomedical imaging, digital pathology and in situ studies.
As a valid and widely involved solution to 3D imaging of biological samples, tomography utilizes projections of a sample captured under multiple angles and an accurate forward model describing the relationship between the sample and scattered light to reconstruct the volumetric index
The associate editor coordinating the review of this manuscript and approving it for publication was Wen Chen. of refraction. A lot of techniques related to tomography have been proposed for 3D microscopy imaging. With the captured data approximate to line integrals through the sample, optical projection microscopy [1] , [2] , [10] could map the lightabsorbing properties of sample and realize high-resolution imaging. Another related technique is optical coherence tomography [3] , [4] , [11] which utilizes low-coherence interferometry and performs multiple longitudinal scans to produce a 2D map of reflection sites of the sample. Combining depth sectioning and traditional tilt-tomography, through-focal tomography [5] can reconstruct extended objects with high resolution while fewer tilt angles are needed and is susceptible to initial focus determination. In the optical regime, optical diffraction tomography has been proposed to account for diffraction effects to obtain diffraction-free high resolution 3D images of the sample throughout the total volume as the sample has feature sizes similar to the wavelength of incident light [8] , [9] , [13] . Conventional diffraction tomography requires both the intensity and phase measurements of the scattering wave through the sample but it is extremely difficult to measure phase images in practice. In order to overcome the drawback, some variants of diffraction tomography involve iterative algorithm or the Green's function phase-retrieval technique. The phase retrieval methods for tomography are proved to follow the similar mathematical scheme with different approximations and assumptions and should be selected suitably based on the specific circumstances [6] . To improve the quality of the reconstructed sample, Ulugbek et al. [14] proposed an iterative algorithm combining the beam propagation method (BPM) and an edge-preserving 3D total variation (TV) regularization. In fact, all these abovementioned techniques require multiple measurements at each angle with additional instruments or a reference beam path for interferometry [15] - [17] . The movement of the sample or light sources for multiple measurements will increase the complexity of the specimens collection and induce systematic noise influencing reconstruction quality.
As another promising technique, Fourier ptychography (FP) is a recently proposed 2D phase retrieval algorithm that reconstructs wide field-of-view and high-resolution complex fields from low-resolution intensity measurements, which are captured with angle-varied illuminations from an LED array microscope [18] , [19] . Due to its low cost and flexibility, FP was recently extended to 3D imaging to recover high-resolution gigavoxel amplitude and phase images. Tian et al. [20] proposed a multislice 3D Fourier ptychography (M3DFP) to consider a volumetric sample as multiple 2D layers and model the multiple scattering events when the incident light propagates through the sample. Specifically, the wave field propagates through the sample from slice to slice, where the field is multiplied by the 2D transmittance function of each slice, and then propagates to the next slice. The estimated intensity at the camera plane of the microscope is then formulated as a low-pass filtering by the objective's pupil function after the field passed through the sample. The inverse problem is finally solved as minimizing the difference between the actual and estimated intensity measurements in a least-square sense to update the 3D complex transmittance function for varied illumination angles.
Here, inspired by the works in [20] and [14] , we demonstrate a new algorithm based on the Beam propagation method and time-reversal scheme for 3D phase retrieval from intensity measurements taken by a LED array microscope. Utilizing the same field propagation model as [20] , we formulate the cost function as the squared difference between the forward modeled and the actual measured intensity measurements. In addition, we also consider the sparse prior of the reconstructed images to suppress systematic noise and reconstruct sample with high accuracy. We borrow the idea of error back propagation to compute the gradient of the complex refractive index (RI) of each slice by propagating the error in a time-reversed fashion. Finally, we utilize the fast shrinkage/thresholding algorithm (FISTA) to achieve the RI's updation of the 3D samples and the discretized total variation (TV) constraint. The results of experiments on both simulated and real measured data demonstrate that compared with the counterpart to recover the 3D sample with intensity measurements in the microscope platform [20] , the proposed method has superior performance. Specially, our method is able to reconstruct 3D samples with accurate RI and reduce halo artifacts with fewer adjusted parameters and lower computational complexity.
The differences between our work and those in [20] and [14] are as follows. Compared to the objective function in [20] , we add a sparsity regularization. In addition, [20] obtains the optimal transmittance function of each slice via Newton's method, which involves some regularization constraints to ensure numerical stability and requires careful adjusting of parameters for each dataset. While our method adopts the gradient descent to calculate the optimal complex RI of each slice and has fewer parameters to be adjusted. It should be noted that the similar idea has been utilized in the framework of [14] , where the sample has to be illuminated with a laser over multiple angles and the complex light field information has to be measured. While in this paper, we reformulate the problem based on intensity values only and can directly obtain the RI of the 3D sample over the intensity measurements from a simple LED array based microscope.
The remainder of this paper is depicted in the following: In Section 2, we introduce the forward propagation model in details. In Section 3, we elaborate the reconstruction process including sparse priori and gradient computation. In Section 4, we demonstrate the superiority of our method by simulation and experiment results. In Section 5, we conclude our present work and briefly predict the directions of the future work.
II. FORWARD PROPAGATION MODEL
The experimental setup of the proposed method is shown in Fig. 1 . We employ the LED matrix as the light source to illuminate the thick sample, and the 3D RI of the sample can be obtained based on the measurements under the illumination of different LEDs. Here, we assume the thick sample is composed of several 2D thin slices and the scattered field passing through each slice is approximated by the forward propagation model, and then the reconstruction of each slice can be accomplished by an inverse problem. In this section, we will mainly describe the forward propagation model.
The physical propagation process of the light fields in our experimental platforms is depicted in Fig. 2 . The thick sample is sequentially illuminated by angularly varying plane waves from corresponding LEDs on a LED array.
where n = 1, . . . , N (N is the total number of the LEDs in the array), u n represents the corresponding spatial frequency, and r denotes the spatial coordinate. We assume that the sample is composed of equally splited thin slices. To model the scattering process and describe the phase complementation of the refraction process, we represent the complex transmittance function of each slice as a vector in exponential form.
where k = 1, . . . , s (s represents the amount of slices of the 3D sample), z is the thickness of each slice, λ is the wavelength of incident light, and o k is the difference between the sample's and background refractive indices of k th slice. Light propagates through a series of thin slices of the sample, and the exit complex field of the last slice is filtered by the objective's pupil function and imaged onto the camera plane as the intensity measurements. We utilize BPM as the forward model of the light propagation from slice to slice, which evaluates the exit wave in the Fourier and spatial domains.
where f k+1 represents the exit wave corresponding to the k th slice, ''·'' is element-wise multiplication, u is the 2D spatial frequency coordinate, and H 1 (u) = exp(i2π z 1 λ 2 − |u| 2 ) denotes the angular spectrum propagation kernel with a distance z. As one nonlinear forward physical model of the propagation of the light waves, BPM can account for how to obtain the wave-field in space or in time with alternating evaluation of diffraction and refraction steps in the Fourier and spatial domains more accurately. Once the exit wave of the last slice is evaluated, an additional propagation to the focal plane as well as a low-pass filter due to the limited numerical aperture (NA) of the objective lens are applied to predict the intensity image of the corresponding illumination formed on the camera plane.
where P(u) is the pupil function as the low-pass filter and
represents a back propagation term to refocus the exit wave to the physical focal plane (center slice of the 3D volume as default). The entire imaging process is summarized in Algorithm 1.
Algorithm 1 Beam Propagation Method
Input:
III. RECONSTRUCTION
We can utilize the process in the Algorithm 1 to obtain the estimated intensity measurements under angularly varying illuminations. Therefore, the 3D sample reconstruction problem can be converted into the mathematical problem of minimizing the difference between the captured and estimated images in [20] .
A. SPARSE PRIORI
In fact, Eq. (5) is the data-fidelity term which is limited to the least-square model of the phase retrieval techniques and neglects sample priors. Actually, inserting the regularization terms into the cost functions is one classical and effective approach of improving the resolution and suppressing noises in image reconstruction. As many optical tomographic images are inherently sparse in some transform domain, we insert a sparsity regularization into the cost function to enhance the reconstructing performance, which can ensure sharpness of edges in the reconstructed results and achieve high performance even from incomplete measurements virtually. As a result, the reconstruction of the 3D complex RI can be formulated as
where β is a regularization parameter of providing a tradeoff between fidelity to measurements and noise sensitivity and R (·) is the regularization function, which can be viewed as a priori knowledge of the sample. Here, we choose the 3D TV regularization due to its desirable property of maintaining high frequency features and eliminating noise from corrupted measurements. In fact, the R (o (r)) is one isotropic regularization term which can be regarded as the l 1 -penalty of promoting joint-sparsity of the gradient components and rotation-invariant [14] 
where M is the pixels' amount of the 3D sample and
) represent the difference operations at the pixel m along x, y and z coordinates respectively.
The total variation regularization model has been proven to be successful to handle properly edges and remove noise for one given image in a wide range of applications [25] . The TV can recover piecewise-smooth images and separate images into smooth regions with sharp edges. But the nonsmooth characteristics of the TV norm and the difficulty of the optimization problem of the large-scale images render the fast and simple solution of the Eq. (6) in 3D imaging become challengeable. Instead of utilizing the Newton's method to solve the minimization problem and update the 3D complex transmittance functions in [20] , we employ first-order gradient descent method to approximate the optimal solution based on the objective function in Eq. (6) . We carry out the update of the RI by taking the derivative of the smooth cost function, represented by L {·} with respect to o(r)
where γ denotes the step size of the gradient update. The reconstruction process is divided into two parts: computation of the gradients for individual transmitted light waves with respect to the RI and the iterative updation of RI with the gradients. Here we adopt a time-reversal scheme to compute the gradient of the transmitted light wave related to the complex RI of the volumetric sample using the error backpropagation method and then update the sample's RI iteratively with the FISTA. The entire process of the reconstruction is depicted in Fig. 3 briefly. We set the incident light as i n (r) corresponding to the nth LED in the matrix and utilize the BPM to model the propagating process of the light field through the 3D sample. Combining some optical constraints and setoff constraints, the estimated intensity measurement can be obtained. Then, we adopt the time-reversal scheme to compute the gradient G n (r) for individual transmitted light waves with respect to the RI of the 3D sample with the difference of the captured and estimated intensity images. The gradient computation process will be repeated for different illuminations in the LEDs matrix to get the corresponding gradients. When the gradients corresponding to all the angle-varied illuminations in the array are acquired, we compute the mean value of the gradients to update and impose the TV regularization on the RI of the 3D sample with the FISTA. The above-mentioned process will be repeated until the metric of the cost function goes beyond the limit of the set threshold. In the following, we will introduce the details and principles of the gradient computing and updating algorithms. VOLUME 7, 2019 B. GRADIENT COMPUTATION To achieve robust reconstruction, we adopt the time-reversal scheme [21] , [22] , which is one efficient approach to utilize the difference between the estimated and captured images to compute the gradient G = ∂L {o(r)} /∂o(r) representing the partial derivative of the data-fidelity term of the cost function in Eq. (6) with respect to the refractive index of the 3D sample
where G n (r) represents the gradient of the 3D sample corresponding to the nth illumination in the matrix and f n (r) represents the correted image. We take the amplitude replacement used in the alternating projection, one of the phase retrieval methods, between the estimated nth image and the corresponding real-captured image to obtain the corrected low-resolution image which impose the contrait in the spatial domain on the updating process of the 3D sample
Firstly,we deliver the error d(r) to the last slice of the 3D sample
In fact, the error item is assumed as the light field to backpropagate slice to slice in the recursive BPM formula in the 3D sample
whereH 2 (u) is the conjugate form of the H 2 (u) in Eq. (3). Then we combines the wave propagating function in Eq. (3) with the above-mentioned partial derivative function Eq. (9) to realize the gradient computation
where j represents the number of the current slice, ''·'' represents the complex conjugate operation and d j (r) is the difference of the forward and back-propagation light field. Applying the recursive BPM formula Eq. (13) and Eq. (12) alternatively to the framework of the error backpropagation method generally used in the neural networks, the scheme propagates the error item through slices to obtain the gradient of the 3D sample. Here, we modify the time-reversal scheme for cost function with intensity measurements, and develop the computation process of the gradients as summarized in Algorithm 2. The computational complexity of the timereversal scheme is proportional to size of the lateral resolution of the reconstructed 3D sample, the same order as that of the light forward process.
Algorithm 2 Time-Reversal Scheme
Input: captured intensity I n (r), estimate of complex field f n (r), the exit wave at each slice f n (r), RI contrast o(r) Output:
j ← j − 1; 10: end while 11: return: G n (r)
C. ITERATION AND UPDATION
We implement the fast iterative shrinkage/thresholding algorithm (FISTA), one of the most popular approaches solving the minimization problem with proximal operators [23] - [25] , to recover the RI of the 3D sample. In FISTA, a proximal operator [25] prox γβR (y) = arg min
is applied after each gradient descent updation, which imposes the total variation regularization on the updated estimation of 3D RI. Then, the Nesterov's acceleration step is added to speed up the convergence of the algorithm. The global convergence rate of the FISTA is O 1 t 2 , where t is the iteration counter and is faster than standard gradient-based algorithms. The entire process of the iterative process can be terminated when the metric is less than the set threshold value.
Actually, the updated 3D transmittance functions are applied to the forward model and time-reverse scheme in the next iteration to obtain the updated gradient. Alternative updations between 3D transmittance functions and gradients can achieve faster convergence rate and assure high reconstruction quality. Algorithm 3 describes the iterative process of solving the inverse problem in details.
IV. EXPERIMENTAL RESULTS
In this section, we will first provide the influence of parameter selection, and then we will give the performance comparison, and finally we will present the computational complexity analysis.
A. PARAMETER SELECTION
To test the influence of parameter selection in our method, we compare the performance of the reconstructions under different parameters' setting in the simulated dataset. In the simulated experiments, the FPM platform includes a
Algorithm 3 The Update and Reconstruction
Input: captured intensity I n (r), the set of illuminations i n (r) , n = 1, . . . , N Output:
while L{o t (r)} > threshold do 3: conventional microscope with a NA = 0.65 objective lens, a CCD camera with 6.5µm pixel size and a LED array. The Cell phantom is assumed to be placed on the stage and is sequentially illuminated by the light source from the 11 * 11 LED array. The distance between the LED array and the stage is 30mm, the distance of two adjacent LEDs is 4mm and the wavelength of the incident light from the LED is 0.643 µm. We can obatin the maximum illumination NA based on the above-mentioned parameters and the specific positions of the LEDS as 0.7845. The magnification of the microscope system is 40. Combining the system parametes and the Beam Propagation method described in Algorithm 1 which is adopted as the forward propagation in both the M3DFP in [20] and our method, we can model the propagation process of the ligth field throughout the Cell phantom and microscope system to obtain the simulated datasets {I i } i=1··· ,N , including 121 low-resolution images (100*100 pixels). Then, we valiated the performances of our method in the simulated datasets under different value of β, which is a regularization parameter of providing a tradeoff between fidelity to measurements and sparse constraint, shown in Table 1 . We utilize the numerical value of the cost function at different iterations as the metric to evaluate the performance of the reconstruction. From Table 1 , we can conclude that reasonable range of the value β is 5 × 10 −3 , 5 × 10 −4 , since it has the minimal value of contrast cost. Based on the observation in Table 1 , the optimal value of β in the simulated experiments is set to be 5 × 10 −4 .
We also compare the reconstructions of our method and M3DFP in the simulated dataset {I i } i=1··· ,N under various configurations of tuning parameters from the visual performance and objective evaluation metrics as shown in Fig. 4 . In order to take both objective evaluation and the subjective perception into account, PSNR and SSIM are adopted as the quantitative metrics in the paper.
Step size γ is the only knob in the proposed method (β is set as 5 × 10 −4 ) whereas there are 4 stability preserving parameters in M3DFP, [OP_α, OP_β, BP_α, BP_α] [19] , [20] . All results are generated with different number of iterations to ensure the convergence of both M3DFP and our method. For M3DFP, there is a tradeoff between halo artifacts and accuracy of RI. Although the halo artifact is reduced as OP_α and OP_β increase, the recovered RI decreases and visual effects of the recovered sample degrade. Consequently, the PSNR and SSIM values decrease drastically. In contrast, our method is able to maintain accurate reconstructions under different step size values which are also approxiamate to the ground truth than the counterpart in [19] and [20] . And the PSNR and SSIM values of the reconstruction in our method keep constant basically as the step size changes. Hence, we can conclude that the proposed method not only provides high fidelity RI reconstruction, but also eliminates the need of additional parameter tuning.
The relation of the cost and iteration over the simulated dataset {I i } i=1··· ,N is demonstrated in Fig. 5 , where L {o(r)} represents the updated value of the cost function Eq. (6) in each iteration. We can find that the downward trend of the curve slows around 100th iteration and converge approximately at 500th iteration. Based on this observation, we set the maximum iteration time as 100, which could also serve as one juding criteria of stopping the iterative reconstruction process. 
B. PERFORMANCE COMPARISON
In order to validate our algorithm, we display the results of our algorithm and the M3DFP in [20] in simulated and experimental datasets. The ground truth RI and the recovered RI of the Cell phantom at two different axial positions from the proposed method and the counterpart in [20] using the simulated dataset are displayed in Fig. 6 . The lateral resolution of the reconstructed 3D sample is 400*400 pixels and the pixel size is 0.1625µm. It can be observed that the reconstructed images at two axial positions in M3DFP contains halo ring around the edge of the Cell phantom and slightly underestimates the RI value. In contrast, the counterparts in our method at the corresponding positions efficiently eliminates the artifacts. Moreover, the reconstructions in our method contain sharper silhouettes at the edge and achieve significant PSNR/SSIM improvemets in the two aixal positions. The reconstructions in our method provide high fiedelity RI reconstruction so that the results are also approxiamte to the ground truth of the 3D sample from the visual characteristic of the human eye.
In addition, we verify the quality of RI reconstruction using both our method and M3DFP with experimental data, which contains 100 intensity images captured on an LED array microscope (Nikon TE300, NA = 0.65). The sample is a 5µm polystyrene bead immersed into the index matching oil (RI = 1.577). The distance between the LED array and the sample plane is 68 mm and the separation of two adjacent LEDs is 4 mm. The wavelength of the incident light is 514 nm. We can obatin the maximum illumination NA in the experimental dataset based on the above-mentioned parameters and the specific positions of the LEDS as 0.6471.The magnification of the microscope system is 80, the pixel size of the CCD sample plane is 6.5 µm and the pixel size of the reconstructed sample is 0.0813µm. The reconstruction results are illustrated in Fig. 7 and Fig. 8 . In fact, the reconstructions at three axial positons in our method achieve more accurate and higher recovery of the RI value. Both methods show defocus artifacts at out-of-focus plane z = −2.8µm and z = 2.8µm. However, the reconstructed slices of the bead in [20] is around a large area of the halo artifacts even we couldn't distinguish the boudary between the sample and oil index easily in the naked eyes while the counterepart in our method shows the basic silhouette of the bead slice with less artifact area.
The results of the x-z and y-z slices are shown in Fig. 8 . The performance contrast of the reconstruction in the x-z and y-z axis is similar with that in the x-y axis. Compared with the blurry reconstruction in [20] , the more accurate reconstruction of the RI value make us easily observe the contour and contents of the objects in our method. In the naked eyes, the halo artifact is largely reduced by our method, which verifies the superior edge preserving ability of our method by adding a-priori regularizations. From the results in the simulated and experimental datasets, we conclude that the reconstruction algorithm and the addition of the edgepreserving regularization in our method can help achieve high-quality reconstruction in each dimension, and recover the original appearance of the volumetric sample, e.g. the polystyrene bead.
C. COMPUTATIONAL COMPLEXITY ANALYSIS
To better illustrate the computational complexity of the proposed method, we set the lateral resolution of the 3D sample as V x V y . From Eq. (3), we can evaluate the computational complexity of the BPM corresponding to O (Vlog (V /s)) with V = V x V y s [14] . The basic propagation equation of timereversal scheme is the recursive BPM formula in essence. Therefore, the computational complexity of the time-reversal scheme is proportional to the size of the lateral resolution of the reconstructed 3D sample, the same order as that of the light forward process. The algorithm in [20] realizes the updation of the sample via Newton's method, which could converge within only a few iterations with suitable initial guess. However, The computational complexity of the Newton's method is O (V /s) 2 . And Newton's method consumes more time in each iteration and causes high burden on computational sources because it refers to some complex matrix operations such as conjugate and exterior product, especially for high resolution images. We record time consumption of the M3DFP in [20] and our algorithm in the simulated dataset {I i } i=1··· ,N to reconstruct the 3D sample which include N * V x * V y voxel (N , set as 66, represents the number of the splitted slices and V x = V y = 400). The computational unit is Dell Inspiron 3650 with Intel Core i5-6400 CPU, discrete graphics card NVIDIA GeForce GT 730 and 8GB's RAM. And the recorded results of the time consumption are displayed in Table 2 . We can find that the average time consumption of the M3DFP in [20] in one iteration is approximately 1.72 times longer than that of our algorithm. Predictably, the gap of the time consumption in each iteration between the M3DFP in [20] and our algorithm will be widening as the lateral resolution of the reconstructed 3D sample is higher and the number of the splitted slices of the sample is bigger.
Therefore, we conclude that utilizing the combination of the time-reversal scheme and the FISTA alike the gradient descent to update the optimal complex RI of the 3D sample and adding one TV constraint, our algorithm can achieve better quality of the reconstruction and decrease the consumption of the computation sources, which is more suitable for imaging thick samples with high resolution across large volumes.
V. CONCLUSION
In this paper, we propose and verify a new reconstruction algorithm for 3D sample imaging from standard microscope intensity measurements. We utilize the beam propagation method (BPM) to model the propagation process of the light wave among successive slices within the thick sample. We express the transmittance function in exponential form to model the refraction and scattering reactions of the light forward propagation process more accurately. By minimizing the difference between the predictions by the BPM model and the actual measurements under multiple angle-varied illuminations, 3D phase imaging can be accomplished effectively. We adopt a time-reversal scheme to compute the gradient of the transmitted light wave with respect to RI and update the complex RI of the 3D sample with the FISTA. Sparsity regularization is also inserted into the loss function to guarantee high quality of reconstruction. The inverse updating method in our algorithm similar with the gradient descent method in format has lower time and computational complexity than the Newton's method. The results of experiments on both simulated and real measured data demonstrate the proposed method has superior performance in both quantity evaluation and subjective perception, which reconstructs 3D samples with accurate RI and reduced halo artifacts while requiring less adjusted parameters. As the total algorithm is similar to the common framework of the neural networks, how to apply optimization designs in deep learning to the 3D sample reconstruction from intensity images based on the microscope platform will be one prospective direction.
