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We prove the existence of homogeneous target pattern and spiral solutions to 
equations of the form c, = F(c) + v 2c, where F(c) = ($“)c, X = h(l c I’), w = 
w(l c 12). X’ < 0, h( 1) = 0, w’ < 0 and 1 w’ 1 a: I ; the spatial dimension is greater than 
one. As in the one-dimensional case, such solutions exist for discrete values of the 
asymptotic wave number (or equivalently, the frequency of oscillation of the entire 
solution). For target patterns, we construct solutions for a sequence of frequencies. 
For spirals, we construct only the “lowest mode” solution. 
INTRODUCTION 
This paper is part of a sequence concerned with pattern formation in the 
Belousov-Zhabotinskii reaction. (See [l] or [2] for a discussion of the overall 
program, and [3-51 for pictures of the patterns.) In [l] we showed that, for a 
certain class of model kinetic equations, there are solutions to the reaction- 
diffusion equations which represent one-dimensional (infinite) target pat- 
terns, and similar solutions for one space dimension with a finite domain. 
(A target pattern is a set of concentric rings of constant concentration each 
moving outward. Along any radial line, the pattern is asymptotically that of 
a plane wave.) 
In this paper we use the same kinetic equations and show that there are 
analogous solutions when the number of spatial dimensions is two or three. 
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These solutions represent wo-dimensional target patterns and spirals, and 
three-dimensional target patterns (spherically symmetric) and scrolls. As in 
[ 11, these solutions exist only for discrete values of the time frequency of the 
solution. 
The reaction-diffusion equations we use are 
c, = (C -;)c+ v*c, (1.1) 
where X and w are real-valued functions of ct + cg satisfying A(1) = 0, 
X’ < 0, o’ < 0. The condition X( 1) = 0 ensures that (1.1) has a homoge- 
neous (space independent) limit cycle solution; X’ < 0 guarantees that this 
limit cycle is stable to homogeneous perturbations. The hypothesis w’ c 0 is 
necessary in order that the reaction-diffusion equations have solutions 
which model other idealized forms of patterns occurring in the Belousov 
reaction, in particular, “ideal shocks.” (See [6].) 
The problem for two-dimensional infinite ideal target patterns was for- 
mulated in [ 11; a similar formulation can be given for three-dimensional 
spherical patterns. In brief, instead of c,, c2 we use the variables r(x, t), 
e(x, t), where 
c, = rcosf3, c2 = rsint9, (1.2) 
and x is the spatial variable. This transforms (1.1) into 
r, = rX(r) - rl VBI* + V*r, 
19, = w(r) + $V * (r’vd). (1.3) 
Since we are interested in two-dimensional radially symmetric or three- 
dimensional spherically symmetric solutions, we let x denote ] x ] . A solu- 
tion is sought for which r = r(x). As shown in [ 11, if 13 is to depend only on 
x and t (i.e., not on x), 6(x, t) must have the form 8 = at - /” a(~‘) dx’ for 
a constant u (the frequency) and some function a(x), the local wave-number. 
The functions r(x) and a(x) are then seen to satisfy the (nonautonomous) 
equations 
r - ra* + rX(r) + lr,/x = 0, 
o(r) - u(i:) - 2ar,/r - la/x - a, = 0, (1.4) 
where r* is chosen so that w(r*) = (I, and I + 1 is the spatial dimension. 
The appropriate boundary conditions are 
4x1 + r*. rx -0, Q(X) - a > 0 asx+ 03, (1.5) 
r(x) and Q(X) are regular at x = 0 (1.6) 
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where X(r,) = a*. (The point r = r*, a = LX, which is asymptotically a 
solution to (1.4), represents apattern with constant amplitude and (positive) 
wave number: an outgoing periodic plane wave. Conditions (1.6) are no-flux 
boundary conditions at x = 0.) 
The problem for spiral or scroll solutions is similar to (1.4), (1.5) (1.6). 
For the spirals, we again let x denote the radial distance from the center of 
the spiral pattern and I#I the angular variable in physical space (so x, = 
x cos cp, x2 = x sin +). For the scrolls, we use cylindrical coordinates, x, = 
xcos $I, x2 = x sin+, xj, where x is now (x: + xi)l/*. This time, we look 
for solutions of the form 
r = r(x), 8 = at + mq2 - lXa(xr) dx’. (1.7) 
The m represents the number of “arms” of the spiral or scroll. If (1.7) is 
inserted in (1.3), the dependence on t and + drops out, again leaving 
ordinary differential equations (depending on (I and m) for r(x) and a(x). 
These equations can be written: 
r xx - ra* + rX(r) + TX/x - m*r/x* = 0, 
o(r) - u(r,) - 2ar,/r - a/x - a, = 0. 0.8) 
Note that these equations reduce to (1.4) with I = 1 when m = 0. The 
boundary conditions are again (1.5) and (1.6). 
Motivated by both bifurcation and stability considerations, we introduced 
in [1] a small parameter c: we assumed that d(r) is small, i.e., that the 
angular frequency dependence on the amplitude in the kinetic equations is 
small. More specifically, we let 
w(r) = G(r), (1.9) 
where W = O(1) and c is small. We shall continue to make this hypothesis. 
It was shown in [1], by inspection of the dimensions of the relevant 
manifolds of solutions, that one should not expect solutions to (1.4) (1.5) 
(1.6) for every a; a similar analysis holds for (1.8) (1 S), (1.6). Nevertheless, 
as in [ 11, we shall show that for discrete values of u (equivalently r*), there 
are such solutions, provided that E is sufficiently small. (It can be shown 
analytically [l] that solutions cannot be stable if e is not sufficiently small. 
They may also be unstable for small E. Indeed, Ermentrout and Rinzel have 
numerically tested the stability of some one-dimensional target patterns 
with z small, and found them to be unstable [7]. It is unknown if the 
two-dimensional solutions produced in this paper have different stability 
properties.) 
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Section 2 proves the existence of the two and three dimensional target 
pattern solutions for a sequence of frequencies u. A new hypothesis (called 
conditions S) is introduced. This hypothesis is a restriction on the form of 
X(r) and o(r), and is necessary in order that an associated singular problem 
be solved. 
The two-dimensional target pattern problem for h - o systems was 
previously solved by Greenberg [8], but only under the hypothesis that 
w’ > 0. Since Eqs. (1.4) and (1.8) are invariant under the changes w + - w 
+ const. and a --$ -a, solutions to Greenberg’s problems are analogous to 
solutions to ours (w’ < 0) with phase travelling toward the centers of the 
patterns. (The sign of w itself does not enter into the mathematics of the 
problem; only the sign of o’ does. In order to keep to the convention that 
frequency is positive, a positive constant is added after changing the sign of 
w. Then a change in sign of a changes the direction of phase. Strictly 
speaking, it is not the direction of phase propagation but that of group 
velocity which is really relevant there. However in the experimental situa- 
tion which motivated this work there is good evidence that phase and group 
velocities are similarly directed. This point is further discussed in [ 1, 61.) 
This is a different and somewhat easier problem, which has solutions for a 
continuum of values of the parameter (I. One of Greenberg’s results [8] is 
used as a lemma in Section 2. 
Other work on target patterns was done in [9-141. In [9, lo], Fife gave a 
formal analysis, based on multiscaling techniques, of homogeneous one- 
dimensional target patterns. (See [ 1 l] for a related paper.) In [ 121, Fife and 
Tyson formally construct target pattern solutions under the hypothesis that 
there is some catalyst particle at the center of the pattern. The associated 
kinetic equations used in [ 121 and [lo] are related to the Oregonator, the 
model of the Belousov-Zhabotinskii reagent due to Field and Noyes [ 131. A 
more general approach to the existence of such heterogeneous target pat- 
terns is given in [14]; a rigorous treatment for A - w systems is done in [ 151. 
In Section 3, we prove the existence of a (two-dimensional) spiral solu- 
tion, but only for a single frequency (the “lowest mode”); the solution 
whose existence we verify was computed independently by Greenberg [16] 
and Hagan [17] using a formal singular perturbation analysis which yields 
an approximate formula for the frequency. Hagan has also shown (formally) 
that this lowest mode solution is stable, in contrast to the one dimensional 
version of spiral solutions [ 171. The crucial part of his stability analysis uses 
the fact that the amplitude r of the spiral solution is a monotone function of 
x. The analyses of [16] and [17] are for specific functions A and w, but the 
ideas hold for general X - w systems. In the appendix of this paper, Hagan 
shows how the ideas of [ 171 can be extended. 
Greenberg also previously computed a spiral solution to X - w systems 
under the hypothesis o’ > 0 [ 181; some of his results enter as a lemma in 
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this paper for the w’ c 0 problem. In addition, the spiral wave problem was 
attacked by Cohen et al. [19]. However, they assume a degenerate form 
for the function o(r) near the lit cycle value r = 1, i.e., ] w(l) - W(T) ] I 
r(1 - r)‘+p, /.I > 1. As a consequence, the spirals they produce are logarith- 
mic rather than the observed archimedean spirals. Greenberg, Hastings and 
others [20] have interesting results about spiral solutions when the kinetic 
equations are not oscillatory, but excitable. 
2. TARGET PATTERNS 
For large values of X, Eq. (1.4) are close to equations which may be 
written in the form: 
r, = ru, 
u, = -X(r) + a2 - u2, 
ax = w(r) - cd(r,) - 2~221. (2.1) 
When e = 0, (2.1) has a pair of integrals [l], namely 
j = r’a, 
e = +[r2(a2 + u”) +f(r)], 
where f’( r) = 2rX( r) and f( 1) = 0. It was shown in [l] that these integrals 
can be regarded as the angular momentum and energy integrals of a particle 
moving in a central force field (with x as the time variable). As in [l], the 
existence of these integrals motivates a change of variables, which basically 
replaces a by j. At the same time, we scale j and e in order that, in the scaled 
system, the critical points stay bounded away from one another as 6 + 0. 
The new variables are given by: 
R = r2; ‘V = R,, 
J = j/c; E = e/c’, 
F(R) =f(r); Q(R) = O(r). (2.2) 
Note that F(R) has a local maximum of zero at R = 1, is negative at R = 0, 
and increasing on (0,l). Again following [ 11, we also introduce a new 
parameter S to use instead of R,( = ri$ or, equivalently, u. S is defined by: 
SC’ = Q(R,) - Q(1). (2.3) 
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Equations (1.4) then transform to 
Rx= V, 
v, = 4r2E - 2(RF’(R) + F) - W/x, (2.4) 
J, = -R[Q(l) - Q(R) + Sc2] - lJ/x, 
where, as before, I+ 1 = 2 or 3, the spatial dimension. The quantity E can 
be written in terms of R, V and J as 
4c2RE = 2RF + 2c2J2 + 4 V2 (2.5) 
Equations (2.4) may be imbedded in a four dimensional system (2.4) with 
the added equation 
E, = -J[a(l) - P(R) + SC’] + 2 -F (2.6) 
and the invariant submanifold (2.5). (This equation is obtained by differen- 
tiating (2.5).) The relevant boundary conditions are 
(R, J’, J) --* (&A J,) asx+ 00, (2.7) 
V(x), J(x) regular at x = 0, (2.8) 
where (R*, 0, +J,) are the critical points of (2.1) written in R, V, J vari- 
ables; (R,, 0, %J,) are asymptotic rest points of (2.4). R, and -cJ, are 
functions of S and C. As shown in [l], R, = 1 - O(C’) and 
F’( 1)s 
IiiyJ:(S,c) = Qt(1) . 
As a critical point of (2.1), (R*, 0, J,) has two positive eigenvalues, one of 
which goes to zero with C, and one negative eigenvalue; for (R,, 0, -J,), the 
small eigenvalue is negative, and there are again two other eigenvalues of 
opposite signs. 
It will be convenient o have (2.4) written as an autonomous ystem. To 
do this, we introduce 
5 = c2x. 
Then (2.4) may be written 
R, = V, 
V, = 4c2E - 2(RF’ + F) - c2W/{, 
J, = -R[Q(l) - Q(R) + SC’] - c21J/l, 
lx = c2. (2.10) 
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By (2.6), E stays bounded as long as R, V and J do (for [ away from 0). 
Hence the term 4r2E is really O(c2) in a compact region of R, V, J, { - (0) 
space. Equation (2.6) may be written 
E, = -J[Q(l) - Q(R) + SC’] + 4 - y. (2.11) 
When E = 0 and { is bounded away from 0, the first two equations of (2.10) 
decouple and become 
R, = V, 
V, = -2(RF)‘. (2.12) 
Equations (2.12) have an integral 
I= -+V’-2RF. (2.13) 
The phase plane diagram of (2.12) is illustrated in Fig. 2.1. There is a unique 
homoclinic orbit H, i.e., a trajectory which tends to the critical point R = 1, 
V=Oasx+Irco. 
The qualitative behavior of solutions to (2.4), (2.7), (2.8) will be very 
similar to that of the one-dimensional target pattern solutions. The major 
difference is that there is a boundary layer near x = 0; indeed, in some ways 
the solution is analogous to the finite domain solutions produced in [l], 
which have boundary layers near the walls. The solutions to (2.4), (2.7), (2.8) 
will be shown to have two distinct parts, an “initial segment” in which 
R, < R < 1 and J changes substantially, and a “final segment,” which 
closely follows one of the one-dimensional target pattern solutions. (See Fig. 
2.2.) 
Another major difference between the one-dimensional problem and the 
higher-dimensional problems is that (2.4), (2.7), (2.8) may have no solutions 
R, 
FIG. 2.1. Phase plane diagram of R, = V, V, = -2(RF)‘. 
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FIG. 2.2. Two-dimensional target pattern solution, first mode. There is an initial long 
boundary layer (x 5 0(1/c*)) in which the solution stays near R = I, V = 0 while J changes 
substantially. In the rest of the solution, the R, V components go once around near H while J 
changes according to the third equation of (2.4). 
unless an extra condition holds. This conditions “S” (for singular) is 
essentially equivalent o the solution of a certain singular problem for c = 0; 
in one dimension the analogous singular problem is always solvable. 
Condition S : 
where 
k = 1 R[Q@) - Q(l)] dR > o 
2p-E 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
The L.H.S. of (2.14) is not changed by multiplying For 52 by a constant. It 
can be changed, however, by altering the profile of &? and/or F. The 
functions F(R) = -const. (1 - R)2, Q(R) = const.- const. R (correspond- 
ing to h(r) = const. (1 - Y’), w(r) = const.-const. r2) do not satisfy 
condition s. The L.H.S. of (2.14) can be decreased by increasing Z, - 2k, 
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FIG. 2.3 Two forms of Q(R). Used with h = 1 - R, Q,(R) does not satisfy condition 5; 
G,(R) does satisfy condition S. 
for example by making Q(R) rise relatively quickly near R = 0. (See Fig. 
2.3.) For example the above F and a(R) - Q(l) = 1 - R + a,(1 - R)2 
satisfy condition S if a, > 5/4. 
We shall concentrate on the first mode, or simplest solution to satisfy 
(2.4), (2.7), (2.8). At the end of the section we construct the more com- 
plicated solutions. The following result concerns the first mode: 
THEOREM 21. Assume condition S is satisfied. For E sufficient& smaN, 
there is a value S(E) (depending on l), such that Eqs. (2.4), with S = S(C), 
have a solution which satisfies (2.7) and (2.8), and for which the R, V 
components of the final segment travel once around near H. 
An outline of the proof is as follows: For fixed small c, there are two free 
parameters, S and the value of R at x = 0, which shall be chosen so that the 
trajectory with that initial value of R, and Y = J = 0, eventually hits (or 
tends as x --) cc to) R = R,, Y = 0, J = J, and E = E, (with E, computed 
from (2.5)); this is the required solution to the problem. The Corollary to 
Lemma 2.1 proves that the inital value of R may be replaced as a parameter 
by a value x0 of x (or So - e2x0) when the trajectory hits a specified place. 
The next two lemmas show that the trajectory may be calculated to lowest 
order from certain limiting equations, which are different in the initial and 
final segments; these calculations are valid until the trajectory reenters a 
certain region of size O(e2) around R = R,, V = 0. The fourth lemma uses 
these limiting equations to compute (up to O(e2)) the values of E and J at a 
point near R = R*, V = 0 in terms of S and [,,; the fifth lemma shows that, 
under condition S, S and {,, may be chosen to get E = E, and J = J,. (This 
is the lemma that relates condition S to the solution of a singular problem.) 
The previous work does not quite finish the theorem since the computations 
of E and J have been made near, rather than at, R = R,, V = 0. The final 
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argument shows that if the above problem is solvable for S and So, then the 
real problem has a solution with nearby parameter values. 
In order to investigate the initial segment, we shall scale Eq. (2.10) near 
R = 1, V= 0, any J. Using new coordinates p, v defined by 
R = 1 - i2p, v= -c2v, 
Eqs. (2.10) become 
P, = v, 
v, = -4E + p(fi2 + Cp,) - c21v/{, 
where 
J, = -c21J/{ + c2(-S - Q’(l)p) + c~+~, 
s, = c2, (2.18) 
p2 = -2RF’(l) = -2F’(l), (2.19) 
6, = 2RF’(R) - 2(RF)“(l). (R - 1) and c2+2 = r2p[Q(R*) - a(R)] + 
[Q(R) - Q(l)] + Q’(l). (1 - R). Note that (RF)‘(l) = 0, so cpr is O(r2) for 
p I 0( 1) and arbitrarily small for p I d/c2, if d is sufficiently small. Similar 
estimates hold for c#B~. 
Equations (2.18) have a singularity at S = 0, but are smooth in all 
variables away from { = 0. When E = 0, Eqs. (2.18) have a two-dimensional 
(in R, V, J, 3 space) manifold Ma of critical points, which may be parame- 
trized by l and J and which is defined by the equations 
v = 0, p = (2/p2)J2. (2.20) 
(The second of these equations is obtained using (2.5). For details, see [ 11.) 
For E = 0, Eqs. (2.18) are the same equations investigated in Section 3 of [ 11, 
plus the equation S, = 0. 
In the two dimensions normal to the manifold of critical points the flow is 
hyperbolic: at each point of M,, there is one direction (the stable manifold) 
in which the trajectories approach Ma as x + 00, and another (the unstable 
manifold) in which they approach as x + -co. (See Fig. 2.4). Let M,$ 
(resp. M,“) denote the union of all of the stable (resp. unstable) manifolds; 
M,S and M,U are three-dimensional manifolds. 
It follows from [21] that when c > 0 is sufficiently small, there is a pair of 
invariant three-dimensional manifolds, MS and MC“ which tend as e + 0 to 
M,” and M,“. M,” can be taken to be the analog in the nonautonomous case 
of the stable manifold of (p* = (1 - R*)/c’, 0, -J,), i.e., the set of all 
points (p, v, J, { = e2x) which tend, as x + co, to (per 0, -J,). We denote 
by M = M(E) the intersection of MS and A4:. 
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FIG. 2.4. Phase plane diagram for Eq. (2.18) in a neighborhood of M,,, the manifold of 
critical points. At each critical point, there is one contracting and one expanding direction. 
As shown in [21], the flow in a neighborhood of M has further structure: 
though each point in the neighborhood there is a pair of curves, called the 
stable and unstable manifolds of that point, with the property that any two 
points of a stable (resp. unstable) manifold get mapped closer to (further 
from) one another at an exponential rate. (These manifolds are not neces- 
sarily unique, but their Taylor expansions at M(E) as functions of c are so.) 
We may use these families to get coordinates in a neighborhood of M. 
Instead of p and t), we shall use A = A( p, 0, J, 3,~) and B = B( p, u, J, 3, r). 
A is defined on Mz to be zero on M(E) and increasing (e.g., using Euclidean 
length) in the increasing p direction. Then since all the stable manifolds 
intersect I&“, we may extend A to a neighborhood of MF by making A 
constant on each stable manifold. B is defined in a similar way to be zero on 
M(E) and constant on each unstable manifold. (See Fig. 2.5.) (The estimates 
on the exponential rates hold uniformly for a neighborhood of p = 0, u = 0 
FIG. 2.5. Two-dimensional cross-section of A, B coordinate grid for fixed J and { # 0. The 
displacement between the points A = B = 0 and p = o = 0 depends primarily on J, since this 
point is O(C*) (in p. o coordinates) from the curve p = (2//3*)J*. 
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of the form p 2, I d/r*, d sufficiently small. This can be seen directly from 
the equations or equivalently by going through the process of deriving the 
slow manifold using R, V, J coordinates instead of p, u, J coordinates. This 
would yield the limiting slow manifold V = 0, R = 1, any J, instead of the 
more refined (2.19, but it does show the estimates work for an 0( 1) 
neighborhood of R = 1, V = 0 in R, Vspace.) 
Using these coordinates, the first two equations of (2.10) are 
A, = ~(4 B, J, 5, +C 
B, = ~(4 B, J, S, +, (2.21) 
where p and v are smooth for [ bounded away from zero, and satisfy 
O<pLIpIji; _vCv~V<O. (2.22) - 
(The bounds come from the hyperbolicity. Indeed it can be seen that the 
bounds are valid for u,p I d/e *, for d sufficiently small, and { bounded 
away from 0.) 
These coordinates are not useful for { right near zero. Hence we need a 
preliminary proposition. 
PROPOSITION 2.1. Let T( pp, S, E) denote the solution to (2.18) with initial 
conditions p = po, v = 0, J = 0. Then for all E sufficiently small and any fixed 
6 sufficiently small, the values of p and v at x = 6/e* are monotone increasing 
functions of pO, provided that p stays bounded. In particular, ap/ap,, and 
av/ap, are bounded away from zero uniformly in c for c sufficient& small. 
Remark 2.1. By construction of the coordinate A, this implies that the 
value of A at x = 6/c* is a monotone increasing function of pO. 
Proof of Proposition 2.1. Consider the variational equations of (2.18) 
with respect to po. Let fi, d, J, E represent ap/apo, etc. The equations are 
px =B, 
cx = -4B + p(p” + +,) + p+;(p)p - ~*l~/s, 
J; = c’( -Q’( 1)p) + A#$( p)p - W/S, 
lx =o. 
E may be computed from (2.5): 
2@f’)‘P I 4JJ I 4e*p 
R R R’ 
Initial conditions are 
b(O) = 1, a(0) = 0, J(o) = 0. 
(2.23) 
(2.24) 
(2.25) 
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We need to show that for x = 6/r’ (fixed S small, all c sufficiently small) 
that ?, > 0, ii > 0. Now for p bounded the third equation of (2.23) implies 
that there is a constant C, such that jX I C,e2i, - Ij/x. Furthermore, the 
terms 9; and their derivatives are small. Hence the first two equations of 
(2.23) are perturbations of 
tYx = p’p - k/x. (2.26) 
If I= 1, the solution to (2.26) subject to the first two conditions of (2.29, is 
p = &,(px). (I,,, as usual, denotes the regular solution to the zeroth order 
modified Bessel equation.) It follows that if p(x) e the solution-to (2.23) 
(2.29, then there is a #I close to /3 such that b L 1&3x), and ii L /31,(/3x). It 
is now clear that b, t? > 0 (indeed, very large) at x = 6/e2. For I = 2, the 
solution to (2.26) is p = sinh(px)//I x, with similar asymptotic behavior, 
and we still have j5, B > 0. 
Recall that p* is defined by R, = 1 - r2p,; thus (p*, 0, ?J,) are the 
points of (2.18) corresponding to the asymptotic rest points of (2.4). 
LEMMA 2.1. There is a solution to (2.18) which satisfies the initial condi- 
tions 
I= 0,u = 0, J=O atx=O (2.27) 
and which tends to (p*, 0, -J,) as x + 00. 
Proof. This fact was essentially proved by Greenberg [7]. Greenberg 
deals with systems (1.1) with A’ < 0 and w’ > 0. He proves that for each 
sufficiently small number (Y, there is an axisymmetric, time periodic solution 
which, along any radial line, tends to an outgoing plane wave with wave 
number (Y > 0 as x (the radial coordinate) tends to cc. Now, for this lemma, 
we wish to find a solution to (2.18) whose J coordinate tends to -.I, as 
x + cc; since J = r2a with a the wave number, the solution we seek 
corresponds to a solution of (1.1) which, along any radial line tends to an 
ingoing plane wave (i.e., negative wave number). However, we also have 
among our hypotheses the requirement hat w’ < 0. Since Eqs. (1.3) are 
invariant under w(x) --) -w(x) + const., a(x) -+ -a(x), any solution to 
Greenberg’s problem solves Lemma 2.1. His requirement hat the asymp- 
totic wave number be small is automatically satisfied for E small, since 
R, = 1 - O(r2), so a2 = h(R,) = X’(l)(R, - 1) = O(e2). 0 
Remark 2.2. For Theorem 2.1, we need a solution which asymptotically 
represents an outgoing wave. This solution is far more complicated than the 
solution of Lemma 2.1 (which has R, V components essentially constant at 
R = 1, V = 0) and cannot be produced by Greenberg’s methods if w’ < 0. 
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Remark 2.3. For the solution of Lemma 2.1, the value of the coordinate 
A is identically zero whenever it is defined. 
COROLLARY 2.1. For each C > 0, 3!p,, such that the value x,, of x when 
T(p,, S, E) hits A = 1 is C/r2. 
Pro05 From Lemma 2.1, we get that there is &, such that T( fi,,, S, c) 
belongs to the manifold A = 0. From the proof of Proposition 2.1 we have 
that $/apO and au/$,, are > 0 at x = C/E’. Hence, if A = A(C, pO) is the 
value of A at x = C/c’ when initial conditions are p = pO, o = 0, J = 0, 
then aA/ap,, > 0 at x = C/c’. For p = fi,, the value of A is defined at 
p = &, and is equal to 0. Furthermore, the exponential expansion of A (cf. 
(2.21), (2.22)) for x L C/2e2 implies that any bounded A, e.g., A = 1, may 
be achieved. (Equations (2.21), (2.22) are not valid near x = 0, but hold for 
x 1 const./r2 for any constant, with the bounds on ~1 and v possibly 
dependent on the constant.) Hence we may solve 1 = A(C, p,,) for p,, = 
pO(C) so that T(p,(C), S, r) hits A = 1 at x = C/c2. Cl 
LEMMA 2.2. Let JO(xO, S, c) be the value of J at A = 1 for the trajectory 
T(p,, S, c) which hits A = 1 at x = x0. (There is such ky Corollary 2.1.) If 
c + 0 with I,, = c2x0 fixed, then J, tends to J(&,), where J(l) is the solution to 
J = -c/s+ 
( 
2w j2 -s-- 
P2 1 
(2.28) 
satisfying j(O) = 0. 
Proof. For any compact portion of the open 3 interval (0, {,-,) the 
trajectory in question must lie close to the slow manifold M. For B dec:ys 
exponentially, and so satisfies a bound of the form B I const. e -const./r at 
any fixed finite {; also, since A does not reach A = 1 until 1 = {a, it follows 
from (2.21) and (2.22) that A({) 5 e-(~/‘2~To-5). Thus A and B are both 
exponentially small, and hence the trajectory is close to M = M(c). 
Now, for c = 0, the equations of M are given by (2.20); the points of 
M(c) satisfy a perturbation of these equations by O(r’), uniformly for 3, J 
in a compact region of (0, {a) X [-J,, 0] and p, L, in a compact region. 
Thus, Eqs. (2.18) imply that 
207 1) 
-J2 
P2 
+ $3, (2.29) 
where & is O(c2). Note that p{m~ is the value of lim,,,, J,(S, z). 
We also have & = O(l) near { = 0, at least for the solution to (2.29) for 
which J = 0 at S = 0. 
For { in any compact subregion of (0, J,) it is now clear that the J 
component of the designated solution to (2.18) converges as c + 0 to the 
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solution to (2.28) satisfying j(O) = 0. As long as the trajectory is within O(c) 
of M, the previous argument works. Near { = [,,, we use a different 
argument: we show that over the portion of the trajectory which is not 
within O(c) of M (and hence where (2.29) is not necessarily valid), both J 
and j are essentially constant. This follows from (2.21) and (2.22): if A = c 
(e.g.) at some 2, then (2.21) implies that 
x0 - 2 I (l/p) . ln(l/c). (2.30) - 
Since p stays bounded (we are concerned here only with the region A I l), 
Eq. (2.18) shows that J changes by o(l) from ,Z to x0 (where A = 1). j also 
changes by o(l) since & = c2$ Cl 
The next lemma concerns the final segment of the trajectories we are 
investigating; it says that over this portion of the solution, the trajectory will 
be close to a particular solution to the limiting equation of (2.10) as z -+ 0. 
Recall that the solution to (2.10) c = 0, which tends to (JO, J(x,)) as 
x -j - cc has R, I/ components which traverse the homoclinic orbit H of 
(2.11). We shall be interested in all but a small piece of this orbit, namely, 
until the R, V components reenter the neighborhood N and hit {U = 0 or 
p = p* or B = l}. (See Fig. 2.6.) 
LEMMA 2.3. Let (R, V, J) denote any solution to (2.10) with initial condi- 
tions R(x,), V(x,), J(x,) at x = x0, where -J, < J( x,,) < 0, the A coordi- 
nate at R(x,), V(x,,), J(x,,) is 1 and V(x,,) = O(C’). Then for c sufficiently 
small, with &, E z2x,, > 0 fixed, and until R, V hit {p = p* or v = 0 or 
B = l}, (R, V, J) IS pointwise close to the above portion of the solution to 
(2.10) c = 0, which tends to (l,O, J(xO)) as x + --oo. 
Proof. The orbit structure of (2.10) has been previously described: there 
is a slow manifold M along which J decreases and { increases slowly. 
Normal to this there is a fast outward direction (the A coordinate) and a 
fast inward direction (the B coordinate). 
Let N be some nei borhood of M of the form 1 p 1 I d/c’, 1 v 1 I 5@d/c2. 
(p = 1s essentially the absolute value of the slopes of the 
v=o 
FIG. 2.6. The relevant portion of o = 0 or p = p, or B = I forms a truncated comer. 
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stable and unstable manifolds of the critical point of (2.11); the rectangular 
shape of the neighborhood insures that the relevant trajectories leave N for 
the first time, or reenter it along the side p = d/c2.) To prove the conclusion 
of Lemma 2.3, at least within N, it suffices to show that (R, V, J) does not 
drift along M, but immediately goes out along the fast direction. (The 
hypothesis that A = 1 at x = x,, ensures that the trajectory then follows the 
left branch of the unstable manifold; the additional hypothesis that 0 = 0( 1) 
implies the initial point converges to (1, 0, J,).) Equivalently, we show that 
the change in J within N can be made arbitrarily small by making d 
sufficiently small. To see this, we use an argument similar to one used in the 
previous section. By hypothesis, A = 1 at x = x0. At the boundary of N, 
p = d/c2, so A = ( / 2, 0 1 E . It follows from (2.22) that if x, is the value of x 
where the trajectory hits gN, then 
xl - x0 5 WpbW2) (2.31) 
for some b (uniformly in c). It does not then follow from (2.18), as in the 
previous lemma, that J(x,) - J(x,) is O(l), since p is 0( l/r2) rather than 
0( 1). However, it can be shown using (2.31) that J(x,) - J(xo) goes to zero 
with d. (See [l, Lemma 3.21 for details.) 
For that portion of the trajectory (R, V, J) outside of N, it is clear that 
the R, I/ components approach H and J approaches the J component of the 
relevant solution to (2.10), E = 0. For it takes only a finite distance in x for 
the solution to (2.10) E = 0, to reenter N after leaving it; over a finite 
distance, a small (regular) perturbation of an equation produces a small 
change in solutions with nearby initial conditions. 
Once inside N again, we may again use the known orbit structure near 
R = 1, V = 0 any J. Once again, it suffices to show that J changes by o(l) 
within N. 
As in the analysis near R = R*, V = 0, J = -J*, we may construct a 
family of center manifolds M(e) and adapted coordinates A and B. (We 
continue to use the same notation since there should be no confusion. 
Estimates (2.22) continue to hold.) As before, it suffices to show that the 
distance in x needed to go from the boundary of N to {p = p* or u = 0 or 
B = l} has an upper bound with a logarithmic estimate. We do the estimate 
only for B = 1, and this serves as an upper bound for the shorter distance 
needed to reach the truncated corner. At the boundary of N, p = d/c2 and 
u = O(l), so B 5 C2/r2 for some C,. Using (2.21) and (2.22) we have that 
if the trajectory reaches gN at x = x,, and B = 1 at x = x2, then x2 - x, 5 
(- l/v)ln(C,/r’). 0 
LEMMA 2.4. Consider the trajectory T( po, S, c) which hits A = 1 at x = x0. 
Let x2 be the value of x where the trajectory hits the truncated corner contained 
in {p = p* or t7 = 0 or B = I} (after the R, V components ravel once around 
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near H). Then 
J(x2) = Jo + 2k + +4, (2.32) 
E(x2) = E, -;Z, + [Jo + k]Z, + &, (2.33) 
0 
where k, I, and Z2 are defined by (2.17), (2.15), and (2.16). $I; + 0 as E + 0 
(with c2x0 fixed). 
Proof: By Lemma 2.3, T(p,, S, E) approaches a trajectory of the limiting 
equations (2.10), E = 0. Hence it suffices to compute the change in J over 
the limiting solution. As R and V traverse the lower half of H, J changes by 
/ 
’ @2(l) - Q(R)] dR 
0 V 
(2.34) 
Along H, V can be computed from (2.11): R,, = -2( RF)‘, so V = R, = 
k2 d- RF + constant. For the lower part of H, R, < 0, and the constant 
of integration is zero. Thus (2.34) is k. The change over the top half of H is 
also k. Equation (2.32) follows immediately. 
To compute the value of E at the “corner” we shall use Eq. (2.6). Again, it 
suffices to work with the relevant solution to (2.10), (2.1 I), E = 0. For this 
solution, J is computed from the third equation of (2.10) with J( - 00) = Jo. 
The initial condition E, for E (at --co) may be calculated from (2.5): if 
E,(R,,O, Jo) is the value of E obtained from (2.5) using R = R*, V = 0, 
J = Jo, then since R = 1 - O(e*) and F(R) = F(1) + 0((1 - R)*), to 
lowest order in c (2.5) yields 
E, = +J,‘. (2.35) 
We first compute / J[B( R) - Q(l)] dx. Over the lower half of H, this is 
/OJ [Q(R) - WI dR 
1 -2J-RF . 
(2.36) 
We integrate (2.36) by parts, differentiating J and integrating the rest from 
R = 1. Expression (2.36) is thus 
x LQtR) - Q(1)l dR = (J, + k, i2 _ I’)-’ R’hJ(R’> - Q(l)] dR, 
-2J--RF 2 0 R 2J--R’F 
X [P(R) - ‘(‘)I dR 
2J--RF . 
(2.37) 
434 KOPELL AND HOWARD 
Over the upper half of H, we get 
Adding (2.37) and (2.38), we get that, over H, 
jJ[G(R) - Q(l)] dx = (Jo + k)l,. (2.39) 
Next we compute /F/(e*x) dx. To lowest order, 5 = E*X is constant over 
the portion of T(p,, S, E) from x = x0 to the “comer.” (As shown, the 
change in x over this portion increases logarithmically with 6.) Thus, to 
lowest order in C, over each half of H, 
jF/ (E*x) dx = i/o’ ,/& dR. (2.W 
Putting together (2.35), (2.39) and twice (2.40), we get (2.33). 0 
LEMMA 2.5. Let J = J(S, lo) and E = E(S, lo) be uaiues of E and J when 
x = x,(S, lo). Then there are values of S and lo such that J = J, and 
E = E,. 
Proof: According to the previous lemma, we must solve 
J, = Jo + 2k, (2.41) 
E, = E, - +I1 + [Jo + k]l,, (2.42) 
0 
and show, furthermore, that any nearby equation also has a solution. The 
quantities J, and E, can be computed as functions of S and C; to lowest 
order, J: = /3*S/( -252’(l)). E, can be computed from (2.5) as in a previ- 
ous argument; to lowest order we get E, = fJ:. From before, E, = 35: to 
lowest order. For the rest of this lemma we shall identify J*, E,, E, and Jo 
with their first order approximations; since all conclusions will be valid 
after perturbation, this simplifies the notation without loss of generality. 
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Recall that, to lowest order in E, J,(S, [a) is &,), where j(S) is the 
solution to (2.28) satisfying j(O) = 0. Hence &( S, la) is monotone in S,, and 
goes from 0 to - /m = -J, as [a goes from 0 to 00. It 
follows that equation (2.41) can be uniquely solved for & > 0 in terms of S 
for any S such that k < .Z, < 2k. Call this function S(S). 
Inserting l(S) into (2.42), we get an equation for S which may be written 
;J: = ;(J, - 2k)* - -II, + (J, - k)Z,. 
l(S) 
The terms quadratic in J, cancel, and we are left with 
1 1, J,-?-= 
l(S) 12 - 2k k* 
It is clear from the definitions of I,, Z2 and k that I, /( I, - 2k) > 0. Now 
c(S) is defined for S such that k < J, < 2k. We may think of the indepen- 
dent variable of the function c as J*, since there is a 1 - 1 correspondence 
between J, and S. By construction, 
lim S= cc, lim S=O. 
J*-k J,-2k 
We will show further that c is monotone decreasing, with a monotone 
decreasing derivative (i.e., a derivative becoming more negative). It follows 
that for k < J, c 2k, the graph of the L.H.S. of (2.43) (generically) has the 
form either of Fig. 2.7a or Fig. 2.7b. That is, either the graph falls 
continuously from J, = k or else the graph rises near J, = k to a maximum 
and then falls to - co. In the second case there is a unique J*, k C J, C 2k, 
for which (2.43) holds. The two cases are distinguished by whether the limit 
as J, + k of the slope of the graph of [Z/f][Z,/( Z2 - 2k)] (as a function of 
J,) is greater than or less than 1. We will show that condition $5 is exactly 
the condition that the slope be less than 1, so Fig. 2.7b is appropriate. 
The monotonicity of f and p we establish by computing p and p’, 
differentiating implicitly (now thinking of f as a function of S). By (2.41) 
and the definition of J,(S, l,,), we have 
J, - 2k = .f(f(S), S), (2.W 
where j satisfies (2.28). Differentiating (2.44) with respect o S, we get 
a 1 a ,. J; (S) = zJ. s’(S) + %J. (2.45) 
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FIG. 2.7. Graph of J, - [I/!( S)][ I, /I, - 2/c] vs J,, where S is related to J, by J: = 
/??&$/[ -2Q’(l)]. Under hypothesis 5, (b) is the relevant graph. 
Now J; (S) > 0, and it can be seen from (2.28) that (a/C@ < 0. Further- 
more (a/X@ < 0; this can be seen from the variational equation of (2.28) 
with respect o S: 
j,.,=-s+ ~ ( 
-* _ 2Wl)jj 
P2 s I (2.46) 
(with is(O) = 0). Equation (2.46) is linear in js with a negative forcing term, 
so for fixed l, j,(c) < 0. Thus, if (2.45) is solved for p(S), we get p(S) c 0. 
The conclusion about 5;‘(S) follows by a similar method by differentiating 
(2.45) and (2.46) and checking the signs of the terms, 
To see the relationship between the slope of (I/{)( I,/( I, - 2k)) near 
J, = k and condition S we look more closely at the equations which define 
TARGET PATTERNS AND SPIRAL SOLUTIONS 431 
c = f(J,). The so u ion to (2.28) for 5 large is asymptotically of the form 1 t’ 
j=-J*+j[P+*(+)] (2.47) 
for some constant P. Plugging (2.47) into (2.28) we find that the term 
independent of [ vanishes and the term on the R.H.S. dependent on (l/c) is 
P = -@/4s2’(1). (2.48) 
Now f(.Z,) is the solution to (2.41) where .Z, = j(S, [,) (with j the solution 
to (2:28)) and S related to .Z, by (2.9). Substituting (2.41) into (2.47) using 
3 = RJd, we get 
J, - 2k = -J, + ;[P + 0(1/i >]. (2.49) 
Using (2.49) we differentiate (l/c) implicitly with respect o J*, and get 
2 = P-&l/C ) + 0(1/i ). 
* 
(2.50) 
Since [ --) cx) as J, + k, the limiting form of (2.50) as J, + k is 
(d/&,(1/3) = 2/P. Thus the slope of (Z/c)(Z,/(Z, - 2k)) near .Z, = k, 
using (2.48) and (2.19), is the L.H.S. of (2.14). 0 
Remark 2.4. An arbitrary perturbation of Eqs. (2.41) (2.42) could lead 
to a new solution near J, = k. In our case, however, when c > 0 the 
resulting perturbation does not produce a new solution. For now c(S) is 
obtained by solving J, = Jo + 2k(r, S, &,), where k(c, S, &,) + k as E + 0, 
independent of S and &,. The function S(S) is defined for k(c, S, So) < 
J,(S, C) < 2k(c, S, PO) and, once again, lim,,+kCr.S,5,j.&S) = cc. The 
perturbation of (2.43) replaces k by k(r, S, Co). Hence, as before, there is no 
solution near J, = k(e, S, So). 
Let S and co denote the values of S and & produced in the previous 
lemma. These parameters are associated with the solution of a singular 
problem; they are not dependent on E. To complete the proof of Theorem 
2.1, we now show that there are parameters S(E), &(c), near Sand [,, which 
satisfy the conclusions of the theorem. 
We have seen that the equations 
J, = Jb,), 
E, = Eb,), (2.51) 
can be solved for parameters S and <,,, where x2 is the value of x at the 
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truncated corner {p = p* or 0 = 0 or B = l}. Furthermore, the associated 
trajectory must pass through B = 1 rather than the other two sides. For 
from (2.51), if p = p*, then u = 0; but p = p*, u = 0 is not on this corner. 
Similarly u = 0 and (2.51) imply p = p*. It iz also Gear that the same 
argument works for a corner truncated at B = B, any B. 
To finish the argument (and the proof of Theorem 2.1) we note that, 
because of the hyperbolic structure of the trajectories near (R,, 0, J,), the 
subdomain in (S, {,) space corresponding to trajectories which map to 
B = B, p 2 p*, u I 0 shrinks to a single point as g + 0. Hence (S, &,),; ( + 
(S(C), &,(e)), the required solution. 0 
Theorem 2.1 proved the existence of the “first mode” solution to (2.4). 
Higher modes are those for which the R, I/ components travel n > 1 times 
around H before reaching R = R,, V = 0. We sketch below the changes 
from the previous proof needed to show the existence of higher modes. 
The first two lemmas are essentially the same as before. Now a trajectory 
comes close to the hyperbolic curve M(E) each time its R, V components go 
around H. Depending on the sign of A, the trajectory either goes around H 
again, or flies off to cc (or possibly, if A - 0, approaches the slow manifold 
M(C)). If a trajectory does go n times around, then Lemma 2.3 can be shown 
to hold, and E and J can be computed after n excursions from the limiting 
equations. We first set up and solve the singular problem, and then return to 
the question of whether the possible candidates for the n th mode have R, V 
components which do actually travel n times around H. 
The singular problem changes with n; Eqs. (2.41) and (2.42) must be 
replaced by a pair of equations depending on n. These equations are derived 
exactly as are (2.41) and (2.42): at the end of n excursions around H, J has 
changed by 2nk so (2.41) is replaced by 
J, = Jo + 2nk. (2.52) 
The change in E as the trajectory goes for the ith time around H can be 
computed as before using integration by parts, and is (J,, + (2i - l)k)Z, + 
Z&Z,. Summing over i, from i = 1 to i = n, we get the equation 
E, = E, + [ nJo + n*k] I2 - “‘1 
so ‘. 
(2.53) 
Equations (2.52), (2.53) are solved as before: For values of S such that 
nk < J, < 2nk, Eq. (2.52) may be solved for { = <(Q where c(S) has the 
monotonicity properties claimed in Lemma 2.5. This S(S) (which depends 
on n) is inserted in (2.53). As before, the latter equation simplifies to 
J, - - z, _ 2k = nk. (2.54) 
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We must now compute lim,,,,, (d/dl,)( l/c). Equation (2.28) holds, and 
hence so does (2.47) and (2.48). Using (2.52) and (2.53) instead of (2.41) and 
(2.42) Eq. (2.49) is replaced by 
J, - 2nk = -J, + +[P + 0(1/c )I. 
The rest of the argument is as before, and we get the same result: the slope 
(with respect to J,) of (Z/f)Z, /(Z, - 2k) < 1 exactly when condition S 
holds. Thus condition s implies that there is a unique value of .Z,, nk c J, 
< 2nk, which solves (2.54). 
We return now to the question of the relevance of the singular problem. 
The above arguments how that if there is to be any solution at all to the 
n th mode problem, it must have parameter values S and [a close to those of 
the solution of the singular problem. We must then show that for parameter 
values near those associated with the singular problem, the trajectories 
T(p,, S, 6) have R, V components which do actually travel n times around 
H. As mentioned previously, the only difficulty arises when such a trajec- 
tory passes close to the hyperbolic critical point R = R,, V = 0, J = J,. If 
it has a negative A coordinate, it will not round the “comer” of H and go 
around again; instead it will fly off to cc. 
With the aid of (2.13) we shall now show that for the relevant values of S 
and lo, the trajectories Z’(p,, S, e) behave as desired. The argument is 
similar to one used in [ 11. The advantage of using the function Z is that it 
can be calculated from global computations; in contrast, the coordinates A 
and B are local concepts. 
The function Z is identically zero on H; it is positive inside H. Since 
{A = 0} is near (a part of) {I = 0}, a small value of Z does not conclusively 
determine the sign of A. However, if a trajectory enters a neighborhood N of 
R = R,, V = 0 with a value of Z sufficiently positive, then the value of A 
there must also be positive. We will show that for the relevant S and &, 
there is a constant C, such that T(p,, S, c) enters N with a value of Z that is 
2 &,. It is argued in [ 1, Sect. 31 that this implies the A coordinate at aN is 
positive and bounded away from zero, and the trajectory “turns the corner” 
and leaves N in a distance x logarithmic in 1/e2. - - 
Let S and lo be parameter values near S, & (the parameters associated 
with the n th singular problem). Suppose T( pO, S, e) has been continued 
around H once until it reaches N (i.e., p = d/c2, d small). In order to 
compute Z at iV, we consider (2.5), which may be written as 
Z = -4c’ER + 2c2J2. (2.55) 
We have already computed the values of E and J at such a point in terms of 
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J = Jo + 2k + J/, 
E = E, + [J,, + k]Z, + lZ,/&, + II/. (2.56) 
For the rest of this computation, # will stand for any quantity that can be 
made arbitrarily small by making f, d, S - S and &, - & small. 
By definition, Sand & satisfy (2.52) and (2.53). Hence, at 8N 
Jo + 2nk = J, + J/, 
EO +[nJo + n2k]Z2 + lnZ,& = E, + II/. (2.57) 
(As in Lemma 2.5, J, and E, now stand for the limiting values of J,(S, z) 
and E *( S, C) as e + 0.) 
Combining (2.56) and (2.57), the values E and J at 8N satisfy 
J = J, - 2(n - 1)k + J/, 
E = E, - (n - l)[J, + (-n + l)k]I, - (n - l)ZZ,/&. (2.58) 
We now insert (2.58) into (2.55) and use the following to make simplifica- 
tions 
We obtain 
c*JI = -4r*E,R, + 2c*J,, 
l-e*p-1-d=l++. 
Z/~E* = (n - 1)(2[J, + (-n + l)k]Z, + 2ZZ,/& 
-4J,k + 4(n - l)k*) + 1c, 
= (n - 1)(2[J, + (-n + l)k](Z2 - 2k) + 2/Z,/&,) + 4. (2.59) 
It is clear from (2.59) that Z/e* is strictly positive. Thus the trajectory “turns 
the comer” and goes around H a second time. A similar argument shows 
that each of the first n - 1 times the trajectory reaches N, it does so with a 
value of Z/c* that is strictly positive. 
We have now proved the following result, which generalizes Theorem 2.1. 
THEOREM 2.2. Suppose condition s holds. Then for E sufficiently small, 
there are discrete values S,(E) such that Eqs. (2.4), with S = S,(C), have a 
solution which satisfies (2.7), (2.8), and for which the final segment of the 
solution travels n times around (near) H. The number of these solutions can be 
made arbitrarily large by making E small enough. 
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3. SPIRAL AND SCROLL SOLUTIONS 
The spiral and scroll solutions are obtained using the same methods as in 
the previous section and [l]. There are, however, some major differences. 
The initial conditions (R = V = J = 0 at x = 0) are far from the slow 
manifold. Also, the value of x is moderately small over a significant portion 
of the trajectory, so the nonautonomous terms of (1.8) play a larger role 
than before. 
We start by making the same changes of variables (2.2), (2.3) as in the 
previous section. Equations (1.8) then become: 
R, = V, 
V, =4e-Z(RF)'--;Y+T, 
J, = R[G(l)- O(R) + Sr2] -$ 
(3.1) 
where 
e=c2E=[2RF+ V2/2 + 2c2J2]/4R. (3.2) 
The relevant boundary conditions are 
R, V, J regular at x = 0, 
(R,v,J) -(R,,O,J,) asx + 00. 
(3.3a) 
(3.3b) 
Equation (3.2) can be differentiated to get 
e, = -c2J[s2(1)- &t(R)+ sc2] +q+s--:. (3.4) 
Note that we use e E c2E instead of E; it will turn out that for the spiral 
solutions e, not E, is O(l), at least near x = 0. 
We first take a formal limit for Eqs. (3.1), (3.4) as E + 0; we shall later 
show that the relevant solutions to (3.1), (3.4) are indeed close to solutions 
to the limiting equations. Letting e be zero in (3.1), (3.4), the equations for 
R, V and e uncouple from that for J: 
R, = V, 
V, =4e-2(RF)'-G-k?, (3.5) 
where 
e=[2RF+ V2/2]/4R. (3.6) 
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A singular problem associated with the existence of spiral solutions for 
(3.1), (3.2) is the boundary value problem (3.5), (3.6) with the boundary 
conditions 
R= V=O atx = 0, 
(R,V) -(!,O) asx+ co. (3.7) 
Note that regularity at x = 0 forces V = 0 if R = 0. It can be seen from 
(3.5) that near x = 0 solutions with R + 0 satisfy R - b2x2m for some value 
of b and hence are parameterized by b. 
LEMMA 3.1. There is a unique solution to (3.5), (3.6) and (3.7). Let ” 
denote the associated value of b. Then for any x, and b sufficiently close to b, 
av(x)/ab > 0. 
Proof. This lemma is a generalization of a result in Greenberg [14, 
Sect. B]. The lemma is proved more easily in the old variables r(x), v(x). 
Equations (3.5), (3.6) can be written as 
(xrJx + .r( X(r(x)) - 5) = 0. 
The boundary conditions are 
r(0) = 0, hl (r, TX) = (LO). (3.9) 
Greenberg proves the existence of a unique solution to (3.8), (3.9) for the 
special case X = 1 - r and m = 1. However, the proof holds in general 
provided that the following changes are made: Let u(x) = @/ab)r(x, b). 
Then u satisfies 
(xu,)~ + x24 h(r) - 5 + rh’(r) 
[ I 
= 0 
instead of Eq. (2.17) of [ 141. The function 1c, is defined by 
bu = exp ( /)~J(x’) dx’)rh bh 
where y = maxOcrll ] rA’( r ) 1 . Then \cI satisfies 
(Xr2J,), = xr2[ - T - Uq2] 
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instead of Eq. (2.22) of [14]; Eq. (2.23) is replaced by 
T(#)(x) = 1 - +(‘ev[ -[:(I + 14) dt] 
xr 0 
x (x?2(l +y + (xv,,.) dx’. 
The proof then goes through essentially verbatim and shows u, = au/i% > 0 
for b close to b: Cl 
Remark. This singular solution has been computed for the case X = 
1 - r2,m = 1,2,3.SeeFig.3.1. 
Once we have the solution to (3.5)-(3.7), we can find the behavior of J(x) 
from the limiting form of the third equation of (3.1), namely, 
J, = -R[52(1) - Q(R)] -J/x. (3.10) 
PROPOSITION 3.1. If R(x) is the solution to (3.5)-(3.7), and J(x) the 
solution to (3.8) satisfying J(0) = 0, then lim,,, J(x) = 0. 
Proofi Using (3.6), the second equation of (3.5) is 
v =1v’ 
x --2F'(R)-;+y. 2R 
0.6 
0 0.2 0.4 0.6 0.0 1.0 
R 
FIG. 3.1. The solution to the singular spiral problem R, = V, V' = V'/ZR - 2RF' - 
V/x + 2mZR/xZ for A = 1 - R, m = I, 2,3. Note the divergence from the dotted graph, 
which represents part of the homoclinic orbit H. (This is the orbit of the R, V components of 
the singular solution to the one-dimensional spiral problem.) 
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The dominant term for large x is the solution to 
( 0 -2f’(l) :) ( l ,R) + (&) = O* 
Thus 
where PI(x) - (-m2/F”(1)(1/x2),0)’ as x + oc, and P2(x) - Q(x)e-pX 
for Q(x) a vector of functions which grow algebraically in x and 
/3=/w. If h’ t IS is inserted in (3.10), or equivalently, xJ = 
-/tx’R[G(l) - G(R)] dx’, it can easily be seen that lim,,,J(x) = 0. q 
The following result gives the existence of the lowest mode spiral solution. 
Unlike the target pattern solutions, it does not require condition S. 
THEOREM 3.1. For each E sufficient& small, there is a unique S,,(E) (which 
depends on m) such that (3.1)-(3.3) has a solution. Furthermore, S,(c) + 0 as 
c + 0. 
Remark . The fact that SO(e) + 0 as E --$ 0 for the lowest mode spiral 
solution gives it a somewhat different character from that of the target 
pattern solutions and the analogous target and spiral solutions for one space 
dimension. 
Proof: Up to any finite x, the solutions to (3.1), (3.2) can be made 
arbitrarily close to those of (3.5), (3.6) with the same initial conditions. 
Thus, for parameter values S and b near 0 and b; respectively, the solution 
to (3.1), (3.2), (3.3a) with R - b2x2”’ near x = 0 can be made arbitrarily 
close to the solution to (3.5)-(3.7) outside of any fixed neighborhood of 
R = 1, V= 0. 
We shall show that S,(e) and b,-,(c) may be chosen so that the trajectory 
with these parameters belongs to the stable manifold of (R,, 0, J*). 
The first step is to note a transversality property satisfied by the e = 0 
system. Let C,, denote the configuration R = R, - 6, V L 0 and/or V = 0, 
R 5 R, - 6 and/or J = 0 or J, + 6. Let JaO, V,, be the values of J and I’ 
(depending on S and 6) at which the trajectory of (3.5_), (3.6) with R(x) - 
b2xZm near x = 0 hits C,, and V,, the value for b = b. (Since solutions of 
(3.5), (3.6) with nearby b spread exponentially apart near R = 1, V = 0, the 
trajectories do hit C,,. Also, since J decays to zero like In x/x, and 
(R, V) + (1,0) like l/x 2, for all 6 sufficiently small the trajectory hits 
R = R, - 6 before it hits J = 8.) 
Let S,, = S,,(b) be the value of S such that lim,,O J,(S, c) = J6,,. Then 
for fixed 6, the map 
(S,b)~(J,,-~~J,(S,O,V,,--V,,) (3.11) 
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takes (S,,(b), b, into (0,O). It also has a maximal rank in a neighborhood of 
this point, for I$,,, - <, is independent of S, and the transversality condi- 
tion aT//ab > 0 of Lemma 3.1 implies that 8V,,/% > 0. Furthermore, J8, is 
independent of S, and by (2.9) lim,, 0 J,( S, E) depends transversely on S 
(for S # 0). 
Next, we leave 6 fixed and let e > 0 (E K 1). Consider the map 
(w) ‘(Js -J*W),b - v,,), (3.12) 
where Ja, V, are the values of J and I/ when the trajectory of (3.1), (3.2) with 
R - b2x2”’ (near x = 0) hits C,,. For z, 6 small, (3.12) is a perturbation of 
(3.11). Now the perturbation is, a priori, only Co (because C,, has “corners”); 
however, restricted to any part of the (S, b) domain where the associated 
trajectory hits C, away from these comers, the perturbation is smooth. We 
wish to show that there is (S,(c), b,(r)) which maps to (0,O) under (3.12). It 
can easily be seen that for such parameters, the associated trajectory hits 
R=R*--6 rather than V=O or J=O or J=J*+S; hence we may 
restrict our attention to the portion of parameter space for which the 
trajectories cross R = R, - 6. A Co perturbation of a solvable equation 
with a nonzero Jacobian has a solution, and the above smoothness argument 
implies the solution is (locally) unique. 
Finally, the R, V components of Eqs. (3.1), (3.2) are perturbations of 
(3.5) (3.6). By the hyperbolic structure of the latter equations near R = 1, 
I’ = 0, as 6 + 0, the subdomain in (S, b) space corresponding to trajectories 
which intersect R = R, - 6 before V = 0 or J = 0 or J = J, + S shrinks to 
a single point. Hence 
exists. It can easily be seen that these are the parameters of the required 
solution. Cl 
APPENDIX A BY P. HAGAN. FORMAL RESULTS ABOUT SPIRAL WAVES 
From Section 1, the equations governing the m-armed sprial wave are 
rxx + -hx + r h(r) - 5 - a2 
[ I = 0, 
a, + iu + 2;1a = c[iZ(r) - G(r*)], (A.l) 
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with the boundary conditions 
r(x) - bx” asx + 0, a(0) = 0, (A-2) 
r(x) + r* asx-+oc, 44 -Cl20 asx+co, (A.3) 
where b is an arbitrary constant, and where ar is given by A(r,) = a2. 
When e = 0, all solutions of (A.l) with a(0) = 0 have a(x) E 0 for all x. 
Thus (A.l) and (A.2) reduce to a(x) E 0 and 
r,, +$rX +r[h(r)-$1 =O,r(x)-bxm asx+O. (A.4) 
Theorem 3.1 shows that for each m, A.4 has a unique solution with 
0 c r(x) < 1 for all x > 0. Let this solution be r = P,,,(x). Theorem 3.1 also 
shows that 
P;(x) > 0 for all x > 0, en64 + 1 asx -+ co. (AS) 
In summary, when E = 0 the m-armed spiral wave solution is r(x) = P,,,(x) 
and u(x) = 0. 
When 0 < E K 1, the solution of (A.l)-(A.3) can be constructed formally 
by using matched asymptotic expansions in exactly the same way as is done 
in [ 171. We now summarize the results of this construction. First, we define 
W’( 1) 
4 = c -ql) > 0. 64.6) 
Then in the inner region 0 I x K l/q 
r(x) = To(x) + q2r,(x) + . . . , u(x) 
= quo(x) + q3u,(x) + . . . (inner region), (A.7) 
where 
In particular, 
%(X) -$[logx + cm] forx B 1 (A-9) 
for some constant C,. 
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Expansion (A.7) is not valid for arbitrarily large x. Instead, in the middle 
region 1 < x *: qexp r/2qm 
u(x) = F tan mq(log x + C,) + . . . 
(middle region). (A. 10) 
In the final region x z+ q2 exp n/2qm 
r(x) = 1 - 
(final region), (A.1 1) 
u(x) = -aK;(qax)/Ko(qaX) + . . . 
where K, is the zero order modified Bessel function. In (A.1 l), 
2 
[ 
IT 
a = -exp 
4 
---y+c,, 
2v 1 
where y is Euler’s constant. In particular, the spiral wave in (A.7)-(A.12) 
has a(x) > 0 for all x > 0. 
If we relax the restriction that a(oo) > 0, then we can construct a second 
kind of spiral waves. In the inner and middle regions these new spiral waves 
are given by (A.7)-(A.lO) as before. However, in the final region 
r(x) = 1 - 
( I 
5 + u* /I A’(1) I + . . . , 
ml4 + PwP4 
u(x) = -Y&)(qax) + j3zo(qax) + *** . 
Here the constant fi > 0 is arbitrary and 
a=$exp -&- 
[ 
u+C,+P. 
I 
(A.13) 
Thus at each q there is a one-parameter (8) family of the second kind of 
spiral waves. In particular, each of the second kind of spiral waves has 
u(x) > 0 for some x and u(x) < 0 for other values of x. 
Equations (1.2) and (1.7) show that the concentrations c, and c2 are 
c, = rcos at + mcp -
[ 
/xu(x’)dx’],cZ =rsin[ot+m+-JXu(x’)dx’]. 
(A.15) 
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Thus the “local phase velocity” of the spiral waves is a(x)/a. For the first 
kind of spirals, this velocity is of one sign for all x. However, for the second 
kind this velocity changes sign at some x: these spiral waves are outgoing 
waves at some x and ingoing waves at others. As discussed in [l, 61, 
experimental evidence suggests that only the first kind of spiral waves 
actually occur. 
The stability of both kinds of spiral waves can be found by making minor 
changes in the formal stability arguments in [13]. These arguments show 
that when 0 I q K 1, all the one-armed (m = 1) spiral waves should be 
stable solutions of (1.3). Also, when 0 -C q K 1 all the multi-armed (m = 
2,3,. . . ) spiral waves should be unstable. We emphasize that these stability 
arguments are formal, and are rigorous only when q = 0. 
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