Introduction
Thanks to the advent of new low-cost depth sensors, like the Kinect 2 sensor [1] , the research activity in the field of gesture recognition is undergoing a significant increase, making possible the development of robust and efficient applications for human-Computer Interaction (HCI) [22] , touchless interaction [23] , human activity recognition, and sign language recognition [11] . The information provided by depth sensors is more relevant and convenient than the one provided by color cameras for applications of gesture recognition. The reason of this fact is that depth information provides more structural information about the human body parts, which allows to develop more discriminative gesture recognition algorithms. Moreover, the detection and segmentation tasks of human body parts in potentially complex backgrounds are also easier since depth imagery is almost immune to changes in illumination in indoor scenarios. Focusing on hand gesture recognition, some works have proposed to use the American Sign Language (ASL) as the dictionary of gesture to be recognized. Most of them are based only on the use of color imagery [8] , but recently have appeared new contributions that use depth imagery [10] , or a combination of both [15] . Regarding the recognition techniques, some solutions describe the hand gesture information using the output of a bank of Gabor filters, which are then deliver to a random forests classifier [15] . In other cases, intensity values are used directly as input to a classifier implemented via a Deep Belief Network [17] . The shape of the hand along with the relationship among the different parts of the hand have been also used as features to perform the gesture recognition using a Support Vector Machine (SVM) classifier [21] . In color imagery, the use of feature descriptors coming for the area of visual object recognition have been also commonly used, such as the Scale Invariant Feature Transform (SIFT) [19] , the Histogram of Oriented Gradients (HOG) [9] , and the Local Binary Patterns (LBP) [7] .
The feature-based characterization of the hand gesture usually has a limited dimension for satisfying two purposes: first, improving the computational cost or memory requirements, and secondly to avoid the so-called 'curse of dimensionality' that can lead to a deterioration of the recognition performance. However, the limitation in length of the feature descriptors has also the side effect of a lower discriminative capability. To solve this problem, dimensionality reduction techniques along with higher dimensional feature descriptors can be used. Compressive Sensing (CS) theory is becoming highly popular for vision-based gesture recognition applications. It has been applied to color information [13] , depth information [5] ,and both color and depth information [20] . In many cases, they propose to generate a dictionary of gestures using a bag of features representation [3] , and then to perform the recognition task by posing a l1-minimization problem. In other cases, they use CS to directly recognize the gesture using also a bag of features scheme [20] . Alternatively to CS for the dimensionality reduction task, other works have used the Singular Value Decomposition (SVD) technique [14] , or even the combination of CS with Principal Component Analysis (PCA) [11] . The main advantage of CS techniques with respect to other dimensionality reduction techniques is that CS is not dependant of data distribution.
In this paper, a novel algorithm for hand gesture recognition using only depth information is presented. There are two main contributions of this paper. The first one is the design of a new and discriminative feature vector, called Depth Spatiograms of Quantized Patterns (DSQP), which is a major modification of the Local Binary Pattern (LBP) descriptor but is very logn. And the second one is the introduction of the Compressive Sensing (CS) technique to reduce the dimensionality of the DSQP vectors that are very long.The CS framework allows to reduce the length of the highly discriminative and long DSQP descriptors with almost no loss of information. The whole algorithm is composed by three steps: 1) DSQP based feature vector computation, 2) CS based dimensionality reduction, and 3) SVM based classification, as can be seen in Fig. 1 .
The rest of the paper is organized as follows: in Section 2 a description of different features description techniques is presented, in Section 3 the compressive sensing technique is introduced, in Section 4 the classification process is outlined, next, the results are presented in Section 5, and the conclusions are drawn in Section 6.
DSQP feature descriptor
The DSQP feature descriptor is used to characterize the hand gesture information in depth imagery. This is a major LBP based modification [12] , specially designed for depth imagery, which is more discriminative.
The LBP [12] is a feature descriptor technique widely used in many visual based systems for the task of hand gesture recognition. The main idea of this technique is compute the differences in intensity between a central pixel and each pixel in a neighborhood. This differences are then encoded as binary codes that represent the structure of local image regions. It is specially efficient in color imagery because of its robustness to illumination changes, and also due to its relatively low computational cost.
There are two major differences between the original LBP descriptor and the DSQP one. The first one affects to the relationships among the pixels in the neighborhood to be characterized. In LBP, the differences in intensity between a central pixel and each pixel in a neighborhood are com- puted, whereas in DSQP all the differences between each pair of pixels are used (see Fig. 2 for a neighborhood of N neig = 8 pixels). Notice that the order in which the difference between a pair of pixels is computed is not relevant. For this reason, only one difference is considered, resulting in a total number of computed differences N dif f :
The second difference is related with the way in which each difference value is encoded. In the case of the original LBP method, a thresholding process is used in such a way that each difference is represented by only 1 bit (similar to the sign function). However, the DSQP algorithm quantifies each difference using 3 bits. A non-uniform quantification scheme is used with N b = 3 bits, resulting in 8 quantification intervals. Intervals are specially adapted to hand structures in depth imagery to take into account different hand poses (open, close, or with some fingers making certain gesture). These intervals cover the depth ranges between (−35, −5) mm and (5, 35) mm, which experimentally are the ones that contain the most representative information. Four intervals are used to uniformly cover each of these two depth ranges, making the descriptor highly discriminative to this key depth information. The intermediate depth range (−5, 5) mm, which usually contains noisy depth variations, is quantified into a unique interval. Two more intervals are used to cover the last two depth ranges, (−∞, −35) and (35, ∞). These two ranges represent large depth values that usually cover the border between the hand and the background. This is the reason why the precise depth value is not so relevant, but only the detection of such discontinuity.
Following the bag of features approach adopted in LBP, each set of neighborhood differences should be encoded in a decimal code, which then contributes to a histogram computed from all the decimal codes of a given image region. However, the resulting dimension of the histogram would be 2 N dif f * N b = 2 108 , which is clearly prohibitive in memory requirements and computational cost. As a histogram with such a length is not tractable, a more feasible approach has been adopted to reduce its length. The adopted solution consists in dividing each 108-binary word into binary words of N div = 9 bits. Using this solution, the new histogram is Figure 3 . Computation of the DSQP histogram for one region of the depth map. It is composed by two stages: a non-uniform depth difference quantification using 3 bits per difference value, and a multiple histogram computation. In the second stage, multiple histograms are computed from a set of binary words with a length of 9 bits to characterize each depth region. composed by
= 12 histograms of 2 N div = 2 9 bins per histogram, and therefore the length of this new histogram is 12 × 2 9 bins (see Fig. 3 ). A final step is carried out to add more spatial information to the resulting descriptor: the depth map is divided into N s × N s non-overlapping blocks. Considering the set of reasonable sizes of a the hand inside a depth map, a value around N s = 4 divisions should be enough discriminative (see Fig. 4 ). The final DSQP feature descriptor is then computed as a concatenation of each histogram obtained for every block of the depth map. With this configuration, the total length of each descriptor can be expressed as follows:
Although the length of this feature vector is more tractable than one with 4 × 4 × 2 108 bins (obtained without dividing the code words into smaller ones), it is also too long to be practically used as the input of an SVM classifier. For this reason a CS algorithm is applied in the next step to reduce its length.
Compressive sensing
With the purpose of reduce the high dimensionality of the DSQP feature descriptor, but keeping almost all the relevant information, a Compressive Sensing framework is proposed. Compressive sensing technique allows the reconstruction of sparse signals with fewer measurements than the ones requires by the Shannon-Nyquist criterion [6] . Those solutions are able to highly compress the information while preserving enough one to recover the original signal (or at least a good approximation). This process makes possible to reduce the computational cost and the memory requirements of the recognition step, while keeping all the discriminative power of the DSQP descriptors.
The CS algorithm uses a measurements matrix ϕ with dimensions (M × N ) to obtain a lower dimensionality vector y of length M from a sparse vector x with dimension N >> M (see figure 5) :
The design of the matrix ϕ is one of the keys of the CS framework. To ensure that distance among the original vectors and the reduced ones is preserved, the matrix must satisfy the Restricted Isometry Property (RIP) [2] :
where ∥x∥ 2 is the Euclidean norm of x, and δ k is the error in the vector distances after the projection ϕ. In the literature, it is shown that different kind of matrices satisfy the RIP property. In this paper, for the design of ϕ, the Gaussian distribution matrix has been used, which is one of the most commonly used. Thus, a matrix of size (M × N ) is computed, whose elements are i.i.d. samples of a normal Gaussian distribution N (0, 1). This matrix satisfies the RIP property (Eq. 4) if the following relationship is achieved:
where M is the length of the output vector y, N is the length of the input vector x, K is the sparsity of the vector x (i.e. the number of elements that are not zero, or close to zero), and c is a constant of value c = 1/2 · log( √ 24 + 1) ≈ 0.38. The CS dimensionality reduction allows to obtain more accurate recognition rates since the classification task is carried out in a lower dimensionality space.
Classification Process
An SVM solution is proposed for the classification process, using the SVM Pegasos algorithm [18] . To achieve the goal of a multiple classification process, the algorithm has been configured with a one-vs-all strategy, using an SVM classifier per gesture. As the main goal is to be able to distinguish between all the gestures of the considered gesture dictionary, each SVM is trained with positive samples extracted from features vectors from one specific gesture, and with negative samples with features vectors from the other gestures. To improve the results obtained by the Pegasos solution, a Hellinger kernel, more commonly known as Battacharyya distance [4] , has been applied:
where h and h ′ are the CS-reduced feature descriptors of the test and training samples.
Regarding the dataset, it has been divided into training and test sets, where the 80% of the depth maps have been used for the training process, and the other 20% for the testing process.
Results
The propose hand-gesture recognition framework, called DSQP-CS-SVM, has been compared with a variation of itself consisting in discarding the CS step, called DSQP-SVM. Both solutions are also compared with the solution proposed in [16] , from now on called PUGEAULT algorithm, which makes use of color and depth information to recognize different signs. Comparisons between those different methods have been made using the ASL hand gesture database [16] using only depth information. The database is composed by 24 gestures that represents 24 letters from the ASL. Each sign is recorded from 5 different subjects (non-native to sign language). For each gesture, over 500 samples are recorded, so the entire database is composed by around 48000 samples.
To be able to compare the PUGEAULT solution with the one proposed in this paper, some parameters have been selected. For the configuration of the DSQP-SVM algorithm, the following parameters have been set: N neig = 8, N b = 3, N div = 9 and N s = 4. The same parameters have been selected for the DSQP-CS-SVM algorithm, with the addition of the parameter M (that defines the length of the compressed vector) according to Eq. 5. For the selection of that parameter two parameters related to the input data, the first one is the length of the DSQP vectors, which is N = 98304 according to Eq. 2, the other parameter is the sparsity of those vectors, examining all DSQP vectors computed for different images, a value of K = 3848 has been used as it is the mean sparsity value of all DSQP vectors. Finally, the number of elements of the compressed vector has been determined as the minimun value of Eq. 5, so K = 3848 has been used to obtain the results.
For the comparison between different solutions, the confusion matrix (CM) is used. This metric is widely used in object recognition problems. The aim of the presented solutions is to recognize the sign that has been performed, independently of the subject. For this reason, each column of the CM represent the number of signs that belongs to each class, and each row is the number of signs recognized to each class (positive and negative ones). Two different measures are used to test different algorithms. The first one is the normailzed accuracy measure, that is the main diagonal of the CS, that is obtained using the following equation: Accuracy = Total number of correct signs Total number of signs per class .
The other one is the F-Score that represents the relationship between precision and recall and is obtained using the following equation: Table 2 . Comparision of accuracy results using different algorithms: DSQP-SVM, DSQP-CS-SVM and PUGEAULT [16] . Table 1 shows the confusion matrix for all the signs of the database using the DSQP-CS-SVM algorithm. These results shown small confusion values between among signs taking into account the amount of different signs. Also, it can be observed that the performance of some of them is very similar, i.e. stable. For the most of the signs, an accuracy over 0.7 (70%) is achieved. Table 2 shows both accuracy and F-Score results for the three compared solutions. The proposed solutions, DSQP-SVM and DSQP-CS-SVM, achieve better results using both measurements than the PUGEAULT one, in both mean value and variance of both measurements results. Also, the proposal that uses the CS algorithm to reduce the dimension of the original DSQP descriptors obtains the best recognition score, indicating that most of the information is preserved in the compressed feature vector.
Conclusions
A hand-gesture based recognition system is presented that recognizes different finger-spelling gestures using the American Sign Language in depth imagery. The key contribution is the introduction of a CS framework to reduce the length of the high dimensional DSQP descriptor, which enables to reduce memory requirements, computational cost, and at the same time to increase the recognition accuracy. The promising recognition scores using CS strategy proves the efficiency of the presented recognition framework.
