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ABSTRACT 
Measurement of the spectra of multiple TeV (10'- eV) astrophysical sources has now been performed 
by the Whipple collaboration using a 10 meter imaging atmospheric Cherenkov telescope. These sources 
include the Crab Nebula and active galactic nulcei Markarian 421 and Markarian 501. Comparisons 
amongst sources and verification of features within spectra is now possible. The TeV energy spectra 
of the AGN, in particular Markarian 501. are curved. This is demonstrated with with high confidence. 
This is consistent with other observations and with theories of emission from AGN. Possible sources 
of systematic error are detailed and varied spectral comparisons are performed. A softening of the 
spectrum of the .AGN Markarian 501 is detectable at very low flux levels. However, due to the small 
ratio of signal to noise, this cannot be demonstrated at a high confidence. 
1 
1 INTRODUCTION 
Periodically, technology opens new regions of the electromagnetic spectrum to examination by as­
tronomers. In the last 10 years the breadth of the observable spectrum has been significantly expanded 
by advances in gamma-ray astronomy. The Energetic Gamma-Ray Experiment Telescope (EGRET) 
on board the Compton Gamma-Ray Observatory (CGRO) has measured photons with energies up to 
10'" electron volts (eV) from many new astrophysical sources. During the same time the Whipple 
Gamma-Ray collaboration developed a technique for the detection and measurement of photons with 
energies around lO'^ eV from individual astrophysical sources. 
Observations in these new energy regimes increase our knowledge of astrophysical phenomena. Pho­
tons with such large energies come only from the most extreme types of astrophysical objects, such as 
supernova remnants and super-massive black holes. The conditions and physics at such locations are 
not well known but must involve temperatures and gravitational and magnetic fields not producible in 
laboratories on Earth. Like other photons, TeV (lO'^ eV) gamma rays travel straight to Earth from 
their sources. By measuring this flux of TeV photons we can probe the physics of these sources that 
can't be understood from other wavelengths or from laboratory experiments. 
1.1 The Technique 
Gamma-ray photons with energies above 10'' eV are truly few and far between. At the Earth 
typical fluxes from stellar and extragalactic objects are around 5 x 10"^ photons per square meter per 
second; about 10 photons would strike a one square meter detector every year. These photons do not 
pass through the Earth's atmosphere, as do optical and radio-wave photons. Therefore, to detect a 
meaningful number of TeV photons in outer space would require a space craft 100 meters wide. This is 
impractical. 
Very high energy photons can only be detected via the secondciry radiation that they create in the 
atmosphere. Cosmic rays and high energy gamma rays from spcice strike the earth's outer atmosphere 
causing cascades of radiation, including Cherenkov radiation, some of which arrives at the Earth's 
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surface. This secondary radiation is detectable and is the only method of inferring the presence of 
gamma rays with energies above 10'^ eV. 
Efforts to detect the gamma rays via this secondary radiation have long been pursued but were 
stymied primarily by the radiation created by hadronic cosmic rays, themselves a long subject of study 
since their discovery by Victor Hess in 1912. Like gamma rays, very energetic cosmic rays continually 
rain down upon the Earth, creating showers of secondary particles in the atmosphere. The flux of 
cosmic rays within a few degrees of any source of interest is several hundred times greater than the 
flux of gamma rays from that source. The distribution of energies of these particles is a power law over 
more than 12 orders of magnitude [58]. This power law energy distribution of particles is indicative of 
the Fermi acceleration mechanism [18]. Cosmic rays below 10''' eV are generally believed to have been 
acceieraterl in supernova remnants. However, the origin of cosmic rays is still unknown, but may be 
elucidated via observations of gamma rays. This is e.xplained in Chapter 2. 
The method used to detect and measure TeV gamma-ray photons was pioneered on the ridge of 
Mount Hopkins at the Whipple Observatory. This method employed techniques and equipment that 
had existed for some time in the areas of high energy and cosmic ray physics, such as photomultiplier 
tubes, mirrors for collecting Cherenkov light, and coincidence amongst multiple signal channels. It also 
included the imaging of the Cherenkov radiation from air showers. Such imaging had been suggested 
by Turver and VVeekes [79] and Weekes [80]. Shortly thereafter, Hillas [28] showed, using computer 
simulations, that such imaging, in fact, would enable one to select gamma rays. This imaging enabled 
the discrimination between events initiated by the ubiquitous cosmic rays and those initiated by high 
energy gamma rays. High speed electronics and computers made the collection and ancilysis of such 
images possible. 
1.2 First Discoveries 
The first source to be unequivocally confirmed as a source of photons with energies greater than 
10'' eV was the Crab Nebula [81]. The Crab is the remnant of a supernova explosion that occurred 
about a thousand yeeirs ago. Since that time a rapidly spinning neutron star left at the center of the 
explosion has powered a stream of energetic particles through the nebula, making it emit photons at 
almost all measurable energies. 
Soon after the detection of the Crab Nebula, a source outside of our gaiaxy, a nearby active galaxy 
of the blazar type, Markarian 421, was found to emit these high energy gamma-rays [63]. The source 
of gamma rays from this active galactic nucleus is theorized to be a beam of particles streeiming out 
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toward earth from a super massive black hole at the center of the galaxy. The discovery of TeV gamma 
rays from this source was a great, unexpected discovery, the first of its kind. Later, other nearby active 
gala.xies, .Markarian 501 [64], 1ES2344+514 [9], and PKS2155-304 [15], were also found to emit gamma 
rays with energies greater than 10'^ eV. The last two have not yet been verified. 
Starting in 1995 multiple galactic sources in the southern hemisphere, such as PSR B1706-44 [40] 
and Vela [83], were reported as highly significant TeV gamma-ray emitters. More details of known and 
theorized gamma-ray sources are given in the next chapter. 
Enough data has been collected on several of these sources to produce detailed spectra [30, 85, 71]. 
In this thesis the detailed spectrum of Markarian 501 is presented. These results demonstrate the 
ability to measure different gamma-ray spectra of different astrophysical objects using the imaging of 
Cherenkov light from atmospheric showers. 
Today TeV gamma-ray astronomy is a rapidly growing field. New, more powerful imaging at­
mospheric Cherenkov telescopes (lACTS) have come on line and more interesting science is being 
elucidated. These ground based experiments are very inexpensive compared to the high-energy satel­
lite observatories, which measure photons with energies below 10 GeV. Multiple observatories in both 
northern and southern hemispheres, using the technique developed at the Whipple Observatory, are 
now functional. These telescopes have observed varied behavior and spectra in a number of high energy 
astrophysical sources. 
1.3 Overview 
In this thesis I review aspects of ground based gamma-ray astronomy which I have researched. In 
Chapter 2, I outline possible and confirmed sources of TeV gamma rays and the theorized physics 
associated therewith in more detail than I have done here. Chapter 3 outlines the physics of particle 
air showers and the computer programs that we use to simulate them. I make note of what was done 
to increase the speed at which they run, making better statistics possible. Chapter 4 describes the data 
collection appjiratus used in TeV astronomy and the simulations thereof. I describe what has been done 
to upgrade and integrate this software to make it more robust and easier to use. 
Chapter 5 details the reduction of the collected data, such as cleaning cind parcmieterization. I also 
detail techniques in discriminating between imaged gamma-ray events and cosmic-ray events using image 
parameters, including two new powerful multivjiriate techniques. Chapter 6 describes our techniques 
for extracting spectra from TeV gamma-ray data. Different techniques have been found to agree with 
one another very well. These techniques are very dependent on the simulations described in earlier 
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chapters. 
In Chapter 7 I present the spectrum of several TeV gamma-ray sources, including that of the active 
galactic nucleus Markarian 501 and details of its derivation. Markeirian 501 is the first measured source 
of TeV gamma rays to demonstrate an energy spectrum that is not well described by a simple power law 
distribution. The Crab Nebula, on the other hand, displays no deviation from such an approximation. 
The following chapter. Chapter 8, discusses sources of possible systematic error and checks that 
have been performed on the data. While these checks are not exhaustive, they are believed to address 
the most probable causes of systematic errors. Chapter 9 discusses some of the physical implications of 
the spectral results and concludes the thesis. 
.Appendix A gives the formulae for the calculation of our standard image parameters, and appendix B 
gives a derivation of estimators for spectral parameters. Appendix C discusses some electronics that 
could be used on gamma-ray telescopes of the future. All the data that was used in this thesis is 
cataloged in Appendix D. Appendix E briefly gives the methodology used in simulating spectra of 
different indices from a given spectrum with a given index. 
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2 ASTROPHYSICAL SOURCES OF TEV GAMMA RAYS 
Although a number of different astrophysical sources have been theorized to be sources of TeV 
gamma rays, to date only two types of sources have been confirmed as emitters of such high energy 
photons. In this chapter I review some possible and identified sources of TeV gamma rays and some of 
the physics associated with each by section. A much more broad and detailed review of sources can be 
found in Ong [58]. 
2.1 Plerions 
Plerions are supernova remnants, such as the Crab Nebula, powered by a central spinning neutron 
star (a pulsar). Gould [22] first predicted a model for the Crab that could be the source of very high 
energy (TeV) photons. A pulsar driven wind shock accelerates electrons to relativistic energies. These 
relativistic electrons radiate their energy to photons via different mechanisms. The electrons lose energy 
primarily via synchrotron radiation. They also lose energy via inverse Compton scattering off ambient 
photons. Other effects such as bremsstrahlung can be ignored because of the very low matter densities 
in the nebulae. Plerions that have been found to emit TeV gamma rays include the Crab [81], PSR 
B1706-44 [40], and Vela [83]. 
Near the center of the Crab Nebula (< 0.6 parsecs from the pulsar) the relativistic energies of the 
shock-accelerated electrons extend beyond 100 TeV. These electrons emit synchrotron photons across 
an incredibly broad spectrum, from radio emission all the way to several hundred MeV gamma-ray 
photons. Above several hundred MeV the synchrotron spectrum cuts off and the detected photons from 
the nebula are believed to originate from the inverse Compton scattering of electrons off lower energy 
synchrotron photons, cosmic microwave background photons, and infrared photons from the nebula. 
The synchrotron flux is proportioned to the flux of relativistic electrons and the square of the magnetic 
field, Br. in the nebula. Neither the flux of electrons nor the magnetic field is directly measurable, eind 
thus a substantial uncertainty in their values existed until ground based TeV telescopes measured the 
flux of Compton boosted photons [30]. The inverse Compton flux depends on the flux relativistic 
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electrons within the nebula, but not on the magnetic field. Knowledge of the inverse Compton fiux 
gives a separate measure of the electron densities in the nebula and thus the magnetic field. Hillas et 
al. [3U] derive a value of 16 nanoTesla as a value of the magnetic field in the Crab Nebula. 
2.2 Shell-type Supernova Remnants and the Galactic Plane 
The flux of cosmic rays above a few hundred GeV at the earth is relatively well measured: ~ 1 
particles/sec/m-, most of it hadrons, as discussed earlier. The interaction of these hadrons with the 
interstellar medium is similar to that of the Earth's atmosphere which was also described earlier. Thus 
any diffuse clump of matter in the galaxy will be a source of TeV gamma rays. The matter acts as target 
material for the ubiquitous high energy hadronic cosmic rays. TeV gamma rays are produced in the 
decays of secondary nuclear particles from the collisions of cosmic rays with galactic matter. In theory 
these gamma rays should be detectable with a telescope such as the 10 meter Whipple telescope [17, 7]. 
.No observations of such interactions has yet been reported, however. 
It is relatively firmly believed that shell-type supernova remnants are the source of the majority of 
cosmic rays with energies below lO'"* eV. Theoretically these protons and heavier nuclei are accelerated 
via a first-order Fermi shock acceleration mechanism [18]. Such a model would yield a cosmic-ray 
spectrum with a differential power-law index of 7 ~ —2.0(^ <x EP). When such a supernova remnant 
is in the vicinity of other matter, such as molecular clouds, and this source is close to the Earth, one 
should observe a substantially enhanced flux of gamma rays from the cosmic ray collisions with the 
matter. The EGRET experiment on board the Compton Gamma-Ray Observatory (0.01-10 GeV) does 
observe gamma rays from some shell type SNRs. Such fluxes have not been observed at TeV energies [7]. 
These nondetections constrain the models of cosmic ray acceleration to spectral indices greater than 
-2.4 or they imply that the gamma rays detected by EGRET are not from n*" decay. 
The shell-type supernova remnant SN1006 has been observed to emit TeV gamma-rays [78]. This 
demonstrates the existence of >TeV particles in a shell-type supernova remnant. However, it is believed 
that these gamma rays are from electromagnetic processes rather than secondary nuclear decays. 
The majority of photons detected by the EGRET gamma-ray experiment are from the galactic 
plane [33]. The majority of these photons are believed to be from cosmic ray interactions with the 
galaxy's interstellar matter. Theoretically, extended ground based observations of the galactic pleine 
should detect TeV photons. Such observations would be a very interesting indirect measure of the cosmic 
rays in other peurts of the galtixy. No ground based experiment has yet reported a flux of photons from 
the galactic plane. 
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2.2.1 Pulsars 
An number of pulsars, such as the Crab pulsar, emit photons over vast range of energies. In contrast 
to photons from plerions, which are powered by relativistic pulsar winds, these photons are modulated 
with a period equal to that of the pulsar, and they are assumed to be produced within or on the edge of 
the pulsars' light cylinders. The highest energy photons from pulsars have been detected by EGRET. 
The majority of photons observed from the Crab by EGRET are from the pulsar, and not the nebula. 
The spectrum of these pulsars are usually quite flat, having a spectral index of ~ 2.0. Thus it is of 
interest that no pulsars have been detected by ground based detectors above a few hundred GeV. This 
nondetection requires a physical cutoff in the photon energy spectra of pulstirs [46, 76] and severely 
limits outer-gap pulsar emission models. 
2.3 Active Galactic Nuclei of the Blazar Type 
Active galactic nuclei (AGN) are the centers of certain galaxies that emit tremendous amounts of 
energy. This luminosity is often far greater than that of the rest of the galaxy or that of many galaxies. 
.\GN display a variety of observational characteristics and are grouped into a wide range of classes. 
However, a single unified model of these objects is emerging. The nucleus of these galaxies contains a 
super-massive black hole onto which matter fails. The loss of gravitational potential energy is, by some 
mechanism, converted to radiation and particle beams. Such a model could and must be extremely 
efficient at converting matter to energy, and it is the only model yet conceived that can produce the 
measured power output by AGN. 
Some .\GN, such as Seyferts and radio quiet AGN, have mostly thermal spectra, indicating a super 
heated accretion disk surrounding the black hole. Other AGN, such as BL Lacs and optically violent 
variables, have primarily nonthermal spectra, usually attributed to synchrotron emission and/or inverse 
Compton scattering. It is these AGN that are of interest to gamma-ray astronomers. 
Some AGN have large jets of relativistic particles extending out hundreds of kiloparsecs. These 
bipolar jets are believed to have been accelerated from the black hole along the cingular momentum 
axis of the black hole via electromagnetic or shock acceleration. When one jet of the AGN is pointed 
within a few degrees of Earth, the radiation is relativistically beamed towcird us. This beaming explains 
the superluminal motion of synchrotron emitting blobs seen in VLBI radio observations. It cilso helps 
explain the tremendous observed luminosities (L > 10''® ergs/sec): L oc S^, where J ~ 27 is the Lorentz 
beaming factor of the jet. Beaming also helps explain the extremely rapid time variations seen in blazeirs 
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Figure 2.1 Broadband energy plot of blazar .Vlarkarian 421 from Zweerink [84] 
and Buckley et al. [5]. 
and detailed in the next paragraph. These factors explain the ability of TeV gamma rays to escape 
bright, photon dense regions. The AGN that demonstrate this beaming are referred to as blazars. All 
AGN that have been observed in gamma rays by EGRET and ground based observatories have been 
blazars. 
Blazars vary rapidly in brightness. These time scale of these variations at TeV energies has been seen 
to be as small as ^ 15 minutes [20]. The relativistic beaming makes these variations appeeir shorter by 
a factor of ~ J in our laboratory frame, where J cr 10 [6]. The extremely large collection area of ground 
based TeV telescopes gives one the statistics necessary to detect variations on such short time scales. 
The measured flux variations from a source, such as Markarian 501, can be two orders of magnitude. 
The broad band spectra of three blazars with reported TeV emission are shown in Figures 2.1, 2.2, 
and 2.3. All spectra demonstrate the typical two component spectrum found in blcizars. The figures 
are plots, whose amplitude reflects the energy output as a function of photon frequency, u. These 
blazars display a double peaked spectrum whose energy flux peaks between the ultraviolet emd 100 keV 
X-rays eind again somewhere in the gcmima-ray regime. 
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Figure 2.2 Broadband energy plot of blazar lES2344-f514 from Catanese et 
al. [9], 
The two component spectrum is often attributed to two separate photon emission mechanisms with 
a common source. Namely, the low energy component is synchrotron emission from positrons and 
electrons in a magnetic field, while the high energy (gamma-ray) component is from inverse Compton 
scattering off ambient photons [16] or synchrotron generated photons (synchrotron-self Compton) [52]. 
Other theories maintain that the gamma rays may originate from accelerated proton beams [51]. 
While the ability of protons to create gamma-ray photons is much less than electrons, higher beam 
energies (up to 10^® eV) for protons can be achieved. This is not unreasonable, as there must exist a 
source for protons with such energies somewhere in the universe. Protons with that much energy have 
been measured at the Earth's surface. 
2.4 Intergalactic Cosmic Microwave Background 
Detection of gamma rays from such distant astrophysiccil objects is interesting not only for the 
physics of the sources, but also for the physics of what lies in between. Photons at energies E readily 
interact with other photons at energies e ~ 2[mc<r)-/E to produce a positron-electron pair [58]. Thus 
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Figure 2.3 Broadband energy plot of blazar Markarian 501 from Catanese et 
al. [10], 
TeV gamma rays may interact with infrared photons, which may be from stars or from the primordial 
cosmic microwave radiation. Over the vast distances to blazars, attenuation of gamma rays due to this 
mechanism is of interest. It is possible that this attenuation is the reason that only the three blazars 
closest to Earth, and no others, have measured TeV gcimma-ray fluxes. However, it is possible that 
other sources are inherently dimmer or that current TeV telescopes are not sufficiently sensitive to 
detect sources at greater distances because of the inverse-square fall off in flux. 
To derive the intergalactic infrared photon density from the absorption of gamma rays from blazeirs, 
one would need to know the energy distribution of gamma rays leaving the blazcir. This is not possible. 
However, significant upper limits can be placed on the infreired photons if one assumes that blazars' 
power-law spectra have spectral indices within a generous range of vjJues [3]. Absorption effects Ccin 
be separated from source specific spectral effects by comparing blazars at similar distances [42]. 
11 
2.5 Summary 
AGN will continue to be sources of interest for TeV astronomers due to their temporal variability. 
Many models dictate a change in spectral characterics with flux £ind time. These models are not yet 
well constrained or excluded. 
Likewise, pulsars are known to have spectral cutoffs in their spectra. A measurement of this cutoff in 
at least one pulsar would be very scientifically interesting. Pulsars will continue to be of observational 
interest. Other supernova remnants, while not yet detected, eire still believed to be sources of low energy 
cosmic rays and thus will also continue to be observed by TeV astronomers. 
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3 ELECTROMAGNETIC ATMOSPHERIC SHOWERS AND 
SIMULATIONS 
This section outlines the programs used at Iowa State University to simulate the physics occurring 
in extensive electromagnetic showers in the Earth's atmosphere. Semi-analytic models or computer 
simulations of these shower events utilizing the known physics of electromagnetic interactions are the 
only ways to infer the energies and fluxes of the original photons from the data collected by the telescope. 
Only gamma-ray atmospheric particle cascades are simulated. All other showers and sources of 
light are considered background and are directly measured using a region of the sky that is believed 
to be devoid of TeV gamma rays sources. Hadronic simulations are generally not used at Iowa State 
University. This simplifies the simulations enormously. Hadronic interactions can be ignored, and 
simulations of off axis showers are also unnecessary. 
3.1 Atmospheric Particle Cascades and Simulations 
When gamma rays and cosmic rays strike the Earth's atmosphere they interact causing cascades 
of millions of secondary particles to shower down through the atmosphere at the speed of light. The 
physics behind such interactions is well understood [27]. These showers generate Cherenkov light, 
some of which can be collected by ground based observatories, such as the Whipple telescope. With 
the existence of fast computers, entire atmospheric showers, which may contain millions of particles 
propagating through thousands of rcidiation lengths, can be simulated. 
A gamma ray passing through material, such as the atmosphere, may either interact with a chsurged 
particle, most likely an electron, and Compton scatter, or it may interact with another photon, which 
may be virtual, to produce a positron electron pair. The latter is pair production. In the first case a 
subsequent gamma ray(s) of lesser energy will continue to propagate through the atmosphere and will 
have the same possible interaction processes. 
In both gamma-ray interactions a secondciry electron, and possibly a positron, is produced. These 
secondary leptons stream through the matter of the atmosphere loosing energy. For the larger en­
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ergy leptons in which we are interested, the primary source of energy loss is bremsstrahlung. In 
bremsstrahlung the electrons and positrons are accelerated by attraction or repulsion to atmospheric 
nuclei and thus radiate photons. On average these radiated photons have a substantial fraction of the 
energy of the incident leptons, and they will continue to propagate through the atmosphere and undergo 
the interactions outlined in the previous paragraph. The leptons also loose energy via collisions with 
atmospheric electrons (ionization). This process is more important for lower energy leptons but should 
not be neglected in calculations of higher energy leptons. 
The positrons generated in pair production interactions are susceptible to annihilation with with 
the matter of the atmosphere, particularly other electrons. This interaction will create gamma-rays, 
most likely, which will continue to propagate and interact as outlined above. 
The code used at Iowa State University to simulate particle cascades is "Kascade", a FORTRAN 
program written by Mary Kertzman and Glenn Sembroski [39]. The program traces particles through 
the atmosphere at a step size definable by the user, in our case 0.01 radiation lengths, or about 
0.37 grams/cm- of air. Initial gamma rays are injected at about 5 grams/cm* of atmosphere. 
For gamma rays a Compton scattering path length, and a pair production path length, tpp, are 
randomly genera ted  based on the  energy dependent  cross  sec t ions ,  <t(E) ,  of  each process :  tc ,  and tpp  
are distributed as ~ The gamma ray is propagated the shorter of the two path lengths straight 
into the atmosphere where upon the process with the shorter path length takes place. Usually, for the 
gamma-rays which concern us (those over ~ 10 MeV), this will be pair production. For pair production, 
the simulated gamma ray dropped from further processing, and a positron and electron are put on a 
stack of particles that require future propagation. If Compton scattering occurs, an electron with an 
appropriate randomly selected four momentum is put on the stack, and an appropriate momentum 
is removed from the gamma ray, which continues to propagate using the algorithm outlined in this 
paragraph. 
For a relativistic lepton with energy E >~ 10 MeV, Kascade calculates a depth and path length 
to the first bremsstreihlung gamma ray above 1 MeV emitted by the electron. The energy, of this 
bremsstrahlung gjimmaray is selected from a 1/E distribution, and that gamma ray is placed on a stack 
of particles awaiting further propagation. As the electron propagates this path length, it will also emit 
lower energy bremsstrahlung photons, whose total energy, E^, is calculated using an empirical, analytic 
expression. 
Kascade then calculates the energy lost due to ionization (dE/dx) in the atmosphere by a lepton 
of energy E traveling the bremsstrahlung path length. That energy is subtracted from the lepton's 
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energy. The lepton is also assigned a new propagation direction due to random multiple scattering in the 
atmosphere and bending due to the Earth's magnetic field. The total energy lost due to bremsstrahlung 
{El + En) is then subtracted from the lepton's energy. 
The assumption that the ionization energy losses have little effect on the bremsstrahlung cross 
section over the calculated bremsstrahlung path length is very reasonable for leptons above 10 MeV. As 
particles are propagated, their positions, directions, path lengths, and energies are regularly printed out. 
These "segments" can be saved to tape for later processing but are usually piped directly into another 
program for calculating the Cherenkov light generated by each particle in the atmosphere (section 3.2). 
3.2 Cherenkov Light Production and Propagation 
Every charged particle which propagates through our atmosphere at a speed greater than c/n(/i), 
where c is the speed of light and n(h) is the index of refraction at scale height h, emits Cherenkov 
light [35]. The majority of these particles, as mentioned earlier, are secondary positrons and electrons 
produced by gamma-ray and cosmic-ray particles striking the atmosphere. Muons are also produced and 
contribute a significant amount of Cherenkov light generated in hadronically initiated showers. Much 
of the Cherenkov light produced by these particles is not absorbed by the atmosphere and propagates 
ail the way to the surface of the Earth, creating a pool of light on the ground about 250 meters in 
diameter. Obviously, any realistic detector can only detect a small portion of this light. One of the 
limitations in detecting low energy showers is the size of the light collecting device that we can build. A 
large detector would be required to detect showers created by low energy particles, as they have fewer 
secondary particles and generate less Cherenkov light. 
At Iowa State we simulate the process of Cherenkov light generation in an extended air shower 
by a separate C program named "'Cherenk" [53]. Cherenk reads the output of the Kascade program 
(section 3.1). This output is numerical representations of particles and their track segments through the 
atmosphere. If a particle possesses charge and its speed exceeds c/n[h) at its altitude h, then cherenk 
will calculate the cingle of Cherenkov light emission from the direction of the segment, co5~^(l/n(/i)). It 
will then verify that light emitted at that angle from such a segment at the position of the particle could 
actually intersect with the telescope. If this is the case, cherenk pseudorandomly selects a Poissonly 
distributed number of Cherenkov light photons to be emitted from the segment using the Jelley for­
mula [36]. For each photon a wavelength drawn from a uniform frequency distribution is also rcindomly 
selected. If photon does not fall within the sensitive wavelength band of the telescopes photomultiplier 
tubes (~ 200 — 600nm), it is discarded. 
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The radial direction of each of these Cherenkov photons from the peirticle segment is randomly 
selected and the path of each photon to the ground is cdcuiated. The probability that the photon will 
propagate all the way to the Earth from the particle's height is interpolated from a table of atmospheric 
extinction coeflRcients. If a random number is less than this probability then the photon is traced to 
the ground. If not, it is discarded. These absorption probabilities have relatively large uncertainties. 
To determine the effect of these uncertainties on the observations by the Whipple gamma-ray telescope, 
Krennrich et al. [42] substantially changed the greatest variables in atmospheric absorption by a large 
factor (4). These effects of these changes were found to be insignificant compared to the total uncertainty 
in determining the gain of the telescope. The probability that a photon is not absorbed is reduced to 
35% of it's actual value because the efficiency of the telescope at detecting photons never exceeds 20% 
for light of any wavelength. This reduction saves time in calculating the propagation of photons that 
will never actually be detected by the telescope. This reduction is duly compensated in the simulation 
program of the telescope. 
If a traced photon strikes the location on the ground assumed by a our simulated telescope, cherenk 
prints a description of the photon, including it's wavelength, direction, and impact point. These photon 
descriptions are stored on tape or disk for later processing by a program that simulates the response of 
the telescope. The simulation of the telescope changes over time as the telescope changes. The saved 
photons can be reused, assuming no major errors in the shower simulation code are found. 
Prior to 1996, our programs simulated 35% of all Cherenkov photons which struck the ground from 
all particles in an extensive atmospheric shower. Because of the large extent of such showers (millions 
of particles traveling thousands of radiation lengths), tracing all these Cherenkov photons took much 
computation time. To speed computations, checks on particle position and direction were added before 
Cherenkov light was calculated. If a particle track was such that it would never radiate Cherenkov light 
onto the detector, it was immediately discarded. To be certain that such an algorithm was properly 
working, it was compared with previous versions. The results were identical, but the newer, more 
efficient version ran several times faster. 
k standard database of simulated photons is kept on disk cind was used for most of the results 
(Chapter 7) presented in this work. This simulated database consisted of the Cherenkov photons from 
212669 simulated geunma ray events between 0.1 and 20 TeV. The energy distribution of the events has 
a -2.4 differential spectral index. All were launched uniformly over a 300 meter radius area at 20 degree 
zenith angle. While this is not the case with real data, 20° is a typical angle at which astrophysical 
objects are observed. 
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4 THE WHIPPLE GAMMA-RAY DETECTOR AND SIMULATIONS 
The gamma-ray detector used to collect all TeV data in this thesis is located on a ridge of Mt. 
Hopkins, about 70 kilometers south of Tucson, Arizona. It was built and is run by a collaboration 
of institutions at the Whipple Observatory. The detector is an imaging telescope, with high speed 
electronics to record images of atmospheric cosmic ray events. This telescope and associated hardware 
has been outlined in a comprehensive review by Cawley e< al. [12]. This chapter contains a description 
of the telescope as well as details of the computer simulation of the telescope that is used at Iowa State 
University. 
4.1 The Reflector 
The Cherenkov light collecting apparatus consists of a telescope 10.0 meters in diameter. The 
telescope is a modular Davies-Cotton design. The 78 square meters of telescope is created via the 
overlapping of hundreds of hexagonal, spherically convex mirrors. Each mirror has a 1463 centimeter 
radius of curvature and sits on a spherical structure with a radius of curvature of 731.5 cm. Such a 
telescope configuration has a sturdy structure, is relatively inexpensive to implement, easy to focus, 
and has good off axis focusing for a telescope with such a small f number [47]. Figure 4.1 shows the 
telescope in stowed position. 
Light striking the mirrors is reflected up to the focal plane, only 7.3 meters away. The mirrors are 
polished aluminum and are anodized, making them sensitive to ultraviolet light, where much of the 
Cherenkov radiation is. The telescope maps incident light 135 mm from the center of the focal plane 
for every degree off axis. It does this with an uncertainty of about 0.11 degrees, that is the width of 
the on axis point spread function of the telescope is about 0.11 degrees. The focal plane is filled with 
closely spaced photomultiplier tubes in a hexagonal honey comb arrangement. 
The optics of the telescope is simulated in a program called detector, a C program written in part 
by David Carter-Lewis, Gora Mohanty, and me. In the program, simulated Cherenkov photons, derived 
from the Cherenkov light code described in Chapter 3, are traced through the optics of the telescope. 
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Figure 4.1 Photograph of the Whipple 10 meter imaging atmospheric 
Cherenkov telescope in a stowed position. 
Before this is done the probability that each photon will create a photoelectron in the photomultiplier 
tube is calculated based on the wavelength dependent mirror reflectivity and photomultiplier quantum 
efficiency. If this probability does not exceed the value of a uniform random deviate, then the simulated 
photon is sicipped and not processed. 
The reflector is assumed to be perfectly round, and any simulated photon not falling within a 10 
meter circle are disccirded. Each photon is then reflected off the mirrors and traced to the focal pl£ine. 
The mirror positions are not explicitly entered into the program. Rather, it is assumed that each 
photon is assumed to strike a mirror segment randomly positioned within one mirror radius of the 
photon's planar position. The mirror segments are approximated as round, rather thsin hexagonal. The 
struck mirror segment's vertical (or z) position is calculated &om the telescope frame's 24 foot radius 
of curvature. The same is done for its orientation. A two dimensional random Gaussian deviate of 
width 0.05' is added to this orientation to simulate errors in the alignment of mirrors. Once the mirror 
position and orientation has been semi-randomly determined, the photon is reflected off the minor and 
traced to its location on the focal plane. The focal plane distribution of a set of unidirectional simulated 
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photons very reasonably reproduces the shape and width of the actual measured point spread function 
of the telescope optics. 
Due to inaccuracies in the pointing of the telescope (~ 0.1° before the spring of 1996 and ~ 0.03® 
thereafter), I implemented a random Gaussian error to the incoming direction of every photon in a 
shower. Before 1 implemented the random pointing error, the inexact pointing of the telescope was 
readily apparent in real data sets by comparing the distribution of the Hillas parameter alpha (see 
Chapter 5 and Appendix A) with simulated gamma^ray alpha distributions with no pointing errors, 
.^fter adding the pointing error the simulations reproduce the alpha distributions seen in the excess 
gamma-ray data very well. Figure 4.2 shows the simulated alpha distributions before and after the 
pointing error was simulated and the real data it was meant to represent. Before this error was im­
plemented, cuts made on simulated and real data were different. Four to eight degrees were added in 
quadrature to the cut limits of the real data and not the simulated data to compensate for the pointing 
error. As there is little alpha/energy dependence, this cut had very little effect on the inferred spectral 
index. However, the error in pointing not only creates a systematic error in the alpha distribution, but 
also in the distance distribution and in how many events actually trigger the camera. This system­
atic error is significant because a relatively stiff distance cut is applied to improve energy resolution. 
These effects result in a ~ 7% flux error. Including the pointing error in the simulations themselves is 
much cleaner method, which better represents the real change that happens in the alpha and distance 
distributions. 
Once a simulated photon's focal plane position is determined, the detector program determines if 
the photon has struck the sensitive photocathode area of a photomultipiier tube positioned on the focal 
plane. This is done via an exhaustive search, comparing the photon's focal plane coordinates with that 
of each photomultipiier tube. The sensitive photocathode area is determined from the specifications 
provided by the tube manufacturer, Hamamatsu. If a photon does strike a photocathode, the number 
of photoelectrons in that photomultipiier tube is duly incremented. After dl photons in a simulated 
shower have been traced and counted, the number of photoelectrons in each tube is output as a text 
file for further processing. 
.After December of 1993 light cones became a standard part of the light collecting apparatus on 
the telescope. On the Whipple Telescope light cones are a solid piece of aluminum, with a cone shape 
drilled out for each photomultipiier tube, leaving a reflective surface filling the space between the 
photomultipiier tubes. These Winston cones significantly increase the cimount of light collected by the 
telescope (section 4.5.4). Some groups within the Whipple collaboration have simulated the light cones 
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Figure 4.2 Cumulative alpha distributions of the 95/96 real Crab data and rep­
resentative simulations. The old simulations included no pointing 
error of telescope. The new simulations add a random Gaussian 
error of width 0.1° to the incident direction of each photon. 
by ray tracing the incident Cherenkov photons [26]. The solution I employed was significantly simpler. 
In the simulations I increased the effective sensitive area of the photomultiplier tubes proportional to 
the increase in light seen when the light cones are added, about 27%. This solution may not be better 
and may neglect of some of the focusing effects due to the light cones, but it should be a mostly correct 
way to account for 20% of the light collected. 
4.2 Data Acquisition Electronics 
This section outlines the electronics used in data acquisition. The setup is represented in a very 
simplified schematic in Figure 4.4. The photomultiplier tubes in the focal plane are Hamamatsu 1398 
tubes arranged in a hexagonal honey comb (Figure 4.3). 
These photomultiplier tubes are sensitive well into the ultraviolet region, where a substantial fraction 
of the Cherenkov photons exist. This sensitivity is shown in Figure 4.5 as taken from a Hamamatsu 
reference. When Cherenkov light from a particle air shower is imaged onto these photomultiplier tubes, 
the tubes see a pulse of light lasting around 10 nanoseconds. The photons in this pulse scatter electrons 
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Figure 4.3 .A. sample gamma-ray image (left) and a hadronic cosmic-ray im­
age (right) from the Whipple imaging atmospheric Cherenkov tele­
scope. Each circle represents one of the 151 photomultiplier pixels 
and the size of shading represents the light intensity in that direc­
tion. For these events the gamma-ray source of interest is indicated 
with a -)- at the center of the field of view. The ellipses charac­
terize the length, width, location and orientation of the images. 
Gamma-ray images are compact and have a major axis that is ap>-
proximately radial from the source position. 
from the photocathode of the photomultiplier tubes via the photoelectric effect. The number of these 
•'photoelectrons" is subsequently multiplied by about 5.3 x 10® via a chain of high voltage contacts. 
This gciin is very low compared to the achievable gain (~ 6 x lO") of these photomultiplier tubes. The 
gain of the photomultiplier tubes is kept low to lower their ambient current when pointed at the night 
sky. This extends their usable lifespan. 
The configuration of photomultiplier tubes in the image plane has changed throughout time. From 
1988-1996 the image plane was filled with 109 photomultiplier tubes. Early in those yejirs 91 of the 
photomultiplier tubes were one inch (0.25°) in diameter and surrounded by a ring of larger two inch 
photomultiplier tubes. Later all 109 photomultipliers were 1 inch in size and in a round formation. 
These configurations can be seen in Mohemty [53]. In 1996 cinother ring in the hexagonal matrix was 
filled in, bringing the number of photomultiplier tubes to 151 and increasing the field of view of the 
telescope. This configuration is shown in Figure 4.3. In 1997 the field of view was expeinded again, 
using a totcil of 331 one inch photomultiplier tubes. 
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Figure 4.4 .A. highly simplified schematic of the electronics used in the acqui­
sition of air shower data. 
The high gain pulse form the photomultiplier tube propagates from the focus bo.\ of the telescope, 
unamplified along ~ 70 meters of RG-58 cable to the amplifiers. During the propagation along the 
cable the signal is attenuated by approximately a factor of 3 and the capacitance of the cable broadens 
the width of the pulse to about 20 nanoseconds. Double output high speed amplifiers multiply the 
incoming signal by a factor of ten. One amplifier output is sent to the telescope trigger logic, and the 
other to a 36 meter delay cable with a charge analog to digital converter (ADC) on the other end. The 
propagation of the signal from the telescope and through the delay cable results in a signal attenuation 
of about a factor of three. 
The trigger logic consists of a discriminator for each channel. When the pulse amplitude coming 
from an emiplifier of a pMticular channel exceeds ~ 70 millivolts, a logic condition is set high for that 
channel. These conditions are summed for every pi.xel in the entire image, and this sum is fed to a single 
discriminator. This discriminator is set to trigger at a level of two or more positive conditions that 
occur within ~ 15 nanoseconds of each other. That is, if the signals from two or more pixels e.xceed 70 
millivolts, a single discriminator will be set to a positive logic state. The output of this discriminator is 
multiplexed through fanouts and routed to all the system's ADCs. The trigger rate, and thus the energy 
threshold of the telescope, can be controlled by setting the discriminators of all channels to a different 
voltage. Typical trigger rates for data acquisition are 10-40 Hz mostly due to cosmic-ray events. 
Recently, a more "intelligent" trigger system has been installed cuid will soon be implemented. This 
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Figure 4.5 Factors in photon collection efficiency. The dashed line displays 
the assumed quantum efficiency (generated photoelectron to pho­
ton ratio) of the photomultiplier tubes as a function of wavelength. 
The dotted line is the assumed average reflectivity of the telescope 
mirrors as a function of photon wavelength. The dot-dashed lines 
are the assumed probabilities that a photon of a given wavelength 
and height (5 or 25 kilometers) will traverse the atmosphere to the 
height of the observatory (2306.9 meters). It is these transmission 
probabilities multiplied by the characteristic uniform energy distri­
bution of Cherenkov light that gives rise to the typical Cherenkov 
photon distribution on the ground due to gemima-ray initiated air 
showers, which is shown as a solid line. 
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system considers the arrangement of triggering tubes within the image before triggering the system's 
ADCs. Such a system is much less susceptible to accidental triggers than the current system. 
The time required for the discriminators to fire and their signals to propagate through their respective 
cables is equal to the amount of time it takes each channel's signal to propagate through the delay cables 
that are attached to the amplifiers. Thus the system's trigger and the signal from the delay cables arrive 
at the ADCs at the same time. The ADCs measure all the charge in the incoming pulses from the time 
of the trigger until ~ 25 ns later. This measured value is digitized and stored until they are read out 
from the CAMAC crate bus. The digital charge value for each channel is transferred to a CAMAC 
crate controller and from there to the data acquisition computer via a 10 Megabit ethernet. The data 
acquisition computer stores the ADC values to disk in CERN's ZEBRA format. It is later compressed 
and transferred to other computers. 
4.3 Noise 
In each channel of the telescope there is an uncertainty in the number of digital counts recorded 
for a known input signal. Almost all this uncertainty is due to the variation in the number of photons 
coming from the region of sky observed by that pixel. In general the number of photons coming from 
that region of sky is distributed in a Possion manner and the variation will be the square root of that 
number of photons. Different channels contain different amounts of noise as each looks at a unique piece 
of sky. Stars are the primary source of noise in each channel. Noise from the electronics (photomultiplier 
tubes, cable pickup, amplifiers, etc.) also contributes to the uncertainty in any measurement. These 
deviations, however, are on the order of 1 digital count, whereas the uncertainty due to night sky light 
is on the order of 3-5 digital counts. These sources of noise are well modeled by adding a Gaussian 
deviate to the simulated tube values. 
To measure this noise, the telescope is purposely triggered and the ADCs read out periodically. 
During this time the signal in the tubes is zero, but the values read out will be non-zero due to noise. 
Many of these recordings allow us to measure the mean pixel pedestal values and pedestal deviations. 
4.3.1 Possible Use of Fiber Optics 
•As a possible improvement to future ground based Cherenkov telescopes I have been exploring the 
possibility of using fiber optic cable to transmit the analog pulses from the photomultiplier tubes to the 
electronics room. The long coaxial cable (~ 70 meters) through which the signzils now travel attenuates 
and broadens the electronic pulses. Future generation telescopes will contain multiple telescopes which 
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will be spaced apart, requiring even longer cable distances (~ 100 meters) if one desires a centralized 
trigger or counting house. In an effort to reduce signal degradation, fiber optic electronics have been 
designed and tested. This work is detailed in Appendi.x C. 
4.4 Program Standardization 
During 1997 the detector simulation and data reduction software used at Iowa State University 
was streamlined. Both the detector program, which is used for generating simulated gamma-ray event 
images, and the analysis programs, which perform zero point subtraction, flat-fielding (gain matching) 
and reduction to standard Hillas parameters, depend on the physical configuration of the telescope at 
the time that the data was taken. 
Previous to 1997 the software to accomplish these tasks was a number of small modular C programs 
(detector, fz2gnt, clean, cln2par). Each of these programs required modification for any change to the 
camera. .-Ydditionally, each program would reduce data from only one configuration of the camera. 
Thus multiple programs were required for data from different seasons. 
I have substantially rewritten these programs. I have maintained the software's modular form, the 
easily readable data format, and most of its simplicity while generalizing the programs and making 
them all dependent on a common file describing the physical telescope configurations. This has made 
them easily upgradeable. Upgrading the software for the 331 phototube camera required the addition 
of a data structure, two simple functions and recompilation. This required approximately forty-five 
minutes of time. 
The programs are now designed to reduce data from different epochs, so multiple programs are no 
longer required. The new data reduction software is backward compatible. The software reads the old 
data we have stored on tape and CD-ROM. The software is also forward compatible. More information 
in the form of new records can be added to the data without affecting the programs' function. The 
software simply ignores the records that it does not recognize. 
.A.11 programs rely on two fundamental coding concepts: the unit and the telescope. A telescope is 
one particular hardware configuration of one particulcur physical telescope, like the 10 meter telescope 
with 151 photomultiplier tubes of which 91 are in the hardware trigger, for example. If any element of 
the hardware configuration changes, such as the number of triggering photomultiplier tubes, then the 
configuration is represented by a different telescope. The information for each telescope is stored in a 
C data structure. New telescopes can be quickly created by equating new structures to old ones and 
modifying the elements of interest. One of these elements is the date of implementation, stored as a 
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modified Julian date. This date is used to determine which telescope implementation is correct. 
A unit is a structure consisting of a date, a run number, and the nemie of a telescope (like "10" for 
the 10 meter, for e.xample). These elements are stored in the data stream, in one manner or another, 
for each recorded event. They also uniquely determine how each event should be processed. Each unit 
determines a unique telescope. For each event record a data analysis program reads the first three fields 
of a record, creates a unit from those fields, and gets a reference to a telescope as a function of that 
unit. The program then uses this telescope reference to correctly read the rest of the event record and 
process it. Thus data from multiple telescopes, or even telescopes from different epochs, can be mixed 
together in a data stream and correctly processed. Units are also useful for comparisons among events 
and between events and other data records such as nitrogen records and pedestal records. 
Previous to 1997 the simulated data required a differently compiled set of programs for data reduc­
tion. Now simulated and real data have identical formats and use all the exact same data reduction 
programs. This has eliminated a possible source of systematic error, as well as being simpler. 
4.5 Calibration and Scaling 
To determine an accurate spectrum of a TeV gamma-ray source, we must have a reasonable grasp 
on the throughput of the telescope. Here I define "throughput" as the ratio of digital counts that we 
measure from the ADCs to a given number of Cherenkov photons whose path would lead them to strike 
the focal plane of our telescope. We separate throughput into "reflectivity" and gain. Reflectivity is the 
fraction of Cherenkov photons from an atmospheric shower that strike the focal plane of our telescope 
and generate a photoelectron in a photomultiplier tube. Thus "reflectivity" is actually the combination 
of the reflectivity of the mirrors and the quantum efficiency of the photomultiplier tubes, which is 
significantly lower and independent of the photomultiplier tube voltage. Gain is the ratio of digital 
counts measured by the ADCs to the number photoelectrons generated in the photomultiplier tubes. 
The gain depends on the voltage applied to the photomultiplier tubes, the attenuation in the signal 
cables, and the electronic amplification. Thus throughput is gain multiplied by reflectivity. Figure 4.5 
shows the wavelength-dependent values used in determining the reflectivity of the telescope. 
While total throughput is the most important measure in correctly interpreting the results of our 
data, it is only reflectivity that gives us better statistics. That is, the amount of noise in the signed from 
each channel is proportional to the gain because the gain amplifies all photoelectrons equally. But the 
night sky fluctuations, our primiiry source of noise, scale as the square root of the reflectivity, because 
the uncertciinty in the number of photons &om the night sky background is approximately the squsure 
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root of that number. A higher reflectivity dlows us to increase our dynamic range and drop our energy 
threshold with no increase accidental noise events, just as a larger reflector would. 
4.5.1 Direct Measurements 
Total throughput can be directly measured by measuring the reflectivity of the mirrors, the quantum 
efficiency of the phototubes, and the gain of the electronics. These measurements were made in 1988 by 
Kwok [44] and incorporated into the computer simulations and used for the measurement of the Crab 
spectrum [30, 53]. Some of these measurements were repeated by Zweerink [84] in 1996. While these 
measurements are believed to be no more than 10-15% accurate, this is sufficient accuracy to do much 
great science in a field where order of magnitude measurements hardly existed 15 years ago. 
Fortunately, the spectra of energy sources are very close to power laws. Consequently the distribution 
of light we receive from the showers is also a power law. If the distribution of light is given by .4s'' where 
A is the flu.x constant, s is the amount of light, or size (in arbitrary units, usually in .ADC counts), and 
7 is the spectral inde.x, and we linearly scale the amount of light by /?, < = fSs, then the distribution of 
t is 
where t is size, 7 is the spectral index, and .4/?""''"' is the flux constant of our new distribution. Thus 
scaling by a constant factor does not change the index of a power law distribution. This means that 
uncertainties in the throughput will scale measured fluxes linearly for a spectral index of -2.0 and 
quadratically for spectral indices of -3.0. These uncertainties should not, however, have an effect on the 
measured spectral index, 7. These effects can be seen on a real spectrum in Section 8.2. 
4.5.2 Calibrating to the Measured Cosmic Ray Flux 
The Whipple 10 meter telescope has also been ceilibrated by assuming that the flux and composition 
of cosmic rays in the 0.1-30 TeV range is a given quantity. In this manner, one must run numerous 
simulations of cosmic rays and compare their number euid brightness with the number and brightness of 
the cosmic ray events as observed by the telescope. Such a method has been taken by others within the 
Whipple gamma-ray collaboration and found to be in good agreement with direct measurements [30]. 
Complications with this method include the systematic errors associated with the cosmic ray simulations 
and the uncertainties in the cosmic ray fluxes and compositions as measured by other groups. 
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4.5.3 Scaling 
Rather than repeatedly measure multiple cispects of the telescope to calibrate it, it is simple and 
fast to obtain the throughput of the telescope by scaling the throughput by comparing data from one 
epoch with another. For this work, this change from one epoch to another is attributed all to gain and 
the reflectivity is held constant in the simulations, primarily because this is a much simpler thing to 
do. The gain is solely one multiplicative factor in the simulations, whereas the reflectivity is calculated 
as multiple wavelength dependent probabilities. Although this is certainly not completely correct, the 
throughput is the important quantity for deriving physical results. It has been shown that substituting 
a change in gain for a change in reflectivity has little effect on the simulations and no effect on the 
derived spectra [48] as long as neither is far off from its actual value. Changes in reflectivity and gain 
can actually be separated and scaled so if desired. This can be done because signals and pedestal 
deviations (Section 4.3) scale in proportion to the gain, whereas signals and pedestal variances (the 
square of the deviations) scale as the reflectivity. Thus by measuring the background noise and the 
light from events, we can measure the different components of the throughput. This is discussed in 
•Mohanty [53] and Zweerink [84]. 
Due to the very large number of cosmic-ray events collected by the telescope, comparing the through­
put between different epochs can be done with an accuracy significantly higher than that of the absolute 
measurements. Thus, our uncertainty is primarily limited to any one set of absolute measurements made 
by the telescope. For the data presented in this document, the throughput was measured by scaling the 
absolute calibration measurements made by Kwok [44] and Zweerink [84] mentioned in section 4.5.1 
We can use a number of methods to scale the throughput between epochs. Usually we use the 
amount of light in the second brightest tube (mj) from all recorded events in several zenith runs, 
although the total light in the image can also be used. In the two epochs being compared the number of 
photomultiplier tubes in the image should be the same. For all material presented here, only the inner 
91 tubes of each image are used. Zenith runs are 10-15 minute data collection periods with the telescope 
pointed at the zenith, collecting light from cosmic-ray air showers. When scaling the throughput we 
want only the events that we are certain would have triggered the telescope regardless of the effects of 
the discriminator hardware. Putting a high cut on ma, such as 90 digital counts, easily satisfies this 
criteria. Above 90 d.c. the distribution of m2 is well represented by a power law. The data from the 
two epochs can be combined and the most likely power law index, 7, can be found using the statistic 
given in appendix B. Once this is obtained If the distribution of light is given by Anin where A is the 
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flux constant then 
( - 7 - 1 ) A ^  A=: 
min(m2)'+T^ — max(m2)'+'' 
where N is the number of events.. (See equation B.l.) Thus, by equation 4.1, the flux constant of the 
distribution of m'n from another epoch where the gain was scaled by /3 is 
/I' = A0' 
min(m2)^'^'' — max(m2)'+^ 
where /V is the number of events from the data of the second epoch. Equating the /I's in the above 
equations gives 
_ ^ " /min(m2)^'^'' — max(m2)'''"'' \ ' 
\n) \ min( m,—mcix(m2)'+'''/ 
For most situations min(m2) = min(m2) and max(m2) = max(m2) so 
(4.2) 
Alternatively, we could use a nonparametric statistic or bin the data and use a x' statistic to find 
the best fit value of 3. the scaling parameter. Another method is to take the average of the ratio of the 
sizes of the largest events. Such a method is shown graphically in Figure 4.6. The flat region between 
the 500th largest event and the 2000th largest event is the region unaffected by the hardware trigger 
or the saturation of the ADCs. The ratio of the sizes of events in this region is the factor by which the 
throughput has increased. 
Zweerink [84] derives a change in telescope throughput between 1988-9 and 1995-6 of 1.68. This is 
within about 1% of the value that I derived. Zweerink attributes this value to an increase in gain (digital 
counts per photoelectron, d.c./p.e.) by a factor of (1.14) and an increase photon collection eflSciency 
(reflectivity) by a factor of 1.47. This increase in gain is due primarily to increased tube voltages and 
is consistent to within less than 2% of the value he measured. The increase in reflectivity is due to a 
better mirror coating and the addition of light cones around the PMTs which increase the number of 
photons collected by about 1.27 (section 4.5.4). This analysis can also be found in Mohanty [54]. 
Between the 1995-6 observing season and January-Februeiry of 1997 I derive a relative increase 
in telescope throughput by a factor of 1.06. No effort was made to derive separately the gain and 
reflectivity. The small increase was all attributed to gain giving a d.c./p.e. ratio of 1.03. This value 
was used for the derivation of the Crab 1997 spectrum. Scaling between the 1988-9 observing season 
cind January-February of 1997 gives a consistent result. Tables D.l, D.2, and D.3 give the run numbers 
that were used for doing the above described scaling. 
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Figure 4.6 Ratios of sizes of the largest events from two runs of different 
throughput. 
Between the 1995-6 observing season and April of 1997 I derive a relative decrease in telescope 
throughput by a factor of 0.943. Between February and April of 1997 the throughput of the telescope 
was significantly decreased. The effect was probably due to a drop in gain via the tube voltages, 
because it happened over such a short time scale. Thus the p.e./d.c. ratio used for the derivation of 
the Markarian 501 spectra is 1.11. 
4.5.4 The Effect of Light Cones on Data 
On the night of June 6, 1996 the Whipple ten meter gamma ray telescope took two fifteen minute 
runs while pointed at the zenith. Normzdly, Winston type light cones encircle the photomultiplier 
tubes. These were removed for one of those runs. A compeirison of those runs shows that the lightcones 
effectively increase the amount of light collected by about 27%. 
4.5.4.1 Fitting Spectra 
Data from the run with light cones and the run without light cones were cleaned ciccording to 
standard analysis (Chapter 5). The toted number of digitsJ counts (sire) for each of the events was 
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Figure 4.7 Size spectra from two zenith runs. 
binned to obtain two differential distributions. The distributions of the sizes of the events well above 
threshold effects (> 2000 d.c.) and below saturation of the ADCs (< 10000 d.c.) were well represented 
by power spectra with the same spectral index. Such a model is consistent with the light cones linearly 
scaling the total amount of light collected by the PMTs. 
For this model the maximum likelihood estimator of 0 yielded a value of 1.28 ± 0.045 and the 
estimator of 7 gives a value of —2.216 for this data set. Figure 4.7 shows the distributions of size for the 
runs with cind without lightcones and the most likely spectra assuming the above linear scaling model. 
4.5.4.2 Relative Event Brightnesses 
Figure 4.6 shows the ratio of sizes for the Nth largest events in the two runs for many N. The ratio 
of sizes flattens at large events and then slopes down to 1.0 as the ADCs saturate. The dotted line is 
at 1.264, which is the average value of of the largest, yet unsaturated events ( 2000 < size <10000). 
4.6 Summary 
The ability to accurately measure the energy dependent flux of astrophysical objects depends on 
the reliability of our simulations of the telescope. Measurements of the telescope and measurements of 
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signal, background, and noise made by the telescope allow us to understand and simulate the telescope's 
functioning quite accurately. 
We believe the simulations are calibrated to within 15% of the actual telescope values. This is very 
accurate considering that 1. 10 years ago, no detected TeV fluxes were known and 2. fluxes of AGN 
have been observed to vary over two orders of magnitude. Relative calibration between different epochs 
can be done much more accurately, to within a couple of percent, by scaling the constant flux of the 
cosmic ray background. 
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5 REDUCTION OF DATA COLLECTED FROM THE WHIPPLE 
GAMMA-RAY TELESCOPE 
This section describes the analysis of the data used to derive spectra of TeV gamma-ray emitting 
astrophysicai objects. Many details of this analysis have been presented in other forms [53, 84]. 
5.1 Data Obtained During Observations 
Observations with the Whipple 10 meter imaging atmospheric Cherenkov telescope (lACT) are done 
on clear, moonless, dark nights. This minimizes wear on the photomultiplier tubes and noise in the 
system. Observations of each source are taken in 28 minute segments ("runs") and stored as such. 
Depending on the type of run taken, anywhere from 5 to 100 event images are recorded each second. 
During these runs the telescope may be pointed such that the source of interest is in the field of view 
(usually at the center of the field of view), or the telescope may be pointed at what we believe to be a 
sourceless region of the night sky. The former are called on source or tracking runs. The latter are "off" 
runs. Off runs supply the control data necessary in any scientific experiment to verify the existence of 
any sort of effect. They are also used for measuring the ubiquitous cosmic-ray background events, some 
of which can be indistinguishable from gamma-ray events. 
5.2 Data Cle£ming and Pzirameterization 
To glean useful information from the data collected at the 10 meter telescope, the image of each 
atmospheric shower must be processed. A const2int offset must be subtracted from each pixel, and the 
gain of that pixel must be normalized to the others. We must then select which pixels are actually part 
of the image of the air shower and use only those in the calculation of a number of parameters that 
sufficiently describe the image. 
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5.2.1 Program Unification 
As outlined in section 4.4, the computer programs used in data reduction and telescope simulation 
were standardized in 1997 via a common set of files using common data structures. This common­
ality simplifies upgrades and reduces possible errors associated with misconfigured programs. It also 
tremendously simplifies the use of these programs, which are outlined below. 
5.2.2 Pedestal Calculation and Subtraction 
Each value read from the analog to digital converters (ADCs) has some nonzero value even for 
zero charge accumulation from the signal cable. This value is the pedestal and it is adjustable on the 
ADCs. It is usually set to around 20 digital counts. The measured value of the pedestal has a Gaussiein 
deviation (~ 3.5 d.c.) because of electronic noise and the variation in the amount of light from the 
night sky (sky noise). The sky noise is about 3-5 times larger than the electronic noise. 
To measure these pedestals and the variance thereof the telescope will randomly trigger, reading 
out the ADC values. These non-events are called pedestal events. To calculate the pedestal of each 
channel accurately, a substantial number of pedestal events are read, typically one is read per second. 
The mean of these events is taken as the pedestal and the standard deviation is the noise level in that 
channel. This measured level of noise should be the same as in the regular events and is used as the 
night sky noise value in our simulations of gamma rays. During analysis the calculated pedestal value 
of each channel is subtracted from that channel. 
Off source data is used to measure the background cosmic-ray events in the on source data and 
thus used as control data. However, because the brightness of the night sky varies from one region 
to another, the pedestal variations of off runs will in general be different from the pedestal variations 
of on runs. Thus more than just the on-source gcimma rays constitutes the difference between the on 
runs and the off runs. They contain different amounts of noise in each channel. This noise is, by every 
measure, is irrelevant to our spectral analysis as shown in chapter 8. However, this discrepancy between 
the e.xperimental and control observations can be artificially removed by adding noise to the channels 
in a run in which they are are measured to be less noisy. That is, if channel x has a pedestal variance 
of y in the on run and pedestal variance of z in the off run, where z>y, then a Gaussian random deviate 
with variance z-y is added the value of channel x in every event image from the on run before further 
processing. This process is know as "software padding" [13]. While not important to our work, it is 
implemented in the data reduction software regardless. The difference in tube deviations due to night 
sky light between an on-source Crab run and a control (off) run as a fimction of tube number is shown 
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at the top of figure 5.1. The difference is small in most cases, but disappears once software padding is 
added, as shown in the bottom half of the figure. 
5.2.3 Gain Normalization 
Every night observers collect data with a nitrogen flash Icimp directed toward the focal plane of the 
telescope. This happens for about two minutes. The flash lamp emits brief (~ 10ns) pulses over a bro2id 
angular area. The focal plane is thus uniformly illuminated by these flashes. These flashes are recorded 
and stored with the usual data taken on that night of observing. 
These "nitrogen runs" are then used to calibrate the relative gains of each channel. Like all other 
runs, pedestal values are calculated for each channel based on pedestal events that are randomly trig­
gered. These pedestal values are subtracted from each respective pixel in every nitrogen lamp flash 
image. An average image is created from all the flash images. Since, on average, each observed flash 
should be uniformly bright across all pixels, the average of all pixels is taken and normalized to 1. A nor­
malization for each pixel relative to this is calculated from the average image. It is these normalizations 
that are applied to each channel of all data just after the subtraction of pedestals. The normalizations 
compensate for the differing gain and photoelectric efficiency emiongst the photomultiplier tubes. 
5.2.4 Selecting Image Pixels 
Because the Cherenkov angle for particles traveling through our atmosphere is about a degree and 
most showers impact a significant distance from the viewing axis, most air shower images collected by 
the telescope are on the order of a degree in extent. This is smaller than the 3 degree field of view of the 
10 meter Whipple camera. Thus, in most event images, only a tenth or so of the image pi.xels contain 
light from the shower. 
It is desirable to use only these pixels when performing further analysis of the shower images. Using 
all pixels in image analysis would greatly increase the variance in the final parsuneters due to the noise 
in all the tubes. The pixels that are used in the image must exceed a certain threshold value. It is 
good to set this threshold not as an absolute fixed Vcilue. Tube geiins may change, tube noise levels will 
change, and even ADC readout scales may change if different ADCs are used. To avoid these problems, 
pixel thresholds are set as function of the noise in each tube. Tubes Ccin be included in the image in 
two ways: 
1. A pixel exceeds +4.25 times the standard deviation of its measured noise level. These cire primciry 
pixels. 
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Figure 5.1 Pedestal deviations before and after softwcire padding. Top: 
Pedestal deviations in units of digital counts as a function of tube 
number for an on-source Crab run and a control (off) run. Bottom: 
Same plot after software pjidding. The artificially injected noise 
makes the deviations in every tube virtually identical. 
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2. A pixel exceeds +2.25 times the standard deviation of its measured noise level and it is adjacent 
to a pixel passing the first criteria. These are boundary pixels. 
Examples of this are given by Zweerink [84]. The noise level is measured from the variance in the 
pedestal events. No differentiation is made between primary pixels and boundary pixels in further 
analysis. All pixels not passing either of the above two criteria are set to zero. 
These image thresholds that are implemented in computer software are far below the hardware 
trigger threshold set in the telescope when using normal operating gains and data collection rates. 
Therefore every air shower that triggers the telescope results in at least a 2 pixel image after image 
pixel selection. This is true even for very low threshold data. 
5.2.5 Parameterization 
Each cleaned image is subsequently reduced to a few parameters of interest that sufficiently describe 
the image for the purposes of our subsequent analysis. Hillas [28] described properties of air shower 
images which could be used to discriminate gamma-ray initiated electromagnetic showers from nuclear 
air showers. These properties, or parameters, are the shape and orientation of each image as character­
ized by functions of the first three statistical moments of the image. The formulae used in to calculate 
these parameters are given in Appendix A and can also be found in Reynolds et al. [66]. The majority 
of parameters depend on only the first two statistical moments, thus approximating the image as an 
ellipse. Such a characterization of images can be seen in Figure 4.3. 
The parameter size is a measure proportional to the total amount of light in the image. Length is a 
measure of the image's long (major) axis and width measures its orthogonal narrow axis. The parameter 
distance is the mean distance of the image from the position of the source in the field of view. Alpha is 
the angle at the center of the image between the major axis and the position of the source in the field 
of view. Asymmetry depends on the third moments of the images and measures how asymmetrical the 
ellipse is. 
5.3 Discrimination Techniques in Selecting Gamma-Rays from 
Cosmic Ray Data 
The data collected by the Whipple lACT are primarily images of cosmic-ray events. Our interest 
is in the gamma-ray events. The success of TeV gamma-ray astronomy has depended upon the ability 
to reject the vast majority of cosmic-ray event images before performing the final anedysis. Because of 
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this, sensitive TeV gamma-ray flux and spectral measurements can be made, and very sensitive upper 
limits from a variety of high energy astrophysical sources now can be established. 
The excess number and distribution of events between the on and the off runs is our signal. A 
nonstatistical excess between a source observation and the control observations is attributable to gamma 
rays. Because the number of on source events (no„) and the number of off source events (rio//) should 
be Poisson distributed, the signal to noise can be well approximated as 
^on ^o// 
\/lon + 
because the variance of a Poisson distribution is also the mean [57]. 
Discrimination between gamma rays and hadronic cosmic rays is possible because images of gamma-
ray events tend to be well confined in the focal plane and have a major axis that passes near the position 
of the source. Background cosmic-ray images are more diffuse and randomly oriented. Examples are 
shown in Figure 4.3. These characteristics can be differentiated using the parameters described in the 
previous section. By limiting the acceptable values of these parameters a substantial event excess in 
the direction of an astrophysical source can be extracted from lACT cosmic ray air shower data. 
Figure 5.2 and 5.3 show typical peirameter distributions for gamma-ray and background events. 
These figures demonstrate that gamma rays are also more confined in parameter space than cosmic 
rays and can be separated from cosmic rays using Hillas parameters. Due to the angular distribution 
of light from atmospheric air showers [27] and the geometry of the finite, pixelated camera with which 
that light is observed, the parameters of both cosmic-ray and gammarray images from lACTs are not 
independent. They are distributed in parameter space in a complex manner. The two projections 
also demonstrate this fact. Thus it is nontrivial to retain a large freiction of the gamma rays while 
maintaining high signal to noise ratio through background rejection. 
There are very distinct correlations among these variables. These correlations are not linear, nor 
do they involve just two of the parameters. One would not describe the distributions as a multivariate 
Gaussian nor as any sort of box. 
5.3.1 SuperCuts 
"SuperCuts" [62, 66, 11] puts upper and lower limits on each parameter independently in an attempt 
to mcLximize the signal to noise on a steady gamma-ray source, the Crab Nebula. That is, for a vector 
of parameters, £, we define a hyperdimensional box only inside of which we keep events: signal events 
satisfy Li < xi < < xn < Un, etc. The actual SuperCuts values are given in Table 5.1. These 
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Figure 5.2 A two dimensional projection of the five dimensional distribution 
of Hillas parameters from extensive air shower images from the 
Whipple lACT. The simulated gamma-ray events are shown as o's 
and real background events are shown as +'s. There are equal 
numbers of each shown. Each axis is labeled with a parameter, 
and each is oblique to the reader's point of view and the horizontal 
and vertical directions. All axes are normalized to the same length 
and the perceived differences are due to the angle of observation. 
Clearly, event discrimination is possible, but optimization is not 
simple. 
limiting values are adjusted to maximize the signal to noise on a limited set of observations of the Crab 
Nebula, i.e., this method is derived by optimizing on real data. 
5.3.2 Extended SuperCuts 
A variation of SuperCuts, Extended SuperCuts[49], varies upper and lower limits on each parameter 
(e.\cept distance which has fixed upper and lower Limits) based on the parameter size so it has a better 
broadband energy acceptance of gjunma rays. Generally, Extended SuperCuts is derived a priori from 
simulations such that ~90% of gamma-ray events kept from the distance cut are kept in an attempt to 
minimize possible systematic errors when doing spectral cinaLysis. The optimization of this method on 
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Figure 5.3 Same plot as the previous figure but from a different perspective. 
real data also has been performed using a genetic algorithm [43]. 
An example parameterization for Extended SuperCuts when performing the spectral derivation for 
1996 data in this paper is given in Table 5.2. These values were derived from an optimizing routine 
written by D.A. Carter-Lewis that used simulations as input. 
5.3.3 Multivariate Likelihood Methods 
It is often the case that two individual variables are, by themselves, not very good dis­
criminators. Taken in conjunction, however, they may be highly effective. ... This does 
not simply apply to two variables, of course, and in genercd it is multivariate relationships 
which are important, not simply univariate ones. And it is precisely because of multivEiriate 
relationships that we need computer ciid: human visualization cannot satisfactorily handle 
such relationships. D.J. Hand [23] 
This section outlines several methods of selecting gamma-ray events using image parameters and a 
multivariate log-likelihood ratio. One of them is a quadratic method, which assumes the parameters 
are distributed as multivariate Gaussians. This technique is the the same as work done by Reynolds 
et al. [67] and West [82]. Multivjuriate Adaptive Regression Splines (MARS) fits the distribution of 
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Table 5.1 SuperCut vdues for two previous seasons. 
SuperCuts 95 SuperCuts 97 
mi > ICQ d.c. 
mo > 80 d.c. 
size > 400 d.c. 
0.073® < width < 0.15® 
0.16® < length < 0.30® 
0.51® < distance < 1.10® 
Q < 15® 
mi > 95 d.c. 
mo > 45 d.c. 
size > 0 d.c. 
0.073® < width < 0.16® 
0.16® < length < 0.33® 
0.51® < distance < 1.17® 
a < 15® 
Table 5.2 Typical Extended SuperCut values for two previous seasons. 
Extended SuperCuts 95 
mo > 80 d.c. 
0.5® < distance < 1.1® 
width< —0.1487 + 0.1331 logio(sire) - 0.0074 logfo(sj;e) 
width> 0.1329 - 0.0519 logio(s»-e) + 0.0152 logio(sjre) 
length < -0.3554 + 0.3540 logio(sire) - 0.0442 logio(sire) 
length > 0.0622 + 0.0510 logio(sjre) — 0.0010 logio(sjre) 
a < 60.0985 — 23.5342 logio(sire) + 3.7350 logjo(sjce) 
parameters using splines [19]. Kernel discrimination analysis, numerically smooths the sample points in 
parameter space to approximate the distribution from which the samples came [24]. The impetus for my 
implementation of the kernel and MARS methods was their use in the discovery of the top quark [31]. 
MARS and kernel discrimination appear to select the data in similar ways. Both are very good at 
retaining a large fraction of the desired events while minimizing background, which is desirable for 
minimizing systematic errors. MARS and kernel discrimination are also very good at selecting gamma 
rays in a relatively energy independent way, which is desirable for spectral analysis. Another general 
multivariate method not applied here, but of note is the use of a neural network [68]. 
5.3.3.1 Event Selection 
To classify events, each described by a vector (x) of d parameters, we choose a surface in parameter 
space. We define events on one side of this surface to be signal and events on the other side to be 
background. We choose this surface to be an equipotenticd surface of the log-likelihood ratio function, 
^09(fs(x)/fb{^), where f,{x) is the probability distribution of signal events as a function of the pa­
rameters, X, and fb{x) is the probability distribution of background events. The problem is then one 
of estimating the log-likelihood function or estimating both the signed cind background distributions. 
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Alternatively, we could choose to ignore the background and use only the value of the probability 
distribution function for the signal, /»(x), to create a classification rule for the event described by 
X  =  ( x i . x o ,  . . . . X d ) .  I s / , ( x ) > C ?  
The approximation of these parameter distributions can be done in several ways. A simple method 
would be to create a d dimensional histogram of the data points where is d the number of parameters 
used to describe each event. Moriarty [55] alludes to such a technique in the conclusions of his paper 
on parameter weights and Biller [4] uses such a technique in his maximum likelihood method. Such an 
appro.ximation is discontinuous at all orders and the great number of bins required would lead to small 
statistics in some of the bins. Coarse binning is a solution, though this leads to a loss of information. 
Other methods are available. 
The estimations of these functions are derived from data samples as described in the following three 
subsections. For the background parameter distribution I used sample archival images of real cosmic 
ray events collected by the telescope from a region of the night sky containing no known sources of 
VHE emission. At this time the Whipple lACT contained a camera consisting of 151 photomultiplier 
tube pixels. The signal event samples were derived from computer simulations of images of gamma-ray 
initiated air showers in the aforementioned configuration. Thus the selection of signal events is a priori, 
based on the physics of the air shower and telescope. Five thousand background samples and five 
thousand simulated gamma-ray samples were used in each case. 
When comparing the methods in this work x always consisted of the five parameters alpha, length, 
width, distance, and log(si2e). Signal events were derived from 5000 simulations of gamma-ray events as 
seen by the 151 tube camera. Sample beickground events were 5000 events taken from an off run. The 
data used to evaluate the methods were ten Markarian 501 on/off pairs from the month of April 1997 
and 13 Crab Nebula on/ofF pairs from January and Februciry 1997. All data was processed according 
to standard analysis outlined earlier in this chapter. 
5.3.3.2 Quadratic Approximation 
We can approximate the signal and background distributions as multivariateGaussieins (Eq. 5.1), or 
equivalently, we estimate the log-likelihood ratio function as a quadratic polynomial. This methodology 
was used by [67] giving similar results. This technique is also the same as work done by West [82]. The 
vector means (^'s) and covariance matrices (E's) of the Gaussians were approximated as the sample 
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means and sample covariance matrices from our sampled data. 
f z M  =  .  ^  e x p  f  — ^ ( x  —  u ,  
^(27r)'' I S, I 2^ 
(5.1) 
Here z represents b or s for background or signal as appropriate. 
Gaussian is not a bad approximation to the marginal distributions, except for the parameter alpha. 
To remedy this, the mean of alpha, was explicitly set to zero. From Figures 5.2 and 5.3, however, 
we see that the image parameters of gamma-ray images are not distributed as a multivariate Gaussian, 
so we would expect this method to have limited success. 
5.3.3.3 Kernel Approximation 
We can convolve the sample data points with a point spread function to obtain a smooth, contin­
uous approximation to the probability distributions. This is equivalent to estimating the probability 
distribution fz{x) as a potential at x due to charges at the sample points, each of which has a potential 
function like that of the aforementioned point spread function. Mathematically, 
where yi,..., tji\r are vectors of parameters of the N sample events. The point spread, or kernel, function, 
[\(x), can be any scalar function in d space. Much literature has been written on this [74, 24]. I used 
a multivariate Gaussian as described in the previous section, but changed in scale by a factor of 
[74] where d  is the number of parameters. For this work, h  ~ 0.36 using the equation above. This 
scale factor minimizes the mean integrated squared error between sm actual distribution and it's kernel 
estimator if the kernel is a product of Gaussians, one Gaussian in each dimension. But my kernel is 
not a product of Gaussians. Rather, it is a multiveiriate Gaussian. However, I tried multiples of this 
scale factor, h, on gemima-ray data, and the factor itself is quite optimal in the sense of cichieving the 
greatest significance. More simulations (greater N) would reduce the scale at which we could effectively 
resolve detail in the distributions. 
There are drawbacks to the kernel method. The approximated parameter distribution will edways be 
somewhat wider thjin the actueil distributions due to smoothing. The kernel approximation as described 
here is very demanding of computer processor time, since every event must be compared with every 
sample point. However, it has been shown that pre-selection of events using loose cuts on individual 
^ \i=i / 1=1 
(5.2) 
(5.3) 
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parameters can reduce the overall computation time by as much as an order of magnitude without 
affecting the selection process significantly [56]. Furthermore, Hand [23] has suggested methods for 
preferentially minimizing the required number of sample points when computing kernel approximations. 
.A.n alternative approach involves appro.ximating each distribution ets a multivariate Gaussian multiplied 
by a power series expansion in the pareimeters [75]. 
5.3.3.4 Multivariate Adaptive Regression Splines 
MARS is an algorithm and library of FORTRAN routines developed by Friedman [19]. MARS 
models a scalar function in arbitrary dimensions as a sum of basis functions. 
M 
/ m i x )  = ao + ^  a,-5,(x) (5.4) 
i = l 
Each basis function, B, (x), is a product of splines of order q. The maximum number of spline functions 
used and the number of variables used in each spline product is user configurable. 
For this work the number of baisis functions wcis about 30, and each basis function could be at most a 
product three parameters. This was an arbitrary choice. Models can be made eis simple or comple.x as 
one wants. 
The regression loops through the parameters (elements of the vector x) and finds the best ones to 
use in any given basis function based on the training data. It also finds the constant s's, t's, and the 
as which achieve a best fit to equations 5.4 and MARSeqn2. This is done by minimizing the squared 
error loss function 
Here y is the response variable which takes only two values, j/ = 1 for gamma rays and j/ = 0 for 
background. Thus p = Pr(y = l|x) = ^ (ylx). (See [31] and [19], pp. 46-48). 
Cubic splines are advantageous because they provide an approximation that is continuous cmd whose 
first derivative is also continuous. Additionally, the ranges of some of our gamma-ray pareimeters lie 
within the ranges of the background parcimeters, making selection via simple linear logistic regression 
a poor candidate for discrimination. 
The regression to obtain the parameterization of a MARS model is computationally intensive. Once 
created, however, the evaluation for any event is very fast, being merely a few compeirisons, products, 
and sums. 
(5.5) 
J  
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5.3.3.5 Neural Network 
Another way of approximating the Hillas parameter distributions in a multivariate manner is by the 
use of a neural network. Such work was not performed at Iowa State University, but can be found in 
Reynolds and Fegan [68]. 
5.3.4 Results of Discrimination Techniques On lACT Images 
To test the effectiveness of the discrimination methods each method was applied to a two real data 
sets containing a significant signal. Here I used 364 minutes of data from observations of the Crab 
Nebula and 364 minutes of control data from a region of the sky believed to be devoid of gamma ray 
sources and at the same elevation as the Crab. These data were taken in January and February of 1997 
using the Whipple lACT. The run numbers are given in the Table D.4. Note that run 7157 had to 
be truncated due to the firing of an errant photomultiplier tube. The Crab is a verified steady source 
of TeV gamma-rays [14, 53]. These methods were also applied to 10 runs on the gamma-ray source 
Markarian 501 gave similar results during its high state in the spring of 1997. These runs are given in 
Table D.5. 
The control (OFF) data serve as a measurement of all types of background. A nonstatistical excess 
between the on-source (ON) observations and the control observations must be attributable to gamma 
rays. This is our signal. The total number of excess geimma-ray events from this set of Crab Nebula 
data is estimated to be around 2,310 out of 371,000 events. All of this excess is seen in Figure 5.4 for 
large values of the log-likelihood ratio. 
For each method the likelihood decision surface was varied, thus retaining varying fractions of the 
aforementioned e.xcess gamma-ray signal. Figure 5.5 shows plots of significance of detection as a function 
of the fraction of gamma rays kept (efficiency) by various selection methods. The significances were 
obtained from the real data using the standeird Poisson excess calculation [57], 
(on - o f f )  
y/on + off 
Figure 5.6 shows the same data for the Crab Nebula. For the Markaricin 501 plot the efficiencies were 
calculated from simulations, none of which were the same as the training data. For the Crab Nebula 
the efficiencies were calculated as the number of events kept divided by the believed total excess, 2,310. 
One can take the fraction of gamma-rays kept, /, the signal to noise, <r, the total number of excess 
gamma rays and the total number of events to ccilculate the hcidron rejection factor, Q [67]. Using 
45 
o 
u 
—r-
-2 
Events from source 
observations 
Background events 
•4 0 2 4 6 8 10 
Log-likelihood Ratio Returned by MARS 
(0 
>. 
a 
cr 
(0 £ E (d 
<D 
•o S 3 
n 
-e 
$ 
£ 
e 
i2 
-4 -2 0 2 4 6 8 10 
Log-likelihood Ratio Returned by MARS 
Figure 5.4 Histograms of the log-likeiihood ratio. On the left are histograms of 
the log-likelihood ratio for some source events from the Crab Nebula 
and measured background events. The small difference between the 
two is due to gamma rays and is plotted on the right. 
numbers in the last paragraph for the Crab Nebula data, 
^ , 2 X  371000O-2/ 
23102/ - 2310O-2 
For example, while keeping 0.34 of the events SuperCuts yields c r  =  17.9 and thus a Q of 8.7. At the 
same fraction kernel discrimination yields a Q of 11.4. 
For the discovery of new astrophysical TeV gamma-ray sources, a selection criteria that maximizes 
the signal to noise ratio is desirable. The point labeled "SuperCuts" is the best possible signal to noise 
that can be achieved by putting limits on individual parameters independently regardless of the number 
of e.xcess events kept. 
There are two kernel and two quadratic methods. The plots labeled "value" use only the signal 
distributions and ignore the likelihood of the background distribution. It should be noted that all the 
above plotted methods with the exception of SuperCuts are derived from gamma-ray simulations, not 
data, and are completely a priori. 
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Figure 5.5 Significance vs. gamma ray selection efficiency for Maricarian 501. 
For each data point the uncertainty in the significance, or signal to 
noise, is one unit. 
In Figure 5.5, the E.xtended SuperCuts plot falls off before reaching an efficiency of 1.0. Likewise 
there is a fall off in the higher energy events in Figure 5.7. Both are at least partially due to the upper 
distance cut of 1.3, which was chosen somewhat cirbitrcurily. No size cut was made. 
Broadbcind spectral flatness is another desirable feature of gamma-ray selection. Figure 5.7 shows 
how these methods depend on the energies of the gamma rays being selected. This plot was generated 
by applying each discrimination technique to an independent sample of simulated gamma-rays, each 
of whose energy is known. For all methods except SuperCuts (described above) about 75% of the 
gcunma-ray events were kept. SuperCuts keeps about 1/3 of the events, as can be seen in Figures 5.6 
cind 5.5. From the appearance of the graph MARS and kernel discrimination seem to retain gamma 
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Quadratic (Gaussian assumed form) 
Kemel Likelihood with Asymmetry 
SuperCuts 
Fraction of Gamma Rays Retained 
Figure 5.6 A plot of signal to noise in real Crab Nebula data vs. the fraction 
of e.Kcess geunma rays kept for different data selection methods. For 
each data point the uncertainty in the signal to noise is one unit. 
This is the same type of figure as Figure 5.5, but with data from 
the Crab Nebula. 
rays in rather simileu: ways. 
The use of the likelihood between signal and background increases sensitivity at higher energies 
and decreases sensitivity at lower energies where more background reduces the probability of correctly 
selecting gamma rays. Not using the likelihood ratio ("Quadratic value" and "kernel value" methods) 
shifts the sensitivity from the higher energies to the lower energies because there are so many more 
simulated low energy showers than high energy ones. This shifts the preference to the selection of low 
energy showers. This effect is more pronounced in the kernel implementation. 
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5.3.5 Conclusions 
The kernel appro.ximation of the log-likelihood ratio performed the best of the methods that select 
gamma rays based on their Hillas image parameters. My implementations MARS and the kernel event 
selection did very well maintaining a significcint signal to noise ratio while keeping a large fraction 
(> 90%) of the electromagnetic gamma-ray events. 
Both MARS and the kernel approximation were cilso successful at selecting events in a relatively 
energy independent way, especially at high energies. We can conclude that for optimcil TeV gamma-ray 
event discrimination with Hillas parameters a multivariate methodology should be used. Likelihood 
methods provide better selection at high energies, as they do not overly concern themselves with the 
great flux at lower energies. 
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6 ENERGY SPECTRUM DERIVATION 
Once all data, simulated and real, have been processed and reduced in an identical fashion as outlined 
in Chapter 5, we can calculate the spectra of the excess gamma-ray events found in the real data. This 
chapter outlines the methods for doing this. 
We can infer little from the data that we obtain from an Imaging Atmospheric telescope without 
computer simulations to tell us what they mean. Using simulations that are based on the physics of 
particle interactions and the geometry of the telescope we can infer what is the most likely distribution 
of gamma-ray energies coming from a particular source. The simulations used for this purpose are 
outlined in chapters 3 and 4. 
6.1 Iowa State Standard Method 
This section outlines the standard method used at Iowa State University to derive the TeV spectra 
of astrophysical sources. This method has also been detailed by Mohanty [53] and Zweerink [84] and 
described as method 1 in Mohanty et al. [54]. Routines to implement this method have been codified 
by D.A. Carter-Lewis. The routines are written as Matlab scripts, providing a nice graphical interface. 
Briefly it is as follows. 
E.xtended SuperCuts are calculated from the simulated data. These cuts are applied to the simulated 
data and the real data. We derive an optimal energy estimator as a function of image parameters based 
on the simulated data. The telescope collection area as a function of energy (A(E)) is calculated. This 
is a measure of what fraction of the events trigger the telescope as a function of energy. 
should equd the number of gamma-ray events per time collected by the telescope and kept by the 
software cuts between energies Ei and E2 for a source with a differential geimma-ray spectrum of 
(6.1) 
photons/Area/time/TeV. Energy estimates are applied on simulated data, deriving an estimated 
energy for each one. 
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Ideally the distribution of estimated energies would be identical to the distribution of the energies 
from the simulated data. In general this not the case because of the insufficient information collected 
about each shower and due to systematic effects like the imposed software trigger. Thus, a modified area 
is calculated. This modified area, when applied in expression 6.1, gives the correct number of gamma-
ray events per time whose estimated energies fall between Ei and E2 for a source with a differential 
gamma-ray spectrum of photons/Area/time/TeV. 
The derived extended SuperCuts are applied to the real on-source data and off'-source (control) 
data. The energy estimator is applied to every on-source event and every off'-source event. These 
events are binned and histogrammed by energy. The on-source histogram is subtracted from the off'-
source histogram, the difference being attributable to the gamma-ray excess. Each bin is divided by the 
modified area at the energy of that bin, yielding a histogram which is representative of the differential 
gamma-ray spectrum. To describe the energy spectrum more simply than a histogram, we fit some 
simple function of energy to the histogram. Usually this is a power law which describes the distribution 
with two parameters: 
In this work a three parameter fit is also derived, 
= (6.3) 
OL 
The whole process is repeated using an initial input simulated spectrum equal to the last derived 
spectrum. Generally, this has been found to be unnecessary, as it yields the same results as the first 
iteration. 
6.1.1 Determination of Cuts 
First, a very high software trigger level is imposed on the data to be certain that the events that 
are kept would have unquestionably triggered the telescope hsirdware. This spares us the necessity of 
simulating the discriminators and the hardware trigger of the telescope w^hich would be a very difficult 
task to do well. The telescope electronics hardware records an event if two image pixels exceed a certciin 
threshold value as described in section 4.2. Thus the best way to rid oneself of hjurdware trigger effiects 
in the data without substantially losing too mciny events is to make a cut on the number of digital 
counts in the second brightest tube in the image (mo) whichever tube that may be. A cut of around 
80 digital counts (d.c.) is more than sufficient to remove such effects. 
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The cuts place upper and lower limits on the Hillas parameters of every event as a requirement 
before they are included in the data 2injdysis. These cuts are a function of the total light (s«e) in the 
image. First, the average parameter values of length, width, and alpha are estimated as a second order 
polynomial in the logarithm of the size of the image. Second, the width of a bzind about this average is 
also calculated as a second order polynomial in the logarithm of the size. This band's width is a certain 
number of standard deviations of the Hillas parameter at that size. Events having a parameter that 
falls within this mean-centered band are kept. All others are disccirded. This is performed for all the 
parameters. .Alpha's lower acceptance band limit is fixed to zero. Extended SuperCuts is also briefly 
described in Chapter 5. A sample of the parameter limits imposed by extended SuperCuts is also given. 
6.1.2 Area Ctdculation 
The telescope area is calculated using the computer simulations. The simulated gamma-rays are 
injected into the atmosphere within a 300 meter radius of the telescope. Most of these simulated gamma 
ray events (~ 97%) do not pass the required software trigger and the cuts, but the fraction that do 
is very dependent upon the energy of the initial gamma ray. An example of this function is shown in 
Figure 6.1. The effective collecting area for lower energy showers is smaller than for the high energy 
showers, primarily because higher energy showers are brighter. The effective collecting area can be 
calculated as the fraction of simulated gamma-ray events that pass the high software trigger and the 
cuts at a given energy multiplied by the area over which the photons were simulated ((300m)-ff). 
6.1.3 Energy Estimation 
.More energetic gamma rays create atmospheric cascades with more secondary electrons and positrons 
than lower energy gamma rays. The greater number of these leptons creates a larger amount of 
Cherenkov light, some fraction of which falls on our telescope. More energetic gamma-ray events 
appear much brighter than less energetic events. Thus the most important way we have of inferring the 
energy of an initial gamma ray, is by the total light collected, or size. The correlation between energy 
and size is apparent in Figure 6.2. Other fartors also affect the amount of Cherenkov light that we 
collect from shower initiated by a gamma-ray of a particular energy. Showers that 2ire initiated farther 
&om the telescope deposit less light than those that propagate close to the telescope's pointing cixis. 
The images of the more distant showers tend to be farther from the image center. Thus the image 
parameter distance is also useful in determining the probable initial gamma ray energy. 
We can approximate the logarithm of the energy as a polynomial in the logarithm of the size cind 
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Figure d.l Effective area of the Whipple lOm telescope in 1997 as a function 
of energy for two different sets of cuts. 
the distance of the image. .\n e.xample would be 
logio(£) = —2.0747 + 1.3643 logio(sise) — hAQAAdistance — 0.06232 Iogjo{si2e) 
+4.2050(fis<ance- + 0.01072 [ogiQ{size)distance (6.4) 
The polynomial coefficients are found as follows: .A.n initial least squares second order polynomial fit 
of log(energy) is made as a function of log(sjce) only for purposes of energy estimation. The residuals 
of this initial energy estimation, log(energy)-log(estimated energy) are fit as a function of distance as a 
second order polynomial using a least squcires method. The coefficients of the first fit cire used for the 
constant and log(sue) terms in equation 6.4, and the coefficients of the second residual fit are used for 
the constant and distance terms. This is the initied starting point for a subsequent six dimensional best 
fit search on all the coefficients of equation 6.4. To minimize bias in the estimator, and the uncertainty 
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Figure 6.2 Scatter plots of energy of a primary gamma ray versus the total 
light collected by the telescope. The plot on the right contains only 
events whose images fall within a constrained angular distance of 
the gamma-ray source (0.5® > distance > 1.1®). A significant 
correlation e.xists between energy and size, especially in the plot 
with the distance cut. 
in the estimator, the best fit coefficients of equation 6.4 are the ones that minimize 10 times the integral 
of the square of the bias of the estimator over all energies plus the integral of the squares of the residuals 
over all energies. This minimization is done using a Simplex search method which is implemented as a 
function in Matlab software package. 
.•\s an alternate method I also implemented an energy estimator using the Multivariate Adaptive 
Regression Spline routines. As discussed in Chapter 5, MARS uses sums of products of truncated 
cubic splines to approximate scalar fimctions in arbitreiry dimensions. Here I used MARS to create 
log(energy) as a function of log(sf2e) and distance. The algorithm used by MARS to find it's functional 
fit is beyond the scope of this work but can be found in Friedman [19]. I varied the number of allowed 
spline products when creating the function, setting the upper limit all the way to nine terms. The 
resulting estimated energy distributions showed little difference from the polynomial appro-ximation, 
and the final spectrum showed virtucdly no difference. 
The difference between log of the estimated energy and the log of the energy of the simulated gamma 
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Figure 6.3 Histogram of the difference between the logarithm of estimated en­
ergy and the logarithm of the actual energy based on simulations. 
It can be represented by a Gaussian. 
rays is approximately normally distributed eind is shown in Figure 6.3. The width of this distribution 
is our unitless energy resolution, about 0.33, and it is relatively independent of energy. 
6.1.4 Modified Area 
Because of the limited amount of information collected about ejich shower and systematic effects 
associated with the data collection, one cannot derive 2ui energy estimator whose distribution is identical 
to that of the origined energy. To compensate for this factor, a modified area, A{E, E), is calculated. 
It is desired that this modified tirea satisfy 
- Vi ,2(F)  =  A { E ,  E ) ^ ^ ^ d E  (6.5) 
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where Ni^2(E) is the number of events per time with estimated energies between Ex and E2 from a 
source with spectrum The easiest way to achieve this criterion is to define 
A [ E , E )  =  A [ E ) R  =  A { , E ) ^ ^ ^  
where R is icnown from simulations eind relatively independent of the spectral index of the simulated 
gamma rays [84]. Since all calculations must be done numerically, the integral expression (equation 6.5) 
is done as a discrete sum: 
N i [ E )  =  A i { E , E )  
Thus 
f d N [ E ) \  N i { E )  
\  d E  A i ( E , E ) A E i  
for each bin, i. The number Af, (£) is either the number of events that have an estimated energy in the 
jth energy bin (for simulations), or it is the number ofon-source events minus the number of off-source 
events events with estimated energies in the ith bin (for real data). 
6.1.5 Statistical Errors 
The statistical error on each discreetly derived flux point, <r,, is dominated by the uncertainty in 
the non-gamma-ray background events in the on and off-source data. The variance in the number of 
on and off counts in each bin {Nf"{E) and N°^^{E)) is approximately the number itself because the 
c o u n t s  a r e  d i s t r i b u t e d  i n  a  P o i s s o n  m a n n e r .  T h u s  t h e  e r r o r  i n  t h e  n u m b e r  o f  e x c e s s  c o u n t s  ( N i ( E )  =  
. V 7 " ( £ )  -  { E ) )  i s  a p p r o . x i m a t e l y  \ J N l " * { E )  +  N " ^ ^ { E )  
There is also statistical error due to the finite number of gamma-ray simulations. This creates a 
statistical uncertainty in the telescope collection area and the modified collection area, because the 
fraction of events kept by the telescope is empirically determined from the simulations. This error, 
however, is completely negligible compared to the error in Ni(E). It is computed and used regardless. 
6.1.6 Fitting the Spectriim 
Once discreet data measurements of the flux, and the errors therein have been made as 
described in the last two sections, we can fit a functional form to these points. These forms Me generally 
power-law type functions as given in equations 6.2 and 6.3. A x' minimization procedure is used to 
derive the best fit for a particular model. For example, a and 7 which minimize 
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where <7,- is the error on is the best fit for a power law model. The probability that the 
measured gemima rays came from a distribution described by our model is the probability of obtaining 
the above value of x' with M degrees of freedom. Here M is the number of bins in the data minus the 
number of parameters used in the model. 
6.2 Direct Comparison of Parameter Distributions 
Simulations indicate that sources with different energy spectra will generate differing parameter 
distributions using standard analysis of data from the ten meter telescope. Direct comparisons of these 
distributions with each other and with similar distributions obtained from simulations can give relative 
and absolute estimates of the spectra. I have outlined some comparison methods in this section. 
6.2.1 Binning 
.A.S the distributions have no e.xact analytic expression, we can break the parameter data into bins, 
to create a histogram approximation of the distribution of the parameters. We can bin the real on-
source data and off-source data using the same bins. Call the number of on-source events on,-, the 
number of off-source events o//, , and the difference, the expected number of gamma rays in that bin, 
on, - offi = a, . Call the number of gamma-ray events in the same bin from simulations with a known 
spectrum 6,. We can then construct a measure of the difference or similarity between the real data 
and the simulations by using the counts, on,-, offi, a,-, and 6,-, in all the bins. The spectrum which 
minimizes this difference is our "best" fit spectrum. Two examples of such measures follow. 
One measurement of the difference between parameter distributions is the x" statistic: 
This statistic assumes the statistical errors in the data are normally distributed, which is a valid 
assumption for a large number of events. A similcir method is used by the University of Leeds [69, 82,54]. 
The simulated spectrum {b\s) that gives us the largest likelihood. 
will be the "^ost likely" spectrum from which the real data came. Mciximizing log(L) will probably 
be simpler. L is the simply the product of Poisson probabilities where we take the number of expected 
gamma-rays in the ith bin to be 6, + offi, cind a,- is the number we actudly get. We use a Poisson 
probabilities because on,- should be distributed in a Poisson manner with a mean. A, whose maximum 
(6.6) 
on,-! (6.7) 
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likelihood estimator is 6, + o//,. For a large number of events the maximum of eq. 6.7 should occur at 
the minimum of eq. 6.6 because maximum likelihood estimators are asymptotically efficient, meaning 
their errors approach normality. Biller [4] used a maximum likelihood ratio with a five dimensional 
parameter space and 3600 bins for his spectred derivations. 
6.2.2 Nonparametric Statistics 
A new technique of directly comparing of parameter distributions that I have tried on XXX Non-
parametric statistics are another measure of the difference between distributions. The distribution of 
the statistics themselves are independent of the distributions being compared [21, 60]. These are ideal 
for distributions which have no analytic expression. 
The nonparametric statistics used here are be variants of the Kolmogorov-Smirnov statistic, a good 
statistic for finding general differences in distributions. These statistics do not require the data to 
be histogrammed, so no infomation is lost due to binning. They are derived from the cumulative 
distribution function (CDF) of the data. The CDF, F(x), is the integral of a normalized parameter 
distribution, f(x), from which our data comes. 
F { x )  =  f  f { y ) d y  (6.8) 
J — CO 
The CDF goes from 0 to 1 over the range of the parameter x. 
If there are n samples from f ( x ) ,  ri,X2,....Xni then we can easily construct an empirical CDF as 
, number of x'iS < x 
F(X) ;; ^ 
Equivalently, if we sort the x,'s by value such that xi < lo < — < Xn, then for x, < x < x,+i, 
F(x) = }• 
n 
We can also create an empirical CDF of the excess events in the real data. If there are ngn samples 
from the on-source, ^i, 1/2. Un, and no// samples from the off-source, ri, co, •••. -n, then the empirical 
CDF is 
{number of PfS < x) — (number of z'fS < x) 
t (x) = 
^ o n  ^ o f f  
Two CDFs can be compared via the Kolomogorov-Smirnov (K-S) statistic, 
K = maxt I Fi(x) - F2(x) [, (6.9) 
which is the maximum absolute difference between the two CDFs. As mentioned earlier, the K statistic 
is distribution free, meaning it does not depend on F(x). The laxger K is, the less likely two data sets 
actually came from the same physical distribution. 
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The best simulated spectrum is the one whose parameter CDF best fits the CDF of the real excess 
data by minimizing the K-S statistic. Plotted in Figure 6.4 is the CDF of log("size") for real Crab 
.\ebula data from the 151 tube camera accompanied by the CDF's of simulated spectra with different 
spectral indices. The K-S statistic is the smallest for a simulated spectrum with a -2.39 power law. All 
data was discriminated via a kernel method and put through a second highest tube cut of 90 to avoid 
trigger effects. The real data contained 2164 events on source, and 1290 events off source events. The 
simulated CDFs were generated with 4382 passing gamma-rays. 
Figure 6.5 shows the CDF of size for ten on/off pairs of Markciritin 501 data from the month of 
April 1997 with a second highest tube cut of 90. Also displayed are other simulated spectra with known 
indices. These different simulated spectra were derived using the weighting outlined in Appendix E. 
The minimum K-S statistic occurs at an index of -2.25. After cuts the there 4357 simulated gamma-
rays making the simulated spectra. There were 2316 on events passing cuts and 858 off events mciking 
the CDF. The cuts used kept 90% of triggering simulated gamma rays and had broad bjind energy 
acceptance. 
By testing normalized power law distributions, we derive a spectral index that is explicitly indepen­
dent of the throughput of the telescope. If we truncate events with size less than some size then the 
index -3.0 
index -2.7 
index -2.25 
index -2.0 
— CDF of on-off date 
Simulated CDFs 
- - K-S statistics 
• • • ' 
2.5 3 3.5 4 
Log(Size) 
Figure 6.4 CDF of size from data on the Crab Nebula. 
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Figure 6.5 CDF of size from data on Markarian 501. 
distribution of s=size of the remaining excess events can be approximated as a power law, f(s) = .4s^. 
The distribution of < = log{s) is an exponential distribution with a normalized CDF, 
F{t} = 1 
where to = min{t).  If, however, the throughput of the telescope is incorrectly estimated, then the size 
of each event will be off a constant factor, r ~ f3s. Let v = log{r) ~ log{l3) + t. The normalized CDF 
of V. the CDF of the log of our off-estimated sire, is still of the same form, 
F(i;) = 1 _ 
where vq = min{u). If we set both to and uq to the same value, then the CDF's of t  and v will be the 
same, assuming that the distributions of s and r are well represented by power laws. This derivation is 
equivalent to that done in section 4.5.1. 
The spectral index does not depend on the excict number of points or their values. It only depends 
on the relative distribution of the sample points to one another. This derivation takes explicit advantage 
of that. We csm also use this method to find the best fit value of 7, the index of the size spectrum. I 
have found that this value agrees to very high precision with the maximum likelihood estimator of the 
spectral index (Appendix B). 
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In reality we prefer to use a second highest tube cut, as this better rids us of hardware trigger effects, 
which are difficult to model. This still leads to a robust spectral estimator. I have changed the size 
of the simulated events by ~ 15% using multiplicative factors emd found little change in the best fit 
spectral index. 
The exact distribution Kolmogorov-Smirnov statistic is readily calculable when comparing two sets 
of samples [21]. However, our case is additionally complicated. Because of the cosmic ray background, 
we actually compare three distributions: an on distribution, an off distributions, and a simulated 
distribution. An additional caveat is that we expect that the number of on samples is dependent on the 
number of off samples and both numbers are distributed in a Poisson fashion. Thus we cannot use the 
tabulated Kolmogorov-Smirnov statistics to determine how significantly different our on-off distribution 
is from a simulated distribution or another on-off distribution. 
There are several other Kolmogorov-Smirnov type statistics. The S statistic defined as 
. I Fi(x) - F2(X) I i = max r 
- (Fi(i)(l-F,(x)))i 
The S statistics puts heavier weighting on the tails of the distribution but must be limited, often to the 
middle 90% of the data points. The Cramer-von Mises Statistic is defined as 
a ; - =  r  ( F i { x )  -  F { x ) ) - f { x ) d x  
J-00 
where /(x) = For the above described Crab data the best fit index using the S statistic is -2.35. 
For the above described Markarian 501 data the best fit index via an S statistic is —2.11. 
Once we have obtained a simulated spectrum whose index best fits the real data, the flux, J, is easily 
calculable. 
pErnax 
I  J A ( E ) d E  = Number of excess events passing cuts per unit time 
Emin and Emac are the minimum and mciximum simulated energies, and 5 is the best fit spectral index. 
A(E) is the telescope area as a function of energy for a set of cuts. For the Crab data, this flux was 
calculated to be J = 3.0 x 10~'m~-s~'Tel^~^. It should be noted that the 151 tube Crab database is 
relatively small and the numbers are quite uncertain. 
6.2.3 Higher dimensions 
We are not restricted to the distribution of a single parEmieter for estimating the best fit to the 
energies. Here I look at the possible benefit of using higher parameter dimensions, that is, including 
other image parameters when comparing two spectra. 
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A CDF at higher dimensions is defined as 
/
'I 
/ ••• / f { y i , y 2 , - , y d ) d y i d y 2 . . . d y 4  
•CO J — 00 y—CO 
Where d is the number of parameters. Similarly, we can create an empirical CDF from real data at any 
point X as 
n 
where n is the total number of the data points, zj's, and where 5(a, b) = 1 if a, < 6,- all i, and is zero 
otherwise. 
We can then likewise construct a statistic, 
A = wax I Frea((x) fjimuJated(*) |i 
to compare to distriubtions. We can take the simulated spectrum that minimizes this statistic to be 
the best fit to the real data. 
Before testing spectra for goodness of fit using all the parameters available to us, we should should 
consider and test the benefits and drawbacks of using more parameters. While it is well known that 
size is a superior indicator of a gamma ray's energy, other parameters do correlate with energy, such 
as it length and width (thus the reason for extended supercuts.) These parameters can give us more 
information about an event's possible energy. Additionally, multivariate correlations among energy, size 
and other parameters may give us more information not obtainable via some marginal distributions. 
Conversely, additional parameters do add more statistical variance, possibly increasing uncertainty 
in the final best fit statistic. Also, each additional parameter exponentially increases the size of the 
parameter space in which we are comparing distributions, rapidly leading to more sparse distributions. 
Are the correlations other parameters have with energy eind/or size great enough to warrant their use? 
I have tested the answer to this question empirically by repeatedly dividing a uniform set of 10958 
cut selected simulated gamma-ray parameters with a differential energy spectrum of —2.4 into two 
random subsets. The best fit energy spectral index of one was found using the other as a reference. 
This was done twenty times for each differenct combination of parameters listed in Table 6.1. Thus for 
each combination of parameters there is an empirical mean and a standard deviation in the estimator 
of the index. These means and standjird deviations axe plotted in Figures 6.6 and 6.7. The closer the 
means are to 2.4, the smaller the possible bias in the estimation of spectral index. It should be pointed 
out that not many of the means lie too far outside the expected width of the distribution of the means, 
which is {deviation of index]/y/W. 
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Table 6.1 Multivariate parameter combinations used in finding best fits. 
label combination 
a log(size), disteuice, log(2hi) 
b log(size), distance, ntubes, log(2hi) 
c log(size), distance, ntubes 
d log(size), distance 
e log(size), length, distance 
f log(sizej, length, log(2hi) 
g log(size), length, ntubes 
h log(size), length 
i log(size), length, width 
j log(size), log(2hi) 
k log(size), ntubes 
1 log(size) 
m log(size), width, distance 
n log(size), width, length, distance 
o log(size), width, log(2hi) 
p log(size), width, ntubes 
q log(size), width 
The difTerent possible parameters to be used in the multivariate fits included length, width, log of 
the sum of the 2 highest triggering tubes (log(2hi)), number of tubes saved after cleaning (ntubes), and 
distance. Log of size was included in all the fits. The parameter combinations that gave little bias and 
had small variance in the estimator were log(size) with distance and log(size), distance, and log of the 
sum of the 2 highest triggering tubes. 
It should be noted that the number of data points (20) for each combination of parameters is not 
great. The results will depend on the order of magnitude of the number of gamma rays in the data, as 
more data points will better fill higher dimensional parameter spaces. 
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Figure 6.6 Means and standard deviations of the K-S estimator for different 
parameter combinations. 
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Figure 6.7 Means and standard deviations of the S estimator for different pa­
rameter combinations. 
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7 RESULTS 
In this Chapter I present the results of spectral analysis on multiple TeV gamma-ray sources, in­
cluding Markarian 501, Markarian 421, and the Crab Nebula. I also e.xamine the energy spectra of the 
source .Markarian 501 at different flu.x levels. This includes data taken within a single observing season 
(1997) and data from different seasons (1996 and 1997). 
7.1 The Very High Energy Spectrum of Markarian 501 in a High State 
In the Spring of 1997 .Markarian 501 was in a very high emission state [61] allowing us to make a very 
accurate measure of its spectrum. The average flux was about 3 times the flux of the Crab Nebula, our 
standard candle. Thirty-two on-source/off-source pairs of runs were taken with the 151 pixel camera 
during this time. 
7.1.1 The Data 
The relative gain of the telescope was determined by comparing zenith runs coincident with the 
.Markarian 501 data with zenith runs from the 1995/96 season and the 1988/89 observing season. The 
reflectivity and gains for the 1988/89 season were measured by Kwok [44]. Zweerink [84]. did similar 
measurements for the 95/96 season cind confirmed that the relative throughput of the telescope at 
different epochs could be scaled by looking at the amount of light coming from cosmic rays at the 
zenith as detailed in Section 4.5. 
.\11 simulated data was processed in the exact same manner as the real data, as described in Chap­
ters 5 and 6. Spectra were derived using the spectral analysis package developed at I.S.U., which is 
described in [54] and Chapter 6. This package utilizes Extended Supercuts and an energy estimation 
procedure based on the total number of digiteil counts in an image {size) cind the Hillas parcimeter 
distance. The modified area (section 6.1.4) as a function of energy was subjected to the constraint that 
it exactly reproduce the simulated input spectrum, i.e., the modified area was defined as the collection 
cirea multiplied by the estimated simulated flux divided by the actual simulated flux. 
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Figure 7.1 A fit to the spectrum of Markarian 501 as measured by small zenith 
angle data. 
7.1.1.1 Small Zenith Angle Data 
The inferred energy distribution of Markarian 501 averaged over the entire 1997 observing season 
based on runs at a zenith angle less than about 30° is shown in Figure 7.1. The runs used are given in 
T a b l e  D . 6 .  T h e  b e s t  p o w e r  l a w  f i t  t o  t h e  d a t a  g i v e s  7 . 4  x  1 0 ~ "  ( p h o t o n s / T e V / m - / s e c  
(statistical errors only). This fit is shown in the figure and the data points to derive this fit are given 
in Table 7.1. Putting an error on the flux would be nonsensical, as the flux from Markarian 501 was 
unquestionably changing through the season [65] and the above number is an average of those fluxes. 
While the index does seem to indicate a flatter spectrum, the "best fit" to the data gives a x' value of 
26.9 for 9 degrees of freedom (probability < 0.002). An apparent curvature in the data points makes the 
fit very poor and the spectral index very uncertain. The dotted line is a best curved fit to the data of 
the form 8.6 x I0~' photons/sec/m"/TeV. This curved fit was derived using 
a nonpcirametric statistic to directly compare the size spectra of the excess MARS selected data with 
size spectra from various simulated energy spectra. It agrees with the standard ancdysis. 
Figure 7.2 shows a fit to the data above an estimated 2 TeV. The fit is 1.2 x 10~® (15^) "^ 
photons/m"/sec/TeV. While the statistics above 2 TeV are not very good, the dervied spectral index 
is in very good agreement with that derived by Krennrich using data taken of Markarian 501 at low 
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Table 7.1 Spectral points of Markarian 501 averaged over the 1997 observing 
season as measured by small zenith angle data. 
Energy (TeV) Flux (photons/TeV/m-/s) Flux error (photons/TeV/m-/s) 
0.178 2.31 X 10-® 2.88 X 10-® 
0.261 9.26 X 10"® 1.84 X 10"® 
0.383 6.47 X 10"® 4.57 X 10-' 
0.562 3.03 X 10-® 1.91 X 10"' 
0.826 1.20 X 10-® 8.92 X 10-® 
1.211 5.42 X 10-^ 4.74 X 10"® 
1.778 2.19 X 10-' 2.25 X 10"® 
2.612 8.74 X 10-® 1.12 X 10-® 
3.828 3.53 X 10-® 5.64 X 10"® 
5.623 1.26 X 10-® 2.80 X 10-® 
8.260 2.54 X 10-® 1.19 X 10-® 
12.106 2.91 X 10-3 9.93 X 10-'° 
17.783 3.94 X 10-1° 5.16 X 10-'° 
elevation. See section 7.1.1.2 and Krennrich [42]. 
7.1.1.2 Combined Large and Small Zenith Angle Data 
During the same period that the small zenith angle data were taken, observations of Markarian 501 
were taken at low elevations, or large zenith angles (LZA) between 55 and 60 degrees. This method of 
data collection has a much higher energy threshold and a significantly higher collection area at these 
larger energies. Events with a certain energy apperar less bright at large zenith angles than they do at 
small zenith angles (SZA) because they are farther away. These facts are demonstrated in Figure 7.3. 
Krennrich [43, 42] calculated Markarian 501 fiux points from 5.1 hours of large zenith angle data. 
These points are given in Table 7.2. Because of the larger collection area the statistics from the large 
zenith angle data are compeirable to the small zenith angle data even though the time spent on-source 
at the large zenith angles is less. 
A power law fit to LZA data yields 
/ ^ \ -2.67±0.09 
J(E) = 7.5 X 10"^ ( ) photons/TeV/mVs 
The spectral index on this power law fit is consistent with the fit on the SZA data over the same energy 
regime. 
The only way to combine these LZA data with the SZA data is to allow a free parameter, njimely 
the relative flux between the two. Were Markarian 501 a steady source, we could match up overlapping 
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Figure 7.2 A fit to the small zenith angle spectral points of Markarian 501 
above 2 TeV. 
flux points in the 1-6 TeV region, for example. It is not. The flux of Markarian 501 varies measurably 
by more than a factor of 20 on relatively short time scales [65]. If the LZA and SZA methodologies 
did not measure very different amounts of light for a shower of a particular energy, we could just 
combine the LZA and SZA data. However, this is not the case either. If the LZA and SZA were 
taken contemporaneously, the derived fluxes could be plotted together on the same plot in a meaningful 
manner. This is not the CEise either, cis the source can only occupy one position in the sky at once as 
seen by one telescope and Markarian 501 has been measured to vary on the time scale of hours [65], 
plenty of time to change within one night's of observing. Thus when combining the SZA and LZA data 
Table 7.2 Large zenith angle runs used in measuring the spectrum of Markar­
ian 501. 
Energy (TeV) Flu.x (photons/m"/sec/TeV) Flux error (photons/TeV/m"/sec) 
1.04 6.084 X 10"" 1.501 X 10-' 
1.52 3.238 X 10-" 5.484 X 10"® 
2.24 1.580 X 10"' 2.442 X 10-® 
3.29 5.457 X 10"® 9.322 X 10-® 
4.83 1.801 X 10"® 3.617 X 10-® 
7.08 6.280 X 10"® 1.541 X 10"® 
10.4 1.037 X 10"® 3.917 X 10-1° 
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Figure 7.3 Dependence of energy and photoelectron counts on the zenith angle. 
Top: Normalized distributions of energy sensitivity to gamma-rays 
of the Whipple 10 meter telescope at different observing elevations. 
Bottom: Scatter plot and a fit relating energy to the total number 
of photoelectrons measured for both small and large zenith angle 
observations. 
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we must treat the absolute flux of the LZA data as a free parameter. 
When deriving a straight power law spectrum from both SZA and LZA data, we have three free 
parameters; the flux, the spectral index and the normalization of the LZA data points. Such a fit yields 
-2.32±0.027 
photons/TeV/m"/s 
This best fit yields a statistics value of 59.7 with 15 degrees of freedom (chance probability of 
2.8 X I0~"). Including the large zenith angle data substantially decreases the probability that the origin 
of this data set could be a simple power law, even if the flux of the LZA data is allowed to vary as a 
free parameter. 
10 10 
Estimated Energy (TeV) 
Figure 7.4 fit to the spectrum of MrkSOl. Circles are from data taken at 
large zenith angles. X's are data taken at small zenith angles. 
A much more satisfactory fit to all data is achieved when em extra curvature parameter is included 
in the model. 
J(E) = (8.6 ±0.3 ±0.7) X 10' 
VlTeVy 
-2.20±0.04±0.05-(0.4S±0.07)Iog,o(E) 
photons/m-/sec/TeV (7.1) 
Such a model is a quadratic polynomial in logio(£'). This particular fit yields x' — 17-1 with 14 
degrees of freedom (chance probability of 0.25). The first set of errors tire statisticeil and the second set 
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Figure 7.5 Tiie 1997 Crab spectrum. Note absence of a systematic convex or 
concave curvature. 
are the estimated systematic errors described by Mohanty et al. citecrabtech. Other models have been 
suggested, like a double power law, but a such a fit would would require yet another parameter. This 
is unnecessary as the above model gives a very reasonable probability of origin. This fit and the data 
points listed in the tables are plotted in Figure 7.4. 
7.1.2 The Crab Nebula 
As a check on the routines and the data of the spring 1997 151 tube camera the Crab spectrum 
was rederived using the limited runs in Table D.7. The totd time spent observing the source was 361.7 
minutes. The gains of the simulations of the Crab had different values than for Markarian 501. The 
gains changed in midseason. Much of the Crab data was taken while the 151 tube Ccimera was not 
fully functional. Thus the runs had typically 10% of the tubes not in the camera. A set of 14 typical 
tubes (tubes 46, 69, 70, 71, 72, 100, 101, 103, 106, 116, 129, 130, 138, and 135) was turned off in the 
simulations to reflect this. 
The derived Crab spectrum is pictured in Figure 7.5 and Figure 7.6. The best fit spectrum is 
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Figure 7.6 The 1997 Crab spectrum with a different flux scale. 
(3.664 ± 0.3 ± 0.7) x L0~" (photons/mVsec/TeV. The fit gives x' — 6.9 with 
11 degrees of freedom. These numbers are statistically equivalent to derivations done in previous 
years [53, 30]. 
7.1.3 Comparison With EGRET Gamma-Ray Observations 
On the dates .\pril 9-15, 1998 (modified Julian days 50547-50554) the EGRET experiment on 
board the Compton Gamma-Ray Observatory observed Markarian 501. These observations temporally 
overlapped observations by the Whipple 10 meter telescope. For this time period Markarian 501 was 
emitting a very high flux of TeV photons, about 9 x 10"^ photons/TeV/sec/m* at 1 TeV. This is shown 
in Samuelson et al. [71] and in Figure 7.7. A power law and curved fit to the ground based TeV data 
are also shown on the plot. The derived spectral points for the April 9-15 data are given in Table 7.3. 
The data runs used to derive these spectral points are listed in Table D.8. These runs consisted of 166 
minutes spent in on-source observations. 
During the same period Mcirkarian 501 was undetefctable by EGRET. In feict this EGRET upper 
limit is more than an order of magnitude below what would be predicted were Markzirian 501 a power 
law as measured in the > 1 TeV regime by the Whipple telescope [50]. This implies an unavoidable 
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Figure 7.7 Upper limits for Markarian 501 from the EGRET detector and 
spectra from roughly contemporaneous TeV observations. Both 
data was taken on the dates April 9-15, 1997. The simple power 
law (solid line) and curvature (dotted-line) fits are shown. 
change in the spectrum somewhere between 20 GeV and 1 TeV. The absolute flux values set by the 
TeV telescope observations are fairly certain, being calibrated in multiple ways [54] and in agreement 
with other TeV telescopes [1, 2]. 
7.2 Markarian 501 Spectra at Different Flux Levels 
Some evidence is presented for a change in the TeV spectrum of Markarian 501. This change is 
not seen during the 1997 observing season over which time the flux of Markarian 501 varied from 1.2 
to 6.0 times the flux of the Crab Nebula. The difference in spectrum is observed when the flux of 
Markarian 501 was at about 15% of its average 1997 value. This change, however, cannot be proved to 
be statistically significant, due primarily to the extremely low signd to noise of the low state data. 
7.2.1 Markarian 501 Spectra at Different Flux Levels in 1997 
I have broken the 1997 .Markarian 501 data into 3 states as was done by A. J. Rodgers [69]. The 
breaks between my flux states are very similar to his [73], although they are not exactly the same. I 
independently separated the runs into different flux levels. The runs are listed in Tables D.9, D.IO, 
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Table 7.3 Spectral points of Markarian 501 averaged from April 9-15. 
Energy (TeV) Flux (photons/TeV/m-/sec) Error (photons/TeV/m-/sec) 
0.178 2.74 X 10"® 7.28 X 10"® 
0.261 1.01 X 10-® 3.29 X 10"® 
0.383 7.50 X 10"® 8.65 X 10-' 
0.562 3.24 X 10-® 3.48 X 10-' 
0.826 1.39 X 10"® 1.69 X 10-' 
1.211 6.22 X 10-' 9.06 X 10"® 
1.778 2.44 X 10"' 4.32 X 10-® 
2.612 7.72 X 10"® 2.03 X 10"® 
3.828 3.51 X 10-® 1.13 X 10-® 
5.623 1.42 X 10-® 5.32 X 10-® 
12.106 3.88 X 10-® 2.22 X 10-® 
17.783 4.67 X 10-'° 1.41 X 10-® 
and D.ll. I obtain spectra that are very comparable to his. Figures 7.8 7.9, and 7.10 show this. The 
1997 low state flux is about 1.2 times the Crab, the medium flux is about 3.0 times the Crab and the 
high state is about 6 times the Crab. 
The analyses done by Rodgers [69] is significantly different from the analysis at Iowa State. While 
the standard flat fielding, pedestal subtraction, and cleaning is the same as our analysis, simulations, 
data discrimination, and spectral inference are completely different. The simulations used by Rodgers 
were generated by MOCCA [29]. Rodgers also scaled the light from his simulated gamma-ray showers 
in a semianalytic manner as a function of elevation. Our simulations are all done at the same observing 
elevation. This elevation is appro.ximately the average of the observing elevations of the real data. 
Rodgers uses a hypersphere based method for selecting gamma-ray events. We use extended SuperCuts 
or MARS. Rodgers uses the second method of deriving spectra as outlined in Mohanty et al. [54]. We 
use the first method which is also outlined in this work. However, the obtained spectra are very similar, 
and statistically equivalent. 
There is one specific difference between the results of our ajialyses, as can be seen in Figure 7.10 . I 
do not derive spectral hardening (to ~ 2.0 ±0.08) at lower fluxes. I find that all data subsets are pretty 
consistent with a spectrum of index ~ 2.25. This is consistent with the results of J. Bussons Gordo [8] 
and is still consistent with A. J. Rodger's results at the 25% level. 
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Figure 7.8 Markarian 501 high flux spectral points. The unfilled circles are 
the spectral points of Markarian 501 in its highest 1997 state as 
derived by A.J. Rodgers [69]. The solid squares with lines are the 
spectral points and 1 standard deviation error bars as derived by 
the author. 
7.2.2 The Very Low State 1996 Markarian 501 Data 
A substantial number of runs were collected during a low state of Meirkarian 501 during the Spring 
1996 observing season. The average state of Markarian 501 during this time was lower than the Crab, 
and it was much lower than the flux of Markarian 501 during 1997 at any point in time. The flux was 
consistent with zero on some nights. The toted on/off database is 33 pairs. These pairs are listed in 
Table D.12. 
Figure 7.11 shows spectra derived by me for two different data sets. A simple power law fit is shown 
for each data set. For the 1996 data set a MARS selection algorithm was imposed, keeping about 
~ 80% of the events with a second highest tube above 70 digital counts. The 70 digital count cut 
should remove almost all effects of the hardwMe trigger. Systematic errors due to the cuts (and other 
things) can reasonably be assumed to affect the different spectra in similar ways. For this reason we 
impose the tighter selection cut for better statistics without worry of systematic effects. 
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Figure 7.9 Maricarian 501 1997 medium flux spectral points. The unfilled cir­
cles are the spectral points of Markarian 501 during its medium flux 
states during the spring of 1997 as derived by A.J. Rodgers [69]. 
The solid squares with lines are the spectral points and 1 deviation 
error bars as derived by the author. 
The 1997 data set is flatter than the 1996 data set. The 1997 data points have had their fluxes 
normalized to the 1996 data set. The 1996 derived spectral index is 2.68 ±0.13. The 1997 spectral 
index is 2.24 ± 0.03. Here the errors are entirely statistical. 
The kernel selected normalized excess size distributions of events with a second highest tube above 
80 d.c. and size greater than 300 d.c. are shown in Figure 7.12. The 1997 data, when Markarian 501 
was in a high state, with tubes 110-151 turned off is also shown. These tubes are turned off so the 
1997 data is from a camera configuration identical to the one from which the 1996 data came. The 
Markarian 501 data from 1996 is visibly noisier, but is also steeper thcin the 1997 data and the 1995-6 
Crab Nebula data. The Crab data falls between the two and has a reported spectral index of around 
2.5. A x' test comparing the 1997 size data with the 1996 size data yields a vcilue 20.4 with 10 degrees 
of freedom. The probability of this is 0.026. 
•A. possible systematic that could theoretically bring about this change in spectnmi is a change in 
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Figure 7.10 Markarian 501 1997 low flux spectral points. The unfilled circles 
are the spectral points of Markarian 501 during its low flux states 
during the spring of 1997 as derived by A.J. Rodgers [69]. The 
solid squares with lines are the spectral points as derived by the 
author. All vertical lines are one deviation error bars. 
the throughput (the reflectivity of the mirrors, photoelectron to digital count conversion, etc.) of the 
telescope. This change would be negligible if it is small enough such that the collection area does not 
change significantly and the source was a power law. In that case a change in the event sizes due 
to the change in throughput would still yield the same distribution, a power law, only with more or 
fewer counts (see section 4.5.1). But the Markarian 501 spectrum is believed to be curved. The 1997 
spectrum is steeper at higher energies, Jind closer to the numbers quoted for the 1996 data. However, 
by comparing the count rates cind sizes of events from the zenith runs in the spring of 1996 and the 
spring of 1997, we estimate that the throughput changed roughly by a factor of about 0.96 on average. 
This change is mostly negligible and represents a slight drop, implying a shift in a direction opposite of 
one that would lead to a systematic spectral softening (in 1996) from a spectrum curved as Markarian 
501. This change was implemented in the simulations regardless. 
Since the flux of Markarian 501 and other AGN are known to vary with time, sometimes quite 
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Figure 7.11 Derived Energy distributions of Markarian 501 for 1996 vs. 1997. 
The x's are the inferred flux points from 1996 Markarian data and 
the dotted line is the best power law fit to these points. The o's 
are the derived 1997 Markarian 501 spectral points multiplied by 
0.158. The solid line is a powerlaw fit to these 1997 points. The 
vertical lines through all points are the ±lcr error bars. 
rapidly [20], one might consider using only the 1995-6 Markarian 501 runs that were above a certain 
gamma-ray rate to improve the signal to noise of this data. However, this is not a statistically valid 
thing to, even if we know the object is a variable source of gamma rays. When selecting run pairs based 
on flux (Non — ^oSS > some 6 > 0) not only do we select pairs where there is a signal 
from the on source, we also select pairs that have positive background fluctuations leirger in the on runs 
than in the off runs. The on source runs may have little or no source signal. Thus, to some degree, we 
measure the positive cosmic ray background fluctuations combined with the source spectrum if we use 
some sort of rate threshold for inclusion, even if we know the object is a variable source of gamma rays. 
The only valid ways to avoid this are 1. Use all the data (obviously), 2. Make pair selections based 
on temporal differences, e.g. 1996 vs. 1997, or 3. Make only flux divisions based on Ngn — N'ojf where 
those divisions are much greater thcin y/Nm + Even a chop of > 4<7 will contciin cin excess that 
is 20-25% cosmic ray events on average. With the Meirkarian 501 data, the first option was our only 
choice. 
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Figure 7.12 Normalized cumulative excess size distributions of low state and 
high state data. 
7.3 Markarian 421 Spectra from Flare in 1996 
On May 7. 1996 the TeV gamma-ray source Markarian 421 flared [20]. The gamma-ray flux was the 
largest ever recorded by a ground based Cherenkov telescope. While only measured for three hours, 
enough photons were collected to produce an accurate spectrum [85, 84]. Here I reproduce and extend 
the Markarian 421 spectrum to lower energies. Over a broader energy rtinge the spectrum shows some 
evidence of curvature, although not as great as that displayed by the source Markarian 501. 
The spectrum as derived by the author is shown in Figure 7.13 and the data points therein ate listed 
in Table 7.4. The power law fit to the data is (2.19±.073) x 10~® iifiv) photons/TeV/m-/sec. 
This result is in perfect agreement with previous ccilculations [85, 84]. The minimum x" vedue is 25 for 
9 degrees of freedom. A curved fit to this data is 
/ E \ -2.48±0.046±0.0S-(0.33±0.1)logi0(E) 
J(E) = (2.5±0.11±0.7) X 10"® (J photons/TeV/mVsec (7.2) 
The X' statistic for the curved fit is 12.3 for 9 degrees of freedom. The Mcirkarian 421 spectnmi, like 
the Markarian 501 spectrum, is believed to be curved, but not to the same degree. 
1995 Low Rux Markarian 501 Data 
Crab Nebula from 1995-6 
1997 High Rux Mari(arian 501 Data 
J, 
10' 10* 
Size 
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Markaiian 421 during the 1996 flare 
Markaiian 501 1997 average spectrum 
10"' 
Figure 7.13 The spectrum of Markarian 421. Open circles with single standard 
deviation error bars are the measured spectrum of Markarian 421. 
For comparison, the spectrum of Markarian 501 as derived in sec­
tion 7.1.1.1 is shown for reference as x's. Both spectra are fit with 
straight power laws and curved fits of the form in equation 7.2. 
The database used to measure this spectrum were the same as the 4th set of on/off runs used by 
Zweerink [84]. These runs are listed in Table D.13. 
7.4 Summary 
The TeV spectra of the Crab Nebula, Markarian 501, and Markarian 421 were derived and presented. 
The Markarian 501 spectrum is significantly flatter thcin Markarian 421 and the Crab Nebula. It is also 
significantly curved. This is the first time a non-power-law spectrum has been measured in the TeV 
energy regime. The Crab TeV spectrum, here and previously, has been measured as having a simple 
power-law behaviour. Previous measurements of Markarian 421 also derived a simple power law [85]. 
The spectral shapes of Markciricin 421 and Markcurian 501 2ire significantly different. This must be 
attributable to the nature of the sources themselves, Jind not absorption by intergalactic photon fields, 
because the two sources are at equal distances from Earth. 
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Table 7.4 Spectral points of Markarian 421 during a flare on May 7, 1996 
Energy (TeV) Flux (photons/TeV/mVsec) error (photons/TeV/m-/sec) 
0.261 5.88 X 10"® 8.26 X 10"® 
0.383 2.54 X 10"= 1.75 X 10"® 
0.562 8.41 X 10"® 6.00 X 10"" 
0.826 4.14 X 10-® 2.97 X 10"" 
1.211 1.70 X 10"® 1.48 X 10"" 
1.778 5.84 X 10"' 6.62 X 10"® 
2.612 2.20 X 10"' 2.97 X 10-® 
3.828 5.66 X 10"® 1.11 X 10"® 
5.623 2.58 X 10"® 6.18 X 10"® 
8.260 4.77 X 10"® 2.46 X 10-® 
12.106 2.07 X 10"® 1.17 X 10"® 
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8 INVESTIGATION OF POSSIBLE SYSTEMATICS 
Energy spectrum measurement of astrophysical sources in the TeV gamma-ray regime is a process 
which may be prone to systematic effects due to the complexity of data collection hardware and computer 
simulations. Claims of features within the spectrum of any source can be confirmed through various 
checks independent of the methods used to derive a source spectrum. 
In this chapter I investigate possible sources of systematic errors in the spectrum of Markarian 501. 
Of particular interest are errors that could lead one to infer a non-power law type spectrum, as was 
found in Markarian 501 [71]. Here and elsewhere [72] I substantiate the curvature in the TeV spectrum 
of .Markarian 501 in 1997 by performing a wide variety of variations to the data and its processing. 
1 also compare Whipple gamma-ray data with that of other astrophysical TeV photon sources, the 
cosmic ray background, and different energy regimes by using different observing elevations and other 
TeV telescopes. 
8.1 The Hardware Trigger 
Others within the Whipple Gamma-Ray collaboration believe, and I concur, that accurately simu­
lating the hardware trigger of the telescope would be an extremely difficult task, if it can actually done 
at all. Thus no attempt has been made to accurately simulate the hardware triggering of the telescope. 
If one merely ignored the hardware trigger, then there would be a large deficit of events at smaller light 
intensities. One would then infer a a deficit of lower energy gamma-ray photons £md a spectrum that 
curves downward at lower energies. 
Instead, a cut on the second highest triggering tube is used to eliminate the effects of the hcirdware 
trigger. The estimate of the spectrum, while becoming more uncertain, should not change significantly 
as a result of raising this parameter. One can roughly reproduce the second highest tube eind total light 
distributions of the real collected data by placing a random cut on the second highest tube (mj) of the 
simulated gamma-ray images. For 1995-97 data one Ccm approximately make the requirement that the 
number of digital counts (d.c.) from the second highest tube must exceed a normal reindom deviate 
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with a mean 45.5 digital counts and a standard deviation of about 3.0. Thus a second highest tube cut 
of 70 should be a substantial number of standard deviations from the trigger, meaning any event with 
a second highest tube of 70 d.c. or more would trigger the telescope with almost absolute certainty. In 
the analysis done for all data presented in this thesis, I imposed a requirement that the second highest 
tube be at least 80 d.c. 
10-" 
Energy (TeV) " 
Figure 8.1 1997 Markarian 501 spectrum with different cuts on the second 
highest tube, x- 2nd highest tube greater than 110; o- greater 
than 90; *- greater than 80. 
Figure 8.1 shows the 1997 Markaricin 501 spectrum derived with 2nd highest tube cuts of 80, 90, 
and 110. The lowest data point is higher for the 110 cut, but not significantly so (~ 1.9<r), and the error 
on this point gets rather Itirge for such a high mn cut. The overall fit for these spectra does not chcinge. 
For a cut of 80 the lowest data point falls in the middle, indicating no specific systematic shift in the 
spectra, meeining a probable independence from the hardware trigger. Additionally, the mo distribution 
above these values is a pure power law, showing no effect of the hardware trigger. The same plot is 
shown for the 1995-6 Crab data in Figiire 8.2. 
83 
10" 
10" 
10" 
10" 
10 
10" 
10 
10" 
-10 
I 
(A 
c Q O £ 
a. 
« 
« 
% 
f ^ 
Energy (TeV) 
10" 10' 
Figure 8.2 1995-6 Crab spectrum with different cuts on the second highest 
tube. .X- 2nd highest tube greater than 110; o- greater than 90; 
*- greater than 80. 
8.2 Photon to Digital Count Conversion and Throughput 
It is generally accepted that our knowledge of the absolute amount of light measured is not more than 
10% accurate. One would not predict that this error in the simulated total amount of light collected 
would change the shape of the spectrum. As shown in section 4.5.1, the index of a power law spectrum 
is not affected by a change of a multiplicative factor, like a gain factor. The measured flux, however, 
should be proportional to the total amount of light. 
Figure 8.3 shows the difference in spectra when the p.e./d.c conversion is increased 14.4% above the 
believed nominal value. While the overall spectral flux changes significantly as we would e.xpect, the 
relative shape of the spectrum is insensitive to the change in throughput as was predicted. 
8.3 Parameter Distributions 
As a check that we are correctly representing the low energy photons with our simulations, we can 
compare the distributions of image parameters between the real data and the simulated data. The excess 
distributions of the parameters width, length, and alpha for zill events whose energies are estimated to 
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Figure 8.3 1997 Markarian 501 spectrum with different pe/dc conversions. 
o- pe/dc= l . l l  X -  pe/dc=1.27. Note that pe/dc gain variations 
affect only the absolute fiux and not the spectral shape. 
be less than 0.5 TeV are shown in Figure 8.4. The simulated width distribution has a slightly lower 
mean than the real distribution. The source of this discrepancy is not understood. 
Cumulative size, or total light, distributions from the 1995-6 Crab database and the 1997 Markarian 
501 database are shown in Figures 8.5 and 8.6. Also plotted are the best fit power-law fits to the data 
using a Kolmogorov-Smirnov type statistic. It is apparent from these size parameter distributions that 
the Crab data fit a power law approximation significantly better thcin the Markarian 501 data do. The 
Markarian 501 is flatter than the simulated power law at lower sizes (energies) and steeper than the 
power law at higher sizes (energies), thus suggesting the curvature which we derive. 
8.4 Noise 
.As noted in Chapter 4, during the simulation of gamma rays at Iowa State University we add random 
Poisson vjiriations to the number of photoelectrons in ejich photomultiplier tube to simulate the behavior 
of the phototubes in the telescope. These variations do not affect spectral derivations. In fact, they 
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Figure 8.4 Parameter distributions of real excess (solid) and simulated (dot­
ted) events with energies estimated to be less that .500 GeV. 
affect little at all. That fact is demonstrated in Figure 8.7 which shows two photoelectron distributions 
from simulations. One of the distributions is from simulations that contciin the usual amount of Poisson 
variation added to each pixel. The other has almost no variation (20 times less). The two are virtually 
identical. All events had to pass a second highest tube greater than 80 p.e. cut. The total number of 
events in the two samples differed by only 40 out of 5888. Smdl Gaussian deviations which are cilso 
added to simulate the night sky background variations have a similar effect, that is, none. 
8.5 Other Astrophysical Sources 
Here I compare data from Mrk 501 with that of our standard TeV candle, the Crab Nebula. Note 
that the derived Crab Nebula spectrum shows no indication of a deviation from a power law within 
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Figure 8.5 Cumulative size distribution for 1997 Markarian 501. The real data 
is denoted by a solid line while the best fit simulated power law is 
shown by a dotted line, (mo > 90) 
the spectral range measurable by the Whipple 10 meter telescope in 1997. This result is derived using 
the same simulations and analysis methods as are used on Markarian 501. This is shown in Figures 7.5 
and 7.6. Crab data from other observing seasons give the same result. The two normalized integral 
photoelectron count distributions on the left of Figure 8.8 show the gamma-ray selected excesses from 
the sources Crab Nebula and Markarian 501. Events were selected using a Multivariate Adaptive 
Regression Spline algorithm [70, 19] keeping about 85% of gamma-ray events above 400 photoelectrons. 
The faster rise in the number of selected events for the Crab Nebula for increasing photoelectrons 
indicates that it has a steeper spectral index th2in Markarian 501 for these 1997 data, that were taken 
at small zenith angles, most of which corresponds to energies between 0.4 and 2 TeV. This result is in 
agreement with data from the HEGRA telescopes [1]. 
The data are not extictly contemporaneous, as the Crab eind Meirkarian 501 are viewed at different 
times of the year. To establish the validity of such a comparison, we can compare the background 
cosmic rays. The distribution of these cosmic rays should should remain the same for a given camera 
configuration. This comparison is also plotted in Figure 8.8, shifted by a factor of 3 to avoid overlap 
with the gamma ray distributions. The gamma-ray selected cosmic ray background is nearly identiccil 
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Figure 8.6 Cumulative size distribution for Crab 1995-6. The real data is 
denoted by a solid line while the best fit simulated power law is 
shown by a dotted line, (mo > 90) 
between the two sources. This a great testament to the stability of the Whipple telescope over an 
observing season and validates the comparison of the gamma-ray data from two different sources. 
8.6 Observations at Different Elevations 
Most of the information about gamma-ray photon energies is derived from the total amount of light, 
and thus photoelectrons, collected. If there exists a systematic error in the data collection or analysis 
that depends on energy or amount of light collected, then such an error could give rise to a feature, 
such as a curve, in the inferred energy spectrum of a source. Observations at different elevations are 
an excellent way of identifying such energy dependent systematic effects. When collecting data from 
a source at a large zenith angle (LZA) (~ 60°) the energies observed are significantly higher than at 
small zenith angles (SZA) [42] as seen in Figure 7.3. This means that the number of photoelectrons 
collected for an LZA shower of a given energy is, on average, much lower them the number collected 
from a similar energy shower at a significantly smaller zenith angle. This is EIISO shown in Figure 7.3. 
Figure 8.9 shows cumulative excess gamma-ray selected photoelectron distributions of data collected 
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Figure 8.7 Cumulative total photoelectron distributions from simulations of 
gamma-ray images from the 10 meter telescope. The distribution 
represented by the solid line was derived from simulations with 
twenty times more Possion variation in each channel than the dis­
tribution represented by the dotted line. The distributions are iden­
tical. 
from the Crab Nebula for both LZA data and SZA data. Due to the smaller database, the LZA data 
is substantially more uncertain than the SZA data. However, the LZA data and the SZA data are 
essentially the same, being a bit steeper than the displayed -2.4 spectral index of simulated gamma 
rays. This is true even though the photons which make up the SZA and LZA data are measuring 
different energies. 
Figure 8.10 is e.xactly the same type of plot, however this time the data are from Markarian 501. 
For Markarian 501 the LZA and SZA are very different. In particulcir the LZA (higher energy) data 
have a steeper spectral index than the SZA (lower energy) data and the -2.4 spectral index of simulated 
gamma rays. Also the SZA data are noticeably less steep, on average, than a -2.4 spectral index. All 
this confirms that, unlike the Crab Nebula's spectrum, the spring 1997 Markarian 501 energy spectrum 
at higher energies (> 2 TeV) is significantly steeper them at lower energies (< 1 TeV), regardless of 
many possible systematic effects, in the electronics used to take the data, the method of anedysis to 
derive a spectrum, or the simulations with which the data are compared. 
89 
Gamma Rays 
0.8 
Background 
(Photoelectrons x 3) °0.6 
Crab Nebula 
0.2 
0 -
,3 ,4 10 10' 
Photoelectrons 
Figure 8.8 Normalized excess integral photoelectron count distributions for 
Markarian 501 and the Crab Nebula. Note the steeper index on 
the gamma rays from the Crab and the similar background distri­
butions. Both sets of data are from the 1997 observing season. 
As before when comparing sources, a significant systematic shift between the Markarian 501 and 
Crab Nebula data can be ruled out by examining the cosmic ray background that is collected in the 
control runs. This background should be constant. The background cumulative photoelectron count 
distributions for the large zenith angle data for both Markarian 501 and the Crab Nebula are shown in 
Figure 8.11. The differences between the distributions are small and well within statistics, demonstrating 
the validity of making intersource comparisons at leirge zenith eingles. 
8.7 Conclusions 
Many and various tests have been performed on the data in £in attempt to flush out possible system-
atics errors. These included varying simulation parameters Eind comparing the Markarian 501 with data 
from other sources and different observing methods. One can state with confidence that the curvature 
observed in Markaricin 501 is real and is not due to tin error in simulating the air showers or the data 
acquisition hardware. 
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Figure 8.9 Photoelectron count distributions due to gamma-ray excesses from 
tlie Crab Nebula as taken by the Whipple 10 meter telescope. Data 
Is shown for both large zenith angle observations (LZA) and small 
zenith angle (SZA) observations. Simulations with a spectral index 
of -2.4 are also shown. 
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Figure 8.10 Same plot as Figure 8.9 but with Markarian 501 data instead. 
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Figure 8.11 Normalized integral photoelectron count distributions of the back­
ground cosmic rays from the LZA control (off) runs. The dashed 
line is data taken as Crab Nebula LZA control runs while the dot­
ted line is data taken as Markarian 501 LZA control runs. While 
not contemporaneous, they agree well within statistics, a testa­
ment to the stability of the data collection. 
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9 DISCUSSION AND CONCLUSIONS 
From the first undeniably significant detection of the Crab Nebula, to highly variable AGN that 
demonstrate spectral features, the last 10 years have shown rapid development in the field of TeV 
astrophysics. Here I highlight and discuss the latest developments addressed in this thesis. 
9.1 Techniques 
9.1.1 Simulation and Analysis 
Simulations of extended atmospheric air showers have been considerably accelerated (section 3.2), 
reducing simulation time and increasing simulated statistics. Our understanding of a TeV telescope's 
energy dependent sensitivity to gamma-ray showers relies on these computer simulations. 
Complex detector simulation and analysis software has been unified via a common object-like in­
terface (section 4.4). Now to upgrade software, only one file requires editing and only one command 
is required to recompile all the modular programs. These modifications make the software very rapid 
and very simple to upgrade. The modifications also allow for the simulation and data analysis from 
multiple telescopes, a necessary feature in the near future. 
9.1.2 Discrimination Techniques in Selecting Gamma-Rays 
In section 5.3 several techniques for selecting gamma-ray events are compared. The most recent 
implementations, the kernel and MARS multivariate methodologies, are the most successful at rejecting 
background cosmic ray events, because the pEurzuneters that describe the events are distributed in a 
complex multivariate fashion. 
While more difficult to implement than simple peirameter limits, these methods demonstrate the 
accuracy of the simulations on which they depend. They eire also relatively energy independent, a 
useful feature for possible spectral analysis. 
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9.2 Spectra and Implications 
9.2.1 The Curvature of the Euergy Spectrum of Markarian 501 
The active galactic nucleus of galaxy Markarian 501 was the first to demonstrate any spectral 
features in an astrophysical TeV gamma-ray source. This curved feature of the spectrum has been 
verified by a number of methods given in this work and by other imaging atmospheric Cherenkov 
telescope observations [41]. This curvature is also expected given the contemporaneous and archival 
EGRET data, which shows a very low flux of photons below 10 GeV. 
The curvature is not unexpected given theoretical models based on other active galactic nuclei 
(AGN). Figures 2.1 and 2.3 show very broad band spectra of two blazars detected via TeV gamma-
rays. Both demonstrate a turnover at very high energies. If the two component spectrum discussed in 
section 2.3 is due to synchrotron radiation and inverse Compton scattering, the high energy bump must 
turn over at some energy due to the change in the Klein-Nishina cross section with energy [34]. Another 
possible source of a spectral roll-over at high energies, regardless of the TeV production mechanism, 
includes a cutoff in energy of the accelerated primary particles creating the secondary radiation. The 
multi-TeV photons also could be absorbed by lower energy photons either in the dense photon region 
near the source or on the long journey to Earth. 
As with the spectrum of Markarian 501, the spectrum of AGN Markarian 421 must turn over at 
some energy to be consistent with the measurements taken by the EGRET gamma-ray telescope. At 
some energy between 10 and 100 GeV the differential spectral index must equal 2.0, which would appear 
horizontal on a plot. Some evidence of that spectral change is presented in Section 7.3. 
9.2.2 Shifts in Spectral Index as a Function of Flux 
Inverse Compton scattering theories [16, 52, 34], mainteiin that the spectral power peaks from AGN 
move to higher energies when the source flux increases. As a consequence, during flaring of the AGN 
the gamma-ray peak in a uF^ plot, which has a differential spectral index of 2.0, would shift toward 
the energy regime measured by TeV telescopes. Thus one should measure a flatter spectrum during 
periods of high flux. This effect is seen in X-rays [10, 59]. 
The large emiount of data acquisition time on Mcirkarian 501 over two years allows us to analyze the 
spectra from a large range of fluxes, from 1/3 the flux of the Crab Nebula to 4.5 times the flux of the 
Crab. Few substcuitial conclusions can yet be made. No significcint spectral softening is observed when 
the flux of Markarian 501 moves from 4.5 to 1 times the Crab Nebula, as it did in 1997. However, the 
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data indicates that there is spectral softening when the flux of Markarian 501 is around 1/3 the Crab 
Nebula. While this observed spectral softening is not statistically significant, it is pretty unlikely that 
it is a random event, with a chance probability of about 0.026. More observations are needed. 
9.2.3 Differences in Blazars at the Same Redshift 
Coincidentally and fortuitously, the AGN Markarian 421 (z=0.031) and Markarian 501 (z=0.033) 
are almost the same distance from Earth. Thus any difference in the spectra of the two objects must 
be solely attributable to the objects themselves and not the interaction of TeV photons with the in­
tervening medium of cosmic microwave background photons. The spectra are different. The spectrum 
of Markarian 501 is significantly flatter, having a smaller over all index. It also demonstrates greater 
curvature than that of Markarian 421 [42]. .A. net result is that the photon energy at which the power 
from Markarian 501 peaks {Ep) is higher than the energy peak of Markarian 421. In fact, it appears 
that Ep may have been around a few hundred GeV during 1997. The power peak of Markarian 421, 
even in a very high flaring state, probably fell below 100 GeV. 
These differences are similar to observations at other wavelengths, in particular. X-rays. The X-ray 
synchrotron spectrum of Markarian 501 also peaks at higher energies almost two magnitudes higher than 
that of Markaricin 421. In fact, the synchrotron spectrum extends higher than any other object ever 
observed [10, 59], peaking above 100 keV. These differences between Markarian 501 and Meirkarian 421 
are consistent with a synchrotron self-Compton model of blazars [59]. 
9.3 Future Directions, or More Observations 
So far only four AGN have been detected as TeV emitters. Only two of those have been verified by 
multiple observatories. Those two are also the only ones from which a sufficient number of gamma rays 
have been collected to form a detailed TeV energy spectrum of the source. To better understand TeV 
emitters as a class of sources, spectral analyses of more sources would be useful. To achieve this, more 
frequent observations of many different AGN are needed. 
Do spectral characteristics change with flux? This question is also yet to be resolved. The primary 
difficulty is achieving a great enough signal to noise ratio to create a statistically useful spectrum while 
the AGN is in a low flux state. This diflSculty was demonstrated in section 7.2. Only spending more 
time observing AGN will give us the useful statistics we need during states of low flux. 
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In the next several years powerful arrays of telescopes will be built. These telescopes will be used 
in coincidence, or separately, observing separate sources. Such arrays of telescopes will collect many 
times the data that is now available. 
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APPENDIX A HILLAS PARAMETERS 
Once Cherenkov light air shower images are cleaned, they are parameterized to reduce the data to 
a manageable volume as described in Chapter 5. The calculations of these Hillas parameters depend 
on the moments of the image and are presented here. Most parameters depend only on the first two 
moments, approximating the image as an ellipse. 
Here r, and i/,- are the horizontal and vertical positions of the the ith photomultiplier tube in the 
image plane, usually measured in degrees, s,- is the signal measured from the jth photomultiplier tube. 
•Moments are calculated as usual 
for n,m = 0,1,2,3,... And axnym = {(x — (ar))"(t/ — ((/))'"). It is convenient to define 
k = (Tj-j cos^{<d) + cos"(<3) sin((5) + 3<7ry3 cos(<9) sin"(<9) + <t,J3 sin^(0) 
Then the Hillas parameters are 
Size = ^  Si Distance = \/{x)- + (y)-
Width = 2. Length = 
/ Miss \ 
\ Distance / 
Asymmetry 
Azwdith = y'{xr-{f-)-2{x){y){xy)^{x^-){yy-
Distance 
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APPENDIX B DERIVING MOST LIKELY SPECTRA 
To calculate the most likely power spectrum from a set of samples from an unknown distribution, 
we can proceed as follows. If each sample, i, is drawn from a power law distribution, the probability 
of having energy or size, is aE~'', where q is a constant of normalization and 7 is the differential 
spectral index. If we restrict the possible values of E to above Emm then constant, a, can be found by 
normalizing to the total number of samples, N. 
r E „  L "" oEfdE = N ^mifi 
SO 
•»= 
t^max — 
The likelihood of obtaining the given set is the a product of the probabilities of each sample. 
iV / ^  \ 
Substituting the equation B.l for alpha and taking the log of this likelihood gives: 
N 
log i = :V log(7 - I) - iV log [ElTn " Ej^'aZ) " 7 ^  (^*2) 
i=l  
This can easily be maximized numerically as a function of 7 using a computer. The value of 7 that 
maximizes equation B.2,7, is the most likely index of the power law distribution from which the seunples 
(£",'3) came. If Emax » Emin we can solve approximately for the most likely index by ignoring the 
£•^"2 term. In this case. 
dL N «r 1 i-> I i-t 
•5- = 0 = + N logEmin - y) log£.-dt 7 - 1  ^  ®  
and 
E ^ o g E i - N l o g E ,  
N 
+1 (B.3) 
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APPENDIX C ELECTRONICS AND ANALOG FIBER OPTICS 
Introduction 
This section looks at some electronics tested here Iowa State University for the purpose of possibly 
using fiber optics as a transmission medium for phototube pulses in Cherenkov telescopes. Much of 
this work is based on that of [37]. The advantages of cabling with fiber optics are well known: little 
attenuation, little signal broadening (at least by the cable), no electronic pickup, light, thin cable, etc. 
It is becoming more common in high energy experiments to utilize such cabling for signal propagation. 
Fiber Optic Cable and Interfaces 
LED's made for sending light down fiber optic cables are generally driven with 5 to 200 mA. A few 
milliamps of bias current are needed to maintain some resemblance of linearity in the LED. The LED 
used in our e.xperiments was the HFBR-1414T from Hewlett Packard which emits light centered around 
820 nm. It is rated at maximum of 100 mA, or up to 200 mA if the time spent over 100 mA is less 
than 2 ns. The photodiode receiver is the HFBR-2416T. similar to the receiver used by [37] except 
operating at a different wavelength. It contains em integrated preamplifier, which is a plus, because I 
would probably design a poor one. 
Linear Amplification 
Experimental Setup 
Karle et al. [37] state that they tested a passive coupling between the photomultiplier tube and the 
LED via a transformer and an active coupling using a wide band operational transconductance amplifier 
(OTA). Their passive coupling is possible because the AMANDA photomultiplier tubes are run at a 
gain of 10®. They used the active coupling for most of their testing, meiking the changing of dynamic 
range cind bias current easier. 
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Obviously, a passive coupling is impossible for our case if we are going to preserve our phototubes 
by running them at a very low gain. We need a current gain on the order of 20 if we are to convert 
a full scale photomultiplier tube current into the full scale LED current. They tested the Burr-Brown 
OPA2662 OTA, which basically acts similarly to two very linear transistors with emitter resistors, 
except with zero offset, very high input impedance, and a collector current that is 3 times larger and 
reversed with respect to the emitter current. In short the OTA converts a voltage to a current based 
on the value of the emitter resistor in a very linear matter regardless of the load for output voltages 
less than 3.4 volts. 
OPA2662 
Ri 
rWV^ 
HP 
HFBR-1414T 
Hamamatsu 
R1398 
4 meters 
GPIB bus 
— 10 
WVH 
Fiber Optic 
Cable 
100m 
HFBR-
2416 
•+v„ 
Linux Box 
with GPIB 
card Oscilloscope 
50 — IM 
Figure C.l A schematic of the test setup for the linear LED driver. The input 
impedance to the amplifier and the load on phototube is 50 Ohms. 
Ri's are lOOfi as accordance with OPA2662 operating recommen­
dations. Ri and R3 are both approximately ICQ to achieve a full 
a LED current of ~ 100 mA for an input voltage of 0.25 volts. Rn 
is around lA'fi for a bias current of ~ 5 mA. 
I also obtained an OPA2662 (S7 U.S.) and used the amplifiers as a linear driver for the LED. The 
experimental setup is shown in Figure C.l. Both amplifiers in the 16 pin DIP were required to achieve 
the desired gain. They acted in parallel with their outputs tied together. 
As a test case, I used a Hamamatsu 1398 photomultiplier tube at 1000 volts and a 14 nanosecond 
100 
1000 p.e. pulse has an amplitude of about 
,n«rv 1.6 X 10~'®Coulombs X G 
1000 X ——r ~ 6mA 
14 X 10-®sec 
where the gain is G = 5.2 x 10®. This gain is typical at 1000 volts for the Hamamatsu 1398 and on the 
10 meter telescope. 
When using a load of 500, which can be plciced after a length of cocLxial cable, the two amplifiers 
achieve a current gain of ~ 17 when emitter resistors of lOfi were used. This gain converts a peak 
output current of ~ 6 mA from the photomultiplier tube to a peak current of ~ 100 mA through the 
LED emitter. By offsetting the voltage at the emitter of one of the OTA's, we can set a desired bias 
current. In our case it was a few milliEimps. 
Linearity 
This amplifier was tested and found to be linear. This linearity is shown in Figures C.2 and C.3. 
In both diagrams the line is a linear fit going through (0,0) with the only degree of freedom being the 
slope. This data was generated by varying the PMT voltage over 450 volts. 
The HBFR-0400 series fiber optic electronics were found to be very nonlinear. The nonlinearity is 
consistent with the technical documentation [25]. Plots of input vs. output for more than 6000 events 
are shown in Figures C.4 and C.5. Again, linear fits through (0,0) are drawn for reference. If good 
linearity is desired, experimentation with laser diodes as fiber optic drivers probably should be done 
[38]. 
Speed 
The speed of the circuit was tested using a 5.2 nanosecond pulse from a Lecroy pulser. The sub­
sequent amplified pulse (~ 17x) had a width of 7.1 nanoseconds, measurably wider than the original. 
When this pulse was propagated through the LED transmitter, the fiber, and the receiver, its width 
remained at 7.1 ns. Sample pulses for each scenario are shown in Figure C.6. Thus the limitation 
on speed for this experiment is the amplifier circuit and not the fiber optic transmitter or receiver. 
This limitation may exist with the prototype Vera board construction of the circuit, but it is also close 
to the documented performance limits of the Eimplifier chip. As expected this speed limitation of the 
circuit has no measurable effects on pulses that are 14 nanoseconds wide. Thus it is also apparent that 
the nonlinearity of the fiber optic electronics is not due to a problem of insufEcient bjindwidth. The 
OPA2662 is probably sufficiently fast for gamma-ray astronomy with an anisochronous mirror. 
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Peak Voltage 
Figure C.2 A plot of input peak voltage vs. amplifier output peak voltage. 
Boosting the gain 
.\s the circuit is constructed above, the gain of the OPA2662 is near its limit. Significantly more 
gain is not possible using only the two amplifiers in each 16 pin chip. More eimplifiers could be added 
in parallel. To see if the voltage input to the OTA could be increased substantidly, I constructed a 
photomultiplier tube base, with the amplifier connected directly to the signal/anode pin. Thus the 
impedance to ground could be increased without a reflection due to 50fl cabling. This increases the 
input voltage to the amplifiers for a given charge pulse from the PMT, eind thus it increases the gEiin 
of the circuit. The input impedance of the amplifiers is 2Afn so theoretically the loeid to ground could 
be quite large without affecting amplifier performance. 
Increcising the load to ground increased the gain, but also decreased the speed of the circuit, smearing 
out the pulse coming from the photomultiplier tube. Table C.l shows different gains and pulse widths 
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Integrated pulse value (Coulombs) 
Figure C.3 A plot of integrated input charge vs. integrated amplified output 
charge. 
for different loads to ground. A possible reason for this widening could be the capacitance of the 
photomultiplier tube or of the amplifier itself. 
Dynamic Range 
Here I present a measurement collected data measuring the dynamic reinge of the above fiber optic 
configuration. I present measurements of signal and noise of my particular setup, but I make little effort 
to identify or understand the sources of the noise. 
At full scale (100 mA through the LED, 1000 p.e., tube at lOOOV) the output voltage of the fiber 
optic receiver/preamplifier is 1.3 V when AC coupled in accordance with the recommended operating 
instructions [25]. The rms zmiplitude of the noise was measured to be 1.2 mV. This gives a ratio of 1083. 
Of interest are the integrated pulses. A typiccil integrated pulse value is 44.1 (in arbitrary units) while 
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Figure C.4 A plot of input peak voltage vs. fiber optic receiver output peak 
voltage. 
the standard deviation of the pedestal value is about 0.057 in the same units. This gives a more useful 
ratio of 778. This is less noisy than the data from the operating 10 meter telescope now. For actual 
data acquisition the night sky noise is so dominant measures of electronic noise are mostly irrelevant, 
unless something is terribly wrong. 
The same measurements were applied to the signal directly from the phototube via a 4 meter 50 
Ohm cable. The peak voltage, as mentioned above, was 254 mV and the rms noise amplitude was 0.71 
mV. 254/0.71 = 358. The integrated pulse was 8.8 (in arbitrary units) and standard deviation of the 
pedestals was about 0.023, giving ratio of 388. At times the amplitude of the noise directly from the 
phototube would double, but this would affect the noise from the fiber optics very little. These jumps 
in noise would come and go suddenly and can probably be attributed to pickup from cin outside source. 
This would also explain the lack of noise pickup in the signal propagating through the fiber optics. 
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Figure C.5 A plot of integrated input charge vs. fiber optic receiver integrated 
output charge. 
Nonlinear Amplification 
The dynamic range we have now may be insufficient for the kind of physics one can do with a wide 
field camera on a 10 meter Cherenkov light reflector. A range of 2500 or more may be desired. If 
the dynamic range of one's equipment is only ~ 500, logio{500) = 2.7 is plenty of significant digits 
per channel for a single measuring device with an energy resolution never expected to be greater than 
~ 10%. This is especially true when one considers that the 10% depends upon all the counts in an 
event (typically from ~ 16 pixels) whose uncertainty is a factor of ~ a/16 = 4 below that of any one 
tube. 
Thus is it may be desirable to have a nonlinear amplifier driving the LED. For exeunple, a logarithmic 
amplifier would be appropriate as we generally take the logarithm of the tube values (or their sum) 
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Figure C.6 Sample pulses from a Lecroy pulser. The narrowest pulse is di­
rectly from the pulser. The other two have been amplified by the 
linear circuit described above. The speed limitation of the circuit 
is apparent in the width of the pulse and the bump at the end of 
the pulse. .\11 pulses have been normalized to a peak of-1. 
when using or plotting them anyway. Logarithmic amplifiers are simple to build in principle. Often 
they are constructed as an operational amplifier with feedback via a transistor or diode, which gives 
exponential current feedback for an output voltage. However, this does not work exceptionally well in 
practice for very fast circuits because the gain of the lineeir amplifier must be quite large for smdl signal 
inputs. For our purposes the bandwidth of operational amplifiers falls off too fast with increasing gain 
to be useful. 
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Table C.l Dependence of gain and circuit speed on PMT load. 
PMT Voltage (V) Resistance to 
Ground (Ohms) 
Pulse Amplitude 
After Amplifier 
(mV) 
Pulse Width After 
Amplifier (ns) 
878 50 942 14.9 
878 I I I  1750 19.2 
805 50 490 15.5 
805 111 1000 18.9 
805 281 1940 22.0 
Some Conclusions 
The use of fiber optics may create complications in addition to those of more electronics. If one 
cannot find fiber optic components that are very linear to use in a Cherenkov telescope, the throughput 
of each pixel's channel will need to be measured, mapping input to output, as it would be a nonlinear 
system. Even small nonlinearities would manifest themselves as systematic errors in the measured 
spectra of astrophysical objects. The inherently limited dynamic range of the fiber optic electronics will 
require the gain of the photomultiplier tubes and preamplifier within specific limits. Also, the degree 
of nonlinearity will depend on the quiescent current through the photomultiplier tubes. While this will 
be a small effect, it may be desirable to roughly know these values. 
If one is facing the complications of nonlinearities cmyway, one might consider using a nonlinear LED 
driver to obtain a larger dynamic range, making single photoelectrons clearly visible while resolving 
very high energy showers which now saturate our detector. One could even utilize nonlinearity to a 
high degree. One could easily squeeze a number of orders of magnitude (3-4) into 2.4 significant digits 
per channel, giving one the ability to use cheaper 8 bit (F)ADC's. This would also reduce the size of 
the stored data files, making each pixel only one byte, although this will not be terribly significant, 
especially after data compression. 
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APPENDIX D RUN NUMBERS 
Table D.l Run numbers of zenith files used for scaling 1997 data. 
J anuary/February Spring 
7195 8189 
7378 8221 
7397 8267 
7454 
7546 
Table D.2 Run numbers of zenith files used for scaling 1995-6 data. 
5200 5263 5297 
Table D.3 Run numbers of zenith files used for scaling 1988-9 data. 
805 828 903 926~ 
1024 1055 1083 
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Table D.4 Runs used in measuring significance for the Crab Nebula 
ON OFF ON OFF 
gt007155 gt007156 gt007157 gt007158 
gt007197 gt007198 gt007376 gt007377 
gt007391 gt007392 gt007393 gt007394 
gt007395 gt007396 gt007401 gt007402 
gt007448 gt007449 gt007451 gt007452 
gt0G7467 gt007468 gt007486 gt007487 
gt007537 gt007538 
Table D.5 Runs used in measuring significance for Markarian 501 
ON OFF ON OFF 
gt008199 gt008200 gt008203 gt008204 
gt008218 gt0082l9 gt008231 gt008232 
gt008270 gt008271 gt008272 gt008273 
gt008282 gt008283 gt008290 gt008291 
gt008297 gt008298 gt008303 gt008304 
Table D.6 Small zenith angle runs used in measuring the spectrum of Markar-
ian 501 
ON OFF ON OFF ON OFF ON OFF 
gt007588 gtOG7589 gt008363 gt008364 gt007907 gt007908 gt008376 gt008377 
gt007928 gt007929 gt008389 gt008390 gt007945 gt007946 gt008481 gt008482 
gt007971 gt007972 gtQ08486 gt008487 gt007998 gt007999 gt008570 gt008571 
gt008199 gt008200 gt008585 gt008586 gt008203 gt008204 gt008601 gt0Q8602 
gt008218 gt008219 gt008621 gt008622 gt008231 gt008232 gt008653 gt008654 
gt008270 gt008271 gt008669 gt008670 gt008272 gt008273 gt008671 gt008672 
gt008282 gt008283 gt008674 gt008675 gt008290 gt008291 gt008683 gt008684 
gt008297 gt008298 gt008685 gt008686 gt008303 gt008304 gt008687 gt008688 
Table D.7 Runs used in measuring the spectrum of the Crab Nebula 
ON OFF ON OFF 
gt007155 gt007156 gtGG7401 gt0G7402 
gt0G7157 gt007158 gtG07448 gtG07449 
gt007197 gt007198 gt007451 gtOG7452 
gt007376 gtG07377 gt007467 gtGG7468 
gt007391 gt007392 gtG07486 gtG07487 
gt007393 gt007394 gt007537 gtOG7538 
gt007395 gtGG7396 
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Table D.8 Runs used in measuring the spectrum of Markarian 501 from April 
9-15, 1997 
ON OFF ON OFF 
8231 8232 8282 8283 
8270 8271 8290 8291 
8272 8273 8297 8298 
Table D.9 Runs in the Markarian 501 1997 "low state" database 
ON OFF ON OFF ON OFF 
7998 7999 8621 8622 8203 8204 
7945 7946 8218 8219 7588 7589 
8231 8232 7907 7908 8272 8273 
8389 8390 8363 8364 7928 7929 
8376 8377 8199 8200 8570 8571 
8687 8688 8585 8o86 
Table D.IO Runs in the Markarian 501 1997 "medium state" database 
ON OFF ON OFF 
8270 8271 8601 8602 
8290 8291 8674 8675 
8653 8654 8683 8684 
7971 7972 8297 8298 
Table D.ll Runs in the Mcirkarian 501 1997 "high state" database 
ON OFF ON OFF 
8282 8283 8486 8487 
8303 8304 8671 8672 
8481 8482 8685 8686 
8669 8670 
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Table 0.12 Runs in the Markarian 501 1996 database 
ON OFF ON OFF ON OFF 
gt004671 gt004672 gt005056 gt005057 gt004712 gt004713 
gt005067 gt005068 gt004729 gt004730 gt005075 gt005076 
gt004733 gt004734 gt005078 gt005079 gt004791 gt004792 
gt005085 gt005086 gt004811 gt004812 gt005148 gt005149 
gt004914 gt004915 gt005316 gt005317 gt004945 gt004946 
gt005369 gt005370 gt004977 gt004978 gt005375 gt005376 
gt004993 gt004994 gt005383 gt005384 gt004995 gt004996 
gt005474 gt005475 gt004710 gt004711 gt004949 gt004950 
gt004731 gt004732 gt005013 gt005014 gt004816 gt004815 
gt005285 gt005286 gt004837 gt004838 gt005326 gt005327 
gt004930 gt00493I gt005476 gt005477 gt004947 gt004948 
Table D.13 Database used in measuring the spectrum of Markarian 421 during 
tlie flare on May 7, 1996. 
ON OFF ON OFF 
gt005106 gt004337 gt005108 gt004378 
gt005109 gt004268 gtOOSllO gt004390 
I l l  
APPENDIX E THE WEIGHTING OF SAMPLES FOR DIFFERENT 
SPECTRA 
Here I expound on the method I used for deriving cumulative distribution functions of spectra with 
indices different than that of the simulated data we possess. I do this for completeness and possbility 
of e.xposing any conceptual errors. 
Given a simulated set of gamma rays with an index of 7 = 2.4 between the energies Emax and Emin 
we can create a set of weights between zero and one for purposes of simulating a spectrum with index 
S. Let Wi = AE^~^ where A = Ef^^x if < 7 and .4 = if > 7- Then the empirical CDF of a 
spectrum with index 5 can be calculated as 
J 
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