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On exponential functionals, harmonic potential measures and
undershoots of subordinators
Larbi Alili∗, Wissem Jedidi†‡, Víctor Rivero§
Abstract
We establish a link between the distribution of an exponential functional, I, and the under-
shoots of a subordinator, which is given in terms of the associated harmonic potential measure.
This allows us to give a necessary and sufficient condition in terms of the Lévy measure for the
exponential functional to be multiplicative infinitely divisible. We then provide a formula for the
moment generating functions of log I and logR where R is the so-called remainder random variable
associated to I. We provide a realization of the remainder random variable R as an infinite prod-
uct involving independent last position random variables of the subordinator. Some properties of
harmonic measures are obtained and some examples are provided.
Mathematics Subject Classification: 60G51, 60E10, 60E07.
Keywords: Exponential functionals, Harmonic potential, Infinite divisibility, Subordinators, Under-
shoots.
Dedicated to the memory of Professor Marc Yor.
1 Introduction and main results
Let ξ be a (possibly killed) subordinator; that is a [0,∞]-valued Lévy process with non-decreasing paths,
absorbing state ∆ := {+∞} and lifetime ζ := inf{s > 0 : ξs = ∞}. We denote by φ : R
+ → R+ its
Laplace exponent, i.e. φ(λ) := − logE[e−λξ1 ], λ ≥ 0. By the Lévy-Khintchine formula, we know that
φ(λ) = q + λa+
∫
(0,∞)
(1− e−λx)Π(dx), λ ≥ 0, (1)
where a ≥ 0 is the drift, q ≥ 0 is the killing term, and Π is a measure on (0,∞) such that∫
(0,∞)(x ∧ 1)Π(dx) <∞. The distribution of ξ is characterized by the characteristic triplet (q, a,Π).
Our main purpose, in this work, is to make some contributions to the description of the distribu-
tion of the so-called exponential functional of ξ and its associated remainder random variable, in the
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terminology proposed by Hirsch and Yor [24]. The exponential functional I of ξ is defined by
I :=
∫ ∞
0
exp{−ξs} ds.
For background on exponential functionals and related objects, see the thorough review by Bertoin and
Yor [10]. The random variable I is finite almost surely because either the life-time of ξ is finite a.s. or
the strong law of large numbers for subordinators ensures that it grows at least linearly. Following [10],
the distribution of I is determined by its integer moments, which, as proved by Carmona et al. [12],
satisfy
E[In] =
n∏
i=1
i
φ(i)
, n ≥ 1.
We also refer to Gnedin et al. [15] for combinatorial derivations of the moments formula. Bertoin and
Yor [9] proved the existence of a r.v.R, to which Hirsch and Yor [24] gave the name of remainder
random variable associated to I, and whose integer moments are given by
E[Rn] =
n∏
i=1
φ(i), n ≥ 1.
Furthermore, the distribution of R is moment determinate and, if I and R are taken to be independent
then
IR
(d)
= e, (2)
where
(d)
= means equality in distribution and e is a standard exponential random variable. It has been
proved by Berg [4], Theorem 2.2, that logR is a spectrally negative infinitely divisible (i.d. for short)
random variable. Furthermore, its Laplace exponent which, in this case, is defined by
ψ(λ) := logE [exp{λ logR}] ,
is specified by
ψ(λ) = λ log φ(1) +
∫
(0,∞)
(
(e−λx − 1) + λ(1− e−x)
) e−x
1− e−x
κ(dx)
x
, λ ≥ 0, (3)
where κ(dx) is the unique measure whose Laplace transform is given by∫
R+
κ(dx)e−λx =
φ′(λ)
φ(λ)
, λ > 0. (4)
Notice that the rightmost term in (4) is, indeed, the Laplace transform of a nonnegative measure
because φ′ and 1/φ are both completely monotone functions, and the product of c.m. functions is a
c.m. function. The former is the Laplace transform of the measure aδ0(dx) + 1{x>0}xΠ(dx), and the
latter is that of the potential of the subordinator ξ, see the forthcoming identity (5). The Lévy measure
of the distribution of logR is then the image by the map x→ −x of the measure given on the positive
half-line by x−1(ex − 1)−1κ(dx), see [24] for further details and a proof of this fact.
In this paper, we are primarily interested in finding a necessary and sufficient condition for the
r.v. log I to be i.d. This question has been studied by Berg [3], Hirsch and Yor [24], and Urbanik [32]
who obtained necessary and sufficient conditions for this to hold in terms of φ or the measure κ. Our
first main result, Theorem 1, provides a further equivalent condition which has the advantage of being
stated directly in terms of the Lévy measure of ξ. In Theorem 2, we provide an expression for the
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moment generating functions of log I and logR in the form of infinite products involving φ. It is worth
mentioning that the infinite products complete the representations obtained by Maulik and Zwart [25]
and that a closely related result appeared recently in the paper by Patie and Savov [27]. Finally,
in Theorem 3 we obtain some identities in law for R, which extend known identities for the gamma
r.v. obtained by Gordon [16]. A key object in our work is the so-called harmonic potential measure of
a subordinator which is defined below; we will emphasize its importance in the study of subordinators.
In order to provide more details, we will introduce further notation and state some preliminary facts.
To start with, the lifetime ζ of the subordinator ξ is either +∞ a.s., in which case we say that ξ is
immortal, or exponentially distributed with parameter φ(0) = q, in which case ξ jumps to the cemetery
state∆ at time ζ and stays there forever. In any case, ξ can always be seen as an immortal subordinator
killed at an independent exponential time with parameter q ≥ 0, where the case q = 0 is included to
permit ζ = ∞ a.s. The representation of the Laplace exponent φ in (1) states that φ is a Bernstein
function. So, associated to ξ there is a Bernstein function. Conversely, given a Bernstein function φ
it is well known that the function exp{−φ(λ)} is the Laplace transform of an i.d. probability measure,
which is concentrated on R+, and thus, associated to it there is a subordinator. For background on
subordinators and Bernstein functions, see for instance [6] and [30], respectively.
Next, we denote by V (dx) the potential measure (p.m. for short) of ξ, that is the measure
V (dx) =
∫
R
+
dtP(ξt ∈ dx), x ≥ 0,
which is characterized by the Laplace transform∫
R
+
V (dx) e−λx = 1/φ(λ), λ ≥ 0. (5)
The p.m. V characterizes the law of ξ. For α ≥ 0, the α-resolvent of ξ, say Vα, is the measure given
by
Vα(dx) =
∫ ∞
0
dt e−αtP(ξt ∈ dx), x ≥ 0.
Observe that V0 = V, so, hereafter, the latter and former quantities will refer to the same object.
As we mentioned above, one of our objectives is to emphasize the importance of the so-called
harmonic potential measure (h.p.m. for short) of a subordinator, particularly, in the context of the
characterization of Lévy measures of some i.d. distributions. That is, distributions of random variables
which are related to exponential functionals of subordinators and undershoots. The h.p.m. is the
measure defined by
H(dx) :=
∫ ∞
0
dt
t
P(ξt ∈ dx), x > 0.
This terminology is adopted from the corresponding object in random walks theory, i.e. harmonic
renewal measure, see for instance [18]. As we will see later, in the examples, there are several subordi-
nators for which the h.p.m.H can be obtained explicitly. More can be extracted from references such
as [24] and [31].
In the next Lemma, we establish an identity relating the h.p.m. to the Lévy measure of the i.d. distribution
giving the last position of ξ prior to crossing. To that end, let Lt = inf {s > 0 : ξs > t} be the first
passage time above the level t, for ξ, and Gt = ξLt− be the last position below the level t. We define
the Lévy tail Π : R+ → R by setting Π(x) = q +Π(x,∞), for x > 0, and Π(+∞) = q.
Lemma 1. Assuming that eα is an exponential random variable with parameter α > 0, which is
independent of ξ, the following assertions hold true.
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1) The last position below the level eα and the undershoot, Geα and eα − Geα respectively, are
independent r.v.’s and their Laplace transforms are given, for every λ ≥ 0, by
E [exp{−λGeα}] =
φ(α)
φ(α+ λ)
(6)
and
E [exp{−λ (eα −Geα)}] =
α
φ(α)
φ(α + λ)
α+ λ
. (7)
2) Geα is a positive i.d. random variable having the probability distribution
P(Geα ∈ dx) = φ(α)e
−αxV (dx), x ≥ 0.
Its Laplace exponent is given by the Bernstein function
λ 7→ log
φ(λ+ α)
φ(α)
=
∫
(0,∞)
(1− e−λx)e−αxH(dx), λ ≥ 0.
In particular, we have
E (Geα) =
φ′(α)
φ(α)
<∞.
3) eα −Geα has the distribution
P(eα −Geα ∈ dx) =
α
φ(α)
(
aδ0(dx) + e
−αxΠ(x)dx
)
, x ≥ 0.
Formula (6) can be found in Bertoin [6] Lemma 1.11, we also refer to Winkel [34] for the study of
some related distributions. For the sake of completeness, a proof will be given below in Section 2.2.
Remark 1. In the case where x 7→ Π(x) is log-convex, which is equivalent to say that the function
x 7→ αe−αxΠ(x)/φ(α) bears the same property for some (and hence for all) α > 0, Steutel’s theorem
(Theorem 10.2 in Chapter III in Steutel and van Harn [29]) insures then that the undershoot eα−Geα
is i.d. This fact is relevant for Theorem 1 which is stated below.
Before stating our first main result, we provide an elementary, but key, lemma that allows us to
relate the h.p.m.with the measure κ defined by formula (4); this result plays an important role in the
subsequent characterization of the law of R and the infinite divisibility of log I. This will also lead to
a relation between these random variables and, Geα and eα −Geα .
Lemma 2. We have the following identity,∫∫
(0,∞)×(0,∞)
ye−λy P(ξt ∈ dy)
dt
t
=
φ′(λ)
φ(λ)
, λ > 0.
It follows that
κ(dx) = xH(dx), x > 0.
Furthermore, H(dx) is the unique measure such that
log
φ(λ)
φ(1)
=
∫
(0,∞)
(e−x − e−λx)H(dx), λ > 0. (8)
As a consequence, for any fixed c > 0, the measure e−cxH(dx) is the h.p.m. of the subordinator with
Laplace exponent φ(·+ c) and the Lévy measure of the r.v.Gec.
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Remark 2. For q ∈ R, let us define a measure Hq by
Hq(dx) :=
∫ ∞
0
dt
t
e−qtP(ξt ∈ dx), x > 0.
When q ≥ 0, Hq corresponds to the harmonic q-potential measure associated to ξ. It is simply the
h.p.m of the subordinator ξ killed at rate q, which has the Laplace exponent λ 7→ q+φ(λ) . When q < 0,
the measure Hq appears, for example, if we look at the h.p.m.H
(α) associated to the subordinator ξ(α)
with Laplace exponent λ 7→ φ(λ+ α)− φ(α) for some α > 0. Indeed, since
P(ξ
(α)
t ∈ dx) = exp{−αx+ φ(α)t}P(ξt ∈ dx), t ≥ 0,
we obtain H(α)(dx) = e−αxH−φ(α)(dx), x > 0. Of course, for α > 0, H
(α) is different from the
h.p.m. e−α·H which corresponds to the Bernstein function λ 7→ φ(λ+ α) of Lemma 2 above.
The focus in the following Theorem is on a characterization of the infinite divisibility of the r.v.’s
eα −Geα and log I in terms of φ, H and Π.
Theorem 1. The following assertions are equivalent:
(i) eα −Geα is i.d. for some, and hence for all, α > 0;
(ii) the probability measure
α
φ(α)
(
aδ0(dx) + e
−αxΠ(x)1{x>0}dx
)
, x ≥ 0,
is the law of an i.d. random variable for some, and hence for all, α > 0;
(iii) log I is infinitely divisible;
(iv) λ 7→ 1λ −
φ′(λ)
φ(λ) is completely monotone (c.m. for short);
(v) the measure dx− xH(dx), x > 0, is nonnegative;
(vi) the h.p.m. of ξ has a density on (0,∞), say ρ, with respect to the measure dx/x which is such
that ρ(x) ≤ 1 for every x > 0.
Notice that a consequence of Lemma 2 is that condition (v) is equivalent to
(v′) The measure dx− κ(dx), x > 0, is nonnegative.
A portion of Theorem 1 is known. The equivalence between (iii) and (iv) has been proved in [3], and
the equivalence between (iv) and (v’) is obtained in [24]. The equivalence between (v) and (vi) is
elementary. Our main contribution to this result is the equivalence between (ii) and (v) and thus to
(v’). Condition (ii) has the advantage of being stated in terms of the Lévy measure. Although verifying
the infinite divisibility condition could be a hard task, the following corollary gives a straightforward
consequence which does not seem to be easy to obtain from the other conditions in the theorem.
Corollary 1. If ξ has no killing term and its jumps are bounded above by some fixed and finite constant
c > 0, equivalently Π(x) = 0 for x > c, then the r.v. log I is not infinitely divisible.
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This corollary readily follows from (ii) and the well known fact that an i.d. distribution can not have
a bounded support.
Moreover, relating the measures κ and H allows to have a better understanding of κ. See Section 3
where several properties of H are obtained; these will give place to the proofs of the forthcoming
Corollaries 2 and 4.
Corollary 2. If ξ has a strictly positive drift and is not a degenerate pure drift process then the random
variable log I is not i.d.
The proof of this Corollary is deferred to page 17 because it uses condition (v) of Theorem 1 together
with the properties of the h.p.m.H established in Section 3.
Our next goal is to give a formula which describes the moments of I and R. A related result, which
deals with a larger class of Lévy processes, appeared in Patie and Savov [27]. However, our approach
for subordinators is based on a study by Webster on the so-called generalized gamma functions.
We say that a function g : (0,∞)→ (0,∞) satisfies Webster’s conditions if
g is log-concave and lims→∞
g(s+c)
g(s) = 1, for every c > 0 (9)
Following Webster [33], we set an = (g
′
−(n) + g
′
+(n))/2g(n), n ≥ 1,
γg = lim
n→∞
(
n∑
1
aj − log g(n)
)
, (10)
and define the generalized gamma function associated to g by
Γg(s) :=
e−γgs
g(s)
∞∏
n=1
g(n)
g(n + s)
eans, s > 0. (11)
Recall that the exponential functional stopped at time t > 0 is defined by
It =
∫ t
0
exp{−ξs} ds.
Theorem 2. The following assertions hold true.
(1) The functions λ 7→ φ(λ) and λ 7→ φ∗(λ) := λ/φ(λ) satisfy (9) and the moment generating
functions of logR and log I are given by
E[Rs] = Γφ(s+ 1) and E[I
s] = Γφ∗(s+ 1) =
Γ(s+ 1)
Γφ(s+ 1)
, s > −1.
(2) We assume here that q = φ(0) = 0. Let α > 0, eα be an exponentially distributed random
variable with parameter α independent of ξ and denote φc,α(·) = φ(· + c) + α, c ≥ 0. Then, the
joint distribution of (Ieα , ξeα) is characterized by
E[(Ieα)
se−µξeα ] =
α
α+ φ(µ)
Γ(s+ 1)
Γφµ,α(s+ 1)
, µ ≥ 0, s > −1. (12)
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As we mentioned before, C. Berg proved in [4] that the r.v. logR is i.d. and established formula (3)
for its characteristic exponent. By Lemma 2, we can replace κ(dx) by xH(dx) in there. This yields the
first statement in the following theorem. We have chosen to include this fact in the theorem because
the description of the Lévy measure of logR in terms of the h.p.m.H has the advantage of giving
succinct information about the former measure, as we already pointed out. For instance, when ξ is
arithmetic, that is, its support is a subset of a subgroup C of kZ+ for some k, then H is also carried
by C, and hence the Lévy measure of logR is carried by −C. In the following theorem, we provide an
identity in law describing R as an infinite product of independent last positions of ξ below random
barriers. This result and Corollary 3 can be seen as a generalization of Gordon’s representations
of a log-gamma random variable involving a sequence of independent standard exponential random
variables, see Gordon [16] and Example 3 of Section 4 below for further details.
Throughout this paper, for a real valued r.v. A we will refer to the function λ 7→ E(eλA), in the
domain where this is finite, as the Laplace transform of A. Consequently, we will refer to ± logE(eλA)
as the Laplace exponent of A; the choice of the sign will be made clear in each case. In the case where
A is i.d. the Laplace exponent is obtained by analytical extension of its characteristic exponent.
Theorem 3. The Laplace exponent of logR, i.e. the function λ 7→ logE[Rλ], is given by
log Γφ(λ+ 1) = −λγφ +
∫
(0,∞)
(
e−λx − 1 + λx
) e−x
1− e−x
H(dx). (13)
Its Lévy measure is the image by the map x→ −x of the measure 1{x>0}(e
x−1)−1H(dx). Furthermore,
we have the following equalities
logR
(d)
= log φ(1) +
∞∑
k=1
(
φk(1)−G
(k)
)
= −γφ +
∞∑
k=1
(
E[G(k)]−G(k)
)
, (14)
where (G(k), k ≥ 1) are independent random variables such that G(k), for k = 1, 2, · · · , is a copy of
Gek , E[G
(k)] = φ
′(k)
φ(k) and
φk(1) = − logE
[
e−G
(k)
]
=
∫
(0,∞)
(1− e−x) e−kxH(dx) = log
φ(k + 1)
φ(k)
.
The following result gives the analogue of (14) in which the infinite series is replaced by a partial
sum.
Corollary 3. Keeping the notation of Theorem 3, we have the representation
logR
(d)
= −γφ +
n∑
k=1
(
E[G(k)]−G(k)
)
+ log
R(n)
φ(n + 1)
+Bn,
where R(n), which is the remainder random variable associated to the subordinator with Laplace expo-
nent λ 7→ φ(λ + n), λ ≥ 0, is independent of (G(k), 1 ≤ k ≤ n), and is such that log
R(n)
φ(n+1) → 0 in
probability; and finally
Bn =
∫
(0,∞)
H(dx)
e−x
(1 − e−x)
(
e−x − 1 + x
)
e−nx −−−→
n→∞
0.
As a consequence of the first assertion of Theorem 3 and properties of the h.p.m.’s, we state the
following result.
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Corollary 4. If the Lévy tail Π is log-convex, then the random variable logR belongs to class of
self-decomposable distributions; if furthermore Π is c.m. then logR belongs to the class of extended
generalized gamma convolutions.
We refer to the books of Bondesson [11] and Sato [28] for background on self-decomposable and
extended generalized convolutions distributions.
The rest of this paper is organized as follows. Section 2 is devoted to some preliminary results
and proofs. To be more precise, in Subsection 2.1 we recall some facts on subordinators, then we
prove Lemmas 1 and 2 in Subsection 2.2 and, finally, Theorem 1 is established in Subsection 2.3.
Theorem 2 and its Corollary are proved in Subsection 2.4, where some other related results are recalled.
Subsection 2.5 is devoted to the study of the distribution of the remainder random variable. In
particular, Theorem 3 and its Corollary are proved therein. In Section 3, we obtain some basic results
about harmonic potential measures and prove Corollaries 2 and 4. To finish, some examples are studied
in Section 4.
2 Preliminaries and proofs
2.1 Preliminaries
As for the p.m., the h.p.m. is also related to φ via Laplace transforms but in a more involved way.
Indeed, by Frullani’s integral, we have the following identities: for λ ≥ 0, α > 0,
φ(α)
φ(α+ λ)
= exp
{
log
(
φ(α)
φ(α + λ)
)}
= exp
{∫ ∞
0
dt
t
(
e−tφ(α+λ) − e−tφ(α)
)}
= exp
{∫ ∞
0
dt
t
(
E[e−(λ+α)ξt ]−E[e−αξt)
]}
= exp
{
−
∫ ∞
0
dt
t
∫
R
+
P(ξt ∈ dx)e
−αx(1− e−λx)
}
= exp
{
−
∫
(0,∞)
H(dx)e−αx(1− e−λx)
}
.
(15)
Now, let us observe that the Bernstein function φ, specified by (1), has the representation
φ(λ) = λa+
∫
(0,∞]
(1− e−λx) (Π(dx) + qδ∞(dx)) , λ ≥ 0.
This allow us to extend the Lévy-Itô representation of ξ as
ξt = at+
∑
s≤t
∆s, t ≥ 0,
where ((t,∆t), t ≥ 0) forms a Poisson point process on (0,∞) × (0,∞] with intensity measure ds ⊗
(Π(dx)+ qδ∞(dx)). Said otherwise, the killing of the subordinator arises when there appears a jump of
infinite size. A different way to view a subordinator ξ is by means of an immortal subordinator, that
is one with an infinite lifetime, whose characteristic triplet is (0, a,Π), say ξ†, killed at time eq, where
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eq is an independent exponential random variable with parameter q > 0; that is to say by killing ξ
† at
rate q. More precisely, the process defined by
ξ†,qt :=
{
ξ†t , if t < eq;
∞, otherwise,
(16)
is a subordinator with characteristic triplet (q, a,Π), and hence with the same law as ξ. This means
that the transition probabilities of ξ† are related to those of ξ by an exponential factor viz.
P(ξt ∈ dx) = e
−qt
P(ξ†t ∈ dx), on [0,∞), for all t ≥ 0.
It is also easily seen that if we kill at a rate α an already killed subordinator with characteristic
triplet (q, a,Π) then we obtain again a killed subordinator with characteristics (q + α, a,Π). These
elementary observations have as a consequence that the (α + q)-resolvent of ξ† equals the potential
of the subordinator with characteristic triplet (α + q, a,Π) or, equivalently, the α-resolvent of the
subordinator with characteristic triplet (q, a,Π). These remarks will be useful in the following proof
and in Section 3.
2.2 Proof of Lemmas 1 and 2
We have now all the elements to give a proof to Lemma 1.
Proof of Lemma 1. The proof of this result follows from the identities
P(Gt ∈ dz) = V (dz)Π(t− z), 0 ≤ z < t, (17)
and
P(Gt = t) = av(t), t ≥ 0, (18)
where v stands for the density of the p.m.V, which we know exists whenever the drift a > 0. Relation-
ships (17) and (18) can essentially be read in Bertoin ([5], Proposition III.2) where the result is proved
for immortal subordinators. But, the same argument holds for killed subordinators. Indeed, arguing
as in the proof of the aforementioned proposition of [5], it is proved that
P(Gt ∈ dz) = V
†
q (dz) (Π(t− z,∞) + q) , 0 ≤ z < t,
where V †q denotes the q-potential of ξ†, and the term qV
†
q (dz) comes from the possibility that the
process passes above the level by jumping to its cemetery state ∆ , that is Lt = ζ. Furthermore, to
verify that (18) holds true, we use the formulae
P(Gt = t) = P(G
†
t = t, Lt < eq)
= E
[
1
{ξ†
Lt−
=t}
e−qLt
]
= E[e
−qT †
{t}1
{T †
{t}
<∞}
]
= av†q(t), t > 0.
Here, T †{t} = inf{s > 0 : ξ
†
s = t} and v
†
q denotes the density of the measure V
†
q , which is known to exist
whenever the drift is strictly positive, and the last equality follows from the equality in the bottom of
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page 80 of [5]. From the discussion preceding this proof, we have that v = v†q. In the remainder of this
proof, we use
φ(λ)
λ
= a+
∫ ∞
0
e−λxΠ(x) dx. (19)
which is obtained by integrating by parts (1).
1) Taking joint Laplace transforms, we get that for all λ, µ ≥ 0,
Ψ(λ, µ) = E [exp{−λGeα − µ(eα −Geα)}]
= α
∫ ∞
0
dt e−(µ+α)t
∫
[0,t]
P(Gt ∈ dz)e
(µ−λ)z
= α
∫ ∞
0
dt e−(µ+α)t
∫
[0,t)
V (dz)Π(t− z) e(µ−λ)z + α
∫ ∞
0
dt e−(α+λ)tav(t)
= α
∫
[0,∞)
V (dz) e(µ−λ)z e−(µ+α)z
∫ ∞
z
dt e−(µ+α)(t−z) Π(t− z) +
αa
φ(α + λ)
=
α
φ(α+ λ)
(
a+
∫ ∞
0
du e−(µ+α)u Π(u)
)
.
It follows, by making use of (19), that
Ψ(λ, u) =
α
φ(α+ λ)
φ(α+ µ)
α+ µ
=
φ(α)
φ(α+ λ)
×
αφ(α+ µ)
φ(α) (α + µ)
which gives the independence.
2) The infinite divisibility property of Geα follows from (15) and the fact that∫
R+
(1 ∧ x)e−αx
∫
(0,∞)
P(ξt ∈ dx)
dt
t
=
∫ ∞
0
dt
t
E[(1 ∧ ξt)e
−αξt ]dt
≤
∫ ∞
0
dt
t
E[ξte
−αξt ]dt <∞.
The finiteness in the last inequality is obtained from∫ ∞
0
dt
t
E[ξt e
−λξt ] =
∫ ∞
0
dt
t
t φ′(λ) e−tφ(λ) =
φ′(λ)
φ(λ)
(20)
since
E[ξt e
−λξt ] = −
(
E[e−λξt ]
)′
= tφ′(λ) e−tφ(λ), λ, t > 0.
The expression giving the probability distribution P(Geα ∈ dx) is obtained from (5). Finally, we
have
E[Gα] = φ(α)
∫
(0,∞)
xe−αxV (dx) =
φ′(α)
φ(α)
where the integral is evaluated by differentiating (5).
3) From the above identities, it is immediate that we have
E [exp {−λ (eα −Geα)}] =
α
φ(α)
φ(α+ λ)
α+ λ
=
α
φ(α)
∫ ∞
0
e−λx
[
e−αxΠ(x) dx+ aδ0(dx)
]
(21)
where we used (19) to get the second equality.
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We next prove Lemma 2 which relates the measure κ, as defined in (4), to the h.p.m. of ξ.
Proof of Lemma 2. The first statement of Lemma 2 is a reformulation of (20). The identity relating κ
and the h.p.m. of ξ follows by inverting Laplace transforms. The last formula in Lemma 2 is obtained
by integrating (4) over [1, λ].
2.3 Proof of Theorem 1
The equivalence between (iii) and (iv) is proved in Theorem 1.9 in Berg [3]. The equivalence between
(iv) and (v) is obtained from Theorem 3.3 in [24] and the identification of the measure κ in Lemma 2.
The equivalence between (v) and (vi) is straightforward. Finally, the equivalence between the assertions
(v) and (i) is deduced from the identity
E [exp{−λ (eα −Geα)}] = exp
{
−
∫ ∞
0
(
1− e−λx
)
e−αx
(
x−1dx−H(dx)
)}
, λ ≥ 0,
which follows from (7), (15) and a further application of Frullani’s integral. That (i) and (ii) are
equivalent follows from the third assertion in Lemma 1. Finally, that the statements in (i) and (ii)
hold for all α > 0, when they hold for some α0 > 0, follows from the fact that, if the measure
e−αx(x−1dx−H(dx)) is nonnegative for α = α0, then it is also nonnegative for all α > 0.
2.4 Proof of Theorem 2
Following [13], we start by observing that the following functional equation for the moments of I holds
E[Is] =
s
φ(s)
E[Is−1], s > 0, and E[I0] = 1. (22)
By using (2), we get also a functional equation for the moments of R. That is
E[Rs] = φ(s)E[Rs−1], s > 0, and E[R0] = 1. (23)
Next, given a log-concave function g : R+ → R+, we will denote by g
′
+ and g
′
− the right and left
derivatives of g, respectively. Consider the more general functional equation
f(s+ 1) = g(s)f(s), s > 0, and f(1) = 1. (24)
This equation was studied by Webster in [33]; he was motivated therein by the study of generalized
gamma functions and their characterization by a Bohr-Mollerup-Artin type theorem.
Theorem 4. (Webster [33]) Assume that g is log-concave and lims→∞ g(s+ c)/g(s) = 1 for all c > 0.
Then, there exists a unique log-convex solution f : R+ → R+ to the functional equation (24) satisfying
f(1) = 1, which is given by the generalized gamma function Γg(s) specified by (11). Furthermore, if
g(s)→ 1, as s→∞, then we have
Γg(s) =
1
g(s)
∞∏
n=1
g(n)
g(n+ s)
. (25)
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Theorem 4 is obtained from a combination of Theorem 4.1 of [33] and the subsequent discussion in
Section 7 for the case when g (resp. f) is log-concave (resp. log-convex) on R+. Note that if g(x) = x
then (25) gives the well known infinite product representation of the gamma function
Γ(s) =
1
s
e−γs
∞∏
n=1
(
1 +
s
n
)−1
es/n for s > 0 (26)
where γ stands for the Euler-Mascheroni constant. A combination of the aforementioned results and
some arguments taken from the proof of Theorem 2.2 in [25] leads to the first assertion of Theorem 2.
Proof of Theorem 2. (1) To prove the first assertion, we observe that the Frullani integral allows us to
write
log
φ(λ)
φ(1)
=
∫∫
(0,∞)×(0,∞)
(e−x − e−λx)P (ξt ∈ dx)
dt
t
, λ > 0, (27)
which implies the log-concave property for φ. The function φ∗ is log-concave since by (19), 1/φ∗ is
c.m. and then log-convex. The condition lims→∞ φ(s+c)/φ(s) = 1, for all c ≥ 0, is obtained as follows.
By using formula (1), we clearly have
φ(s + c)− φ(s) = ca+
∫
(0,∞)
(1− e−cx)e−sxΠ(dx), s, c ≥ 0.
It follows that
φ(s+ c)
φ(s)
= 1 +
ca
φ(s)
+
1
φ(s)
∫
(0,∞)
(1− e−cx)e−sxΠ(dx), s, c ≥ 0,
where the right hand side goes to 1 thanks to the dominated convergence theorem and the fact that,
when a > 0, φ(s)→∞ as s→∞. Theorem 4 implies that (24), with g = φ, has the unique log-convex
solution given by Γφ(s). We claim that the function s 7→ E[R
s] is log-convex. Indeed, for a, b > 0 such
that a+ b = 1 and 0 ≤ u, v <∞, we apply Hölder’s inequality to infer the relation
E
[
Rau+bv
]
= E
[
RauRbv
]
≤ (E [Ru])a (E [Rv])b .
The log convexity follows. Hence, E[Rs] = Γφ(s + 1). Now, the function h : s → E[R
s]E[Is] satisfies
(24) with g(s) = s and h(1) = 1. Hence, by Bohr-Mollerup-Artin theorem for the gamma function, we
conclude that h(s) = Γ(s). For the second statement, on the one hand, we have E[es] = Γ(s+ 1). On
the other hand, using the factorization (2), we can write
E[es] = E[Is]E[Rs] = E[Is] Γφ(s+ 1).
The result follows.
(2) Assuming that ξ is immortal, let Y be ξ killed at rate α. Plainly, Y is a subordinator with
Laplace exponent φ(·) + α. Thus, we have
Ieα =
∫ ∞
0
e−Ys ds.
For convenience, in the remainder of this proof, we replace the notation Γφ(s) by Γ(φ(·); s). The first
assertion of Theorem 2, when applied to Y , implies that
E[Is
eα
] =
Γ(s+ 1)
Γ(φ(·) + α; s + 1)
, s > 0.
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Next, let us introduce a new probability measure by setting
dP
(µ)
|Ft
= e−µξt+φ(µ)tdP|Ft , t ≥ 0,
and denote by E(µ) the expectation under P(µ). Clearly, under P(µ), ξ is a subordinator with Laplace
exponent φ(·+ µ)− φ(µ). Thus, applying the first assertion, we obtain
E
(µ)[Is
eα
] =
Γ(s+ 1)
Γ(φ(·+ µ)− φ(µ) + α; s+ 1)
. (28)
Now, by performing a change of measure, we can write
E
(µ)[Is
eα
] = E[(Ieα)
s e−µξeα+φ(µ)eα ]
= α
∫ ∞
0
e−(α−φ(µ))t E[(It)
s e−µξt ] dt
= Γ(s+ 1)/Γ(φ(· + µ)− φ(µ) + α; s + 1).
Since α can be taken to be arbitrary, replacing α by α + φ(µ) in the second and last equalities and
rearranging terms, we get the second statement.
2.5 Proof of Theorem 3 and Corollary 3
We have all the elements to conclude the proof of Theorem 3.
Proof of Theorem 3. An application of (3) and formula (32), which is given below, gives the first claim
of the theorem. Let us prove the identity in law of (14). Notice that we have
E
[
G(k)
]
=
φ′(k)
φ(k)
, k = 1, 2, . . .
For all s > 0, we can write
E
[
es(−γφ+
∑N
k=1(E[G
(k)]−G(k)))
]
= e−γφs
N∏
k=1
e
s
φ′(k)
φ(k) E
[
e−sG
(k)
]
= e−γφs
N∏
k=1
e
s
φ′(k)
φ(k)
φ(k)
φ(s+ k)
−→ E [Rs] as N →∞, (29)
where, for the last equation, we used Theorem 2 and the injectivity of Mellin transform. Let us now
prove the first equality (in law) of (14) by using the aforementioned result of Berg. We have the identity
E
[
expλ
N∑
k=1
(
φk(1)−G
(k)
)]
=
N∏
k=1
E
[
expλ
(
φk(1)−G
(k)
)]
=
N∏
k=1
exp−
∫
R
+
H(dx)e−kx
(
1− e−λx − λ(1− e−x)
)
= exp−
∫
R
+
H(dx)
e−x
(
1− e−Nx
)
1− e−x
(
1− e−λx − λ(1− e−x)
)
−→ exp−
∫
R
+
H(dx)
e−x
1− e−x
(
1− e−λx − λ(1− e−x)
)
as N →∞,
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where the last equality is obtained by using the dominated convergence theorem. By virtue of (13),
which can be written in the form
log Γφ(s + 1) = s log φ(1) +
∫
(0,∞)
(
s−
1− e−sx
1− e−x
)
e−xH(dx), s > 0, (30)
the last term in the previous formula equals φ(1)−sE
[
eλ logR
]
. We conclude using the injectivity of
the two-sided Laplace transform. Finally, let us check that the second equality of (14) holds true. For
that, we can write
−γφ +
N∑
k=1
(
E[G(k)]−G(k)
)
− log φ(1) −
N∑
k=1
(
φk(1) −G
(k)
)
= −γφ − log φ(1) +
N∑
k=1
(
E[G(k)]− φk(1)
)
= −γφ − log φ(1) +
N∑
k=1
(
φ′(k)
φ(k)
+ logE[e−G
(k)
]
)
= −γφ − log φ(1) +
N∑
k=1
(
φ′(k)
φ(k)
+ log
φ(k)
φ(k + 1)
)
= −γφ +
N∑
k=1
φ′(k)
φ(k)
− log φ(N + 1)→ 0 as N →∞.
Proof of Corollary 3. Formula (14) can be written as
logR
(d)
= −γφ +
n∑
k=1
(
E[G(k)]−G(k)
)
+
∞∑
k=n+1
(
E[G(k)]−G(k)
)
= −γφ +
n∑
k=1
(
E[G(k)]−G(k)
)
+
∞∑
k=1
(
E[G(k+n)]−G(k+n)
)
(d)
= −γφ +
n∑
k=1
(
E[G(k)]−G(k)
)
+ logR(n) + γφ(·+n),
where R(n), which is assumed to be independent of the r.v.’s in the r.h.s. of the above formula, is the
analogue of R when we work with a subordinator having the Laplace exponent φ(·+n) instead of φ(·).
Next, we have
γφ(·+n) = lim
m→∞
{
m∑
k=1
φ′(k + n)
φ(k + n)
− log φ(m+ n)
}
= lim
m→∞
{
m+n∑
k=1
φ′(k)
φ(k)
− log φ(m+ n)
}
−
n∑
k=1
φ′(k)
φ(k)
= γφ −
n∑
k=1
φ′(k)
φ(k)
.
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It follows that
logR
(d)
=
n∑
k=1
(
E[G(k)]−G(k)
)
+ log
R(n)
φ(n + 1)
+ dn , (31)
where
dn := −
n∑
k=1
φ′(k)
φ(k)
+ log φ(n+ 1).
Now, we can write
dn = log φ(1)−
n∑
k=1
[
φ′(k)
φ(k)
− log
φ(k + 1)
φ(k)
]
= log φ(1)−
n∑
k=1
∫ ∞
0
e−(k−1)xe−x(x− (1− e−x))H(dx)
= log φ(1)−
∫
(0,∞)
H(dx)
e−x
(1 − e−x)
(
e−x − 1 + x
)
(1− e−nx),
where, to obtain the second equality, we used Lemma 2. Moreover, the above calculations show that
the constant γφ defined in (10) admits the representation
− dn −−−→
n→∞
γφ = − log φ(1) +
∫
(0,∞)
(
e−x − 1 + x
) e−x
1− e−x
H(dx). (32)
The representation of the error term Bn follows immediately from this expression. Recall that
H(n)(dx) = e−nxH(dx) is the h.p.m. associated to φ(· + n). Thus, by applying (30), for all s > 0, we
can write
E
(
(R(n)/φ(n+ 1))
s
)
=
Γφ(·+n)(s+ 1)
φ(1 + n)s
= exp
∫
R
+
(
s−
1− e−sx
1− e−x
)
e−xH(n)(dx)
= exp
∫
R
+
(
s−
1− e−sx
1− e−x
)
e−(n+1)xH(dx)→ 1 as n→∞,
where we applied the dominated convergence theorem. This concludes the proof of the Corollary.
3 Further properties of harmonic potentials of subordinators
Before taking a look at some examples, in the next section, we make here a relatively long digression to
establish some identities and properties for harmonic potentials. We start with the following remark.
Remark 3. (i) We read from formula (4) that the Bernstein function φ is linked with the h.p.m H by
the expression
φ′(λ)
φ(λ)
=
∫
(0,∞)
e−λx xH(dx), λ > 0. (33)
But, for every c > 0, φ and c φ share the same logarithmic derivative. Hence, they share the same
h.p.m.
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(ii) If ξ and N two independent subordinators and ξ ◦ N denotes the process ξ subordinated by N ,
then the finite-dimensional distributions of ξ ◦N are recovered by
P
(
(ξ ◦N)t ∈ dx
)
=
∫ ∞
0
P(ξs ∈ dx)P(Nt ∈ ds), t ≥ 0.
Hence, the potential and harmonic potential measures for the composition are trivially, and respectively,
given by
Vξ◦N (dx) =
∫ ∞
0
P(ξs ∈ dx)VN (ds), Hξ◦N (dx) =
∫ ∞
0
P(ξs ∈ dx)HN (ds).
Let Sγ , 0 < γ < 1, be a γ-stable subordinator. That is, it has no killing term and drift, and its
Lévy measure is given by
cx−1−γ dx, x > 0, (34)
where c > 0 is a normalizing constant. Since the associated Bernstein function is proportional to λγ ,
we get, by Remark 3 (ii), that the corresponding h.p.m is equal to γ x−1 dx, x > 0. So, assume that
Sγ is independent of a subordinator ξ and define a new subordinator ξγ by subordinating ξ by Sγ .
Denoting by Hγ the h.p.m. of ξγ , we deduce from the above discussion the following simple, but useful,
result which relates Hγ and H.
Lemma 3. It holds that
Hγ(dx) = γH(dx), x > 0.
A natural question is to know how the p.m. and the h.p.m. are related. This question, which is
answered in the following two lemmas, will lead to interesting consequences on the harmonic potential
measure.
Lemma 4. We have the equality of measures, on R+,
xH(dx) =
{ ∫
[0,x]Π(dy)yV (dx− y) if a = 0;
av(x)dx+
∫
[0,x]Π(dy)yv(x − y)dx if a > 0,
where v denotes the density of the p.m.V, which we know exists when a > 0.
Proof. We can write∫
R
+
e−λx
(
aV (dx) +
∫
[0,x]
Π(dy)yV (dx− y)
)
=
a
φ(λ)
+
φ′(λ)− a
φ(λ)
=
φ′(λ)
φ(λ)
(35)
for all λ > 0, where we used φ′(λ) = a+
∫
R
+ xe−λxΠ(dx) and formulae (5) and (33). The result follows
from the injectivity of the Laplace transform.
Lemma 5. (1) We have the equality of measures
H(dx) =
∫ ∞
0
Vα(dx) dα, x > 0.
(2) For x > 0, denote the first hitting time of x by T{x} = inf{t > 0 : ξt = x}. If ξ has a strictly
positive drift a then the h.p.m. has a density h which is given by
h(x) = E
[
1
aT{x}
1{T{x}<∞}
]
, x > 0. (36)
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Proof. (1) This follows from the elementary identity t−1 =
∫∞
0 e
−αt dα and Fubini’s Theorem.
(2) According to the discussion in [5], pp. 80-81, for α > 0, the α-potential of ξ has a density, say vα,
which is related to the law of the hitting time of singletons via the formula
E
[
exp{−αT{x}}1{T{x}<∞}
]
= avα(x), x > 0. (37)
The result follows from a combination of assertion (1) and formula (37).
We emphasize that the expression of the h.p.m. given in formula (36) above, for the case when a > 0,
is reminiscent of Kingman’s well known result ensuring that the p.m. has a bounded density which is
is proportional to the creeping probability.
By an application of Lemma 5 together with condition (v) of Theorem 1, we obtain Corollary 2.
Proof of Corollary 2. Observe that if the drift a of ξ is strictly positive then necessarily
Tx ≤ x/a on {T{x} <∞}.
Hence, the h.p.m. has a density, say h, such that xh(x) ≥ 1 for all x > 0. This has as a consequence that
the random variable log I is not i.d. This is true because, according to the assertion (v) of Theorem 1,
a necessary and sufficient condition for this to hold is that κ(dx) ≤ dx. But, in this setting, we have
κ(dx) = xh(x)dx ≥ dx for all x > 0.
A combination of Lemma 5 and the results of Gripenberg [17, 19], Friedman [21], Hawkes [22] and
Hirsch [23] allows us to establish, without much effort, the following proposition.
Proposition 1. If the Lévy tail Π is log-convex then the h.p.m.H has a density on (0,∞) which is
non-increasing; if furthermore the former function is c.m. then the density of H on (0,∞) is also c.m.
Remark 4. In fact, more can be said in the above case. It can be verified that x 7→ Π(x) is c.m. if
and only if Π has a completely monotone density, which is equivalent to require that φ is a complete
Bernstein function. This, in turn, is a necessary and sufficient condition for the density of H, on (0,∞),
to be the Laplace transform of some function η, on (0,∞), taking values in [0, 1]. For further details
about these statements, see the monograph of Schilling et al. ([30], Theorem 6.10, p. 58).
Proof of Proposition 1. Let α > 0 be fixed. We will prove that under the assumptions of the proposi-
tion, the α-potential of ξ, Vα, has a non-increasing (c.m.) density. The result will follow from Lemma 5.
Let us recall, from the discussion in Subsection 2.2, that the α-potential of the subordinator ξ, whose
characteristic triplet is (q, a,Π), corresponds to the 0-potential of a subordinator with characteristic
triplet (q + α, a,Π). With this remark at hand, the arguments in the proof of Lemma 1 allow us to
ensure that, by integrating (17) over [0, t], we obtain
1 = avα(t) +
∫ t
0
(Π(t− s,∞) + q + α)Vα(ds), t > 0.
According to [17, 19, 21, 22, 23], it follows that Vα has a non-increasing (c.m.) density, on (0,∞),
whenever q + α + Π(x,∞) is a log-convex (c.m.) function. But this is a straightforward consequence
of the assumption that Π(·) bears this property.
We prove Corollary 4 by applying the first result of Theorem 3 and Proposition 1.
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Proof of Corollary 4. According to the latter lemma, we just need to notice that x 7→ e−x/(1 − e−x),
x > 0, is a c.m. function. This is true because, on the one hand, the product of two c.m. functions
is a c.m. function. On the other hand, e−x is the Laplace transform of the Dirac’s delta measure
concentrated at 1 while (1− e−x)−1 is the Laplace transform of the p.m. of a Poisson process with rate
one. We conclude by applying Theorem 15.10 in [28] and Theorem 3.1.1 in [11], respectively.
4 Examples
In this section, we will apply our results for some particular subordinators. In the first example,
we obtain some general results for special subordinators. This is a very rich class of subordinators,
which has been deeply studied by several authors, we refer to [30] for background. Some properties of
exponential functionals of special subordinators have been obtained in [24]. In fact, some of the results
we obtain have also been established in that paper with some relatively different arguments. Some
of the specific families of subordinators, which are considered in the following examples, are actually
special.
Example 1. We recall that φ is said to be a special Bernstein function if the function φ∗ defined by
φ∗(λ) =
λ
φ(λ)
, λ > 0,
is also a Bernstein function. In this case, we say that (φ, φ∗) is a conjugate pair of Bernstein functions
and we denote by (q∗, a∗,Π∗) the characteristic triplet of φ∗, that is
φ∗(λ) = q∗ + λa∗ +
∫
(0,∞)
(1− e−λx)Π∗(dx), λ ≥ 0.
It is well known that a necessary and sufficient condition for φ to be special is for the p.m. of φ to be
such that V (dx)1{x∈(0,∞)} = v(x)1{x∈(0,∞)}dx, where v : (0,∞) → R
+ is a non-increasing function.
Sufficient conditions on the Lévy measure are also known, see e.g. Hirsch [23] and Song and Vondracek
[31]. It is known, and easy to see, that for a special subordinator (resp. its conjugate) with Laplace
exponent φ (resp.φ∗), we have
qq∗ = 0, aa∗ = 0, Π∗(x,∞) + q∗ = v(x), x > 0,
because
φ∗(λ)
λ
=
1
φ(λ)
= a∗ +
∫
R
+
e−λxv(x) dx, λ ≥ 0.
By Lemma 1, we already know that Geα and eα −Geα are independent and that
E[e−λeα ] =
α
α+ λ
=
φ(α)
φ(α + λ)
φ∗(α)
φ∗(α+ λ)
, α > 0, λ ≥ 0.
Let (ξ, ξ∗) be a a conjugated pair of subordinators associated to the pair (φ, φ∗). For convenience, all
objects associated to ξ∗, which we defined for ξ, are denoted with the superscript ∗. We immediately
see the known fact that
eα −Geα
(d)
= G∗
eα
and Geα +G
∗
eα
(d)
= eα,
where Geα and G
∗
eα
are independent. Furthermore, there exists a function ρ : (0,∞)→ [0, 1] such that
H(dx) = ρ(x)
dx
x
and H∗(dx) = (1− ρ(x))
dx
x
, x > 0.
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Moreover, ρ is related to φ, Π and v as follows∫
(0,∞)
dy ρ(y)e−λy =
φ′(λ)
φ(λ)
, λ > 0,
and
ρ(x) = av(x) +
∫
[0,x]
Π(dy)yv(x − y), x > 0.
It is worth pointing out that, in this case, we have the identities I
(d)
= R∗ and I∗
(d)
= R, with obvious
notations. Therefore, all the results obtained for the remainder random variable R can be applied to
obtain information about the exponential functional I. For instance, this can be used for the r.v. log I
to determine when it has a self-decomposable or extended generalized gamma convolution distribution,
to write the analogue of (14) of Theorem 3 for it and so on. To prove the above claimed facts about
H, recall that, since (φ, φ∗) is a conjugated pair of Bernstein functions, equation (15), applied to φ
and φ∗, gives that, for all α > 0 and λ ≥ 0, we have
exp
{
−
∫
(0,∞)
dx
x
e−αx(1− e−λx)
}
=
α
α+ λ
=
φ(α)
φ(α+ λ)
φ∗(α)
φ∗(α+ λ)
= exp
{
−
∫
(0,∞)
H(dx)e−αx(1− e−λx)
}
×
exp
{
−
∫
(0,∞)
H∗(dx)e−αx(1− e−λx)
}
.
We deduce that, for each α > 0, the Lévy measures e−αxH(dx)+ e−αxH∗(dx) and e−αxx−1dx, on R+,
are equal. It follows that
H(dx) +H∗(dx) = x−1dx, x > 0, (38)
and, H(dx) and H∗(dx) are both absolutely continuous with respect to x−1dx. Thus, there exists a
density function ρ such that ρ(x)x−1dx = H(dx) with 0 ≤ ρ(x) ≤ 1, x > 0. Analogously, H∗ can be
written as H∗(dx) = ρ∗(x)x−1dx for some function ρ∗ satisfying 0 ≤ ρ∗(x) ≤ 1, x > 0. Furthermore,
it follows from (38) that ρ(x)+ ρ∗(x) = 1 for a.e. x > 0. The rest follows from the results in Section 3.
The processes of Examples 2, 3 and 6 are particular cases of special subordinators.
Example 2. Complete Bernstein functions, which are necessarily special, are those Bernstein functions
for which the corresponding Lévy measures have completely monotone densities, see e.g. [30], Chapter
6. These have the following representation
φ(λ)
φ(1)
= exp
∫ ∞
0
(
1
1 + t
−
1
λ+ t
)
η(t) dt = exp
∫ ∞
0
λ− 1
λ+ t
η(t)
1 + t
dt (39)
for all λ ≥ 0, were η : R+ → [0, 1] is a measurable function. In this case, the density of the h.p.m. is
the Laplace transform of η i.e. ρ(x) =
∫∞
0 e
−xtη(t) dt. Marchal [26] considered this class of Bernstein
functions using the representation
φ(α)(λ) = exp
∫ 1
0
λ− 1
1 + (λ− 1)x
α(x) dx.
Making the substitution x = 1/(1 + t), we obtain that
φ(α)(λ) = exp
∫ 1
0
λ− 1
λ+ t
α (1/(1 + t))
1 + t
dt,
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which is, indeed, of the form (39) with η(t) = α (1/(1 + t)) 1[0,1](t). Furthermore, in Section 16.11
of [30], we can find several interesting families of complete subordinators whose harmonic potential
densities are known explicitly.
Example 3. For a fixed K > 0, let ξ be the deterministic subordinator ξt = Kt, t ≥ 0, killed at
rate q ≥ 0. Then, the corresponding Bernstein function is φ(λ) = q + Kλ. The associated p.m. and
h.p.m. are, respectively, given by
V (dx) = K−1e−qx/Kdx, and H(dx) = e−qx/K
dx
x
, x > 0.
In this case, I
(d)
= K−1B1,q/K where B1,q/K is a r.v. following the Beta(1, q/K)-law. This subordinator
is special and the Bernstein function corresponding to its conjugate is
φ∗(λ) :=
λ
λK + q
=
1
K
∫ ∞
0
(1− e−λx)
(
(q/K)e−(q/K)x
)
dx.
That is ξ∗ is a compound Poisson process with jumps of exponential size of parameter q/K and arrival
rate 1/K. Its h.p.m. is hence given by
H∗(dx) = (1− e−qx/K)
dx
x
, x > 0.
To see this, note that
φ∗′(λ)
φ∗(λ)
=
q
λ
1
λK + q
=
∫ ∞
0
e−λx(1− e−qx/K)dx, λ ≥ 0,
and conclude using Lemma 2 and the injectivity of the Laplace transform. From standard properties of
the beta and gamma distributions and some factorizations of the exponential distribution, see e.g. [9], it
is easy to see that the remainder random variable R has the same law as K γ1+q/K where this gamma
variable has the p.d.f. Γ(1 + q/K)−1xq/Ke−x, x > 0. This assertion can also be easily verified by
calculating the moments of R. Taking K = 1, in this setting, we recover, from identity (14), Gordon’s
representation of a log-gamma r.v. with shape parameter t = 1 + q. Indeed, let (e(i), i ≥ 1) be an
i.i.d. sequence of r.v.’s following a standard exponential distribution. For any k ≥ 1, the random
variable Gek follows the exponential distribution with parameter q + k, therefore
E(Gek)−Gek
(d)
=
1
q + k
−
e
(k)
q + k
.
Identity (14) becomes
log γ1+q
(d)
= logR
(d)
= −γφ +
∞∑
j=0
1
(q + 1) + j
−
e
(k)
(q + 1) + j
= −
(
γφ +
∞∑
k=1
q
k(q + k)
)
+
∞∑
j=0
1
1 + j
−
e
(k)
(q + 1) + j
(40)
and it is readily verified that the constant γφ +
∑∞
k=1
q
k(q+k) equals Euler’s number. Formula (40) is
obtained by Gordon [16] in his Theorem 2, formula (3).
Finally, for 0 < γ < 1, the measures
Hγ(dx) = γ
e−qx
x
dx and H∗γ(dx) = γ(1 − e
−qx)
dx
x
, x > 0,
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are the h.p.m.’s of subordinators whose Laplace exponents are given by the Complete Bernstein func-
tions λ 7→ (λ + q)γ and λγ/(λ + q)γ , respectively. These naturally arise when subordinating, with a
γ-stable subordinator, i.e. the subordinator described just before (34).
Example 4. Recall that the so-called Mittag-Leffler function Eα, α > 0, is defined by
Eα(z) =
∑
k≥0
zk
Γ(kα + 1)
, z ∈ C. (41)
This corresponds, in the case 0 < α < 1, to
Eα(z) = E
[
e z (S
α
1 )
−α
]
,
where Sα is an α-stable subordinator.
Proposition 2. The h.p.m. Hαq (dx) associated to the subordinator (Xs)s≥0, obtained by killing a
standard α-stable subordinator Sα, at rate q ≥ 0, is
Hαq (dx) = αEα(−qx
α)
dx
x
, x > 0.
Proof. Let f : R+ → R+ be a measurable function. Using the scaling property, Fubini’s theorem and
the change of variables s = t1/αS1, we obtain the following formula for the h.p.m. of X∫
[0,∞)
Hαq (dx)f(x) :=
∫ ∞
0
dt
t
E [f(Xt)]
=
∫ ∞
0
dt
t
e−qtE
[
f(t1/αSα1 )
]
=
∫ ∞
0
ds
s
αE [exp{−q(s/Sα1 )
α}] f(s)
(42)
and the result follows.
As a consequence, we get that log I, with I :=
∫∞
0 e
−Xsds, belongs to the B(R)-class, see Barndorff-
Nielsen et al. [2], and its Lévy measure has the density
ex
|x|(1 − ex)
(
(1− α) + αE
[
1− e−q(−x)
α(Sα1 )
−α
])
, x < 0.
Similarly, the random variable logR, associated to X, belongs to the class of extended generalized
gamma convolutions.
As a consequence of the above remark, the Lévy measure of the distribution of logR is absolutely
continuous with respect to the probability distribution of a one sided Linnik r.v.We think that this
link deserves to be studied in further detail.
Example 5. The following Lemma is useful for the construction of explicit examples of Lévy measures
of remainder random variables. Its proof is easy and is based on elementary properties of Poisson
processes, so we omit the details.
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Lemma 6. Assume ξ is a subordinator with drift a ≥ 0, no killing term and finite Lévy measure
Π. Let (Nt, t ≥ 0) be a Poisson process with intensity Π(0,∞) =: c, (Yi)i≥1 i.i.d. random variables
which are independent of N, with common distribution c−1Π(dx), and Sn =
∑n
i=1 Yi, n ≥ 0. Hence
ξt = a t+ SNt = a t+
∑Nt
i=1 Yi, for t ≥ 0. When the drift a is strictly positive, we have the equality of
measures∫
(0,∞)
dt
t
P(ξt ∈ dx) =
c
a
∞∑
n=0
1
n!
E
[( c
a
(x− Sn)
)n−1
exp
{
−
c
a
(x− Sn)
}
1{Sn≤x}
]
dx
on (0,∞), with the convention S0 ≡ 0. While, when the drift a is zero, we have∫ ∞
0
dt
t
P(ξt ∈ dx) =
∑
n≥1
1
n
P(Sn ∈ dx)
on (0,∞); that is, the h.p.m. of ξ coincides with the harmonic renewal measure of the random walk
(Sn, n ≥ 1).
Assume for instance that ξ is a subordinator with no killing, drift 1, and Lévy measure
Π(dx) =
c
Γ(β)
xβ−1e−xdx, x > 0,
where c, β > 0. Equivalently, the Laplace exponent is given by λ 7→ λ+ c(1− 1
(1+λ)β
). It follows from
Lemma 6 and elementary calculations that the h.p.m. of ξ is given by(
1 +
∞∑
n=1
cnxn(1+β)Γ(nβ)
nΓ(n(1 + β))
)
e−cxx−1dx, x > 0.
Furthermore, assuming the same jump structure and no drift, i.e. the Laplace exponent is λ 7→ c(1 −
1
(1+λ)β
), we find the h.p.m.
β
(
Eβ(x
β)− 1
)
e−xx−1dx, x > 0.
Example 6. Assume that ξ is the ascending ladder time, with Laplace exponent φ, of a general real
valued Lévy process X. It follows from the Lemma 1 and the identity (5) in page 166 of [5], which is
a consequence of Fristedt’s formula, that the h.p.m. of ξ is given by
H(dx) = P(Xx ≥ 0)
dx
x
, x > 0. (43)
We further note that, in the stable case, we have P(Xt ≥ 0) = β for all t > 0, for some 0 < β < 1 which
is called the positivity index of X. Recall that E[es] = Γ(s + 1), where e is a standard exponential
random variable, and
log Γ(s+ 1) =
∫ ∞
0
(
s−
1− e−st
1− e−t
)
e−t
dt
t
(44)
which is found for example in Theorem 1.6.2 in page 28 of [1]. It follows from a combination of (13),
(43) and (44) that Γφ(s) = (Γ(s))
β and Γ∗(φ(·); s) = Γφ∗(s) = (Γ(s))
1−β . The characteristics of logR
and log I are easy to obtain from the above expressions.
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