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Abstract
We will determine the homotopy type of the subspace Ω1,0(n,p) of J 2(n,p) consisting of all 2-
jets of smooth map germs, which are regular or have singularities with Boardman symbol (1,0). This
is aimed at classifying Ω1,0-regular maps, namely smooth maps having only such singularities by the
homotopy principle due to [A. du Plessis, Comment. Math. Helv. 50 (1975) 363] and [M. Gromov,
Math. USSR Izv. 3 (1969) 671]. As applications we will give conditions for the existence and non-
existence of an Ω1,0-regular map.
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1. Introduction
Let J k(n,p) denote the space of all jets of order k of smooth (C∞) map germs
(Rn,0) → (Rp,0) at the origin. In the dimensions n < p we consider the subspace
Ω1(n,p) of J 1(n,p) consisting of all 1-jets of smooth map germs, which are regular
or are of kernel rank 1, and the subspace Ω1,0(n,p) of J 2(n,p) consisting of all 2-jets
of smooth map germs, which are regular or have singularities of Boardman symbol (1,0).
In this paper we determine the homotopy types of the spaces Ω1(n,p) and Ω1,0(n,p)
(Theorem 3.1). The case n p has already been studied in [2–4]. It has been proved, for
example, that Ω1,0(n,n) has the homotopy type of the rotation group SO(n+ 1).
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In [16] Whitney has first studied Ω1,0-regular maps in the process of constructing
immersions of manifolds of dimension n into R2n−1. In the dimensions n < p < 2n a
smooth map germ (Rn,0) → (Rp,0) having a singularity of Boardman symbol (1,0) at
the origin is written as (x1, . . . , xn) → (x1, . . . , xn−1, x1xn, . . . , xp−nxn, x2n) under suitable
local coordinates of (Rn,0) and (Rp,0). In the dimensions p  2n such a map germ does
not appear generically [11,16].
We explain the motivation for studying these homotopy types. Let N and P be smooth
manifolds of dimensions n and p, respectively, with n < p. Let J 2(N,P ) be the 2-jet
bundle over N × P , and let π2N :J 2(N,P ) → N be the canonical projection. We define
Ω1,0(N,P ) to be the subbundle of J 2(N,P ) associated with Ω1,0(n,p) over N × P . We
often regardΩ1,0(N,P ) as a fiber bundle over N with fiber Ω1,0(n,p)×P . A smooth map
f :N → P is called an Ω1,0-regular map if the image of j2f is contained in Ω1,0(N,P ).
Let C∞
Ω1,0
(N,P ) denote the space consisting of all Ω1,0-regular maps f :N → P
equipped with the C∞-topology. Let Γ (Ω1,0(N,P )) denote the space consisting of
all continuous sections of the fiber bundle π2N |Ω1,0(N,P ) :Ω1,0(N,P ) → N equipped
with the compact-open topology. We define the continuous map jΩ1,0 :C∞Ω1,0(N,P ) →
Γ (Ω1,0(N,P )) by jΩ1,0(f ) = j2f . Then we can apply the well-known homotopy
principle established in [7] for open manifolds N and in [6] for closed manifolds to the
special case which concerns us.
Theorem 1.1 [6,7]. Let N and P be smooth manifolds of dimensions n and p, respectively,
with p > n  1. Then jΩ1,0 :C∞Ω1,0(N,P ) → Γ (Ω1,0(N,P )) is a weak homotopy
equivalence.
By Theorem 1.1 the classification problem of Ω1,0-regular maps is reduced to the
homotopy-theoretic problem. As is well known, the Hirsch Immersion Theorem [8] has
been important in classifying immersions, and the homotopy type of the space Σ0(n,p),
namely the Stiefel manifold has been of great interest. Theorem 1.1 allows us to expect
that the homotopy type of Ω1,0(n,p) will play an important role in the existence or
classification problem of Ω1,0-regular maps similarly as in the case of immersions.
By using these homotopy types we will prove that there exist the maps
jΩ :Ω1(n+ 1,p)→ Ω1,0(n,p),
kΩ :Ω1,0(n,p) → Ω1(n+ 1,p),
such that jΩ ◦ kΩ is homotopic to the identity of Ω1,0(n,p). The orthogonal groups O(p)
and O(n) act canonically on J 2(n,p) (respectively on J 1(n+1,p)) from the left-hand side
and right-hand side (respectively through 1 × O(n)), respectively. They naturally induce
the actions of O(p)×O(n) on Ω1,0(n,p) and Ω1(n+ 1,p). It will be proved that jΩ and
kΩ are equivariant with respect to these actions.
Let Ω1(εN ⊕ T N,T P) denote the smooth fiber bundle with fiber Ω1(n + 1,p)
which consists of all homomorphisms R ⊕ TxN→TyP of rank  n, where (x, y) varies
all over N × P . If we provide N and P with Riemannian metrics, then we have the
fiber maps jΩ(N,P ) :Ω1(εN ⊕ TN,T P) →Ω1,0(N,P ) and kΩ(N,P ) :Ω1,0(N,P ) →
Ω1(εN ⊕ T N,T P) associated to jΩ and kΩ , respectively (see Section 2). We often
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regard Ω1(εN ⊕ T N,T P) as a fiber bundle over N with fiber Ω1(n + 1,p) × P . Let
Γ (Ω1(εN ⊕ TN,T P)) denote the space consisting of all continuous sections of the fiber
bundle Ω1(εN ⊕ T N,T P) over N , equipped with the compact-open topology. Then we
have the maps
Γ
(jΩ) : Γ (Ω1(εN ⊕ TN,T P))→ Γ (Ω1,0(N,P )),
Γ
(
kΩ
) : Γ (Ω1,0(N,P ))→ Γ (Ω1(εN ⊕ TN,T P)),
which are induced from jΩ(N,P ) and kΩ(N,P ), respectively. The first result of this paper
is the following theorem.
Theorem 1.2. Let N and P be given as in Theorem 1.1. Then jΩ(N,P ) ◦ kΩ(N,P ), is
homotopic to the identity of Ω1,0(N,P ).
Corollary 1.3. Let N and P be given as in Theorem 1.1. Then
Γ
(jΩ)∗ :πi(Γ (Ω1(εN ⊕ T N,T P)))→ πi(Γ (Ω1,0(N,P )))
is surjective, and
Γ
(
kΩ
)
∗ :πi
(
Γ
(
Ω1,0(N,P )
))→ πi(Γ (Ω1(εN ⊕ T N,T P)))
is injective.
Corollary 1.4. Let N and P be given as in Theorem 1.1. Then we have the following:
(1) Given a bundle homomorphism h : εN ⊕ T N → T P with rank n+ 1 or n fiberwisely,
we have an Ω1,0-regular map g :N → P such that Γ (jΩ)(h) is homotopic to j2g in
Γ (Ω1,0(N,P )).
(2) An Ω1,0-regular map g :N → P induces the bundle homomorphism Γ (kΩ)(j2g) :
εN ⊕ T N → T P covering g with rank n+ 1 or n fiberwisely.
In Section 2 we review the fundamental properties of jet spaces and Thom–Boardman
submanifolds. In Section 3 we describe the homotopy types of Ω1(n,p) and Ω1,0(n,p) in
Theorem 3.1, which will be proved in Section 6. We prove Theorem 1.2 by using them in
Section 4. In Section 5 we prepare several lemmas in linear algebra, which are necessary in
the proof of Theorem 3.1. In Section 7 we discuss the existence problem for Ω1,0-regular
maps and give several examples.
2. Preliminaries
Throughout the paper all manifolds are smooth of class C∞. Maps are basically
continuous, but may be smooth (of class C∞) if necessary. Given a fiber bundle π :E →X
and a subset C in X, we denote π−1(C) by E|C. Let π ′ :F → Y be another fiber bundle.
A map b˜ :E → F is called a fiber map over a map b :X → Y if π ′ ◦ b˜ = b ◦ π holds.
The restriction b˜|(E|C) :E|C → F (or F |b(C)) is denoted by b˜|C . In particular, for a point
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x ∈X, E|x and b˜|x are simply denoted by Ex and b˜x :Ex → Fb(x), respectively. The trivial
bundle X × R1 is denoted by εX .
We review the well-known results about Thom–Boardman singularities (see [5,10,12,
13]). Let E → X and F → Y be smooth vector bundles, and let πX and πY be the
projections of X × Y onto X and Y , respectively. We denote, by Hom(π∗X(E),π∗Y (F )),
the vector bundle over X × Y which consists of all homomorphisms Ex → Fy , x ∈X and
y ∈ Y . Let dimE = n and dimF = p. We work in dimensions 1 n < p. We set
J 1(E,F ) = Hom(π∗X(E),π∗Y (F )),
J 2(E,F ) = Hom(π∗X(E),π∗Y (F ))⊕ Hom(S2(π∗X(E)),π∗Y (F )), (2.1)
where S2(π∗X(E)) is the symmetric product of π∗X(E). We usually denote an element
of J 1(E,F ) or J 2(E,F ) by α or (α,β) respectively, where α ∈ Hom(Ex,Fy) and
β ∈ Hom(S2Ex,Fy). Let π21 :J 2(E,F ) → J 1(E,F ) be the canonical forgetting map.
We denote, by Σi(E,F ), the submanifold of J 1(E,F ) which consists of all elements α
with dim Ker(α) = i . Let βα :S2(Ker(α)) → Cok(α) be the composite pr ◦ β|S2(Ker(α)),
where pr :Fy → Cok(α) is the canonical projection. We denote, by Σ1,j (E,F ), the
submanifold of J 2(E,F ) which consists of all elements (α,β) such that dim Ker(α) = 1
and dim Ker(βα)= j . For a subspace V in Rp, V ⊥ denotes the orthogonal complement of
V and pr(V⊥) : Rp → V ⊥ denotes the orthogonal projection. Then βα is often identified
with the composite
βα = pr
(
Im(α)⊥
) ◦ β|S2(Ker(α)) (2.2)
through the canonical isomorphism Im(α)⊥ ⊂ Rp → Cok(α). Let Ω1(E,F ) denote the
union of Σ0(E,F ) and Σ1(E,F ), and let Ω1,0(E,F ) denote the union of (π21 )
−1
(Σ0(E,F )) and Σ1,0(E,F ). They are subbundles of J 1(E,F ) and J 2(E,F ) as fiber
bundles. We use the notation J k(n,p), Σi(n,p), Ω1(n,p), Σ1,0(n,p) and Ω1,0(n,p) in
the case E = Rn and F = Rp over a single point to avoid the confusion.
Let Lk(m) denote the group of all k-jets of local diffeomorphisms of (Rm,0). Let
h1 : (Rp,0) → (Rp,0) and h2 : (Rn,0) → (Rn,0) be local diffeomorphisms. We define
the action of Lk(p) × Lk(n) on J k(n,p) by (jk0h1, j k0h2) · jk0f = jk0 (h1 ◦ f ◦ h−12 ). Let
J k(N,P ) denote the k-jet space of manifolds N and P . Let πkN and πkP be the projections
mapping a jet to its source and target, respectively. The map πkN ×πkP :J k(N,P ) → N ×P
induces a structure of a fiber bundle with structure group Lk(p) × Lk(n). The fiber
(πkN × πkP )−1(x, y) is denoted by J kx,y(N,P ). If we provide N and P with Riemannian
metrics, then the Levi-Civita connections induce the exponential maps expN,x :TxN → N
and expP,y :TyP → P . In dealing with the exponential maps we always consider the so-
called convex neighborhoods. We define the smooth bundle map
J k(N,P ) → J k(TN,T P) over N × P (2.3)
by sending z = jkx f ∈ J kx,y(N,P ) to the k-jet of (expP,y)−1 ◦f ◦expN,x at 0 ∈ TxN , which
is regarded as an element of J k(TN,T P) (see [9, Proposition 8.1] for the smoothness of
exponential maps). More strictly, (2.3) gives a smooth equivalence of the two fiber bundles
under the structure group Lk(p) × Lk(n) and a smooth reduction of the structure group
Y. Ando / Topology and its Applications 142 (2004) 205–226 209
Lk(p)×Lk(n) of J k(N,P ) to O(p)×O(n), which is the structure group of J k(TN,T P).
Then the Thom–Boardman submanifolds Σi(N,P ) of J 1(N,P ) and Σ1,j (N,P ) of
J 2(N,P ) are identified with Σi(TN,T P) and Σ1,j (T N,T P), respectively, under (2.3).
The same is true for Ω1(N,P ), Ω1,0(N,P ), Ω1(T N,T P) and Ω1,0(T N,T P).
Throughout the paper, we always identify Hom(Rn,Rp) with the space Mp×n of all
p × n matrices and identify Hom(S2Rn,Rp) with the space of all p-tuples of n × n
symmetric matrices. For subspaces V and W , V © W denotes the symmetric product
in S2Rn.
3. Homotopy types
Let X and Y be topological spaces and let G be a compact Lie group. If G acts on X
(respectively Y ) from the right-hand (respectively left-hand) side, then the orbit space is
denoted by X/G (respectively G\Y ). Then G acts on X × Y by g · (x, y) = (xg−1, gy).
We define the twisted product of X and Y to be the orbit space X ×G Y of this action and
denote its element by [x, y] for x ∈ X and y ∈ Y . Namely, we have [x, y] = [xg−1, gy].
Let A1, . . . ,As be the real square matrices of degree i1, . . . , is , respectively. The matrix
of the form
(A1 0
. . .
0 As
)
will be denoted by A1  · · ·As . The diagonal matrix of degree
k with diagonal components d = (d1, . . . , dk) will be denoted by ∆(d). The unit matrix of
degree k is denoted by Ek .
Let O(k) (respectively SO(k)) be the orthogonal group (respectively the rotation group)
of degree k. For a matrix M = (mij ) ∈ O(k), the ith row and column vectors are denoted
by mi and mi , respectively. Let M(i, j) and M
(i
j
)
be the minor-matrices (mi , . . . ,mj ) and( mi
...
mj
)
, respectively. Let k  h. Throughout the paper the Stiefel manifolds O(k)/(Eh ×
O(k−h)) and (Eh ×O(k−h))\O(k) are canonically identified with the space consisting
of all k × h matrices M(1, h) and h × k matrices M(1
h
)
, respectively, where M varies in
O(k). Let I be the interval [0,1]. For b ∈ I , let db be the row vector (1, . . . ,1, b), where
the degree should be relevant to the arguments. Let ∆(db) be the diagonal matrix with
diagonal components db .
We consider the following actions of O(p) and O(n) on J k(n,p). We regard T ∈ O(p)
and U ∈ O(n) as linear maps, Rp → Rp and Rn → Rn, respectively. Then define the
action of (T ,U) on a jet z = jk0 f by
(T ,U) · z = jk0
(
T ◦ f ◦ tU).
We consider the following actions of O(n−1) and O(1) on O(p) and O(n). For elements
G ∈ O(n− 1), (δ) ∈ O(1), S ∈ O(p) and M ∈O(n), let us define G ·S, G ·M , (δ) ·S and
(δ) ·M by
G · S = S(tG (Ep−n+1)), G ·M = (G (1))M,
(δ) · S = (En−1  (δ)Ep−n)S, (δ) ·M = (En−1  (δ))M. (3.1)
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Other actions appearing below are ones induced from these actions. Let R(n < p) denote
O(p)/(En ×O(p − n)).
Now we state the homotopy types of the spaces Ω1(n,p) and Ω1,0(n,p) in the case
2 n < p.
Case A: Ω1(n,p). We define the spaces K(n < p,b) for 0 b 1 and ΣK(n < p) by
K(n < p,b)= {{O(p)/En ×O(p − n)}×O(n−1)×O(1) O(n)}× b, (3.2)
ΣK(n < p) = {O(p)/En−1 ×O(p − n+ 1)}
×O(n−1)×1
{
En−1 ×O(1)\O(n)
}
. (3.3)
An element of K(n < p,b) or ΣK(n < p) is expressed by [S(1, n),M,b] or [S(1,
n − 1),M,0], respectively, where S ∈ O(p) and M ∈ O(n). Let us define the continuous
surjections
ρn<p,Σ :K(n < p,0) →ΣK(n < p), (3.4)
ρn<p,R :K(n < p,1) →R(n < p), (3.5)
by ρn<p,Σ([S(1, n),M,0]) = [S(1, n − 1),M,0] and ρn<p,R([S(1, n),M,1]) = S(1,
n)M , respectively. It is easily seen that these maps are well defined. We define the space
K(n < p) to be the quotient space obtained from the disjoint union
ΣK(n < p) ∪
{⋃
b∈I
K(n < p,b)
}
∪R(n < p)
by identifying K(n < p,0) with ΣK(n < p) by ρn<p,Σ and K(n < p,1) with R(n < p)
by ρn<p,R , respectively. Namely, we identify [S(1, n),M,0] = [S(1, n − 1),M,0] and
[S(1, n),M,1] = S(1, n)M . Then there exists the continuous map
in<p :K(n < p) →Ω1(n,p)
defined by in<p([S(1, n),M,b]) = S(1, n)∆(db)M . It is easily seen that in<p is well
defined.
Case B: Ω1,0(n,p). For 0  b  1 an element [S(1, n),M,b] ∈ K(n < p,b) determines
the (p−n+1)-subspace of Rp , denoted by {sn, . . . , sp} = {s1, . . . , sn−1}⊥, where ⊥ refers
to the orthogonal space. We define the map
sK :K(n < p,b)→ O(p)/O(n− 1)×O(p − n+ 1)=Gp−n+1,n−1,
sΣK :ΣK(n < p) →O(p)/O(n− 1)×O(p − n+ 1)= Gp−n+1,n−1,
by mapping [S(1, n),M,b] or [S(1, n − 1),M,0] to {s1, . . . , sn−1}⊥, respectively. Set
S =O(p)/O(n− 1)×E1 ×O(p − n). Then we have the fiber bundle S →Gp−n+1,n−1
with the canonical projection and the fiber Sp−n. Let us define the spaces K(n < p,b) and
ΣK(n < p) by
K(n < p,b)= s∗K(S) and ΣK(n < p) = s∗ΣK(S), (3.6)
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which are the total spaces of the induced bundles, respectively.K(n < p,b) S ΣK(n < p)
K(n < p,b) Gp−n+1,n−1 ΣK(n < p)
An element of K(n < p,b) or ΣK(n < p) is expressed by [S(1, n), s,M,b] or [S(1,
n − 1), s,M,0], respectively, where S ∈ O(p), M ∈ O(n) and s is a vector of length 1
of {s1, . . . , sn−1}⊥. Then the space ΣK(n < p) is canonically homeomorphic to
ΣK(n < p) = {O(p)/(En ×O(p − n))}×O(n−1)×1 {(En−1 ×O(1))\O(n)}.
Indeed, an element [S(1, n − 1), s,M,0] corresponds to [S∗(1, n),M], where S∗(1, n) =
(s1, . . . , sn−1, s) ∈ O(p)/En × O(p − n). We here note that the action of O(n − 1) on
ΣK(n > p) is one induced from the actions of O(n− 1) on O(p) and O(n) in (3.1).
Then there exists the continuous surjection
ρ¯n<p,Σ :K(n < p,0)→ ΣK(n < p) (3.7)
defined by ρ¯n<p,Σ([S(1, n), s,M,0]) = [S(1, n − 1), s,M,0]. Furthermore, there exists
the continuous surjection
ρ¯n<p,R :K(n < p,1)→ R(n < p) (3.8)
defined by ρ¯n<p,R([S(1, n), s,M,1])= S(1, n)M . It is not difficult to see that these maps
are well defined.
We now define the space K(n < p) to be the quotient space obtained from the disjoint
union
ΣK(n < p) ∪
{⋃
b∈I
K(n < p,b)
}
∪R(n < p)
by identifying K(n < p,0) with ΣK(n < p) by ρ¯n<p,Σ and K(n < p,1) with R(n < p)
by ρ¯n<p,R , respectively. Namely, we always identify [S(1, n), s,M,0] = [S(1, n − 1),
s,M,0] and [S(1, n), s,M,1] = S(1, n)M .
There exists the continuous map
In<p :K(n < p) →Ω1,0(n,p)
defined as follows. Let [S(1, n), s,M,b] ∈K(n < p). Define α˜([S(1, n), s,M,b]) by
α˜
([
S(1, n), s,M,b
])= S(1, n)∆(db)M (3.9)
in Ω1(n,p). Let β˜([S(1, n), s,M,b]) be the element of Hom(S2Rn,Rp) defined by{
β˜
([
S(1, n), s,M,b
])(
tmn © tmn
)= √1 − b2 s,
β˜
([
S(1, n), s,M,b
])(
Rn © {tm1, . . . , tmn−1})= 0, (3.10)
where © denotes the symmetric product and if b = 1, then β˜([S(1, n), s,M,1]) is the null-
element 0(n,p). We note that β˜([S(1, n), s,M,b]) is well defined. Indeed, if 0 b < 1 then
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the vector mn is uniquely determined from M up to sign, and we have (−tmn)©(−tmn)=
tmn © tmn. Then we set
In<p
([
S(1, n), s,M,b
])= (α˜([S(1, n), s,M,b]), β˜([S(1, n), s,M,b])).
We are now ready to state the theorem.
Theorem 3.1. Let 2 n < p. Then we have the following:
(1) The map in<p is a topological embedding. There exists a deformation retraction R˜λ
of Ω1(n,p) to in<p(K(n < p)) such that
(1-i) in<p(K(n < p,b))⊂Σ1(n,p) if and only if b = 0,
(1-ii) Im(R˜λ(α)) = Im(α) for any α ∈ Ω1(n,p) and λ. In particular, the restriction
R˜λ|Σ1(n,p) is a deformation retraction of Σ1(n,p) to in<p(ΣK(n < p)).
(2) The map In<p is a topological embedding. There exists a deformation retraction R˜λ
of Ω1,0(n,p) to In<p(K(n < p)) such that
(2-i) In<p(K(n < p,b))⊂Σ1,0(n,p) if and only if b = 0,
(2-ii) Im(π21 ◦ R˜λ(α,β)) = Im(π21 ((α,β))) for any (α,β) ∈ Ω1,0(n,p) and λ.
In particular, the restriction R˜λ|Σ1,0(n,p) is a deformation retraction of
Σ1,0(n,p) to In<p(ΣK(n < p)).
(3) The maps in<p , In<p , R˜λ and R˜λ are equivariant with respect to the actions of O(p)
and O(n).
Remark 3.2. If n = 1 and p > 1, then Ω1(1,p) = J 1(1,p) and Ω1,0(1,p) = J 2
(1,p) \ {(0,0)}. A germ representing In<p([S(1, n), s,M,0]) is not necessarily transverse
to Σ1,0. A simplest form (x1, . . . , xn) → (x1, . . . , xn−1, x2n,0, . . . ,0) is suitable for our
purpose of determining the homotopy type of Ω1,0(n,p). The well-known normal form
described in Introduction is not useful for this purpose, although it is transverse to Σ1,0.
Lemma 3.3. The maps in<p and In<p are well defined.
Proof. The assertion for the case b = 1 is clear. It is not difficult to see that in<p and
α˜([S(1, n), s,M,b]) are well defined.
We show that β˜([S(1, n), s,M,b]) is well defined. Let [S(1, n), s,M,b] = [S′(1, n), s′,
M ′, b] inK(n < p,b) for 0 b < 1. Then there are matrices G ∈O(n−1) and (δ) ∈ O(1)
such that
(i) S′(1, n)= S(1, n)(tG (δ)), M ′ = (G (δ))M and s = s′ for 0 < b < 1,
(ii) S′(1, n− 1)= S(1, n− 1) tG, M ′ = (G (δ))M and s = s′ for b = 0.
Hence, the space generated by m1, . . . ,mn−1 is well defined. We have
β˜
([
S(1, n), s,M,b
])(
tmn © tmn
)=√1 − b2 s,
β˜
([
S(1, n), s,M,b
])(
Rn © {tm1, . . . , tmn−1})= 0,
β˜
([
S′(1, n), s′,M ′, b
])(t
m′n © tm′n
)=√1 − b2s′,
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β˜
([
S′(1, n), s′,M ′, b
])(
Rn © {tm1, . . . , tmn−1})= 0. 4. Proof of Theorem 1.2
In this section we prove Theorem 1.2.
Proof of Theorem 1.2. We first construct the map jΩ and the maps
k :In<p
(K(n < p))→ Ω1(n+ 1,p) for n 2,
kΩ :Ω1,0(1,p) →Ω1(2,p) for n= 1,
such that jΩ ◦k is equal to the identity of In<p(K(n < p)) for n 2. Furthermore, they are
equivariant with respect to the actions of O(p)×O(n). Hence, it follows from Theorem 3.1
that jΩ ◦ k ◦ R˜1 :Ω1,0(n,p) →Ω1,0(n,p) is homotopic to idΩ1,0(n,p). Therefore, the map
kΩ in Introduction is defined by kΩ = k ◦ R˜1 for n 2.
Define the map rn :Ω1(n+1,p)→ Hom(Rn,Rp) by rn(α)= α|0×Rn for α ∈Ω1(n+
1,p), which is written as α : Rn → Rp by identifying 0 × Rn = Rn. Since rn induces the
map Ω1(n+ 1,p) → Ω1(n,p), we can consider the composite R˜1 ◦ rn :Ω1(n+ 1,p)→
K(n < p) for n  2. Let R˜1 ◦ rn(α) be expressed by S(1, n)∆(db)M . Define the vector
v(α) to be the orthogonal projection of α(e1) onto the subspace {s1, . . . , sn−1}⊥, which
is denoted by C˜R˜1(α)for n  2, and v(α) = α(e1) for n = 1. Then we define β(α) ∈
Hom(S2Rn,Rp) by{
β(α)
(
tmn © tmn
)= v(α),
β(α)
(
Rn © {tm1, . . . , tmn−1})= 0. (4.1)
It is obvious that β(α) is continuous with respect to α.
We now define jΩ(α) by
jΩ(α)= (R˜1 ◦ rn(α),β(α)) for n 2,
jΩ(α)= (r1(α),β(α)) for n = 1.
We show jΩ(α) ∈ Ω1,0(n,p). Indeed, if R˜1 ◦ rn(α) or r1(α) is of rank n − 1, then α
must be of rank n and α(e1) = 0. By Theorem 3.1(1-ii), Im(α) coincides with Im(R˜1(α)).
This implies α(e1) /∈ Im(R˜1(α)) for n  2 and α(e1) /∈ Im(r1(α)) for n = 1, and hence
v(α) = 0. Hence, β(α)(tmn © tmn) = 0. Next we see that jΩ is equivariant. It follows
from Theorem 3.1(3) and the definition of rn that R˜1 ◦ rn is equivariant. Let T ∈ O(p) and
U ∈ O(n). Since α tU(e1)= α(e1), we have
β
(
T α tU
)(
U
(
tmn
)©U(tmn))= v(T α tU)
= T v(α tU)= T v(α)= Tβ(α)(tmn © tmn)= Tβ(α) tU(U(tmn)©U(tmn)),
and, by definition, we have
β
(
T α tU
)(
Rn ©U{tm1, . . . , tmn−1})= 0,
Tβ(α) tU
(
Rn ©U{tm1, . . . , tmn−1})= 0.
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This shows β(T α tU)= Tβ(α) tU.
Let n 2. Given an element (α,β)= In<p([S(1, n), s,M,b]), we set
k((α,β)) = (√1 − b2 s, s1, . . . , sn)∆( n︷ ︸︸ ︷1, . . . ,1, b)((1)M). (4.2)
If b = 1, then k((α,β)) = (0, s1, . . . , sn)((1)  M) = (0, S(1, n)M). If b = 0, then
k((α,β))= (s, s1, . . . , sn−1,0)((1)M). If n = 1, then we set
kΩ((α,β))= (β(e1 © e1), α). (4.3)
It is obvious that k and kΩ are of rank  n and are equivariant.
It remains to show that jΩ ◦ k ((α,β)) and jΩ ◦ kΩ((α,β)) are equal to ((α,β)).
Let n  2. We have rn(k((α,β))) = S(1, n)∆(db)M = α for 0  b  1. Since s lies
in {s1, . . . , sn−1}⊥ by (3.6) and (4.2), we have v(k((α,β))) =
√
1 − b2s for 0  b < 1.
Therefore, we have by (4.1)
β
(
k((α,β))
)(
tmn © tmn
)=√1 − b2 s,
β
(
k((α,β))
)(
Rn © {tm1, . . . , tmn−1})= 0.
If we note that β = 0(n,p) for b = 1, then we have β(k((α,β))) = β . Let n = 1. Since
r1((β(e1 © e1), α)) = α and β((β(e1 © e1), α)) = β , we have jΩ ◦ kΩ((α,β))= (α,β).
If we identify Ω1,0(N,P ) with Ω1,0(T N,T P) under the identification (2.3), we obtain
the fiber maps jΩ(N,P ) and kΩ(N,P ) associated to jΩ and kΩ in Introduction. Since the
equivariant map jΩ ◦ kΩ is homotopic to idΩ1,0(n,p), this proves Theorem 1.2. 
We here give another corollary. This is somewhat weaker than Corollary 1.4, while we
can prove it without using the homotopy types of Ω1(n+ 1,p) and Ω1,0(n,p).
Corollary 4.1. Let N and P be given as in Theorem 1.1. Let f :N → P be a continuous
map. Then there exists an Ω1,0-regular map g :N → P homotopic to f if and only if there
exists a bundle homomorphism h : εN ⊕T N → T P in Γ (Ω1(εN ⊕T N,T P)) covering f .
Another proof. Given an Ω1,0-regular map g :N → P homotopic to f , we may assume
that j2g is transverse to Σ1,0(N,P ). If we write j2g(x)= (α(x),β(x)), then we have the
map β(x)α(x) :S2(Ker(dxg)) → (Im(x, dxg))⊥, x ∈ S(j2g), where we take a Riemannian
metric on P . Since S2(Ker(dg|S(j2g))) is a trivial bundle over S(j2g) with the orientation,
we take the trivial bundle εN with εN |S(j2g) = S2(Ker(dg|S(j2g))). We extend β(x)α(x),
x ∈ S(j2g) to a bundle homomorphism θ : εN → g∗(T P ) arbitrarily so that θx = β(x)α(x),
x ∈ S(j2g). We define the bundle homomorphism h′ : εN ⊕ T N → g∗(T P ) by h′x(v1 ⊕
v2) = θx(v1) + (x, dxg(v2)) for v1 ∈ εx , v2 ∈ TxN and x ∈ N . It is obvious that h′ is of
rank  n everywhere. Since g is homotopic to f , there are bundle maps b :g∗(T P ) →
f ∗(T P ), gT P :g∗(T P ) → T P and f T P : f ∗(T P ) → T P such that f T P ◦ b covering f
is homotopic to a bundle map gT P :g∗(T P ) → T P covering g. Therefore, f T P ◦ b ◦ h′ is
the required bundle map covering f .
Given a bundle homomorphism h : εN ⊕ T N → T P , it follows that h|TN is of rank
 n − 1 everywhere. We regard h|T N as the section Ω1(N,P ) over N and deform it
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to be transverse to Σ1(N,P ). Set S(h) = (h|T N)−1(Σ1(N,P )). If x ∈ S(h), then hx |εx
is injective. Let K be the line bundle over S(h) defined by Kx = Ker(hx |TxN). Since
S2K is the trivial bundle with the orientation, we identify S2K = εN |S(h) and define
β ′ :S2K → T P covering π1P ◦ h|S(h) by the identification β ′|S2K = h|(εN |S(h)). We
extend β ′ to a bundle homomorphism β :S2(T N) → T P covering π1P ◦h arbitrarily. Form
the definition, it follows that the section s :N → J 2(N,P ) defined by s(x)= (hx |TxN,βx)
is a section into Ω1,0(N,P ). By Theorem 1.1, s has an Ω1,0-regular map g :N → P ,
which is homotopic to π2P ◦ s and f . 
5. Lemma
In this section we recall the lemmas in the linear algebra which are necessary in the
proof of Theorem 3.1. They are the reformulation of the lemmas given in [4, Section 5].
Let A be a p × n matrix, where n < p. Then tAA is a symmetric n× n matrix. Hence,
tAA is triangulated by an orthogonal matrix T as t T (tAA)T = ∆(d21 , . . . , d2n), where
d1, . . . , dn are nonnegative real numbers. Suppose that AT is written as (a1, . . . ,an) by the
column vectors ai (1 i  n). Then we have that (ai,aj ) = 0 for i = j and (ai ,ai )= d2i ,
where (∗,∗) refers to the inner product. If ai = 0, then set fi = ai/‖ai‖. By choosing row
vectors fj of degree p properly for numbers j such that aj = 0, we can find orthonormal
vectors f1, . . . , fn. Then it follows that
AT = (f1, . . . , fn)∆
(‖a1‖, . . . ,‖an‖).
Hence, we have
A= (f1, . . . , fn)∆
(‖a1‖, . . . ,‖an‖) t T . (5.1)
Lemma 5.1. Let p > n  1. Let A be a matrix of rank  (0    n). Then there exist
matrices S ∈ O(p), M ∈ O(n) and real numbers d1, . . . , dn such that
(1) d1  · · · d > 0 and d+1 = · · · = dn = 0,
(2) A= S(1, n)∆(d)M = S(1, )∆(d1, . . . , d)M
(1

)
,
(3) d21 , . . . , d2n are eigen-values of tAA.
We say that the diagonal components d = (d1, . . . , dn) are nonnegative if di  0 for all
i and are decreasing if d1  · · · dn. The expression A = S(1, n)∆(d)M will be called a
diagonalization of A.
Lemma 5.2. Let d and d′ be decreasing diagonal components of degree . Suppose that
t T ∆(d)T =∆(d′) for T ∈O(). Then we have the following:
(1) d = d′.
(2) Suppose that ∆(d) (= ∆(d′)) is written as a1Ei1  a2Ei2  · · · asEis , where
a1, . . . , as are all distinct and  = i1 + · · · + is . Then T is also a matrix of the form
T1  · · · Ts , where Tj is of rank ij for every j .
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Lemma 5.3. Let d be decreasing diagonal components of degree  given in Lemma 5.2(2).
Given a sequence {T k} in O() and a sequence of decreasing diagonal components {dk},
assume that the sequence {t T k∆(dk)T k} converges to ∆(d), where k = 1,2,3, . . . . Then
we have the following:
(1) {dk} converges to d.
(2) If a pair (r, q) of numbers does not satisfy the inequalities
i0 + · · · + ij−1 < r  i1 + · · · + ij and i0 + · · · + ij−1 < q  i1 + · · · + ij
for every integer j with 1 j  s (i0 = 0), then every sequence {tkrq} made of (r, q)
components of T k converges to 0.
(3) Let δ(T k) = δ(T k)1  · · · δ(T k)s be the matrix made of T k by replacing all (r, q)
components tkrq described in 2 with 0, where δ(T k)j is of rank ij . Then for all numbers
j with aj = 0, {t δ(T k)j δ(T k)j } converges to Eij .
Corollary 5.4. Let p > n 1. Let S,S′ ∈ O(p) and M,M ′ ∈ O(n) and let d = (d1, . . . ,
dn) be nonnegative and decreasing diagonal components with dn−1 > 0 such that ∆(d)
is written as a1Ei1  a2Ei2  · · · asEis , where a1, . . . , as are all distinct and n =
i1 + · · · + is . Assume that S(1, n)∆(d)M = S′(1, n)∆(d)M ′. Then we have the following:
(1) If dn > 0, then there exist matrices Gj ∈ O(ij ) (1  j  s) such that S′(1, n) =
S(1, n)(tG1  · · · tGs−1  tGs) and M ′ = (G1  · · ·Gs−1 Gs)M .
(2) If dn = 0 and is = 1, then there exist matrices Gj ∈ O(ij ) (1  j  s) such that
S′(1, n− 1)= S(1, n− 1)(tG1  · · · tGs−1) and M ′ = (G1  · · ·Gs−1 Gs)M .
Lemma 5.5. Let d be nonnegative and decreasing diagonal components given in Corol-
lary 5.4. Given two sequences {Sk} in O(p), {Mk} in O(n) and a sequence of nonnegative
and decreasing diagonal components {dk} of degree n, assume that the sequence
{Sk(1, n)∆(dk)Mk} converges to
(
∆(d)
0(p−n)×n
)
. Then we have the following:
(1) {dk} converges to d.
(2) If a pair (r, q) of numbers does not satisfy the inequalities
i0 + · · · + ij−1 < r  i1 + · · · + ij and i0 + · · · + ij−1 < q  i1 + · · · + ij
for every integer j with 1 j  s (i0 = 0), then every sequence {mkrq} made of (r, q)
components of Mk converges to 0.
(3) Let δ(Mk)= δ(Mk)1 · · · δ(Mk)s be a matrix made of Mk by replacing every (r, q)
components mkrq described in 2 with 0, where δ(Mk)j is of rank ij . Then
(3-i) if aj = 0 for every number j , then {Sk(1, n)δ(Mk)} converges to
(
En
0(p−n)×n
)
,
(3-ii) if as = 0, then {Sk(1, n − 1)(δ(Mk)1  · · · δ(Mk)s−1)} converges to(
En−1
0(p−n+1)×(n−1)
)
.
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6. Homotopy types of Ω1(n,p) and Ω1,0(n,p)In this section we study the homotopy types of Ω1(n,p) and Ω1,0(n,p) in dimensions
2 n < p. We first deal with Ω1(n,p). As explained in Section 2, we canonically identify
J 1(n,p) with Hom(Rn,Rp), namely with Mp×n under the canonical basis of Rn and
Rp . Let j :J 1(n,p) = Hom(Rn,Rp) → J 1(p,n) = Hom(Rp,Rn) be the isomorphism
induced from the isomorphism, Mp×n → Mn×p mapping a p × n matrix A to tA.
Then j gives a diffeomorphism of Ω1(n,p) onto Ωp−n+1(p,n). The homotopy type
of Ωp−n+1(p,n) has been given in [4, Theorem 2.1(1)]. Consequently, Theorem 3.1(1)
follows directly as a reinterpretation of [4, Theorem 2.1(1)] to the case Ω1(n,p). We
briefly trace this procedure along the lines of the proof given there, which is necessary
for the proof of Theorem 3.1(1).
For a matrix S ∈ O(p), S(1, n) denotes the matrix (s1, . . . , sn). Then any element α ∈
Ω1(n,p) has a diagonalization α = S(1, n)∆(d)M , where S ∈ O(p), M ∈ O(n) and
d = (d1, . . . , dn) with d1  · · ·  dn−1 > 0 and dn  0 (see Lemma 5.1). Then α lies in
Σ1(n,p) if and only if dn = 0.
Let ∆n(Ω) be the subspace in Rn consisting of all points (d1, · · · , dn) such that
d1  · · ·  dn−1 > 0 and dn  0 and let ∆n(1) be the subspace consisting of all
points (1, d2, . . . , dn) ∈ ∆n(Ω) . Let In∆ be the subspace in ∆n(1) consisting of all
points (1, . . . ,1, b) with 0  b  1 and let ∆nΣ be the subspace consisting of all
points (1, d2, . . . , dn−2,0,0) with 1  d2  · · ·  dn−2  0. It is clear that ∆n(1) is a
deformation retract of ∆n(Ω) by the deformation retraction (d1, . . . , dn) → ((1 − λ) +
λd1)−1(d1, . . . , dn) with 0  λ  1. If n = 2, then ∆2(1) = I 2∆. If n > 2, then we have
shown that ∆n(1) is homeomorphic to (In∆ ∗∆nΣ) \∆nΣ , where ∗ refers to the join. Indeed,
if an element (1, d2, . . . , dn) ∈ ∆n(1) is expressed by
(1, d2, . . . , dn)= s(1, . . . ,1, b)+ (1 − s)(1, f2, . . . , fn−2,0,0),
then we have dn−1 = s, dn = sb and di = s+(1−s)fi (2 i  n−2). Hence, if 0 < s < 1,
then we have s = dn−1, b = dn/dn−1 and fi = (di − dn−1)/(1 − dn−1) (2 i  n− 2) and
vice versa.
Let Ω∆(n,p) (respectively Σ∆(n,p)) denote the subset consisting of all elements
α with diagonalization S(1, n)∆(d)M such that d ∈∆n(1) (respectively d ∈∆n(1) with
dn = 0). We define a deformation retraction R˜′λ of Ω1(n,p) to Ω∆(n,p) by
R˜′λ
(
S(1, n)∆(d)M
)= ((1 − λ)+ λd1)−1S(1, n)∆(d)M.
It is clear that R˜′λ preserves the image of S(1, n)∆(d)M as a linear map for any λ.
Let b˜(α)= dn/dn−1. Let r˜λ :∆n(1)→∆n(1) be the homotopy defined by
r˜λ(1, d2, . . . , dn)= (1 − λ)(1, d2, . . . , dn)+ λ(1, . . . ,1, dn/dn−1).
Let db denote (1, . . . ,1, b) of In∆ with 1  b  0. We define K ′(n < p,b) to be the
subspace of Σ1(n,p) or Σ0(n,p) consisting of all elements α = S(1, n)∆(db)M , where
S ∈ O(p), and M ∈ O(n). In particular, we write ΣK ′(n < p) and R′(n < p) for K ′(n <
p,0) and K ′(n < p,1), respectively. By transposing matrices in the argument just below
[4, Lemma 6.1], we can prove that the images in<p(ΣK(n < p)), in<p(K(n < p,b)) for
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0 < b < 1 and in<p(R(n < p)) coincides with ΣK ′(n < p), K ′(n < p,b) for 0 < b < 1
and R′(n < p), respectively. We define K ′(n < p) to be the union
ΣK ′(n < p) ∪
{ ⋃
b∈(0,1)
K ′(n < p,b)
}
∪R′(n < p).
We have an equivariant deformation retraction D˜λ of Ω∆(n,p) to K ′(n < p) defined
as follows. For an element α = S(1, n)∆(d)M ∈Ω∆(n,p), set
D˜λ(α) = S(1, n)∆
(˜
rλ(d)
)
M. (6.1)
Then it follows from the lemmas in Section 5 that D˜λ(α) is well defined, namely D˜λ(α)
does not depend on the choice of a diagonalization. Furthermore, D˜λ(α) is continuous with
respect to the variables λ and α (see [4, Lemma 6.2 and Proposition 6.3]). It is obvious that
Im(D˜λ(α)) = Im(α) for any λ. We define the homotopy R˜λ :Ω1(n,p) → Ω1(n,p) by
R˜λ =
{
R˜′2λ for 0 λ 1/2,
D˜2λ−1 for 1/2 λ 1.
This is the outline of the proof of Theorem 3.1(1).
Next we proceed to Ω1,0(n,p). We begin by studying the image In<p(K(n < p,b)).
The following observation of this image will be helpful in understanding the arguments
in this section. By definition, it is clear that In<p(R(n < p)) = R′(n < p) × 0(n,p),
which is denoted by R′(n < p) in the following. It is also obvious that In<p(K(n <
p,b)) ⊂ K ′(n < p,b) × Hom(S2Rn,Rp) and In<p(ΣK(n < p)) ⊂ ΣK ′(n < p) ×
Hom(S2Rn,Rp).
Let 0  b < 1. For an element α ∈ K ′(n < p,b) with diagonalization α = S(1, n) ×
∆(db)M , we denote, by C˜α , the subspace of dimension p − n + 1 in Rp generated by
sn, . . . , sp , and, by K˜α , the subspace of dimension 1 in Rn generated by tmn, respectively.
Since b < 1, it follows from Corollary 5.4 that C˜α and K˜α are well defined. Let K˜⊥α and
C˜⊥α be orthogonal complements of K˜α in Rn and of C˜α in Rp , respectively.
Lemma 6.1. If 0 < b < 1, then we have α−1(C˜α) = K˜α , and the subspace Im(α) ∩ C˜α
is generated by the vector sn, which is invariantly determined by α. If b = 0, then K˜α
coincides with Ker(α) and C˜α is identified with Cok(α) through the canonical isomorphism
C˜α ⊂ Rp projection−→ Cok(α).
Let (α,β) be an element of K ′(n > p,b)× Hom(S2Rn,Rp). We define the homomor-
phism βα by
βα = pr
(
C˜α
) ◦ (β|S2K˜α), (6.2)
which is compatible with βα in (2.2). We define the spaces K′(n < p,b) for any b with
0 < b < 1 and ΣK′(n < p) for b = 0 to be the subsets of K ′(n < p,b)× Hom(S2Rn,Rp)
and ΣK ′(n < p)× Hom(S2Rn,Rp) consisting of all elements (α,β) such that
(C˜-1) β|(Rn © K˜⊥α ) and pr(C˜⊥α ) ◦ β vanish,
(C˜-2) βα(tmn © tmn) is a vector of length
√
1 − b2 in C˜α ,
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respectively.
We define K′(n < p) to be the union
K′(n < p) =ΣK′(n < p) ∪
{ ⋃
b∈(0,1)
K′(n < p,b)
}
∪R′(n < p).
Lemma 6.2. Let 0 b  1. The map In<p induces the homeomorphism of K(n < p) onto
K′(n < p) such that In<p(K(n < p,b)) =K′(n < p,b), In<p(ΣK(n < p)) = ΣK′(n <
p) and In<p(R(n < p)) =R′(n < p).
Proof. The assertion for R(n < p) is clear from the definition of In<p . Hence let b < 1.
We first check that In<p(K(n < p,b)) ⊂ K′(n < p,b) for 0 < b < 1 and
In<p(ΣK(n < p)) ⊂ ΣK′(n < p) for b = 0. Indeed, (C˜-1) and (C˜-2) are satisfied for
the image of In<p by (3.9) and (3.10).
Next we prove the surjectivity. Let (α,β) be an element ofK′(n < p,b) or ΣK′(n < p)
with diagonalization α = S(1, n)∆(db)M . By the property (C˜-1,2), β(tmn© tm) is written
as
√
1 − b2 s by a certain vector s ∈ C˜α with ‖s‖ = 1. If 0  b < 1, then we have that
α˜([S(1, n), s,M,b]) = α and β˜([S(1, n), s,M,b]) = β by (3.9) and (3.10). Hence, In<p
is surjective.
It remains to prove the injectivity. Suppose that In<p([S(1, n), s,M,b]) =
In<p([S′(1, n), s′,M ′, b]) for 0 < b < 1 and that In<p([S(1, n−1), s,M,0])= In<p([S′(1,
n− 1), s′,M ′,0]) for b = 0. Then we have
S(1, n)∆(db)M = S′(1, n)∆(db)M ′,
β˜
([
S(1, n), s,M,b
])(
tmn © tmn
)=√1 − b2 s,
β˜
([
S′(1, n), s′,M ′, b
])(
tm′n © tm′n
)=√1 − b2 s′.
By Corollary 5.4, if 0 < b < 1, there are matrices G ∈ O(n − 1) and (δ) ∈ O(1) such
that S′(1, n) = S(1, n)(G (δ)) and M ′ = (tG (δ))M . If b = 0, then there is a matrix
G ∈ O(n − 1) such that S′(1, n − 1) = S(1, n − 1)G and M ′ = (tG  (δ))M . Hence,
mn = ±m′n and s = s′. Thus we have that [S(1, n), s,M,b] = [S′(1, n), s′,M ′, b] for
0 < b < 1 and [S(1, n− 1), s,M,0] = [S′(1, n− 1), s′,M ′,0]. 
Let C = (cij ) (1  i, j  n) be an n × n matrix. The norm ‖C‖ is defined to be
(∑ni=1∑nj=1 c2ij )1/2. If L,U ∈ O(n), then we have ‖LCU‖ = ‖C‖. We canonically
identify an element β ∈ Hom(S2Rn,Rp) with the p-tuple (C1, . . . ,Cp) of symmetric n×n
matrices. Then the norm ‖β‖ is defined to be (∑pi=1 ‖Ci‖2)1/2.
We now prove Theorem 3.1.
Proof of Theorem 3.1(2) and (3). We first define the map H˜λ :Ω1,0(n,p) →Ω1,0(n,p)
by H˜λ(α,β)= (R˜λ(α),β) for 0 λ 1. Actually H˜λ(α,β) lies in Ω1,0(n,p). For, if α ∈
Σ0(n,p), then we have 0 < dn  1 and 0 < b˜(α) 1. Hence, we have R˜λ(α) ∈ Σ0(n,p).
If α ∈Σ1,0(n,p), then we have that Ker(R˜λ(α))= Ker(α) and Cok(R˜λ(α)) = Cok(α) for
any λ. Hence, we have βR˜λ(α) = βα . This implies H˜λ(α,β) ∈ Ω1,0(n,p). If α ∈ K ′(n < p),
then we have R˜λ(α) = α, and hence H˜λ(α,β) = (α,β) for any λ. In particular, the
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image of H˜1 clearly coincides with (π2|Ω1,0(n,p))−1(K ′(n < p)). Furthermore, if1
(α,β) ∈K′(n < p), then H˜λ(α,β)= (α,β).
Set ‖y(α)‖ =
√
1 − b˜(α)2. If α = S(1, n)∆(db)M , then b˜(α)= b. Define the homotopy
h˜λ :
(
π21 |Ω1,0(n,p)
)−1(
K ′(n < p)
)→ (π21 |Ω1,0(n,p))−1(K ′(n < p))
by
h˜λ(α,β)=

(
α,
(
(1 − λ)+ λ∥∥y(α)∥∥)(‖β‖ − 2∥∥y(α)∥∥) β‖β‖ + 2∥∥y(α)∥∥ β‖β‖ )
if ‖β‖ 2∥∥y(α)∥∥ and ‖β‖ = 0,
(α,β) if ‖β‖ 2∥∥y(α)∥∥.
Let us check that h˜λ(α,β) ∈ Ω1,0(n,p). If α ∈ K ′(n < p) \ ΣK ′(n < p), then α ∈
Σ0(n,p), and hence h˜λ(α,β) ∈ Ω1,0(n,p). If α ∈ ΣK ′(n < p) and (α,β) ∈ Ω1,0(n,p),
then βα = 0 and b˜(α) = 0. If ‖β‖ 2‖y(α)‖ in addition, then ((1 −λ)+λ‖y(α)‖)(‖β‖−
2‖y(α)‖)+ 2‖y(α)‖ is positive. Indeed, otherwise ‖β‖ − 2‖y(α)‖ = 2‖y(α)‖ = 0.
Next we show that the image of h˜1 coincides with the union(
π21 |Ω1,0(n,p)
)−1(
K ′(n < p) \R′(n < p))∪R′(n < p)× 0(n,p).
Indeed, if α ∈R′(n < p), then b˜(α)= 1 and ‖y(α)‖ = 0. Hence, h˜1(α,β)= (α,0(n,p)).
If (α,β) ∈K′(n < p), then we have ‖β‖ =
√
1 − b˜(α)2 = ‖y(α)‖ 2‖y(α)‖ by (C˜-2),
and hence h˜λ(α,β)= (α,β). It is clear that h0 is the identity and that h˜λ is equivariant.
By Proposition 6.3 below we have an equivariant deformation retraction D˜λ of Im(h˜1)
to K′(n < p). By adopting it, we form the deformation retraction R˜λ of Ω1,0(n,p) to
K′(n < p) by
R˜λ(α,β)=
 H˜3λ(α,β) 0 λ 1/3,h˜3λ−1(α,β) 1/3 λ 2/3,D˜3λ−2(α,β) 2/3 λ 1.
This is the required deformation retraction. 
Proposition 6.3. There exists an equivariant deformation retraction of Im(h˜1) to
K′(n < p), say D˜λ : Im(h˜1) → Im(h˜1) such that Im(π21 ◦ D˜λ((α,β))) = Im(α) for
any λ. Furthermore, the restriction D˜λ|(π21 |Σ1,0(n,p))−1(ΣK ′(n < p)) is a deformation
retraction of (π21 |Σ1,0(n,p))−1(ΣK ′(n < p)) to ΣK′(n < p).
Let (α,β) be an element of Im(h˜1) such that α = S(1, n)∆(db˜(α))M . With the basis
tmn of K˜α and sn, . . . , sp of C˜α , we define u(α,β) and b˜(α,β) by
u(α,β)=
{∥∥βα(tmn © tmn)∥∥ for 0 b˜(α) < 1,
0 for b˜(α)= 1, (6.3)
b˜(α,β) = b˜(α)√
u(α,β)2 + b˜(α)2
, (6.4)
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respectively. If b˜(α) = 0, then α lies in ΣK ′(n < p) and hence, u(α,β) is not equal to 0.
If b˜(α) = 1, then β = 0(n,p), and hence b˜(α,β) = 1. Note that b˜(α), u(α,β) and b˜(α,β)
are all continuous functions with respect to α and β .
Let A˜ : Im(h˜1) → K ′(n > p) and B˜ : Im(h˜1) → Hom(S2Rn,Rp) be the maps defined
by
A˜(α,β)= S(1, n)∆(db˜(α,β))M,
B˜(α,β)
(
tmn © tmn
)= βα(tmn © tmn)√
u(α,β)2 + b˜(α)2
for 0 b˜(α) < 1,
B˜(α,β) | (Rn © K˜⊥α )= 0 for 0 b˜(α) < 1,
B˜(α,β) = 0(n,p) for b˜(α)= 1. (6.5)
Let us show that the map D˜ : Im(h˜1) → K′(n > p) defined by D˜(α,β) = (A˜(α,β),
B˜(α,β)) is an equivariant retraction.
Lemma 6.4. Let (α,β) ∈ Im(h˜1). Then we have the following:
(1) The elements A˜(α,β) and B˜(α,β) are well defined and D˜(α,β) lies in K′(n < p).
(2) The map D˜= (A˜, B˜) is continuous and equivariant.
(3) If (α,β) ∈K′(n < p), then we have D˜(α,β)= (α,β).
(4) Im(π21 ◦D˜((α,β))) = Im(α) for any λ. In particular, if α ∈ΣK ′(n < p), then D˜(α,β)
lies in ΣK′(n < p). If 0 < b˜(α) 1, then we have 0 < b˜(D˜(α,β)) 1.
Proof. (1) Suppose that α = S(1, n)∆(db˜(α))M = S′(1, n)∆(db˜(α))M ′.
If b˜(α) = 1 and β = 0(n,p), then b˜(α,β) = 1 and A˜(α,β) = S(1, n)M = S′(1, n)M ′.
Furthermore, we have B˜(α,β)= 0(n,p).
Let 0 < b˜(α) < 1. By Corollary 5.4 we have S1 ∈ O(n − 1) and (δ) ∈ O(1) such that
S′(1, n)= S(1, n)(tS1  (δ)) and M ′ = (S1  (δ))M . Hence we have S(1, n)∆(db˜(α,β))×
M = S′(1, n)∆(db˜(α,β))M ′, which implies that A˜(α,β) is well defined. Since tmn ©
tmn = tm′n © tm′n is determined, it is obvious that B˜(α,β) is well defined.
The proof in the case b˜(α)= 0 is analogous to the proof in Lemma 6.2.
By (C˜-1), (C˜-2) and (6.5) it is clear that D˜(α,β) lies in K′(n < p), which coincides
with In<p(K(n < p)) by Lemma 6.2.
(2) The proof of D˜ being equivariant is analogous to the argument given in the proof
of Theorem 1.2. The proof of the continuity of the map A˜ is also quite analogous to the
proof the continuity of the map A in [4, Proposition 8.6], although we need to transpose
matrices. They are left to the reader.
We proceed to the continuity of the map B˜ . Let {(αk,βk)} be a sequence which
converges to (α,β) in Im(h˜1). Let αk = Sk(1, n)∆(d
b˜(αk)
)Mk be diagonalizations for
sufficiently large number k.
If b˜(α)= 1, then β = 0(n,p) and {βk} converges to 0(n,p). Hence, {B˜(αk,βk)} converges
to B˜(α,β) = 0(n,p). Let 0 b˜(α) < 1. By applying [4, Lemma 8.4 and Corollary 8.5], we
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can prove that the sequence {K˜αk } converges to K˜α in RPn−1 and that the sequence {C˜αk }
converges to C˜α in Gp−n+1,n−1. Therefore, take a unit vector tmn of K˜α , and then we
can choose the unit vector tmkn of K˜αk so that limk→∞ mkn = mn. If u(α,β) = 0, then
set s = βα(tmn © tmn)/u(α,β) and sk = βkαk (tmkn © tmkn)/u(αk,βk). If b˜(α,β) < 1,
then we have that limk→∞ βkαk (
tmkn © tmkn) = βα(tmn © tmn), limk→∞ b˜(αk)= b˜(α) and
limk→∞ sk = s.
First suppose that u(α,β) = 0, and hence b˜(α) > 0. Then we have that B˜(α,β) =
0(n,p) and ‖B˜(αk,βk)‖ = u(αk,βk)/
√
u(αk,βk)2 + b(αk)2 by (6.3), (6.4) and (6.5). Since
limk→∞ u(αk,βk)= u(α,β), we have limk→∞ B˜(αk,βk)= B˜(α,β)= 0(n,p).
Next suppose that u(α,β) = 0, and so b˜(α,β) < 1. Since
lim
k→∞ B˜
(
αk,βk
)(
tmn © tmn
)= lim
k→∞ B˜
(
αk,βk
)(
tmkn © tmkn
)
= lim
k→∞
βk
αk
(tmkn © tmkn)√
u(αk,βk)2 + b(αk)2
= βα(
tmn © tmn)√
u(α,β)2 + b˜(α)2
= B˜(α,β)(tmn © tmn)
and since
lim
k→∞ B˜
(
αk,βk
) | (Rn © K˜⊥α )= lim
k→∞ B˜
(
αk,βk
) | (Rn © K˜⊥
αk
)= 0,
B˜(α,β) | (Rn © K˜⊥α )= 0,
we have limk→∞ B˜(αk,βk) = B˜(α,β).
(3) If (α,β) ∈ K′(n < p), then u(α,β)2 + b˜(α)2 = 1 − b˜(α)2 + b˜(α)2 = 1 by (C˜-2).
This implies D˜(α,β)= (α,β) by (6.5).
(4) If α ∈ ΣK ′(n < p), then b˜(α) = 0 and b˜(α,β) = 0. This implies that Im(π21 ◦
D˜((α,β))) = Im(α) for any λ by (6.5). If 0 < b˜(α)  1, then the assertion follows from
(6.5) and
b˜
(D˜(α,β))= b˜(α)√
u(α,β)2 + b˜(α)2
.
This completes the proof. 
Proof of Proposition 6.3. We define the equivariant deformation retraction D˜λ of Im(h˜1)
to K′(n < p) by
D˜λ(α,β)= (1 − λ)(α,β)+ λD˜(α,β)=
(
A˜λ(α,β), B˜λ(α,β)
)
,
where
A˜λ(α,β) = (1 − λ)α + λA˜(α,β) = S(1, n)∆(d(1−λ)b˜(α)+λb˜(α,β))M,
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B˜λ(α,β) = (1 − λ)β + λB˜(α,β).
We first check that D˜λ is a map into Im(h˜1). It is obvious that A˜λ(α,β) ∈ K ′(n < p).
If (1 − λ)b˜(α) + λb˜(α,β) = 1, then it follows that b˜(α) = b˜(α,β) = 1, or b˜(α) < 1,
u(α,β) = 0 and b˜(α,β) = λ = 1. If b˜(α) = 1, then B˜λ(α,β) = 0(n,p) for any λ. In the
latter case B˜1(α,β) = 0(n,p). If b˜(α) = 0, then b˜(α,β) = 0 and u(α,β) = 0. Hence,
(1 − λ)b˜(α) + λb˜(α,β) = 0 and so A˜λ(α,β) = α ∈ ΣK ′(n < p). Furthermore, we have
B˜λ(α,β)(
tmn © tmn) = 0. This shows that D˜λ(α,β) lies in Im(h˜1).
If b˜(α) = 0, then, for any λ, A˜λ(α,β) = α for such (α,β) as shown above. If b˜(α) >
0, then b˜(α,β) > 0, and hence (1 − λ)b˜(α) + λb˜(α,β) > 0. Therefore, we have that
Im(π21 ◦ D˜λ((α,β))) = Im(α) for any λ.
It is clear that D˜0 = idIm(h˜1) by definition. Since D˜1 = D˜, we have Im D˜1 =K′(n < p)
by Lemma 6.4(1). By Lemma 6.4(3) we have D˜λ|K′(n < p) = idK′(n<p). Since D˜λ is
continuous by Lemma 6.4(2), this completes the proof. 
7. Applications
In this section we discuss the existence and nonexistence of an Ω1,0-regular map by
applying Theorems 1.1 and 1.2.
Let f :N → P be a smooth map. Let i∆ :N → N × N be the map defined by
i∆(x)= (x, x). We define the induced bundles
J 1
(
εN ⊕ T N,f ∗(T P )
)
N
= i∗∆
(
J 1
(
εN ⊕ T N,f ∗(T P )
))
,
J 2
(
T N,f ∗(T P )
)
N
= i∗∆
(
J 2
(
TN,f ∗(T P )
))
.
Similarly as in Section 1, we consider the spaces Ω1(εN ⊕ T N,f ∗(T P ))N in J 1(εN ⊕
T N,f ∗(T P ))N , Ω1,0(T N,f ∗(T P ))N in J 2(T N,f ∗(T P ))N , and the spaces Γ (Ω1
(εN ⊕ T N,f ∗(T P ))N) and Γ (Ω1,0(T N,f ∗(T P ))N ) consisting of their respective
sections over N . Then we have the maps
jΩ(f ) :Ω1(εN ⊕ T N,f ∗(T P ))N → Ω1,0(TN,f ∗(T P ))N,
kΩ(f ) :Ω1,0
(
T N,f ∗(T P )
)
N
→ Ω1(εN ⊕ T N,f ∗(T P ))N (7.1)
such that jΩ(f ) ◦ kΩ(f ) is homotopic to the identity of Ω1,0(T N,f ∗(T P ))N . This is
another formulation of Theorem 1.2. Furthermore, we have the maps
Γ
(jΩ(f )) :Γ (Ω1(εN ⊕ T N,f ∗(T P ))N )→ Γ (Ω1,0(TN,f ∗(T P ))N ),
Γ
(
kΩ(f )
)
:Γ
(
Ω1,0
(
T N,f ∗(T P )
)
N
)→ Γ (Ω1(εN ⊕ T N,f ∗(T P ))N )
associated to jΩ(f ) and kΩ(f ).
Note that codimΣ2(n + 1,p) = 2(p − n + 1), codimΣ2(n,p) = 2(p − n + 2),
codimΣ1,1(n,p) = 2(p − n+ 1) and codimΣ1,1,1(n,p) = 3(p − n+ 1).
Let us recall the Thom polynomial for the closure of Σ2(εN ⊕ T N,T P) or
Σ1,1(T N,T P) and a map f :N → P defined in H 2(p−n+1)(N;G), where G is Z or
Z/(2). We denote it by P(Σ2; εN ⊕ T N,f ∗(T P );G) or P(Σ1,1;TN,f ∗(T P );G),
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respectively, in this paper. By [12], P(Σ2; εN ⊕ T N,f ∗(T P );Z(2)) is equal to the
determinant of the (p − n + 1)-matrix whose (s, t) component is the Stiefel–Whitney
class W2+s−t (T N −f ∗(T P )). It has been proved in [13, 4(i)], that P(Σ1,1;TN,f ∗(T P );
Z(2)) is equal to W 2p−n+1 +Wp−n+2Wp−n, where Wj =Wj(f ∗(T P )−T N). This Thom
polynomial coincides with P(Σ2; εN ⊕ T N,f ∗(T P );Z/(2)). Let TN and f ∗(T P ) be
orientable and p − n + 1 = 2k for some number k. Then it has been proved in [14] that
P(Σ2; εN ⊕ T N,f ∗(T P );Z) is equal to Pk(f ∗(T P ) − TN). This is equal modulo 2-
torsion to the determinant of the (p − n + 1)/2-matrix whose (s, t) component is the
Pontrjagin class P1+s−t (T N − f ∗(T P )) [1, Proposition 5.4].
The result in this section is useful to find the number  such that there is not an
immersion but is an Ω1,0-regular map of RPn or CPn into R.
The following lemma has been proved in [1, Proposition 4.1].
Lemma 7.1. Let p > n 1. Then we have
(1) The submanifolds Σ2(n+ 1,p) and Σ1,1(n,p) are connected.
(2) The submanifold Σ2(n + 1,p) (respectively Σ1,1(n,p)) is orientable if and only if
p − n+ 1 is even or n = 1. The respective orientations are preserved by the action of
SO(p)× SO(n) on J 1(n+ 1,p) (respectively on J 2(n,p)).
We here summarize the results in the case of the coefficient group being Z/(2), which
follow from the above Thom polynomials and Theorem 1.1 by standard arguments using
obstruction theory (they are analogous to ones found in the proof of Proposition 7.3 below).
Proposition 7.2. Let n < p.
(i) If 2(p − n+ 1) > n, then a map f :N → P is always homotopic to an Ω1,0-regular
map.
(ii) If 2(p − n + 1) = n and p − n + 1 is odd, then there exists an Ω1,0-regular map
homotopic to f if and only if P(Σ1,1;TN,f ∗(T P );Z/(2)) vanishes.
(iii) If 2(p − n+ 1) < n and if P(Σ1,1;TN,f ∗(T P );Z/(2)) does not vanish, then there
exists no Ω1,0-regular map homotopic to f .
On the other hand, we have the following proposition.
Proposition 7.3. Let n < p and p − n + 1 = 2k for some number k. Let f :N → P be a
map, and TN and f ∗(T P ) be orientable. Then we have
(i) P(Σ1,1;TN,f ∗(T P );Z) coincides with P(Σ2; εN ⊕ T N,f ∗(T P );Z).
(ii) If 2(p − n+ 1) < n and if the Thom polynomial P(Σ2; εN ⊕ T N,f ∗(T P );Z) does
not vanish, then there exists no Ω1,0-regular map homotopic to f .
(iii) If 2(p−n+1)= n, then there exists an Ω1,0-regular map homotopic to f if and only
if the Thom polynomial P(Σ2; εN ⊕ TN,f ∗(T P );Z) vanishes.
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Proof. Let S∗ be the unit sphere of J 1(n+ 1,p) and let Cl(X) be the closure of X. Since
Ω1(n+ 1,p) is (4k − 2)-connected, we have that
π4k−1
(
Ω1(n+ 1,p))≈ π4k(J 1(n+ 1,p), J 1(n+ 1,p) \ (Cl(Σ2(n+ 1,p))))
≈ π4k
(
S∗, S∗ \ (Cl(Σ2(n+ 1,p))))
≈H4k
(
S∗, S∗ \ (Cl(Σ2(n+ 1,p)))) (7.2)
≈H dimS∗∩Σ2(n+1,p)(S∗ ∩ Cl(Σ2(n+ 1,p))). (7.3)
Since codimΣ2(n,p) = 4k + 2 and since the closure of Σ1,1(n,p) is contained in
Σ1,1(n,p) ∪ (⋃∞i=2 Σi(n,p)), we have
π4k−1
(
Ω1,0(n,p)
)≈ π4k(J 2(n,p), J 2(n,p) \(Σ1,1(n,p) ∪( ∞⋃
i=2
Σi(n,p)
)))
≈ π4k
(
J 2(n,p), J 2(n,p) \ Cl(Σ1,1(n,p)))
≈H4k
(
S∗, S∗ \ (Cl(Σ1,1(n+ 1,p))))
≈H dimS∗∩Σ1,1(n+1,p)(S∗ ∩ Cl(Σ1,1(n+ 1,p))). (7.4)
Both groups in (7.2) and (7.3) are isomorphic to Z.
By the obstruction theory due to [15], we have the primary obstruction for the exis-
tence of a section s ∈ Γ (Ω1(εN ⊕ T N,f ∗(T P ))N) (respectively s ∈ Γ (Ω1,0(T N,f ∗
(T P ))N )), which is defined in H 4k(N;π4k−1(Ω1(n + 1,p))) (respectively H 4k(N;
π4k−1(Ω1,0(n,p)))). Here, we note that the respective bundles of the local coeffi-
cients are trivial by Lemma 7.1, since the fiber bundle Σ2(εN ⊕ T N,f ∗(T P ))N or
Σ1,1(T N,f ∗(T P ))N over N with fiber Σ2(n+1,p) or Σ1,1(n,p) is orientable. By (7.1),
(7.2) and (7.3) these primary obstructions correspond each other by
jΩ(f )∗ :H 4k
(
N;π4k−1
(
Ω1(n+ 1,p)))→ H 4k(N;π4k−1(Ω1,0(n,p))). (7.5)
It follows from (7.2) and (7.3) that the primary obstruction for the existence of a section
in Γ (Ω1(εN ⊕ T N,f ∗(T P ))N) or Γ (Ω1,0(T N,f ∗(T P ))N) coincides with the primary
obstruction defined in
H 4k
(
N;π4k
(
J 1(n+ 1,p), J 1(n+ 1,p) \ Cl(Σ2(n+ 1,p)))), or
H 4k
(
N;π4k
(
J 2(n,p), J 2(n,p) \ Cl(Σ1,1(n,p))))
for the zero-section of J 1(εN ⊕ TN,f ∗(T P ))N or J 2(T N,f ∗(T P ))N over N to
be homotopic to a section in Γ (Ω1(εN ⊕ T N,f ∗(T P ))N) or Γ (J 2(N,f ∗(T P ))N) \
Cl(Σ1,1(T N,f ∗(T P ))N), respectively. This is nothing but the Thom polynomial P(Σ2;
εN ⊕T N,f ∗(T P );Z) or P(Σ1,1;TN,f ∗(T P );Z) (cf. [1, Proposition 3.1]). This proves
(i) and (ii).
We now prove (iii). By Theorem 1.1, there is an Ω1,0-regular map homotopic to f if
and only if there is a section s in Γ (Ω1,0(T N,f ∗(T P ))N). By the above argument in
the case n = 4k, there is a section in Γ (Ω1,0(T N,f ∗(T P ))N) if and only if the unique
obstruction P(Σ2; εN ⊕ TN,f ∗(T P );Z) vanishes. 
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The author notes that the assertion of [1, Corollary 5.3(2)] is not correct when n− p is
odd in our case.
Remark 7.4.
(1) Let 2(p − n + 1) < n + 1. We have no obstruction so that all sections of
Γ (Ω1,0(T N,f ∗(T P ))N ) are homotopic, and hence all Ω1,0-regular maps N → P
homotopic to f lie in the same connected component of C∞
Ω1,0
(N,P ) by Theorem 1.1.
(2) Let 2(p−n+1)= n+1. Let N be connected. According to the classification theorem
[15, Section 30], the homotopy classes of sections of Γ (Ω1(εN ⊕ TN,f ∗(T P ))N )
are classified by Hn(N;πn(Ω1(n + 1,p))). It follows from Theorem 1.1 and
Lemma 7.1 that the connected components of C∞
Ω1,0
(N,P ) homotopic to f is
isomorphic to Z/(2) when p−n+1 ≡ 1(2), and is isomorphic to Z when p−n+1 ≡
0(2), T N and f ∗(T P ) are orientable. The proof is left to the reader, since it is
analogous to the proof of Propositions 7.2 and 7.3.
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