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Grid based binary holography (GBH) is an attractive method for patterning with light or matter
waves. It is an approximate technique in which different holographic masks can be used to produce
similar patterns. Here we present an optimal design method for GBH masks that allows for freely
selecting the fraction of open holes in the mask from below 10% to above 90%. Open-fraction is
an important design parameter when making masks for use in lithography systems. The method
also includes a rescaling feature that potentially enables a better contrast of the generated patterns.
Through simulations we investigate the contrast and robustness of the patterns formed by masks
generated by the proposed optimal design method. It is demonstrated that high contrast patterns
are achievable for a wide range of open-fractions. We conclude that reaching a desired open-fraction
is a trade-off with the contrast of the pattern generated by the mask.
I. INTRODUCTION
High resolution lithography is a central part of the
semiconductor industry. Industrial lithography is usu-
ally mask based, to ensure a high production speed. In
mask based lithography a photonic beam projects a di-
rect image of a mask onto a substrate. By superposition
of images from several masks combined with etching and
metal deposition processing steps, micro-chips are cre-
ated. The lithography resolution is one of the most im-
portant parameters in determining how small integrated
circuits can be made (thickness of wires etc.) and the
size of the circuits ultimately determines the speed of
the electronic components [1].
In standard photolithography the wavelength of the
light being used determines the resolution: the smaller
the wavelength, the higher the resolution. The present
industrial photolithography standard is the immersion
scanner using a 193 nm light source in a high numerical
aperture medium [2]. The industry is currently imple-
menting the next generation of lithography devices, ex-
treme ultraviolet lithography (EUV) based on a 13.5 nm
wavelength light source, which together with immersion
techniques and multiple patterning is expected to be able
to scale down to critical dimensions below 14 nm [2].
Atom lithography has been suggested as a possible fu-
ture step for high resolution lithography. The de Broglie
wavelength of thermal atoms is much smaller than the
wavelength of optical photons. For helium atoms at
thermal energies between 20 meV and 60 meV, the corre-
sponding wavelength is 0.1 nm or less. This makes atom
beams in principle a very attractive candidate for pat-
tern generation. One approach in atom lithography is to
use a beam of metastable atoms for the pattern genera-
tion [3, 4]. When an atom hits the substrate it decays
and the energy of the metastable state is transferred to
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the substrate. Various difficulties have prevented atom
lithography from being used industrially. A major prob-
lem has been to create coherent atom beams. This will
be discussed in more details later in this section. An-
other problem is that low energy metastable atoms do
not penetrate solid materials, so it is not clear how mask
based atom lithography can be performed.
This problem was in principle already solved more than
20 years ago, using binary holography. Binary hologra-
phy was originally developed by Lohmann and Paris [5] to
shape incident electromagnetic beams and it uses masks
made out of a set of regions that are either completely
transparent or opaque. Originally the method was de-
veloped to create holograms for electromagnetic waves
using a computer, and the procedure is often referred to
as computer generated holography (CGH) in the litera-
ture. Due to the de Broglie-wavelength associated with
a matter wave, the method also works for atom beams.
Using the method, an approximation of any arbitrary
pattern can be generated on a substrate by using a mask
that represents a Fourier transform of the desired pat-
tern. The work of Lohmann and Paris was used by Onoe
and Kaneko [6] to develop grid based binary holography
(GBH). In GBH the masks are based on a grid of identical
holes that are either completely open or closed. Masks
produced this way can also be used to approximate arbi-
trarily shaped beams.
Using GBH Fuijta et al. [7] successfully created pat-
terns using a beam of metastable Ne atoms and a sili-
con nitride mask with 30 nm holes created by electron
lithography and reactive ion etching. Provided the inci-
dent beam is coherent and of a wavelength significantly
smaller than the grid period, the resolution limit in GBH
is given by the grid period. With present day electron
lithography technology, patterns can be made at a reso-
lution of 5 nm or less [8], which means that atom based
lithography in the sub-10 nm regime could be possible.
However, this still has to be demonstrated.
After the work of Fujita et al. [7], several experiments
have been performed on the manipulation of atom and
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2molecular beams with “optical” elements created out of
free standing, solid structures. In 2012, a Fresnel zone
plate etched into a silicon nitride membrane was used
to focus a neutral helium beam down to a spot size of
sub-micron diameter [9]. In this study it was found that
the resolution was limited by the velocity spread of the
beam [9]. Further work by the same group has shown fo-
cusing with a photon-sieve structure [10]. More recently
a diffraction grating for molecular interferometry was cre-
ated out of a graphene membrane [11] (see also [12]). This
year helium diffraction from a micron scale structure was
achieved for the first time [13].
As mentioned above, the main problem for atom
lithography has been to create coherent beams. Signif-
icant progress has been made here within the last few
years. The spatial coherence of a molecular beam is de-
termined by the velocity distribution [14]. Recently a
beam of metastable helium atoms with an average wave-
length of around 0.06 nm and a very narrow wavelength
distribution λ/δλ = 200, was produced using a pulsed
source [15].
The ultimate coherent beam would seem to be a Bose
Einstein condensate (BEC). A BEC of metastable atoms,
which brings an assembly of atoms into exactly the
same energy state, was created some years back [16, 17].
Recently, Zeilinger et al. generated a beam of BEC
metastable helium atoms; that is, a perfectly coherent
beam of metastable atoms [18]. However, the Fraunhofer
diffraction formula does not apply for a BEC [19]. Fur-
thermore, the de Broglie wavelength of a dropping BEC
of helium is very large, about 30 nm after a drop of half a
meter. For high resolution lithography one wants to use
small wavelengths. One can think of experimental ways
to get around this, for example by moving the mask rel-
ative to the BEC so that the BEC wavelength relative
to the mask gets smaller, but in any case, considerable
amendments would have to be made to the theory we
present here.
The holographic structure of the mask means that the
influence of local mask errors is less prominent in the fi-
nal pattern. This makes GBH interesting for photon and
mask based electron lithography. Furthermore, the ex-
posed areas are more evenly distributed across the whole
mask which makes it thermally more stable. This is
particularly an issue in EUV lithography. For photonic
lithography applications the hole structure can be placed
on a suitable substrate.
In this paper the work of Onoe and Kaneko [6] is fur-
ther developed. We investigate the contrast and robust-
ness of the patterns created by the hologram masks and
provide an algorithm that can be used to select the open
hole fraction of a mask over a large range. From a mask
fabrication point of view the most desirable is a solu-
tion that minimizes the number of holes, but from a chip
fabrication point of view it may be better to maximize
the number of holes, in order to reduce the heating of
the mask. Similar to Omoe and Kaneko we work in
the Fraunhofer diffraction limit. For a real appliation
a lens may need to be introduced to bring the pattern
closer and to increase resolution. Several experiments
have been carried out focussing molecular beams using
zoneplates [10, 20–23] or electromagnetic [24] lenses and
this principle could be applied here.
The rest of this paper is organized as follows; First
a presentation of the theoretical framework of GBH fol-
lowed by a discussion of the specific approach to mask
generation is given, then the new method that allows for
an arbitrary choice of the open-fraction of the mask is
presented. We also look at parts of the mask generation
method that hasn’t previously been discussed and high-
light parameters that are important to the properties of
the final mask. The method is then applied to some il-
lustrative examples. Finally we explore the contrast of
masks made with different open hole fractions, and char-
acterize the robustness of the masks.
II. GRID-BASED BINARY HOLOGRAMS
A. Theoretical formulation
Holograms are constructed to impose a given ampli-
tude and phase on different parts of a field interacting
with them [25]. A binary hologram is a special type of
hologram where the mask is binary, that is, it is made
from parts that are either completely open or closed to
the incident field. When the open and closed sections of
the binary mask form a grid, then one talks about GBH.
Consider the geometry depicted in Fig. 1; here a beam
is incident normally onto a binary mask and a pattern is
observed on a screen located a distance d behind it. In
the following, it will be assumed that the front and back
surfaces of the mask and the surface of the screen all are
planar and parallel. A coordinate system is defined so
that the back surface of the mask coincides with the plane
x3 = 0 and the screen is located a distance x3 = d > 0
behind it. The incident beam is modeled by the incident
plane scalar wave
ψ0(x) = exp(ik · x) = exp(ikx3), (1)
where the incident wave vector is given by k = kxˆ3, with
k = 2pi/λ where λ denotes the wavelength of the incident
beam; in the case of a matter wave (atoms, molecules or
electrons), λ represents the de Broglie wavelength. The
presence of the mask will transform the incident field at
the front side of the mask into the “mask field”
ψM (x‖) = Tψ0(x)|x3=−τ , (2)
at the back side of the mask where τ  d is the thickness
of the mask and x‖ = (x1, x2, 0) represents a point in the
x1x2 plane — the “mask plane”. In writing Eq. (2), we
have introduced the transfer operator (or function), T ,
that encodes the details of the mask, such as its finite
thickness and binary nature, and relates the field at the
3d
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ψ0
Source Mask Screen
θt
FIG. 1. Diagram of the system setup. Plane waves are entering the binary mask at normal incidence. The desired pattern
is produced at an angle of transmission θt away from the normal direction in the screen plane. This is one way to encode
different phases. The central circle represent the zeroth order diffraction peak, and the two other circles represent the first
order diffraction peaks in the perpendicular direction to our patterns. These locations are not encoded for in the mask and
show random intensity distributions. In a lithography setup they could be blocked before hitting the screen.
front side of the mask to the field at the back side of the
mask.
In the simplest case, we have an ideal mask with a
small thickness τ so that the operator T equals the binary
function
Tm(x‖) =
{
1 if x‖ ∈ hole
0 otherwise
. (3)
When it is applied to the incoming field at x3 = −τ ≈ 0
one gets
ψM (x)|x3≈0 = ψM (x‖|0) = Tm(x‖)ψ0(x‖). (4)
Let x′‖ denote a point on the surface of the screen x3 = d. Following standard diffraction theory, the field in the
screen plane can be written as [ψs(x
′)|x3=d = ψs(x′‖|d)] [25, 26]
ψs(x
′
‖|d) = −
i
2pi
k
d
exp (ikd) exp
(
i
2
k
d
x′2‖
)∫
d2x‖ ψM (x‖|0) exp
(
−ik
d
x′‖ · x‖
)
, (5)
which is the Fraunhofer zone limit of the Rayleigh-Sommerfeld diffraction formula. This expression is valid when the
screen plane is many wavelengths away from the mask plane (d λ) [25]. A quantitative criterion for the validity of
Eq. (5) is d > kL2m/pi where Lm represents the lateral extent of the mask [25]. To obtain the field closer to the mask,
the Fresnel approximation or the full Rayleigh-Sommerfeld diffraction formula can be employed. In the current work
we will only use the Fraunhofer approximation because of its simplicity, but the GBH method presented later can
also be valid for mask fields found by other methods.
Equation (5) together with Eq. (4) makes it possible to find the response from a binary mask at a plane a long
distance behind the mask. However, what we really want is to construct a desirable mask for a given final pattern
in the screen plane (see Fig. 1). Therefore we now turn the problem around, and find an expression for the field
just behind the mask given a target intensity in a screen plane far behind the mask. We call this field ψm(x‖|0) to
differentiate it from the mask field ψM (x‖|0) created by the incident field and the transfer function of the binary
mask given by Eq. (4). In order to determine the unknown mask field ψm(x‖|0) from the knowledge of the field in
the screen plane, ψs(x
′
‖|d), one starts by noting that the integral that appears in Eq. (5) is the Fourier transform
of ψm(x‖|0) evaluated at the wave vector K‖ = (k/d)x′‖. By taking the inverse Fourier transform of both sides of
Eq. (5) and using that d2K‖ = (k/d)2d2x′‖, one readily finds
ψm(x‖|0) = i
2pi
k
d
exp (−ikd)
∫
d2x′‖ exp
(
− i
2
k
d
x′2‖
)
ψs(x
′
‖|d) exp
(
i
k
d
x′‖ · x‖
)
. (6)
4n1
1 Ns
n2
1
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Outside
Inside
FIG. 2. Example of a discretized target pattern with
Ns × Ns points. These points are indexed from 1 to Ns in
each direction, which corresponds to real space coordinates
given by Eq. (8b).
Equation (6) states that the mask field ψm is the inverse
Fourier transform of the field in the screen plane ψs times
a propagating factor depending on the mask-screen sep-
aration.
If the desired intensity distribution in the screen plane
x3 = d is denoted Is(x
′
‖|d), then the field in this plane
can be written in the form [Is = |ψs|2]
ψs(x
′
‖|d) =
√
Is(x′‖|d) exp
[
iΦ(x′‖|d)
]
, (7)
where Φ(x′‖|d) is a random phase function that is inde-
pendent of the choice made for the intensity Is. With-
out loss of generality, we will in the following assume the
phase function to be spatially uncorrelated and uniformly
distributed on the interval [0, 2pi). An example target
pattern is shown in Fig. 2. Two levels of gray are used to
denote inside and outside of the pattern. In most cases
the absolute intensity level of the target pattern Is(x
′
‖|d)
is not important; the main concern is the contrast, that
is the relative difference between the intensity inside and
outside of the pattern. Therefore an intensity rescaled
image serves as our target pattern for the GBH.
As a result of Eq. (7), the field ψm(x‖|0) will have a
complex phase variation over the (back) surface of the
mask. Ideally, the field ψM (x‖|0) that is related to the
incident field via Eq. (4), should equal ψm(x‖|0). How-
ever, at normal incidence, this is not possible since the
operator Tm does not change the phase of the field on
which it operates, only its amplitude. In order to allow
for a changing phase in ψM (x‖|0) over the surface of the
mask, one could, for instance, assume that the field of
incidence is impinging non-normally (θ0 6= 0◦) onto this
surface. With a phase change along ψ0(x‖), a changing
phase is available for ψM (x‖|0).
An alternative (but equivalent) approach is to keep
θ0 = 0
◦ for the incident field, but form the image in a
region of the screen plane that corresponds to a non-
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FIG. 3. (Color online)(a) Illustration of the subcell-structure
with three open subcells (white cells) assuming S = 3.
The different rows have different phases φ = (2pir)/S, with
r = 1, . . . , S, associated with them. Each open subcell leads
to a contribution to the overall field Ψm from the cell in the di-
rection exp(iφ). The field corresponding to the shown subcell
therefore is Ψm = [2 + exp (i2pi/3)] /3. This must be scaled
with the incident field. (b) All points in the complex plane
that can be realized by a configuration of a subcell. The thick
vectors (blue) correspond to one open subcell from each row.
The thin vector (red) represents the contribution to the field
from the open subcells shown in Fig. (a). The amplitude of
the vectors must be scaled so that the available discretization
region covers the amplitude range of the mask field Ψm(n).
zero polar angle of transmission θt. This situation is
presented in Fig. 1. In the former approach the phase
difference is due to the difference in propagation path of
the incident field, while in the latter approach, it is due
to the path difference of the transmitted field. Hence, the
two approaches are in principle equivalent but it should
be noted that in the latter case ψM (x‖|0) is different from
ψm(x‖|0). The latter approach has the advantage that
if an image is formed in the region around the angles
of transmission (θt, φt), where φt denotes the azimuthal
angle of transmission, then a similar image will be formed
in the direction (θt, φt + 180
◦) only rotated 180◦ relative
the first image; see Fig. 1 (where φt = ±90◦).
In this work we use the second approach since for a
given mask structure it results in two (or more) images,
5and the case of normal incidence is usually more easy to
handle experimentally. The details of this approach will
be discussed in the following subsection.
It should be mentioned that a possible third alternative
is a combination of the former two but this is technically
more complicated and will not be discussed here.
B. Numerical construction of GBHs
Equations (6) and (7) allow us to calculate the mask
field ψm(x‖|0) required to produce a given intensity in
the screen plane. However, when using a binary mask,
any general mask field cannot be realized with a desired
(high) precision; instead only an approximate solution is
expected and the purpose of this subsection is to describe
how an approximate mask field can be constructed given
the intensity distribution (the “pattern”) in the screen
plane [see Eq. (7)].
The procedure to construct the desired mask starts by
discretizing the target intensity pattern Is(x
′
‖|d) in the
screen plane. If this pattern in the screen plane fits inside
a square region of sides Ls, we discretize Is(x
′
‖|d) onto a
grid of Ns ×Ns points of coordinates
x′‖(n) =
(
x′1(n1), x
′
2(n2), 0
)
(8a)
where (i = 1, 2)
x′i(ni) = −
Ls
2
+
(
ni − 1
2
)
∆xs, (8b)
with ni = 1, . . . , Ns and ∆xs = Ls/Ns. See example
target pattern in Fig. 2.
To obtain the discretization in the mask plane, one
recalls from Eq. (6) that ψm(x‖|0) is expressed as the in-
verse Fourier transform of a function containing ψs(x
′
‖|d)
[or Is(x
′
‖|d)]. Hence, the discretization in the plane
of the mask (direct space) is determined from the as-
sumed discretization in the screen plane (Fourier space)
[Eq. (8)]. Let ∆xm and Lm denote the discretization
interval and spatial extent of direct space, respectively.
Since the relevant Fourier variable is K‖ = (k/d)x′‖, the
Nyquist frequency and sampling interval (for both or-
thogonal directions) of Fourier space are given by [27]
K? = pi/∆xm = Lsk/(2d) and ∆K = 2pi/Lm = k∆xs/d,
respectively. Thus, one is led to conclude that
∆xm =
d
k
2pi
Ls
, Lm = Ns∆xm, (9)
so the discretization of the mask plane becomes
x‖(n) =
(
x1(n1), x2(n2), 0
)
, (10a)
where
xi(ni) = −Lm
2
+
(
ni − 1
2
)
∆xm. (10b)
With the use of Eqs. (8) and (10), the discrete version
of Eq. (6) can be written in the form
ψm
(
x‖(n)|0
)
=
i
2pi
k
d
exp (−ikd)
∑
n′
∆x2s exp
(
− i
2
k
d
x′2‖ (n
′)
)
ψs(x
′
‖(n
′)|d) exp
(
i
k
d
x′‖(n
′) · x‖(n)
)
. (11)
In this and later equations it is implicitly understood that
ψs(x
′
‖|d) is given in terms of Eq. (7).
Following the terminology previously introduced by
Onoe and Kaneko [6], a cell is defined as the square re-
gion of the mask plane centered at x‖(n) and having
sides ∆xm. The aim is to create a scheme which, within
the restrictions of binary masks, can be used to generate
masks that approximately give rise to the desired mask
field for each cell.
Several methods have been proposed in the literature
for the purpose of approximating the field from a sin-
gle cell. Here we adopt the method introduced by Onoe
and Kaneko [6] for the construction of grid based binary
holograms — what they call pure binary holograms. This
method operates on the principle of creating a subgrid
within each cell which structure encodes the desired ψm
that is associated with that cell for given well-defined
angles of transmission (θt, φt) to be defined below; cf.
Figs. 1 and 3(a).
To see how the procedure works, we will, for reasons of
simplicity, assume a plane wave incident normally onto
the surface of the mask. For a given location in the
screen plane, x′‖, the phase difference, at this point on
the screen, between the diffracted fields from each of the
open subcells is given by the geometrical distance be-
tween each subcell and the point x′‖ on the screen. Since
one in principle wants to be able to assign an arbitrary
phase to the field of each cell, the phase difference over a
cell should be 2pi (at least). This corresponds to a path
difference of λ, which is satisfied for waves propagating in
6the direction defined by the polar angle of transmission
[see Fig. 1]
θt ≈ θ = sin−1
(
λ
∆xm
)
= sin−1
(
Ls
d
)
. (12a)
Without loss of generality it will in the following be as-
sumed, consistent with the illustration in Fig. 1, that the
desired patterns are formed along the x2-axis, i.e. the
azimuthal angles of transmission for the directions where
the images are formed will be
φt ≈ φ = ±90◦. (12b)
It should be noted that the angles of transmission (θ, φ)
are identical to the directions of the first order diffraction
peak from a grating of period ∆xm when illuminated at
normal incidence by a wave of wavelength λ. Note also
that a phase change that is a multiple of 2pi can also be
made to work.
Let the subgrid that is defined inside each grid cell be a
S×S square lattice [28] where S denotes a positive integer
[Fig. 3(a)]. In total S different values for the phase of the
field from each cell can be assigned in such a way that
the minimum separation between these values are 2pi/S
[Fig. 3(a)]. When the images are formed along the x2-
axis, each row of the subgrid corresponds to a separate
phase. Since there are S subcells with the same phase,
a contribution to the overall field with this phase can be
chosen with a discretized amplitude of S steps.
Figure 3(a) exemplifies the case S = 3 which is the
smallest value for S that gives rise to phase differences
that are not multiples of pi and leads to non-parallel vec-
tors in the complex plane [Fig. 3(b)]. Moreover, Fig. 3(a)
also presents the subcell structure for a given cell and the
different relative phases associated with each row of the
subcell structure. For instance, opening the central sub-
cell seen in Fig. 3(a) will contribute a normalized term
exp(i4pi/3)/3 to the field. We have dropped the incident
field and hole size from this expression since these factors
will only affect the intensity and not the contrast of the
final pattern. Opening one subcell from each of the three
rows gives a contribution to the field that in the complex
plane can be represented by the three thick blue vectors
seen in Fig. 3(b) — these vectors form a (hexagonal) ba-
sis (for the field) and opening more subcells will cause
more steps to be taken in the directions of these vectors.
Figure 3(b) shows as filled circles all possible points in
the complex plane reachable by different combinations of
open subcells. Each row of the subgrid lattice represents
a direction and a possible step in the complex plane for
the field; opening s ∈ {0, 1, . . . , S} subcells from row r
of the subgrid lattice corresponds to taking s steps in
the complex plane of the field along the direction vector
corresponding to row r [one of the thick blue vectors in
Fig. 3(b)]. The absolute amplitude of these steps can
be chosen by changing the intensity of the incident field,
but only the difference between the levels is important
for pattern generation.
In this way, the contribution to the mask field from
a single cell can be calculated as a sum over its open
subcells
Ψm(n) =
1
S
S∑
r=1
h
(
r|n) exp(i 2pi
S
r
)
, (13)
where h(r|n) is the number of open subcells in row r of
the cell centered at x‖(n). Strictly speaking in writing
Eq. (13) we have again neglected the incoming field. The
function h(r|n) must be chosen so that
Ψm(n) ≈ ψm(x‖(n)|0) (14)
is satisfied with the least error; therefore, the procedure
of creating a mask is reduced to selecting an optimal
configuration of open subcells. This is an optimization
problem, and the efficient solution will be discussed in
Sec. IV. Only the relative amplitude and phase between
the components of ψm must be approximated by Ψm.
The mask field can therefore be rescaled to use the ap-
proximation in Ψm in different ways. This will also be
discussed further in Sec. IV.
Any subcell from a given row of cell n gives an equal
contribution to the field Ψm(n). Therefore, it does not
matter which of the subcells one opens in a row in or-
der to give a contribution to Ψm(n). This choice can
therefore be made by uniform random selection over the
subcells in the row.
Due to the subdivision of the cells, the discretization of
the mask plane is changed, but the subcells are only used
to help create an approximate field for the entire mask,
so the scaling relation between the mask and the pattern
in the screen plane is still given by Eq. (9). The target
patterns are formed around the angles of transmissions
(θ, φ) defined in Eq. (12). The vertical coordinate of the
center positions of the patterns is therefore
x′2 = ±d tan(θ). (15)
This construction leads to a criterion for the size of
the cells. Equation (12a) tells us that the method only
works when the wavelength λ is smaller than the cell
width ∆xm. If the wavelength is much smaller than the
cell size, the angle at which the pattern is formed will be
too small and the patterns will overlap with the specular
peak as well as with each other. To get good results it is
therefore important to have comparable wavelength and
cell size.
III. OPEN-FRACTION OPTIMIZATION
In Sec. II we presented a method that can be used to
make GBHs that approximately reproduce an arbitrary
pattern. The method describes which positions in a grid
of possible holes that should be open and which should be
closed. In a typical application of this technique a physi-
cal mask structure will be produced from this theoretical
7(a) (b)Path A Path B
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−i
1
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A
B
Ψm
(c)
FIG. 4. Illustration of the subcell-structure with 4 × 4 subcell structure (S = 4). The different rows have different phases
Φ = 2pir/S, with r = 1, 2, 3, 4. Each open subcell leads to a contribution to the overall field for the cell Ψm in the direction of
exp(iΦ). The field from this example cell is therefore Ψm = (2 + i)/4. Two possible paths to the desired value Ψm is shown.
The left cell takes the direct path A, while the right cell takes the longer path B, and therefore has a larger fraction of open
subcells, while producing the same overall field Ψm.
grid with open holes of a certain shape and size. The
physical mask is then illuminated by an electromagnetic
or a matter wave beam. Physical realizations of masks
will not be discussed here, but it would be important that
the holes fall on the grid positions and that their shape
is similar.
Both the manufacturing step and the illumination step
have certain limitations. Depending on whether the man-
ufacturing process is done with milling or in an additive
process, the ideal mask would have few or many holes.
During illumination the open area of the mask should
ideally be made as large as possible to minimize heating
of the mask.
Because of the way that the GBH method is struc-
tured there are many different grid patterns that pro-
duce similar patterns in the screen plane. We call these
masks equivalent since they produce the same or close
to the same pattern. Many of the equivalent masks are
the result of using a different realization of the phase
Φ in Eq. (7) as well as the choice of which subcells to
open specifically in each row. Another option for select-
ing between very different, but still theoretically equiva-
lent masks is possible if the number of subdivisions S for
each direction of a cell is chosen to be an even number.
Under this assumption, pairs of rows in the subcell struc-
ture correspond to vectors that are parallel but point in
the opposite direction in the complex plane for the field
[see Figs. 4]. This observation allows us (for even S) to
rewrite Eq. (13) in the following form
Ψm(n) =
1
S
S/2∑
r=1
[
h
(
r|n)− h(S/2 + r|n)] exp(i 2pi
S
r
)
.
(16)
Several selections for h(r|n) can produce identical results
for Ψm(n). The reason is that it is no longer just the in-
dividual contributions from the rows that matter, but the
difference between pairs of rows. Several different paths
in the complex plane lead to exactly the same point, and
therefore, to the same field Ψm(n). This situation is il-
lustrated in Fig. 4 where the value S = 4 is assumed.
In this figure two paths are considered — called Path A
and Path B — and they do have identical 2nd and 4th
rows but different 1st and 3rd rows (counted from the
bottom). Even if the number of open subcells in the 1st
and 3rd rows are different for the two cells, it is readily
confirmed from Eq. (16) that they do produce identical
contribution to the field from the r = 2 term. This can
be understood by viewing the two subcells as paths in
the complex plane for the field [Fig. 4(c)].
It should be noted that for the example given in Fig. 4,
the subcell structure of rows 2 and 4 were deliberately set
to the same for the two cells; alternatively, we could have
chosen configurations for the two cells corresponding to
more extreme open-to-closed subcell ratios.
If we only choose to open the minimum number of
subcells in a single row in each pair of rows that produce
opposite contributions, we get a minimally open mask.
This is the choice made for Path A in Fig. 4. If we open
as many subcells as possible for each pair of rows, sim-
ilar to what was done for the pair of rows 1 and 3, we
get a maximally open solution. When changing from the
minimum solution to the maximum for all the cells in a
mask, the fraction of open subcells goes from f to (1−f).
When using the minimum solution, corresponding to go-
ing directly to the desired value in the complex plane, we
will at most open half of the subcells. The reason being
that we want either a positive or a negative contribution
from each cell and are only opening subcells in a single
row for each pair of rows.
If we assume that the complex values of the desired
mask field Ψm are uniformly distributed across the avail-
able discretization area, then there is an equal amount of
points that fall at every position along both the real and
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FIG. 5. Illustration of differently scaled mask fields. Both
figures show the same 1000 values from the same mask field,
but (a) uses γmax for scaling and (b) uses γη|η=1. Some points
fall outside the plot in (b) and have been removed.
imaginary axes. Each of these positions on each axis is
encoded with between 0 and 4 open subcells each from
a total of 8 possible for the pair of rows. This leads to
an open-fraction of 27.8 % when using the minimum so-
lution. By using the maximum method, this changes to
72.2 %. These numbers are based on a completely uni-
form random pattern, since real masks encode patterns
with correlations the minimum open-fraction will in re-
ality be different.
It is also possible to choose an open-fraction anywhere
between f and (1 − f). This is done by not opening all
the possible subcells. The cell shown in Fig. 4(b) is an
example of a possible intermediary choice where we have
only opened the maximum amount of subcells in one of
the pair of rows. We would get a similar overall field if
we open more subcells in rows 2 and 4.
IV. NUMERICAL DETAILS
To use the presented method for generating binary
holograms we start with the pattern we want to create in
the screen plane. This pattern only represents the desired
intensity distribution and does not contain any phase in-
formation. We find the amplitude by taking the square
root of the intensity pattern and multiply with a random
phase function in accordance with Eq. (7) to get the field
we want to construct in the screen plane. The random
phase leads to a more even mask field with a more uni-
form amplitude, which is easier to construct with GBH.
The field that we need to approximate with the holo-
gram in each cell is then given by Eq. (11), which can be
computed efficiently using a fast Fourier transform [27].
Before the mask can be constructed, one needs to scale
the amplitude of the mask field Ψm(n) so that it fits
within the region of the complex plane that our approxi-
mation scheme can cover, which for simplicity is defined
as going from −1 to 1 along both the real and imaginary
axes in Eq. (16). This is done by dividing the ampli-
tude of the field by a factor γ. The rescale factor can be
defined in a number of different ways. One approach is
to make sure that all the values of Ψm(n) actually fall
within the square region available for the approximation,
and this means defining the rescale factor as
γmax = max |Ψm(n)|. (17)
This rescaling sets the largest amplitude in the field to
one, which means that potentially the field may go be-
yond the edge of the available region in the complex
plane. Figure 5(a) shows an example of the desired mask
field for a test pattern as points in the complex plane.
From Fig. 5(a) we can see that the scaling option pre-
sented in Eq. (17) leaves parts of the available region in
the complex plane uncovered by a typical pattern. An-
other approach to rescaling the pattern would focus on
filling the available region as evenly as possible, but this
will also leave some values outside the region that is avail-
able for the approximation scheme. This sort of scaling
could be defined as
γη = η 〈|Ψm(n)|〉n , (18)
where 〈·〉n defines an average over the values of the dis-
crete mask points and η is a parameter to tune the scal-
ing. Figure 5(b) shows a mask field scaled by γη for η = 1.
When the desired mask field is rescaled in this way, the
final intensity of the pattern may change, depending on,
among other things, the incident field ψ0 and the hole
size, but the pattern will still be the same.
To perform the approximation with GBH, we need to
find a choice for h(r|n) so that the result in Eq. (13)
comes close to the required value for Ψm(n). Figure 3
illustrates the situation for S = 3 and shows the resulting
field for a cell for all choices of h(r|n).
When the desired mask field has been rescaled to fit
within the available approximation region, the selection
of the appropriate h(r|n) can be performed. This can also
be done in several different ways. The simplest approach
can be taken when S = 4. In this configuration the con-
tribution from the different rows are aligned with the axes
and it is simple to take the real and imaginary part of the
field and clamp them to the closest possible solution given
9by one or the other row pair since they correspond to two
perpendicular directions in the complex plane. This will
leave us with two rows that are always completely closed,
and two that are potentially open. This is therefore the
minimum solution described in the previous section. A
maximum open-fraction is found by opening the rest of
the subcells in the rows where some are already poten-
tially open, and then opening the same number of sub-
cells at random in the corresponding row. To find a mask
with a specific open-fraction, one approach is to pairwise
open or close subcells at random in pairs of rows within
a randomly selected cell until the desired open-fraction
is reached.
For an arbitrary value of S a way to find the optimal
approximation is to precompute Ψm(n) for a cell using
Eq. (13) given all possible combinations of choices for
h(r|n) and store the results in a search-tree. We can
then search through all the options and pick the closest
approximation for each cell. The number of possible op-
tions grows very rapidly with S. This procedure leads to
the number of open subcells that are required for each
row in each individual cell of the mask. Which subcells
to open can then be selected at random.
These methods leave us with one possible realization
of a mask for a given target pattern. This grid structure
tells us where we need holes on a square grid to create a
GBH mask for our pattern. The mask can be manufac-
tured physically by creating an array of holes with similar
geometry in a film that is suitable to block our incident
wave. It is also possible to check the masks by perform-
ing simulations of the effect of the mask. This can either
be done through a direct calculation based on Eq. (5)
or by performing a more physically accurate simulation
that takes into account the final mask geometry. The di-
rect calculation is convenient since it is mainly a Fourier
transform of the mask structure that can be performed
using an FFT. The physical mask geometry can be taken
into account by either performing the Fourier transform
on a large discretized version of the mask geometry or by
taking the superposition of analytic diffraction solutions
for the individual holes in the mask.
V. EXAMPLES
Examples will now be given of different GBH masks
generated by the method described in the preceeding sec-
tion, and their performance will be evaluated by simula-
tion. First we will look qualitatively at how we can adjust
the open-fraction of the mask, and see what impact this
has on the generated pattern. Then we will perform a
more quantitative investigation, where we investigate the
behavior of both the contrast and the error tolerance of
the masks as we force different open-fractions. Finally we
will study the contrast and the error tolerance of masks
generated with different scaling of the mask fields.
The simulations presented in the following sections
were all performed for binary masks generated with sub-
division S = 4 since this allows us to generate the mask
without large lookup tables and it is the smallest subdivi-
sion that allows for easy adjustment of the open-fraction
of a mask by opening and closing hole pairs. The in-
tensity patterns created by the masks were found using
the direct method of Fraunhofer propagation described
by Eq. (5). When nothing else is specified the mask pat-
terns were rescaled using the maximum scale factor γmax
given by Eq. (17), while γη was used in cases where η is
given.
Figure 6 presents the central area of two simulated in-
tensity patterns in the screen plane. The masks used
to obtain the patterns in the screen plane depicted in
Figs. 6(a) and 6(b) were generated by assuming the same
target pattern; an image of the character F. The width
and height of the character were approximately a third
of the width and height of the pattern area. The image
used for the target had a resolution of 600×600 pixels.
When using a scheme with S = 4 subdivisions, this leads
to a mask with 2400×2400 subcells. For the Imins -pattern
the mask was created with the minimum number of open
subcells, while for the Imaxs -pattern the maximum num-
ber of subcells were opened. Figure 7 shows cutouts of
the same corner of the two masks used to generate the
results in Figs. 6(a) and 6(b). The minimally open mask
had in this case 7.3 % open subcells, while the maximally
open mask had 92.7 % open subcells. These numbers
are not necessarily the same for other mask realizations
because of the random phase that is applied in the be-
ginning. These two masks were produced using the same
random phase for the target field. The number of the
open subcells is inverted when going from the minimum
to the maximum solution, but the masks themselves are
not necessarily inverted. A closer inspection of the two
cutouts in Fig. 7 makes it apparent that the number of
open subcells in a cell is inverted, but which subcells that
are chosen to be opened or closed in a particular row is
picked at random.
Figures 6(a) and 6(b) show the intensity distribution
behind the mask with the minimum and the maximum
number of open holes respectively. The resulting inten-
sity patterns Imins and I
max
s above and below the position
of the center specular peak are almost identical. The ab-
solute difference between them is presented in Fig. 6(c).
The main difference is a speckle pattern around the bor-
ders of the pattern. The speckle noise is higher towards
the edges than at the center of the patterns. This noise
depends on the random selections made when construct-
ing the two different masks. This leads to visible noise
in the difference image shown in Fig. 6(c). This effect is
most pronounced along the vertical axis, with noise pri-
marily at the top and bottom of the pattern. The reason
is most likely that this is the direction away from the
center maxima in which the pattern is formed, and that
the variation away from the path length assumed in the
approximations is at its largest. If the mask is directly
inverted when going from a minimum to maximum solu-
tion, so that the random choices are similar, the intensity
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FIG. 6. Simulation results for masks created for the same target pattern. The Imins figure shows the result from a minimally
opened mask, while the Imaxs shows the result from a maximally opened mask. The difference figure shows the difference
|Imins − Imaxs | between the two versions. All axes are similar and the intensity values are comparable and of arbitrary unit.
Parts of the specular peak for Imaxs is saturated above the scale.
(a) Minimum (b) Maximum
FIG. 7. Parts of the masks (size 40 × 40 subcells) used to
generate the two intensity patterns presented in Fig. 6: (a)
mask with the minimum number of holes (open subcells); (b)
mask with the maximum number of holes. Light (dark) col-
ored squares represent open (closed) subcells. Gray lines show
cell boundaries.
in the patterns become identical with the same noise.
The results shown in Figs. 6(a) and 6(b) are compa-
rable and the colorbar is adjusted to show the strongest
intensity observed in the pattern area of either of the two
realizations. The specular point at the center is much
stronger than the rest of the figure and oversaturates the
colorbar. Opening a larger area of the mask does not
affect the patterns that are generated, but the extra in-
tensity goes into the specular point. This point is a single
pixel in these simulations, and the intensity value of this
pixel changes by several orders of magnitude when go-
ing from the minimum to the maximum solution. If the
simulations take the actual geometry of the holes into
account, the central peak would broaden due to diffrac-
tion and there would be a visible difference between the
central area of the two patterns.
Figure 8 shows results similar to those presented in
Fig. 6, but for a much more complex pattern of an owl.
The target image still had a resolution of 600×600 pixels.
In this case the minimal mask had 7.6% open subcells,
while the maximum mask had 92.4%. As with the inten-
sity patterns in Fig. 6 the difference between the min-
imum and maximum pattern is primarily in the noise
in the edges of the pattern [Fig. 8(c)] due to the ran-
domly chosen phase. Note that the images in Fig. 8 are
cutouts of the full simulation results showing only the
region where the pattern is formed.
VI. CONTRAST MEASUREMENTS
According to Eq. (16), the pattern formed from masks
with an even number of subcell rows (i.e. value of S)
will only depend on the difference between the number
of open subcells in the row pairs. This is an approx-
imation, and to investigate how well it holds we need
to compare the patterns generated from several equiva-
lent masks with different open-fractions. The goal of the
GBH method is to create sharp, arbitrary patterns. How
well different masks are able to perform this task can be
quantified by measuring the contrast of the final pattern.
We define the contrast as
α =
|I¯in − I¯out|
|I¯in + I¯out| , (19)
where I¯in is the average intensity inside our pattern and
I¯out is the average intensity outside [see Fig. 2]. We only
look at the intensity that falls inside the area predicted
by Eq. (15), and regard the parts of the pattern area we
want to expose as inside our pattern and the other parts
as outside. This definition only works for binary patterns
with no intermediary values.
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FIG. 8. Similar to Fig. 6, with more complex test pattern. Shows only the intensity in the target area where the pattern is
formed.
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FIG. 9. Contrast α of test patterns as a function of the open-
fraction of the masks used when making the patterns. Aver-
age intensities are based on 10 mask realizations.
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FIG. 10. Intensity patterns created from masks of open-
fractions 0.1, 0.5 and 0.9 (left-to-right.
Several different masks corresponding to the F-pattern
shown in Fig. 2 were generated for different open-
fractions in the range from 10 % to 90 %. The result-
ing contrast measurements α are shown in Fig. 9 as a
function of the open-fraction. The mean intensities were
found by looking at the intensity patterns generated by
10 different masks for each open-fraction level. These
masks were generated using the same scaling γmax, but
with different random phases. Figure 9 shows that the
contrast is highest for masks close to the minimum or
maximum number of open subcells and goes down to-
wards an open-fraction of 50 %. Figure 10 shows three in-
tensity patterns created by masks of open-fraction 10 %,
50 % and 90 %, respectively. When the open-fraction is
around 50 %, there is a clear increase in the mean value
for the intensity outside of the pattern. Similar behav-
ior is also observed for other patterns, and when using
more complex methods for calculating the intensity pat-
tern that takes the hole geometry into account.
Inspection of Fig. 10 and several other similar test pat-
terns show that there is an increase in the intensity of
the noise around the edges of the target area when we
increase the open-fraction. Test patterns where a large
part of the pattern occupies the area next to the edges
behave differently to what is shown in Fig. 9. The rea-
son is that there is a much larger amount of noise in the
inside area when it is located along the edge.
The approximations that are used when generating the
masks hold better close to the center of the pattern area.
This could explain why the intensity patterns in gen-
eral become more noisy in regions away from the cen-
ter. For masks with an open-fraction of 50 % a lot of
extra holes have been added to the pattern. According
to the approximations these should cancel perfectly, but
in practice this is not the case. For the masks with mini-
mum open-fraction, all of the open subcells directly con-
tribute to forming the pattern. For masks that have 50 %
open subcells, extra pairs that might not cancel com-
pletely have been added, resulting in a higher amount
of noise. For open-fraction above 50 %, the contrast im-
proves again as the mask moves towards what is effec-
tively an inverted mask from the minimum configuration
[see Fig. 9]. For masks with the maximum open-fraction,
the cancellations work better since there is now a much
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higher number of open subcells.
A. Tolerance to errors
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FIG. 11. Contrast α as a function of the probability  of hav-
ing an error in a subcell. The different symbols correspond
to masks created with several different initial open-fractions.
Series with complementing open-fraction (f and 1 − f) are
overlapping. Each data point is based on the mean contrast
α from intensity patterns computed for a series of mask real-
isations.
We now turn to the discussion of error tolerance of the
generated masks. If we introduce errors in the masks
by randomly changing open and closed subcells with a
certain error probability, we can use the change in the
contrast as a measure for the robustness of the mask.
Figure 11 shows the robustness for masks created with
several different open-fractions. As in Fig. 9 the behav-
ior is symmetric around an open-fraction of 50% with
pairs of overlapping curves in the figure. As the error
probability increases the contrast goes down for all the
different masks, which is the expected behavior. When
we introduce errors we change the mask towards a mask
with a random hole pattern on a grid. This means that
the contrast should not go towards zero, but would con-
verge towards the value associated with the response of
a random mask.
We see from Fig. 11 that the spread in robustness goes
down as we increase the error probability. The 10% and
90% masks start with the highest contrast, but also de-
creases faster than any of the other open-fractions in be-
tween. The contrast of the pattern corresponding to the
mask created with 50% open subcells is more robust as
errors are introduced. Its contrast falls off slower than
what is observed for all other open-fractions. The reason
for this is probably that it started with a high amount
of noise. It has the worst contrast of all the choices of
open-fraction made. The behavior observed in Fig. 11
continues if we raise the error probability above 0.15,
with the contrast for the other open-fractions converging
towards the contrast of the 50 % open case. Figure 12
presents a comparison of patterns generated using differ-
ent masks. The left column and the right column show
the response from masks with 10 % and 50 % open sub-
cells respectively. The two rows shows masks with error
probability  = 0.0 and 0.1.
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FIG. 12. Simulated response from masks made with open-
fractions of 0.1 (first column) and 0.5 (second column) and
error probabilities 0.0 (first row) and 0.1 (second row). All
other parameters were held constant when generating the dif-
ferent masks. The intensity values are comparable and of
arbitrary unit.
VII. SCALING MASK PATTERN
We will now investigate the dependence of the contrast
and the tolerance to error for masks created from an ini-
tial field that is scaled in such a way that not all possible
values fit within the range that is representable by the
discretized GBH masks [see Eq. (18)]. To this end, we
will use a procedure very similar to what was used in the
previous section, for instance, to generate the results of
Fig. 6. The only difference is that the rescale step is now
performed using γη given by Eq. (18) for a range of η.
When η = 4 the new rescaling factor is approximately
equal to the old one, γη ≈ γmax. All of the results pre-
sented here were generated using the minimum method.
Figure 13 presents both the open-fraction of subcells
and the contrast for a series of different scaling param-
eters η. Figure 13(a) shows that for a smaller scaling
parameter η the open-fraction of the mask is larger. The
reason is that a larger fraction of the components of the
mask field lie in the outer part or outside the discretiza-
tion region with a smaller η. At the same time there
is also a change in the measured contrast for the pat-
terns created by these masks, as shown in Fig. 13(b).
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FIG. 13. Using the minimum method for generating masks
with different field scaling γη shows a variation in (a) open-
fraction of the subcells and (b) contrast α as a function of
the scaling parameter η. (c) Contrast α as a function of the
open-fraction controlled by change in the mask field scaling
γη.
The variation in the contrast is smaller than the vari-
ation observed in the previous section, but the results
show a smooth behavior and a maximum contrast for
η = 1.2. When the value of η is taken to be smaller
than 4 the rescale value becomes larger and the compo-
nents of the mask field better fill out the discretization
region. This leads to a more even use of the available
levels and a higher degree of accuracy when representing
a large part of the field values, but also a limited scale
that does not have the range to accurately represent the
larger amplitudes. As we decrease η from 4, the contrast
initially improves as the mask pattern is better encoded.
When η < 1, points with amplitude equal to the mean
are shifted to the top of the encodable region, a larger
part of the mask values are clamped to the size of the
region and not represented properly, and the contrast of
the produced pattern drops again.
Figure 13(c) removes the direct dependence on η by
combining the results of Figs. 13(a) and 13(b) and cre-
ates a comparable plot to Fig. 9. This figure shows a very
different behavior from what we saw previously. Now the
change in open hole fraction is connected to a change in
how the approximation scheme is utilized. The change in
contrast isn’t as large as we saw in the previous sections,
but there is a clear trend which shows a maximum con-
trast at an open part fraction close to 0.25. This scaling
gives a very uniform distribution of mask field points in
the approximation region, and thus represents a solution
that comes close to the best utilization of the approxi-
mation scheme.
Comparing the results of Fig. 9 to Fig. 13(c) shows that
the better way of changing the open-fraction of subcells
in a mask is done by changing the way the discretiza-
tion scheme in the GBH approximation is used. This
allows for a change of open-fraction in almost the entire
range between 0.0 and 0.5, while still keeping a similar
or better contrast than the original solution investigated
using γmax, as opposed to the scheme of adding addi-
tional open subcells by using the different solutions to
Eq. (16). Additional holes can still be added to change
the open-fraction and therefore extend this scheme to
work for open-fractions above 0.5. These results are not
necessarily similar for all target patterns. Different pat-
terns leads to mask fields that are differently distributed
in the complex plane. The field scaling that produces
the most uniform utilization of the available approxima-
tion region will therefore depend on the pattern. How-
ever, several mask patterns were investigated, and they
all showed similar behavior. Optimal contrast for a given
pattern and desired open fraction was found by scanning
over the parameter space of interest. A more sophisti-
cated optimization technique could also have been used,
but we did not explore this.
Figure 14 presents the robustness of masks generated
with different γη. This figure is similar to Fig. 11, but
shows the contrast behavior up to the higher error prob-
ability of 0.25. The series with η = 4.0 is close to the
best cases presented previously using the maximum scal-
ing, this is as expected since γmax ≈ γη|η=4.0 for this test
pattern. The series that correspond to using a scaling
parameter η that better utilize the available approxima-
tion region perform better. For series with η < 1.5 the
contrast is above 0.9 when 10 % of the subcells are flipped
(i.e.  = 0.1). These values for η correspond to masks
with an open-fraction from just under 0.2 and up to al-
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FIG. 14. Contrast α as a function of the probability of
having an error in a subcell of the mask for masks created
different scaling η. Each data point is based on the mean
contrast α from intensity patterns computed for a series of
mask realisations.
most 0.5. This high level of robustness shows that using
more subcells to encode the signal doesn’t only improve
the initial contrast, it also improves the robustness of the
masks to errors in which subcells are opened or closed at
random.
VIII. CONCLUSION AND FUTURE WORK
We have presented a new technique that extends the
grid based binary holography method by Onoe and
Kaneko [6]. The new technique lets us freely decide be-
tween grids with a low or high number of open subcells.
This allows the grid based holography method to be ad-
justed to better fit specific user needs, whether this means
tuning the open hole fraction down for faster production
and more rigid masks, or tuning it up to prevent prob-
lems such as heating of the mask during exposure. The
technique can be extended to work for any selected open-
fraction between the two extreme solutions shown, and
investigations into the contrast of the patterns produced
with different masks lead us to the conclusion that choos-
ing an intermediary open-fraction between the extrema
is best done by scaling the initial field. This scaling im-
pacts both the contrast of the generated patterns and the
open-fraction of the generated masks, leading to a trade-
off between these two parameters when selecting the scal-
ing for generating masks. All results presented here work
in the Fraunhofer diffraction limit. Future work should
include the integration of lenses to reduce the size of the
optical system and improve resolution.
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