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Abstrat
We ontinue development of the theory of Markov systems initiated in
[34℄. In this paper, we introdue fundamental Markov systems assoiated
with random dynamial systems and show that the proof of the unique-
ness and empirialness of the stationary initial distribution of the random
dynamial system redues to that for the fundamental Markov system
assoiated with it. The stability riteria for the latter are muh learer.
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-
tion systems with pla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omplete 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In [34℄, the author initiated the study of a general onept of a Markov system.
This was motivated by a desire to have a sientially onsistent unifying math-
ematial struture whih would over nite Markov hains [10℄, g-measures [25℄
and iterated funtion systems with plae-dependent probabilities [1℄, [13℄.
The purpose of this note is to show that the struture of a Markov system arises
naturally (possibly unavoidably) in the study of random dynamial systems.
1 Random dynamial systems
Let (K, d) be a omplete separable metri spae and E a ountable set. For
eah e ∈ E let a Borel measurable map we : K −→ K and a Borel measurable
probability funtion pe : K −→ [0, 1] be given, i.e.∑
e∈E
pe(x) = 1 for all x ∈ K.
We all the family D := (K,we, pe)e∈E a random dynamial system. A survey
on random dynamial systems an be found e.g. in [23℄. If a reader doesn't see,
how the denition of random dynamial system in [23℄ relates to that in this
paper, it is explained in [24℄.
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With the random dynamial system D is assoiated a Markov operator U ating
on all bounded Borel measurable funtions f by
Uf :=
∑
e∈E
pef ◦ we
and its adjoint operator ating on the set of Borel probability measures ν by
U∗ν(f) :=
∫
U(f) dν.
A measure µ is alled invariant with respet to the random dynamial systems
if and only if
U∗µ = µ.
Let Σ+ := {(σ1, σ2, ...) : σi ∈ E, i ∈ N} endowed with the produt topology of
disreet topologies and S : Σ+ −→ Σ+ be the left shift map. For x ∈ K, let Px
be the Borel probability measure on Σ+ given by
Px(1[e1, ..., en]) := pe1(x)pe2 ◦ we1 (x)...pen ◦ wen−1 ◦ ... ◦ we1(x),
for every ylinder set 1[e1, ..., en] := {σ ∈ Σ
+ : σ1 = e1, ..., σn = en}, whih is
assoiated with the Markov proess generated by the random dynamial system
with the Dira initial distribution δx.
Remark 1 Note that eah map we needs to be dened only on a subset of K
where its probability funtion pe is greater than zero. In this ase, one obtains
a random dynamial system on K by extending the maps on the whole spae
arbitrarily.
1.1 Historial ontext
First, I will give some historial roots of the theory, and then, I will list some
works whih in my view form the historial ontext of this paper.
It was not lear until the beginning of the twentieth entury whether the in-
dependene of random variables is a neessary ondition for the low of large
numbers and the entral limit theorem to hold. The breakthrough was a work
by A. A. Markov [26℄ in whih he has extended the low of large numbers to
dependent random variables (he also extended the entral limit theorem to suh
proesses, see [11℄ for a nie aount on Markov's work and life). Markov re-
strited himself to proesses where eah random variable depends only on the
previous one. Suh a proess, in ase of a disreet state spae, is generated
by a transition matrix (or a direted graph with probability weights) and an
initial distribution. These proesses, now known as Markov hains, found many
appliations.
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From the work of Markov naturally arises the question whether the low of large
numbers and other limit theorems hold true for a more general lass of depen-
dent proesses. The truly next lass of proesses an be only those where the
dependene of a random variable on the past is not restrited to any number of
previous variables. The study of suh proesses was initiated (and motivated by
appliations) by O. Oniesu and G. Miho [27℄. Remarkably, they found a way
of onstruting suh proesses without giving innitely many rules of depen-
dene of a random variable on the values of all previous, whih is of ourse very
important for appliations. They alled suh proesses les haînes à liaisons
omplètes. Their work gave rise to the theory of dependene with ompete on-
netions, in whih many limit theorems have been proved [17℄. What I all in
this paper random dynamial system an be seen as a speial ase of this theory.
However, it must be said that every stationary proess with values in E an
already be generated by suh a random dynamial system. Let's illustrate the
dependene in the notation of this paper. If maps we are ontrations on a
omplete metri spae, the past is oded by the maps to a point in topologial
spae K and the probability of a value from E of the next random variable is
then obtained as a funtion evaluated at that point,
P (X1 = e1|X0 = e0, X−1 = e−1, ...) = pe1
(
lim
n→−∞
we0 ◦ we−1 ◦ ... ◦ we−n(x0)
)
for all (..., e−1, e0, e1, ...) ∈ E
Z
and x0 ∈ K.
One ould argue that the development so far was guided mainly by the inter-
nal mathematial logi. However, the main reason for the development of the
mathematial language still is the striving of Homo Sapiens for a better desrip-
tion of the world outside (even if many modern mathematial raftsmen have
no interest in siene at all). The random dynamial systems suh as in this
paper arose naturally also as learning models [20℄, [9℄. Consider an intelligent
objet, e.g. a rat. Its state of "intelligene" x is assumed to take some value
from [0, 1] ⊂ R. The objet is "asked some questions" and its responses are
measured as '0' ("wrong") or '1' ("right"). If it gives an answer '0', its "intel-
ligene" is moved to w0(x) := 1/2x. Otherwise, its "intelligene" is moved to
w1(x) := 1/2x + 1/2. It is natural to assume that a response '0' an happen
with some probability p0(x) (depending on the urrent state of "intelligene")
and a response '1' with probability p1(x) := 1 − p0(x). One assumes that the
funtion p0 does not hange with the time (if it did, it's likely that it would
have some time average, whih only would matter [3℄). Furthermore, probabil-
ity funtions p0 and p1 easily an be obtained empirially if suiently many
measurements are made. Many seminal works on Markov proesses generated
by random dynamial systems have been motivated by learning models.
The striving for a lassiation of stationary random proesses brought attention
to suh systems one again. After Ornstein [28℄ had shown that Kolmogorov-
Sinai entropy is a omplete invariant on Bernoulli shifts and not omplete on
Kolmogorov automorphisms [29℄, arose an interest in measure preserving trans-
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formations whih are Kolmogorov and not Bernoulli. Of ourse, a natural andi-
date for that is a strongly mixing proess on a nite alphabet with innite mem-
ory, whih is known to be generated by these kind of random dynamial systems.
It was M. Keane [21℄ who drew attention of ergodi theory people to suh sys-
tems. He onsidered a speial ase where the maps of the system an be obtained
as inverse branhes of a (expanding) homomorphism S of a ompat metri spae
K (e.g. K := EN∪0 and S is shift map, then we(..., y−1, y0) := (..., y−1, y0, e) for
all (..., y−1, y0) ∈ K). In this ase, the probabilities for these maps an be given
in terms of a funtion g : K −→ [0, 1] (pe(..., y−1, y0) := g(..., y−1, y0, e) for all
(..., y−1, y0) ∈ K) with the property that
∑
y∈S−1({x}) g(y) = 1 for all x ∈ K).
Then the stationary proess also is invariant with respet to homomorphism S.
He alled the stationary proess in this ase a g-measure. Muh of the progress
on the subjet has been made from the study of this speial ase. Of ourse, the
one-sided symboli spae is more than just an example. However, the restrition
to this ase learly enourages an algebrai rather than a geometri approah,
whih ould be one of the reasons why the struture of the fundamental Markov
system, whih is going to be introdued in this paper, an not have been seen
before.
A areful reader probably has notied that in all of the examples so far the maps
of the system have been ontrative. It was shown by J. Huthinson [16℄ that
a family of ontrative maps on a ompat metri spae has a unique invariant
subset. These subsets are like footprints of this kind of "animals". They are
often very irregular on every sale. (This must be very fasinating already for
itself beause there are even people who study these footprints without atually
any interest in any "animal".) Advanes in omputational tehnology allowed
to produe beautiful olorful pitures of suh sets. Naturally, arose the idea
of storing images with suh systems [14℄. Moreover, ontrative maps allow to
ode strings of symbols suh as '0' and '1' to a point in the state spae. This
an be useful for data ompression [4℄. This all attrated a new interest to the
random dynamial systems. The study of suh systems for these purposes was
ontinued mainly by M. F. Barnsley et al. [1℄, [2℄. They alled them iterated
funtion systems with plae dependent probabilities. Muh of the literature on
the subjet is now available also under this name.
Reently, suh system have been suggested also as a natural model for a quantum
measurement proess [31℄. Let K be a state spae of a quantum system and
E a set of possible outputs of a measurement apparatus. When the quantum
system being in a state x ∈ K interats with the measurement apparatus and
we observe e ∈ E, it is known that this usually results in the system moving to a
new state y ∈ K. Hene, it is natural to assume that there is a map we : K → K
assoiated with eah output e ∈ E. Moreover, it is natural to assume that e
ould be observed with some probability pe(x) in this experiment. This all
also an be formulated using the onventional language of Hilbert spae and
projetion operators [31℄. The reader probably has notied the analogy with
the setup of the "learning model" above. It probably is an indiation on the
universality of the approah. In fat, studying a system by asking it some
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"question" is a very natural approah.
I hope I have onvined the reader that the struture whih is being studied
in this paper is not one of the toys designed by some mathematiians to keep
them busy, but one whih naturally has been rystalizing in the modern siene.
It learly needs to be properly integrated into the body of mathematis whih
desribes deterministi, random and quantum paradigms. Now, I will list some
important ontributions whih were made for the purpose of understanding suh
systems with respet to their stability and ergodi properties whih learly form
the historial ontext of this paper.
W. Doeblin and R. Fortet [12℄ (1937) gave fairly weak ondition on stritly
positive probability funtions on a ompat metri spae whih insures that
the system with ontrative maps has a unique (attrative) stationary initial
distribution. In partiular, this ondition is satised if the probabilities have a
summable variation (Dini-ontinuous).
L. Breiman [9℄ (1960) proved the strong low of large numbers for Markov opera-
tors with the Feller property whih posses a unique stationary initial distribution
on a ompat Hausdorf spae (see a sharper result in [37℄).
R. Isaa [18℄ (1962) introdued the average ontrativeness ondition, whih
insures the uniqueness of the stationary state (he proved it on a ompat metri
spae with stritly positive probability funtions satisfying Lipshitz ontinuity).
F. Ledrappier [25℄ (1974) identied the g-measures as projetions of some equi-
librium states dened by variational priniple with respet to the potential log g
seen as a funtion on EZ (see [38℄ for the explanation in the general ase).
Furthermore, he showed that the natural extension of the g-measure is weakly
Bernoulli if the g-funtion is stritly positive and Dini-ontinuous. P. Walters
[33℄ (1975) extended the result to suh g on a subshift of nite type (Markov
system).
T. Kaijser [22℄ (1981) introdued a loal ontrativeness on average ondition
in the general setup of random systems with omplete onnetions, whih also
an imply the uniqueness of the stationary state. He alled his systems weakly
distane diminishing random systems with omplete onnetions.
H. Berbee [5℄ (1987) showed the uniqueness and the very weak Bernoulli prop-
erty of the g-measure for stritly positive g-funtions on a full shift satisfying a
ontinuity ondition whih is weaker than the Dini-ontinuity. After that, many
other works have been devoted to the weakening of the algebrai expression for-
ing a ontinuity of the g-funtion, but mostly only for the proof of uniqueness of
the stationary state (see Ö. Steno [30℄ (2003) and N. Berger, Ch. Homan, V.
Sidoraviius [6℄ (2005) and the referenes there). (It must be pointed out that
the ontinuity of the probability funtions is not fundamental for the stability
of suh systems (e.g. Example 2)).
J. H. Elton [13℄ (1987) reognized the importane of the relation for x, y ∈ K
given by the equivalene of measures Px and Py for the proof of the ergodi
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theorem for suh systems (though, he still assumed the uniqueness of the sta-
tionary state, whih was shown later [35℄ to be not neessary). He proved that
this equivalene relation holds true for all x, y ∈ K if all probability funtions
are bounded away form zero, Dini-ontinuous and the system satises a ontra-
tiveness on average ondition (in the language of this paper, the fundamental
Markov system assoiated with suh a random dynamial system has a single
vertex set).
M. F. Barnsley, S. G. Demko, J. H. Elton and J. S. Geronimo [1℄ [2℄ (1989)
made, in my view, two important ontributions to understanding the onditions
for the stability of suh systems. They showed that the ondition of the strit
positivity of the probability funtions an be weakened (is not fundamental).
Seondly, they found impliitly a way of redution of the multipliative aver-
age ontrativeness ondition to the additive average ontrativeness ondition,
though they did not aomplish it ompletely (see [34℄ for details).
I. Werner [35℄ (2005) showed that the ondition of equivalene of measures Px
and Py for all x and y in the same vertex set of a Markov system (see next
setion), whih is ontinuous, irreduible and ontrative, is suient for the
uniqueness of the stationary initial distribution. For example (the example was
given by using some ideas of A. Johansson and A. Öberg [19℄), this ondition is
satised if the probability funtions have a square summable variation on eah
vertex set and are bounded away from zero, whih is more general than Elton's
[13℄ example.
This list is far from being omplete. There are many other works, whih a
reader an easily nd under ode names g-measures, iterated funtions systems
with plae-dependent probabilities, random systems with omplete onnetions,
random dynamial systems and Markov systems. A reader interested in the
study of general Markov operators is referred to [32℄.
1.2 Markov systems
Now, let us onsider a speial random dynamial system whih we all aMarkov
system [34℄.
Let K1,K2, ...,KN be a partition of a metri spaeK into non-empty Borel sub-
sets (we do not exlude the ase N = 1). Furthermore, for eah i ∈ {1, 2, ..., N},
let
wi1, wi2, ..., wiLi : Ki −→ K
be a family of Borel measurable maps suh that for eah j ∈ {1, 2, ..., Li} there
exists n ∈ {1, 2, ..., N} suh that wij (Ki) ⊂ Kn (Fig. 1). Finally, for eah
i ∈ {1, 2, ..., N}, let
pi1, pi2, ..., piLi : Ki −→ R
+
be a family of positive Borel measurable probability funtions (assoiated with
the maps), i.e. pij > 0 for all j and
∑Li
j=1 pij(x) = 1 for all x ∈ Ki.
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❚✁
✁
✁
✁✁
✡
✡
we1
we2
we3
we4
we5
we6
Fig. 1. A Markov system.
N = 3
Denition 1 We all V := {1, ..., N} the set of verties and the subsetsK1, ...,KN
are alled the vertex sets. Further, we all
E := {(i, ni) : i ∈ {1, ..., N}, ni ∈ {1, ..., Li}}
the set of edges and we use the following notations:
pe := pin and we := win for e := (i, n) ∈ E.
Eah edge is provided with a diretion (an arrow) by marking an initial vertex
through the map
i : E −→ V
(j, n) 7−→ j.
The terminal vertex t(j, n) ∈ V of an edge (j, n) ∈ E is determined by the
orresponding map through
t((j, n)) := k :⇐⇒ wjn (Kj) ⊂ Kk.
We all the quadruple G := (V,E, i, t) a direted (multi)graph or digraph. A
sequene (nite or innite) (..., e−1, e0, e1, ...) of edges whih orresponds to a
walk along the arrows of the digraph (i.e. t(ek) = i(ek+1)) is alled a path.
Denition 2 We all the family M :=
(
Ki(e), we, pe
)
e∈E
a (nite) Markov
system.
The denition an be easily generalized to the innite ase.
The Markov system denes a random dynamial system on K by extending
the probability funtions pe|Ki(e) on the whole spae by zero and the maps
arbitrarily, as in Remark 1.
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Denition 3 We all a Markov system irreduible or aperiodi if and only if
its direted graph is irreduible or aperiodi respetively.
Denition 4 (CMS) We all Markov system M ontrative with an average
ontrating rate 0 < a < 1 if and only if it satises the following ondition of
ontrativeness on average:
∑
e∈E
pe(x)d(we(x), we(y)) ≤ ad(x, y) for all x, y ∈ Ki and i ∈ {1, ..., N} (1)
(it is understood here that pe's are extended on the whole spae by zero and
we's arbitrarily). This ondition was disovered by Rihard Isaa in 1962 for
the ase N = 1 [18℄.
It was shown in [35℄ that an irreduible ontrative Markov system M with
uniformly ontinuous probabilities pe|Ki(e) > 0 has a unique invariant Borel
probability measure if Px ≪ Py for all x, y ∈ Ki(e), e ∈ E, and the subsets Ki
form an open partition of K (this was shown in [35℄ for some loally ompat
spaes, but it holds also on omplete separable spaes, as ontrative M also
posses invariant measures on suh spaes [15℄).
1.3 Fundamental Markov systems
Now, we intend to show that with every random dynamial system D is asso-
iated an equivalent Markov system M′ := (K ′i(e), w
′
e, p
′
e)e∈E′ (not neessarily
nite) suh that P ′x ≪ P
′
y for all x, y ∈ K
′
i(e), e ∈ E
′
, and eah K ′i(e) is the
largest with suh property, where P ′x are the probability measures on the ode
spae ofM′.
The onstrution ofM′ goes as follows. Dene an equivalene relation between
x, y ∈ K by
x ∼ y :⇔ Px ≪≫ Py,
where Px ≪≫ Py means Px is absolutely ontinuous with respet to Py and Py
is absolutely ontinuous with respet to Px. Let⊎
i∈V ′
K ′i = K
be the partition of K into the equivalene lasses. Then, for every e ∈ E and
x, y ∈ K ′i, i ∈ V
′
,
pe(x) = 0 ⇔ pe(y) = 0.
Hene, for every e ∈ E and i ∈ V ′,
either pe|K′
i
= 0 or pe|K′
i
> 0. (2)
Furthermore, holds the following.
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Proposition 1 For every e ∈ E and i ∈ V ′ with pe|K′
i
> 0, there exists j ∈ V ′
suh that we(K
′
i) ⊂ K
′
j .
Proof. Let x, y ∈ K ′i. Observe that
Px(1[e, σ1, ..., σn]) = pe(x)Pwe(x)(1[σ1, ..., σn])
for every ylinder set 1[σ1, ..., σn]. Hene,
Pwe(x)(B) =
Px(S
−1(B) ∩1 [e])
pe(x)
for every Borel B ⊂ Σ+. Sine the analogous formula holds true also for Pwe(y),
we onlude that we(x) ∼ we(y). Thus, there exists j ∈ V
′
suh that we(K
′
i) ⊂
K ′j. ✷
By (2) and Proposition 1, we an dene a Markov systems assoiated with D.
Denition 5 Let
E′i := {(i, e) : pe|K′i > 0, e ∈ E} for all i ∈ V
′
and
E′ :=
⋃
i∈V ′
E′i.
For every (i, e) ∈ E′ set p′(i,e) := pe1K′i , w
′
(i,e) := we|K′i , i
′((i, e)) = i and
t′((i, e)) = j where we(K
′
i) ⊂ K
′
j. Then G
′ := (V ′, E′, i′, t′) is a direted
graph and we all M′ := (K ′i(e), w
′
e, p
′
e)e∈E′ the fundamental Markov systems
assoiated with the random dynamial system D.
Now, we need to show that the vertex sets of the fundamental Markov systemM′
assoiated with D′ are measurable. Otherwise, possible Banah-Tarski eets
might make our onstrution sientially irrelevant. For that, we need to make
lear the onstrutive nature of the equivalene relation whih denes the vertex
sets.
For x, y ∈ K, let
Xn(σ) :=


Px(1[σ1,...σn])
Py(1[σ1,...σn])
, Py(1[σ1, ...σn]) > 0
0, Px(1[σ1, ...σn]) = 0
∞, Px(1[σ1, ...σn]) > 0 and Py(1[σ1, ...σn]) = 0
and
Yn(σ) :=


Py(1[σ1,...σn])
Px(1[σ1,...σn])
, Px(1[σ1, ...σn]) > 0
0, Py(1[σ1, ...σn]) = 0
∞, Py(1[σ1, ...σn]) > 0 and Px(1[σ1, ...σn]) = 0
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for all σ ∈ Σ+. Dene
ξ(x, y) := lim sup
M→∞
sup
n∈N
Px(Xn > M) + lim sup
M→∞
sup
n∈N
Py(Yn > M).
Observe that eah x 7−→ Px(1[σ1, ...σn]) is a Borel measurable funtion. There-
fore, eah x 7−→ Px(Xn > M) is a Borel measurable funtion. Hene, x 7−→
ξ(x, y) is a Borel measurable funtion for all y ∈ K. By the symmetry, also
y 7−→ ξ(x, y) is a Borel measurable funtion for all x ∈ K.
Lemma 1 For all x, y ∈ K,
ξ(x, y) = 0 if and only if Px ≪≫ Py .
Proof. Let x, y ∈ K. Let An be the nite σ-algebra on Σ
+
generated by the
ylinders 1[σ1, ...σn]. Now, observe that, for all m ≤ n and Cm ∈ Am,∫
Cm
Xn dPy =
∑
Cn⊂Cm
Px(Cn) = Px(Cm) =
∫
Cm
Xm dPy . (3)
Hene, (Xn,An)n∈N is a Py-martingale. Analogously, (Yn,An)n∈N is a Px-
martingale. Moreover, by (3),
Px(Xn > M) =
∫
{Xn>M}
Xn dPy
and analogously
Py(Yn > M) =
∫
{Yn>M}
Yn dPx.
Hene,
ξ(x, y) = lim sup
M→∞
sup
n∈N
∫
{Xn>M}
Xn dPy + lim sup
M→∞
sup
n∈N
∫
{Yn>M}
Yn dPx.
Therefore, ξ(x, y) = 0 if and only if Xn and Yn are uniformly integrable mar-
tingales. Hene, the ondition ξ(x, y) = 0 implies that there exists X ∈ L1(Py)
and Y ∈ L1(Px) suh that Xn → X and Yn → Y both in L
1
sense, and
EPy (X |Am) = Xm Py-a.e. and EPx(Y |Am) = Ym Px-a.e. for all m. Then, by
(3), ∫
Cm
X dPy =
∫
Cm
Xm dPy = Px(Cm) for all Cm ∈ Am.
Hene, the Borel probability measures XPy and Px agree on all ylinder subsets
of Σ+, and therefore, are equal. Analogously, Y Px = Py. Thus, Px ≪≫ Py .
Conversely, Px ≪≫ Py implies that Xn and Yn are uniformly integrable [7℄, i.e.
ξ(x, y) = 0. ✷
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Remark 2 Note that it is not obvious from the denition of ξ that the relation
ξ(x, y) = 0 is transitive.
Proposition 2 (i) The vertex sets K ′i, i ∈ V
′
, are Borel measurable.
(ii) Consider all probability funtions p′e|K′i(e) , e ∈ E
′
, to be extended on K by
zero and all maps w′e|K′i(e) , e ∈ E
′
, to be extended on K arbitrarily. Let U ′ be
the Markov operator assoiated with the Markov system M′. Then U ′ = U , i.e.
M′ is an equivalent random dynamial system to D.
Proof. (i) Let i ∈ V ′. Fix y ∈ K ′i and set f(x) := ξ(x, y) for all x ∈ K. Then,
by Lemma 1, K ′i = f
−1({0}). Hene, as f is Borel measurable, K ′i is Borel
measurable.
(ii) Let g be a bounded Borel measurable funtion on K and x ∈ K. Then there
exists a unique i ∈ V ′ suh that x ∈ K ′i. Hene, by the denition of M,
U ′g(x) =
∑
e∈E′
p′e(x)g ◦ w
′
e(x) =
∑
e∈E′
i
p′e(x)g ◦ w
′
e(x) =
∑
e∈E
pe(x)g ◦ we(x)
= Ug(x).
✷
Example 1 Suppose the random dynamial system D is given by the on-
trative Markov system M suh that the vertex sets K1, ...,KN form an open
partition of K and the probability funtions pe|Ki(e) are bounded away from
zero and have a square summable variation, i.e.
∑
n∈N φ
2(an) < ∞, where φ
is the maximum of modules of uniform ontinuity of funtions pe|Ki(e) , e ∈ E.
Then, by Lemma 2 in [35℄, Px ≪ Py for all x, y ∈ Ki, i = 1, ..., N (note that
the openness of the partition was required in [35℄ only to insure that M has
an invariant measure (Feller property)). Therefore, the fundamental Markov
system assoiated with M is M itself.
Example 2 Let D2 := ([0, 1], we, pe)e=0,1 be the random dynamial system
where w0(x) = x/3, w1(x) = x/3 + 1/3 for all x ∈ [0, 1],
p0(x) =
{
0, 0 ≤ x ≤ 19
b, 19 < x ≤ 1
,
with 0 < b < 1, and p1 = 1− p0.
Claim 1 The vertex sets of the fundamental Markov system assoiated with D2
are K0 := [0, 1/9], K1 := (1/9, 1/3] and K2 := (1/3, 1].
Proof. First, observe that partition K0 ∪K1 ∪K2 makes a Markov system with
onstant probabilities from D2, where the transition matrix assoiated with it
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is
A2 :=

 0 0 1b 0 1− b
0 b 1− b

 .
Therefore,
pen(wen−1 ◦ ... ◦ we1x) = pen(wen−1 ◦ ... ◦ we1y)
for all x, y ∈ Ki, i = 0, 1, 2 and e1, ..., en ∈ {0, 1}. Thus
Px = Py for all x, y ∈ K0,K1,K2.
It remains to show that K0, K1 and K2 are the largest with the property that
Px <<>> Py for all x, y ∈ Ki, i = 0, 1, 2. Let x ∈ K0 and y 6∈ K0. Then
Px(1[0]) = 0, but Py(1[0]) = b > 0. Now, let x ∈ K1 and y 6∈ K1. If y ∈ K0,
then Py(1[0]) = 0, but Px(1[0]) = b. Otherwise, if y ∈ K2, Px(1[00]) = 0, but
Py(1[00]) = b. The laim follows. ✷
Now, we an apply Theorem 2 in [36℄ to an equivalent fundamental Markov
system on a disonneted set, the vertex sets of whih are K˜0 := [0, 1/9], K˜1 :=
[2/9, 1/3] and K˜2 := [2/3, 1]. (Note that there is a missprint in [36℄ on page
471. It should be A˜ := D−1AtD.) By Theorem 2 in [36℄, D2 has a unique
invariant Borel probability measure µ2 with µ2(K0) = b
2/(1+ b+ b2), µ2(K1) =
b/(1 + b + b2) and µ2(K2) = 1/(1 + b + b
2) and the Markov hain assoiated
with D2 is geometrially ergodi with a relative rate of onvergene in Monge-
Kantorovih metri less or equal to max{1/3, b}1/2.
If we replae p0 with
p0(x) =
{
0, 0 ≤ x ≤ 127
b, 127 < x ≤ 1
,
the same argumentation as in the proof of Claim 1 shows that the fundamental
Markov system assoiated with modied D2 has four vertex sets K0 := [0, 1/27],
K1 := (1/27, 1/9], K2 := (1/9, 1/3] and K3 := (1/3, 1] with onstant probabili-
ties on them given by the transition Matrix
A3 :=


0 0 0 1
b 0 0 1− b
0 b 0 1− b
0 0 b 1− b

 .
Analogously, applying Theorem 2 in [36℄ gives that the modied D2 has an
attrative invariant probability measure µ3 with the weights on vertex sets
µ3(K0) = b
3/(1 + b + b2 + b3), µ3(K1) = b
2/(1 + b + b2 + b3), µ3(K2) =
b/(1 + b + b2 + b3) and µ3(K4) = 1/(1 + b + b
2 + b3). (Somewhat surpris-
ingly, the estimation of the relative rate of onvergene by Theorem 2 in [36℄
remains the same (the absolute value of eigenvalues of suh transition matries
remains the same and equals b). Note that in ase of p0 = b the rate of on-
vergene to the stationary state in the Monge-Kantorovih metri is not greater
than 1/3.)
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Example 3 Let D3 := ([0, 1], we, pe)e=0,1 be the random dynamial system
where w0(x) = x/3, w1(x) = x/3 + 1/3 for all x ∈ [0, 1],
p0(x) =
{
1
4 , 0 ≤ x ≤
1
2
1
3 ,
1
2 < x ≤ 1
and p1 = 1 − p0. As pσ2(wσ1x) = pσ2(wσ1x) for all x, y ∈ [0, 1], σ1, σ2 ∈ {0, 1}
and p0 > 0, follows Px << Py for all x, y ∈ [0, 1]. Thus the fundamental Markov
system assoiated with D3 has the single vertex set.
Example 4 Let D4 := (R, we, pe)e=0,1 be the random dynamial system where
w0(x) = x/2, w1(x) = x/2 + 1/2 for all x ∈ R,
p0(x) =
{
1
4 , x ∈ Q
1
3 , x ∈ R \Q
and p1 = 1 − p0. If x is rational, then all images of x under w0 and w1 are
rational. Therefore, Px is the Bernoulli measure generated with probabilities
{1/4, 3/4}. Analogously, for irrational y, Py is the Bernoulli measure generated
with probabilities {1/3, 2/3}. Sine Px and Py an not be absolutely ontinuous
(absolutely ontinuous ergodi measures are equal), the fundamental Markov
system assoiated with D4 has two vertex sets K0 := Q and K1 := R \Q.
Having obtained the well dened fundamental Markov system assoiated with
D, we an dene a Borel probability measure P ′x on Σ
′+ := {(σ1, σ2, ...) : σi ∈
E′ ∀i ∈ N} (provided with the produt topology of disreet topologies) by
P ′x(1[e1, ..., en]) := p
′
e1(x)...p
′
en (w
′
en−1 ◦ ... ◦ w
′
e1x)
for all ylinder sets 1[e1, ..., en] ⊂ Σ
′+
, for every x ∈ K.
Now, we need to establish a relation between measures P ′x and Px.
Sine for eah e′ ∈ E′, w′e′ |K′
i(e′)
is a restrition of a unique we, we an dene
a map ψ : E′ −→ E by ψ(e′)=e. This gives a Borel-Borel-measurable map
Ψ : Σ′+ −→ Σ+ by (Ψ(σ))i := ψ(σi) for all i ∈ N and for all σ ∈ Σ
′+
.
Lemma 2 For every x ∈ K, Px = Ψ(P
′
x).
Proof. Let 1[e1, ..., en] ⊂ Σ
+
be a ylinder set. Then, by the denition of Ψ, we
an write Ψ−1(1[e1, ..., en]) as a disjoint union of some ylinder sets 1[e
′
1, ..., e
′
n] ⊂
Σ′+, i.e.
Ψ−1(1[e1, ..., en]) =
⊎
(e′1,...,e
′
n),ψ(e
′
i
)=ei
1[e
′
1, ..., e
′
n].
Therefore,
Ψ(P ′x)(1[e1, ..., en]) =
∑
(e′1,...,e
′
n),ψ(e
′
i
)=ei
p′e′1(x)...p
′
e′n
◦ w′e′
n−1
◦ ... ◦ w′e′1(x).
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Now, observe that, by the denition of p′e,∑
e′,ψ(e′)=e
p′e′ = pe.
This implies that
Ψ(P ′x)(1[e1, ..., en]) = pe1(x)...pen ◦ wen−1 ◦ ... ◦ we1(x) = Px(1[e1, ..., en]).
Thus, the laim follows. ✷
Proposition 3 For all x, y ∈ K,
Px ≪ Py ⇔ P
′
x ≪ P
′
y .
Proof.
′ ⇐′ Let A ⊂ Σ+ Borel measurable suh that Py(A) = 0. Then, by
Lemma 2, P ′y(Ψ
−1(A)) = 0. Hene, by Lemma 2 and the hypothesis, Px(A) =
P ′x(Ψ
−1(A)) = 0. Thus Px ≪ Py.
′ ⇒′ First, observe that, by the onstrution of M ′, for every ylinder set
1[e
′
1, ..., e
′
n] ⊂ Σ
′+
with P ′y(1[e
′
1, ..., e
′
n]) > 0, there exists a unique ylinder set
1[e1, ..., en] ⊂ Σ
+
suh that P ′y(1[e
′
1, ..., e
′
n]) = Py(1[e1, ..., en]) andΨ(1[e
′
1, ..., e
′
n]) =1
[e1, ..., en]. Hene
P ′y(1[e
′
1, ..., e
′
n]) = Py(Ψ(1[e
′
1, ..., e
′
n])). (4)
Now, let B ⊂ Σ′ Borel measurable suh that P ′y(B) = 0. Let ǫ > 0. By the
hypothesis, there exists δ > 0 suh that
Py(C) < δ ⇒ Px(C) < ǫ (5)
for all Borel measurable C ⊂ Σ+. By the Borel regularity of P ′x, there exists a
ountable family of ylinder sets Ck ⊂ Σ
′+
, k ∈ N, suh that B ⊂
⋃
k Ck and
P ′y(
⋃
k Ck) < δ. Sine we an write every nite union
⋃m
k Ck as a disjoint union
of ylinder sets
⋃nm
k C˜k,
∞∑
k=1
P ′y(C˜) = P
′
y(
⋃
k
Ck) < δ.
Hene, by (4) and the Lemma 2,
Py(
⋃
k
Ψ(Ck)) ≤
∞∑
k=1
Py(Ψ(C˜)) =
∞∑
k=1
P ′y(C˜) < δ.
Therefore, by (5) and Lemma 2,
P ′x(B) ≤ P
′
x(Ψ
−1(Ψ(B))) = Px(Ψ(B)) ≤ Px(
⋃
k
Ψ(C˜k)) < ǫ.
Sine ǫ was arbitrary, this ompletes the proof. ✷
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Theorem 1 Suppose D is a random dynamial system with nitely many uni-
formly ontinuous probability funtions pe and ontinuous maps we on a om-
plete separable metri spae K. Suppose that the fundamental Markov system
assoiated with D has nitely many verties, is irreduible and ontrative. Then
(i) D has a unique invariant Borel probability measure µ.
(ii) For every x ∈ K,
1
n
n−1∑
k=o
f ◦ wσk ◦ ... ◦ wσ1 (x)→
∫
f dµ for Px-a.e. σ ∈ Σ
+
for all bounded ontinuous funtions f .
Proof. Apply Theorem 4 in [35℄ for the fundamental Markov system assoiated
with D with the following justiations. In [35℄, the vertex sets were required
to form an open partition of a state spae in whih sets of nite diameter a
relatively ompat. This was to insure that the Markov operator has the Feller
property and an invariant Borel probability measure. Here, the Feller property is
already given by D and the existene of invariant measures for our fundamental
Markov system assoiated with D (on omplete separable spae) was shown in
[15℄. Also, it was required in [35℄ that the probability funtions pe|Ki(e) shall be
bounded away from zero, but it was only required for the proof that Px ≪ Py
for all x and y in the same vertex set (Lemma 2 in [35℄). The latter is given
here by the onstrution of the fundamental Markov system assoiated with D
and Proposition 3.
After obtaining the result for the fundamental Markov system assoiated with
D, dedue the result for D by Proposition 3. ✷
Remark 3 Note that the fundamental Markov system M′ assoiated with D
is ontrative if D is ontrative.
Remark 4 Reall that there exist ontrative random dynamial systems with
stritly positive ontinuous probability funtions whih have more than one
probability measure [8℄,[6℄. By Theorem 1 the fundamental Markov system
assoiated with suh a random dynamial system an not have a single vertex
set.
Conjeture 1 I believe that fundamental Markov systems resolve the question
of the neessary and suient ondition for the stability of suh random dy-
namial systems, whih has been open already for more than 70 years, in the
following way. The random dynamial system has a unique invariant Borel prob-
ability measure if and only if the fundamental Markov system assoiated with it
is reurrent (every vertex of it is reahed from any other by a nite path). Note
that a reurrent Markov system is neessarily ountable (every vertex of it an
be oded by a nite path).
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