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Abstract 
A new approach to the problem of evaluating the stability of discrete chaotic maps is presented. The proposed 
stability measure is related to the number of steps in a self-delimiting production process, by which a chaotic binary 
sequence is presumed to be generated. Further related to the number of distinct substrings and the rate of their 
occurrence along the sequence, the definition of exhaustive entropy (ExEn) and k-error exhaustive entropy is 
proposed, which measure the strength and the stability of discrete chaotic maps. Then two basic properties of k-error
exhaustive entropy are proved. Analysis on the stability of four discrete chaotic maps is evaluated. Simulation results 
show that the approach is an effective means for measuring the stability of discrete chaos maps. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
Recently, along with the rapid development of theory and application of chaos, many image encryption 
schemes based on chaos have been proposed[1-3], which are motivated by chaotic properties such as 
random-like property, sensitive dependence on initial conditions. The random-like property decides the 
security of image encryption schemes, so it is necessary to evaluate the random-like properties of the 
chaotic sequences. Now many literatures pay attention to the investigation of random-like properties of 
chaotic sequences. In 1965, Kolmogorov proposed to use the length of the shortest binary program as a 
measure for the complexity of the sequence[4]. Following along the same lines, the Lempel-Ziv 
complexity (LZC) contains the notions of complexity in the deterministic sense as well as in a statistical 
sense[5]. In [6], approximate entropy is proposed to distinguish a wide variety of systems, such as low-
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dimensional deterministic systems, high-dimensional chaotic systems, stochastic and mixed systems, and 
so on. 
In the cryptographic point of view, a good random-like sequence should have not only good 
distributions, large period and large linear span etc, but also good stability. So in this paper, an approach is 
proposed to measure the strength of random-like property of chaotic sequence and its stability, and several 
common discrete maps are tested. 
The rest of this paper is organized as follows. In sectionⅡ, the algorithm of identifying the strength of 
random-like property of chaotic sequence is presented. Section Ⅲ describes the investigation on the 
stability of chaotic sequences and gives its two properties. Some discrete chaotic maps are tested in 
section Ⅳ. Finally section Ⅴ gives some conclusions. 
2. Exhaustive entropy (ExEn)
2.1. Production and reproduction of a sequence 
Consider a sequence (or a word) nsssS L21=  , with length ( ) nSl = . If ( ) 0=Sl , it denotes it is a 
null-sequence Λ . We denote SQ the concatenation of two words S and Q, ( )jiS , the sub-sequence 
jii sss L1+  of S and π the operation suppressing the last letter of a sequence, i.e., ( )( )1,1 −= SlSSπ .
Reproduction    An extension R=SQ of S is called reproduction of S [5], and write RS → , if Q is 
in the vocabulary of πSQ , i.e., Q is a sub-sequence of πSQ .
Production   A null sequence S is said to be producible from a prefix S (1, j) if ( ) πSjS →,1 , and 
( )Slj < , S is called to be producible, write SjS ⇒),1( . And ),1( jS  will be referred to as a base of S .
 The difference between reproduction and production is that in production the last letter can come 
from a supplementary copy-paste but can also be new. 
2.2. Exhaustive entropy of a sequence 
The parsing of S  into ),1(),1(),1()( 1211 mm hhShhShSSH ++= −L  is called the production 
history of S  and mihhSSH iii ,,2,1),,1()( 1 L=+= −  , where 00 ≡h , is called the components of H(S).
A component )(SH i  and the corresponding production step ),1( 1−ihS ⇒ ),1( ihS are called 
exhaustive if ),1( 1−ihS    ),1( ihS . The exhaustive history of a sequence S  is denoted by )(SE . Let 
)(SCH denote the number of components in a history )(SH of S , and define )(SC for the production 
complexity of a sequence S , then { })(min)( SCSC H=  where the minimization is over all histories of S .
In other words, )(SC is the least possible number of steps in the production history of S .
Theorem 1: C(S) = CE(S), where CE(S) is the number of components in the exhaustive history of S [5].
The above theorem is apparent according to innovation of the last symbol in each exhaustive 
comment. For a production process of a sequence, the length of its comment is largest when its 
production process is in exhaustive. For any two sequences, the larger )(SC  is, the quicker the sequence 
innovates, and then its random-like property is stronger. 
In this paper, we propose an algorithm to measure random-like property of a sequence with 
exhaustive entropy. The percentage of the i th exhaustive comment (including the last comment which is 
not exhaustive) is approximately equal to its probability ip , then with equation 
( ) logi i
i
ExEn s p p= − ⋅∑                                                                       (1) 
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we can calculate exhaustive entropy of the sequence. Theory of the notion of exhaustive entropy is given 
by the following theorem 2. 
Theorem 2:  NppsH
N
i
ii loglog)(0
1
≤−=≤ ∑
=
The theorem 2 shows that exhaustive entropy is nonnegative. If the exhaustive steps are certain and the 
probabilities of all exhaustive comments are same, then the exhaustive entropy is maximal. What’s more, 
the Nlog  function is a monotonically increasing function. Therefore, the longer the exhaustive step N is, 
the bigger the exhaustive entropy is, and the random-like property of the sequence is much stronger. 
3. k-error exhaustive entropy 
The stability of a sequence is always a hot topic that the cryptographists focus on. In order to measure 
the stability of a sequence, following definition is given: 
Definition: Given a positive integer N and a nonnegative k, two binary sequences sN:s(1),s(2),…,s(N),
tN:t(1),t(2),…,t(N) in a finite field GF(2), then the weight exhaustive entropy is defined as 
( ) ( ) ( )minNHN N Nk W t kExEn s ExEn s t== + ,                                                               (2) 
where WH(t
N) means the Hamming weight of tN, i.e., the number of components of tN that is different from 
zero. Now describe geometrically the weight exhaustive entropy. Consider a finite field GF(2)N, regard 
the Hamming distance dH as its distance and denote S(s
N,k)={tN: dH(s
N,tN)=k }.  We can obtain   
( ) ( ) ( ),minN NN Nk t S s kExEn s ExEn t∈=      ,                                                                 (3) 
which shows that the weight exhaustive entropy is the minimal value of exhaustive entropy after changing 
k bits of the original sequence, so it can also be named k-error exhaustive entropy. 
There are two basic properties of k-error exhaustive entropy for finite binary sequences. Let sN, tN be 
two binary sequences, then  
1)  ( ) ( ) ( )NNNN sExEnsExEnsExEn == 0
2)  ( )( ) 0≈− NsWN sExEn NH
Proof: 1) From the definition of k-error exhaustive entropy, this property is apparent. For an N-length 
binary sequence, the exhaustive entropy after changing N bits is equal to that of the original sequence. 
2) According to equation (2), we get  
( ) ( ) ( ) ( ) ( )NNsWNtWNsWN tsExEnsExEn NHNHNH += −=− min ( ) ( )NN sofcomponentszeroofnumberthetW tsExEnNNH += = min  . 
Since the number of nonzero component of tN equals the number of zero component of sN, then we may 
get an N-length sequence which is constitutive of all zeros or ones.  
1,1, ,1 0,0, ,0 0
N N
ExEn ExEn
⎛ ⎞ ⎛ ⎞⎡ ⎤ ⎡ ⎤⎜ ⎟ ⎜ ⎟= ≈⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠ ⎝ ⎠
L L14243 14243 . Therefore, ( ) ( ) 0NH NN W sExEn s− ≈ .
RExEn is proposed to describe the stability of the given binary sequence, which is the relative difference 
between the exhaustiveentropies of the original sequence and that of after changing k bits, i.e., ( ) ( )
( ) 100×
−=
N
N
k
N
ExEn sExEn
sExEnsExEn
R %                                                      (4) 
The smaller the RExEn is, the better stability of the tested binary sequence has. 
4. Analysis on the random-like property of discrete chaotic maps
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4.1. The strength of random-like property of Logistic map 
The equations and system parameters of several common discrete chaotic maps are listed in Table 1. 
Table 1.  Four discrete chaotic maps in this paper 
Chaotic map             Map equation                      System parameter          Chaotic map               Map equation               System parameter 
Logistic          ( )nnn xxx −=+ 11 μ μ = 4                       Henon        2 12 4.11 −− −+= nnn xbxx                 b = 0.3 
Tent ( ) ( )⎩⎨
⎧
≥−−
<=+ axax
axax
x
n
n
n 111 a = 0.4                   Pwl     
⎪
⎪
⎪
⎩
⎪
⎪
⎪
⎨
⎧
<<−
=
<≤−
−
<≤
=
1x0.5pxF(
0.5x0
0.5xp
p0.5
px
px0
p
x
pxF
),1
),(  P=0.3
For each discrete map, select randomly ten initial values and iterate its equation, then obtain 
corresponding binary sequences after quantization. According to equation (1) and (2), get its k-error 
exhaustive entropy. Fig.1 is the k-error exhaustive entropy curve of Logistic map. From Fig.1, we can see 
that when k becomes larger, the k-error exhaustive entropy changes smaller. At the same k value, k-error 
exhaustiveentropies in different initial value are equal approximately. So when comparing the stability of 
different discrete maps, for the k-error exhaustive entropy of given k value, we select the mean k-error 
exhaustive entropy of different initial value. From Fig.1, we also can see that when the initial value equals 
0.5 and 1, its exhaustive entropy and k-error exhaustive entropy are equal to zero approximately, which 
shows its random-like property is very weaker. This is obviously apparent. When the initial value x0 equal 
1, its iterative value is equal to 0 from the first iteration, which demonstrates periodicity. So when Logistic 
map is used to secure communication, these initial values should be avoided. 
4.2. The stability of four discrete chaotic maps 
For other three chaotic maps, calculate their k-error exhaustiveentropies. Table 2 is the testing results 
under different sequence length N and k value. According to equation (4) and the data in Table 2, we 
calculate RExEn and plot a figure describing the 
stability, which are shown in Fig.2. From Fig.2(a), 
we can see that when the sequence length is 128, the 
RExEn of Henon map changes most quickly with the 
increase of k and that of Logistic map is the most 
stable. The curve of Fig.2(b) is same as Fig.2(a). In 
Fig.2(c), the sequence of Logistic map is still most 
stable while that of PWL map is worst. In a word, we 
can see in these four discrete maps, the stability of 
Logistic map is the most stable, which is why so 
many researchers prefer to use Logistic map to 
encrypt information[7-9].
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Fig.1.  k-error exhaustive entropy curve of Logistic map 
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5. Conclusion 
In this paper, k-error exhaustive entropy has been proposed to measure the stability of chaotic maps 
and its two basic properties are also proved. Simulations results show that this tool can evaluate the 
stability of different discrete chaotic maps and this proposal is easy to realize with simple Matlab program. 
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Table 2.  The mean k-error exhaustiveentropies of four chaotic maps 
N =128 N =256 N =512 
k=0 k=1 k=2 k=3 k=0 k=1 k=2 k=3 k=0 k=1 k=2 k=3
Logistic 
Henon 
Pwl
Tent
1.2801 
1.2876 
1.2809 
1.2686 
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1.2048 
1.2036 
1.1937 
1.1793 
1.1729 
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(a) N=128                                                           (b) N =256                                                  (c) N =512 
Fig.2.  Relationship between RExEn and k
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