Abstract. Parallel addition, i.e., addition with limited carry propagation has been so far studied for complex bases and integer alphabets. We focus on alphabets consisting of integer combinations of powers of the base. We give necessary conditions on the alphabet allowing parallel addition. Under certain assumptions, we prove the same lower bound on the size of the generalized alphabet that is known for alphabets consisting of consecutive integers. We also extend the characterization of bases allowing parallel addition to numeration systems with non-integer alphabets.
Introduction
The concept of parallel addition in a numeration system with a base β and alphabet A was introduced by A. Avizienis [1] . The crucial difference from standard addition is that carry propagation is limited and hence an output digit depends only on bounded number of input digits. Therefore, the whole operation can run in constant time in parallel.
It is know that the alphabet A must be redundant [2] , otherwise parallel addition is not possible. Necessary conditions on the base and alphabet were further studied by C. Frougny, P. Heller, E. Pelantová, and M. Svobodová [3] [4] [5] under assumption that the alphabet A consists of consecutive integers containing 0. It was shown that there exists an integer alphabet allowing parallel addition if and only if the base is an algebraic number with no conjugates of modulus 1. Lower bounds on the size of the alphabet were given.
The main result of this paper is generalization of these results to non-integer alphabets, namely A ⊂ Z [β] . Such alphabets might have elements smaller in modulus comparing to integer ones. This is useful for instance in online multiplication and division [6] . Parallel addition algorithms that use noninteger alphabets are discussed in [7] . The paper [8] discusses consequences of parallel addition for eventually periodic representations in Q(β).
This paper is organized as follows: in Section 2, we recall the necessary definitions and show that for parallel addition we can consider only bases being algebraic numbers. In Section 3, we prove that if (β, A) allows parallel addition and β is a conjugate of β, then there is an alphabet A such that (β , The key result from [3] is generalized to A ⊂ Z[β] in Section 4. Namely, there is an alphabet in Z[β] allowing so-called k-block parallel addition if and only if β is an algebraic number with no conjugates of modulus one.
Preliminaries
The concept of positional numeration systems with integer bases and digits is very old and can be easily generalized: Definition 2.1. If β ∈ C is such that |β| > 1 and A ⊂ C is a finite set containing 0, then the pair (β, A) is called a numeration system with a base β and digit set A, usually called an alphabet.
Numbers in a numeration system (β, A) are represented in the following way: let x be a complex number and
j , where ω 0 denotes the left-infinite sequence of zeros.
The set of all numbers which have a (β, A)-representation with only finitely many non-zero digits is denoted by 
We remark that the definition of A[β] is analogous to the one of Z[β], i.e. the smallest ring containing Z and β, which is equivalent to the set of all sums of powers of β with integer coefficients. Now we show that whenever we require the alphabet to be finite and the sum of two numbers with finite (β, A)-representations to have again a finite (β, A)-representation (which is the case of parallel addition), then we can consider only bases which are algebraic numbers.
Lemma 2.2. Let β be a complex number such that |β| > 1 and A ⊂ Z[β] be a finite alphabet with 0 ∈ A and 1 ∈ Fin A (β). If N ⊂ Fin A (β), then β is an algebraic number.
, all digits can be expressed as finite integer combinations of powers of β. Let d be the maximal exponent of β occurring in these expressions and C be the maximal absolute value of the integer coefficients of all digits in A.
Hence, for every N ∈ N, there exist m, n ∈ N and a −m , . . . , a n ∈ A, where
Suppose for contradiction that β is transcendental. Therefore, the corresponding integer coefficients of powers of β on the left hand side and on the right hand side must be equal, particularly
This is a contradiction, since the left hand side is bounded by (d + 1) · C, whereas N can be arbitrarily large. and its image z = ϕ(w) = (z j ) j∈Z ∈ A Z , we have z j = φ(w j+t , · · · , w j−r ) for every j ∈ Z. The parameter t, resp. r, is called anticipation, resp. memory.
In other words, every digit can by determined from only limited number of neighboring input digits. Since a (β, A + A)-representation of sum of two numbers can be easily obtained by digit-wise addition, the crucial part of parallel addition is conversion from the alphabet A + A to A. Definition 2.5. Let β be a base and let A and B be alphabets containing 0. A function ϕ :
Z with finitely many non-zero digits, z = ϕ(w) = (z j ) j∈Z ∈ A Z has only finite number of non-zero digits, and
is called a digit set conversion in the base β from B to A. Such a conversion ϕ is said to be computable in parallel if ϕ is a p-local function for some p ∈ N.
Parallel addition in a numeration system (β, A) is a digit set conversion in the base β from A + A to A, which is computable in parallel.
Necessary conditions on alphabets allowing parallel addition in A ⊂ Z[β]
Through this section, we assume that the base β is an algebraic number and the alphabet A is a finite subset of Z[β] such that {0} A. The finiteness of the alphabet is a natural assumption for a practical numeration system, whereas the requirement that β is an algebraic number is justified by Corollary 2.3. We recall that for an algebraic number
In this section, we recall the known results on necessary properties of integer alphabets allowing parallel addition, and we extend them to non-integer alphabets. In [4] , the following statement is proven:
The same paper explain that, when considering only integer alphabets A ⊂ Z from the perspective of parallel addition algorithms, all the numbers β, 1/β, and their algebraic conjugates behave analogously: parallel addition algorithms exist either for all, or for none of them. This statement can be extended to non-integer alphabets as well -the following lemma summarizes
no. / Minimal non-integer alphabets allowing parallel addition that if we have a parallel addition algorithm for a base β, then we easily obtain such an algorithm also for conjugates of β by field isomorphism. Regarding the base 1/β, we can use the equality Fin A (β) = Fin A (1/β) to transfer the parallel addition algorithm, and thus in fact drop the requirement on the base to be greater than 1 in modulus. Proof. Let φ : A p → A be a mapping which defines ϕ with p = r + t + 1. We define a mapping φ :
Next, we define a digit set conversion ϕ : (A + A ) → A by ϕ (w ) = (z j ) j∈Z , where w = (w j ) j∈Z and z j = φ (w j+t , . . . , w j−r ). Obviously, if w has only finitely many non-zero entries, then there is only finitely many non-zeros in (z j ) j∈Z , since
The value of the number represented by w is also preserved:
where
Next, it is shown again in [4] that if a base β has a real conjugate greater than one, then there are some extra requirements on the alphabet A ⊂ Z[β]. The following lemma strengthens the results a bit. 
We follow the proof of Claim 3.5. in [4] . For any n ∈ N, n ≥ 1, we consider the number represented by
Its representation after the digit set conversion has the form
where W = r+t j=1 w j β j−1 and w j ,w j ∈ A. Since both representations have the same value, we get:
for all n ≥ 1. Corollary 3.6. in [4] gives that W =
Thus, we have λ ≥ bβ t . If t = 0, then it contradicts the assumption b > λ. If b ≥ 0, then λ ≥ bβ t ≥ b since β > 1, which is also a contradiction.
The proof of (2.) is similar. For (3.) and (4.), see [4] . Proof. By Lemma 3.2, we can assume that the base β itself is real and greater than one. Let φ be a mapping which defines the parallel addition. Since {0} A, we know that Λ > 0 or λ < 0. Assume that Λ > 0, the latter one is analogous. By Theorem 3.1 and Lemma 3. 
we obtain also e 1 ≡ β−1 e 2 which contradicts the construction of the set R.
A[β] closed under addition
In order to express the properties of the alphabet A allowing parallel addition in terms of representatives modulo β and β − 1, we restrict ourselves to alphabets such that A[β] is closed under addition, or even slightly stronger condition that A[β] = Z[β]. The following theorem summarizes some consequences of these assumptions. The proof that β must be expanding is based on the paper of S. Akiyama and T. Zäimi [9] . Let β be an algebraic conjugate of β and σ : Q(β) → Q(β ) be the field isomorphism such that
Denotingm := max{|σ(a)| : a ∈ A}, we have
As n is arbitrarily large, the sum on the right side diverges, which implies that |β | ≥ 1. Thus, all conjugates of β are at least one in modulus.
If the degree of β is one, the statement is obvious. Therefore, we may assume that deg β ≥ 2.
Suppose for contradiction that |β | = 1 for an algebraic conjugate β of β. The complex conjugate β is also an algebraic conjugate of β. Take any algebraic conjugate γ of β and the isomorphism σ : Q(β ) → Q(γ) given by σ (β ) = γ. Now
Hence, 1 γ is also an algebraic conjugate of β. Moreover, 1 γ ≥ 1 and |γ| ≥ 1, which implies that |γ| = 1. We may choose γ = β, which contradicts |β| > 1. Thus all conjugates of β are greater than one in modulus, i.e., β is an expanding algebraic number.
Let us remark that the assumption on A[β] to be closed under addition is satisfied by a wide class of numeration systems. Namely, if a numeration system (β, A) allows p-local parallel addition such that p = r+ 1, i.e., there is no anticipation, then A[β] is obviously closed under addition. Hence, (1.) and (3.) give the following corollary.
no. / Minimal non-integer alphabets allowing parallel addition For β expanding, Lemma 8 in [10] provides a so called weak representation of zero property such that the absolute term is dominant, and hence parallel addition in the base β without anticipation is obtained for some integer alphabet A int according Theorem 4.3. in [5] .
In what follows, we assume A[β] = Z[β], although the weaker assumption, A[β] being closed under addition, would be sufficient. The reason is that subtraction is also required in applications using parallel addition, such as on-line multiplication and division. Hence the assumption is justified by (2.) of Theorem 3.5. Let us mention that, for instance, the numeration system (2, {0, 1, 2}) allows parallel addition, but (2, {0, 1, 2}) is obviously not closed under subtraction. 
Hence, for any element x ∈ Z[β], there is a digit a 0 ∈ A such that x ≡ β a 0 . In order to prove that there is an element of A congruent to x modulo β − 1, we use the binomial theorem:
for some x j ∈ Z. Hence
for some a i ∈ A. We prove by induction with respect to n that x 0 ≡ β−1 a for some a ∈ A. If n = 0, then x 0 = a 0 ∈ A. For n + 1, we have
where we use the induction assumption n i=0 a i+1 β i ≡ β−1 a ∈ A and the statement of Theorem 3.1, i.e, for each digit b ∈ A + A there is a digit a ∈ A such that b ≡ β−1 a.
Lower bound on #A
When deriving the minimal size of alphabets for parallel addition, we assume that the base β is an algebraic integer (in this whole subsection), since it enables us to count the number of congruence classes, and hence to provide an explicit lower bound on the size of alphabet allowing parallel addition. In what follows, the monic minimal polynomial of an algebraic integer α is denoted by m α .
Let d be the degree of β. It is well known that
. Moreover, the additive group Z d can be equipped with a multiplication such that π is a ring isomorphism. In order to do that, we recall the concept of companion matrix.
be a monic polynomial with integer coefficients, d ≥ 1. The matrix
is the companion matrix of the polynomial p.
It is well known (see for instance [11] ) that the characteristic polynomial of the companion matrix S is p. The matrix S is also root of the polynomial p.
The claim of the following theorem, which provides the required multiplication in Z d , is discussed in [12] . These topics are also more elaborated in [13, 14] . 
is a commutative ring which is isomorphic to Z[β] by the mapping π.
One of the consequences is the following lemma. Although it is a known result, we include its proof here, to be more self-contained. Let us recall that for a non-singular integer matrix M ∈ Z d×d , two vectors 
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Proof. The number α is an algebraic integer, since it is well known that sum and product of algebraic integers is an algebraic integer. Let γ, δ ∈ Z[β] and let S be the companion matrix of the minimal polynomial m β of the algebraic integer β. Let
Thus, the number of congruence classes modulo α in Z[β] equals the number of congruence classes modulo S α in Z d , which is known to be | det S α |. To show that | det S α | = |m α (0)|, we proceed in the following way: the characteristic polynomial of the companion matrix S is the same as the minimal polynomial of β. Since minimal polynomials have no multiple roots, S is diagonalizable over C, i.e., S = P −1 DP where D is a diagonal matrix with the conjugates of β on the diagonal, and P is a non-singular complex matrix. The matrix S α is also diagonalized by P :
It is known (see for instance [15] ) that if σ : Q(β) → Q(β ) is a field isomorphism and α ∈ Q(β), then σ(α) is a conjugate of α, and we obtain all conjugates of α in this way. Since α = Finally, we put together the fact that the alphabet A for parallel addition in base β contains all representatives modulo β and modulo β − 1, the derived formula for the number of congruence classes, and also specific restrictions on alphabets for parallel addition in a base with some positive real conjugate. We remark that the obtained bound is basically the same as the one for integer alphabets in [4] .
Necessary and sufficient
condition on bases for parallel addition P. Kornerup [2] proposed a more general concept of parallel addition called k-block parallel addition. The idea is that blocks of k digits are considered as one digit in the new numeration system with base being the k-th power of the original one. We remark that 1-block parallel addition is the same as parallel addition. C. Frougny, P. Heller, E. Pelantová and M. Svobodová [3] showed that for a given base β, there exists an integer alphabet A such that (β, A) allows parallel addition if and only if β is an algebraic number with no conjugates of modulus 1. Moreover, it was shown that the concept of k-block parallel addition does not enlarge the class of basis allowing parallel addition in case of integer alphabets. We prove an extension of these statements also to alphabets being subsets of Z[β] in Theorem 4.2. Although the k-block concept does not enlarge the class of bases for parallel addition, it might decrease the minimal size of the alphabet.
Theorem 4.2.
Let β be a complex number such that |β| > 1. There exists an alphabet A ⊂ Z[β] with 0 ∈ A and 1 ∈ Fin A (β) which allows k-block parallel addition in (β, A) for some k ∈ N, if and only if β is an algebraic number with no conjugate of modulus 1. If this is the case, then there also exists an alphabet in Z allowing 1-block parallel addition in base β.
Proof. If the base β is an algebraic number with no conjugates of modulus 1, then [5] provides a ∈ N such that the alphabet A = {−a, −a−1, . . . , 0, . . . , a−1, a} allows 1-block parallel addition. Obviously, 0 ∈ A ⊂ Z and 1 ∈ Fin A (β).
