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Reduction of Model Order Based on Proper Orthogonal
Decomposition for Lithium-Ion Battery Simulations
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A reduced-order model ROM is developed using proper orthogonal decomposition POD for a physics-based lithium-ion battery
model. The methodology to obtain the proper orthogonal modes and to analyze their optimality is included. The POD-based ROM
for a lithium-ion battery is used to simulate a charge/discharge process and the behavior of a battery pack. Compared to the
physics-based model, the computational time to solve the ROM is significantly less, and the two models show excellent
agreement.
© 2008 The Electrochemical Society. DOI: 10.1149/1.3049347 All rights reserved.
Manuscript submitted July 10, 2008; revised manuscript received November 3, 2008. Published December 30, 2008.
Doyle et al.1 and Fuller et al.2 published a physics-based model
for a lithium-ion cell, which has been used or modified by others.3-7
However, these models require significant computation time, which
prevents one from using them for control purposes, for example.
Consequently, several simplifications of their model have been pub-
lished to reduce the computation time associated with diffusion of
lithium ions in the solid phase.8-10 Also, Subramanian et al.11 devel-
oped a real-time simulation model using a combination of perturba-
tion techniques, volume averaging, and intuition-based simplica-
tions. Although they reported that the computational time for their
real-time simulation model for a single process was around 100 ms,
to derive the lower-order model by using this method one needs to
carry out preprocessing and have a priori knowledge of the behavior
of the system under different conditions, which makes their method
less flexible than desired. Other methods have also been used to
derive reduced-order models ROMs for lithium-ion batteries, in-
cluding Chebyshev polynomial methods12 and a residue grouping
method.13 In the methods using Chebyshev polynomials, the state
variables are approximated by linear combinations of several
Chebyshev polynomials, and then an approximate model is pro-
jected onto a subspace formed by these orthonormal Chebyshev
polynomials to form an ROM, which can then be solved for the
unknown coefficients in the truncated expressions. Smith et al.13
developed a control-oriented one-dimensional 1D electrochemical
model by using the method of residue grouping. Their transfer func-
tions are represented by a truncated series of grouped residues with
similar eigenvalues.
In this paper, an efficient, systematic, and flexible method known
as proper orthogonal decomposition POD is introduced for model-
order reduction in lithium-ion battery simulations. This method can
be applied in a systematic manner and is flexible. The POD method
was introduced by Kosambi,14 Loève,15 Karhunen,16 Pougachev,17
and Obukhov18 individually and is commonly known as the
Karhunen–Loève decomposition method and by other names such as
principal components analysis and empirical orthogonal functions
analysis in different disciplines such as studies of turbulent flow,19
image processing,20 signal analysis,21 and oceanography.22 The
method of snapshots23 presents an efficient way to determine the
proper orthogonal functions, which makes POD a widely used
choice in various fields. This paper is organized as follows. The
theory and methodology of POD are illustrated in the next section.
Then, the procedure is demonstrated by considering lithium ion dif-
fusion in a spherical particle. Finally, POD is used to develop a
ROM for the lithium-ion battery model,1,2 and simulations are pre-
sented.
POD
POD is a procedure to find a basis for a modal decomposition of
an ensemble of signals. Mathematically, this corresponds to finding
this basis or set of eigenfunctions in Hilbert space L2, which satisfies
the following constrained optimization problem19
max
L2
u,2 subject to , = 1 1
where ux is the ensemble of signals and x are the basis func-
tions where x  L2 and x  . · denotes the time average
and · the modulus. The inner product of u and  in the L2 space is
defined by u, = ux*xdx, where the superscript * refers
to the complex conjugate of x. The constraint imposed on Eq. 1
merely serves to normalize the functions x and thus ensure the
uniqueness of the solution. The problem defined in Eq. 1 is equiva-
lent to maximizing the functional
L, = u,2 − , − 1 2
where  is the Lagrange multiplier. Extrema of the functional






where  is a real number and  is an arbitrary function in L2 space.




uxu*yydy = x 4
The problem defined in Eq. 4 is an infinite dimensional eigenvalue
problem. The kernel of the eigenvalue problem is
Kx,y = uxu*y, where x,y   5
which is positively defined and bounded. Kx,y is also known as
the two-point correlation tensor. Equation 4 can be rewritten more
compactly as
K =  6
According to the Hilbert–Schmidt theorem,24 there exists a diagonal






where ix and i are the eigenfunction/eigenvalue pair of the ker-
nel K and i  0. This set of eigenfunctions, ixi=1
 , forms a
complete orthonormal basis in L2 space. Every member of the en-
semble may be reproduced by a modal decomposition using these
eigenfunctions
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The magnitude of the kernel K in some sense denotes the total
energy of the dynamic system.19 We substitute the infinite series
expression of the kernel defined in Eq. 7 in the definition of the












Equation 9 indicates that the total energy of the ensemble is the sum
of the square of the eigenvalues of K. Every eigenvalue indicates the
importance of the corresponding eigenfunction to representation of
the ensemble. Consequently, we can sort the eigenvalue/
eigenfunction pair by i  i+1 and choose the first N eigenfunc-
tions to form a subspace ixi=1
N . The projection of the signal





The optimality of the POD which is verified in Ref. 19 and 24 states
that
1. The POD coefficients ait are uncorrelated, so that
aitaj
*t = iji.
2. The infinite set of functions ixi=1
 can be an arbitrary
orthonormal set such that ux,t = i=1




N i  i=1
N bitbi
*t.
The second statement is the basis for the claim that the POD is
optimal for modeling or reconstructing a signal ux,t. It implies that
among all linear decompositions, Eq. 10 is the most compact in the
sense that, for a given number of modes N, the projection on the
subspace ixi=1
N will contain the most “kinetic energy” on aver-
age. For convenience, we name the POD coefficients ait the re-
duced variables associated with ux,t and the elements in the sub-
space ix the proper orthogonal modes POMs.
For the cases where the analytical solutions for x cannot by
solved from Eq. 6, a numerical scheme is required. A data ensemble
Y can be prepared from a set of vector valued signals denoted by
y j = ux , j  Rm from the solution of u evaluated on the m dis-
crete spatial node points x at the jth time step  j and is an m
	 n matrix, Y = y1,y2, . . . ,yn, where n is the total number of time





where YT is the transpose of Y. A singular value decomposition






where  = /n. In Eq. 12, 
 is an m 	 m matrix, and  is m 	 m
diagonal matrix. The nonzero diagonal elements in  are on the
order of 1  2, . . . ,  d  0, where d = minm,n i = i/n.
Column vectors in 
 form an orthonormal basis and are the POMs
in Rm space.
The diagonal decomposition defined in Eq. 12 is an m-order
eigenvalue problem. If the number of spatial node points is large, it
is difficult to determine the POMs by solving Eq. 12. If m  n for
instance, in the pseudo-two-dimensional 2D diffusion equation of
the lithium-ion battery model, m = 5000 and n is about tens to hun-
dreds, it is more convenient to convert the m-order eigenproblem to
an n-order eigenproblem if the number of time steps n is much less
than m. The method of snapshots23 provides an efficient way to
conduct this conversion. The solution for the signal at each time step
is arranged as a vector and named a snapshot. The ensemble Y is a
collection of these snapshots. The main idea of the method of snap-
shots is that the POMs are the linear combination of the snapshots

 = YA 13
where the ensemble Y is an m 	 n matrix, m is the number of node
points, n is the number of snapshots, and the matrix A remains to be
determined. Substitution of Eq. 13 into Eq. 12 yields an nth-order
eigenvalue problem
YTYA = A 14
where A is the eigenvectors of transformation YTY. Finally, the






, j = 1, . . . ,n 15
POD-based ROM
The POD-based ROM can be derived from a physics-based
model, which consists of a set of partial temporal-spatial differen-
tial equations, by the following five steps:
1. Formulate the discrete model rigorous model using a spatial
discretization method for the physical model. The resulting system
of differential and algebra equations DAEs is referred to as the
rigorous model.
2. Solve the rigorous model and sample the solution at a given
rate to form a data ensemble Y. Decompose the discrete kernel, K̄,
constructed from the data ensemble, Y, using singular value decom-
position method. The POMs, ix, are the resulting eigenvectors
which are sorted in a manner such that the corresponding eigenval-
ues are in a nonincreasing order.
3. Chose the first N POMs ix to form a subspace. Approxi-
mate the discrete field variables in the rigorous model by the linear
combination of the first N of the POMs, each of which is multiplied
by a time-dependent reduced variable, ait.
4. Substitute the approximation of the state variables into the
rigorous model, and project the resulting system onto the subspace
to obtain the ROM.
5. Solve the ROM for the reduced variables. Reconstruct the
original discrete field variables by using step 3 again.
We illustrate the procedure to derive the POD-based ROM by
considering lithium-ion diffusion in a spherical particle. The govern-
ing equation for lithium-ion diffusion in a spherical particle is given











with the boundary conditions
− Ds	 csr,tr 	r=0 = 0 17
− Ds	 csr,tr 	r=Rs = jt 18
and the initial condition
csr,0 = cs,0 19
where Ds is the diffusion coefficient of lithium ion in the solid
phase, Rs is the radius of the particle, and jt is the pore-wall flux
of the lithium ions. The discrete model is derived using the finite-
volume method. The geometry is partitioned uniformly into m finite
volumes as shown in Fig. 1. Every finite volume is enclosed by two
surfaces symboled by w on the west side and e on the east side,
respectively. Every node point is located at the center of the corre-
sponding volume element. The node point of interest is assigned a
capital letter P; node point W is the left neighbor of P and node point
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E is the right neighbor. The size of the Pth control volume is repre-
sented by hP, cs,P is the concentration at node point P, and cs,L and
cs,R are the concentration on the left and right boundary, respec-














































2 cs,P − cs,W , P = m
 20
where W = P − 1, E = P + 1, and the locations of re, rw, and rP are
shown in Fig. 1. Equation 20 can be written in the matrix notation as
21
where C = cs,1,cs,2, . . . ,cs,mT and b = 0 . . . −re
2/hmrm
2 T. The
concentrations on the boundaries can be obtained after solving Eq.
20 from the discretized boundary conditions by means of the three-
point forward finite-difference approximation for the concentration
derivative on the left end and three-point backward finite difference

















In Eq. 22, the values for l1 and l2 are defined in Fig. 1.
Next, the discrete model with the constant flux on the surface,
jt = I0/asF, is defined in Eq. 20 in the time range 0–1000 s
based on the values of the model parameters given in Table I. The
solution is used to generate the data ensemble Y by creating 100
rows one row for each node point and 201 columns each column
at 5 s intervals starting at 0 s. The POMs are calculated using Eq.
12 and the first seven vector-valued POMs ir are plotted in Fig.
2.
The importance of each POM to the system is denoted by the
value of the corresponding eigenvalue. The POMs obtained by svd
of the discrete kernel are sorted automatically in such an order that
the magnitudes of the corresponding eigenvalues decrease with the
index of the POMs. The eigenvalues are presented in Fig. 3. The
magnitudes decrease sharply for the first 12 eigenvalues, and they
do not change significantly and are tiny when i is greater than 12.
We draw a vertical line at i = 13. Those points to the left side of the
vertical line reveal that their corresponding POMs are significant,
and those to the right of i = 13 are not. Bearing this in mind, we
approximate the discrete concentration C by a linear combination of
the first N N  12 POMs, that is
C t = 
a t 23
where 
 consists of the first N N  12 POMs and a t
= a1t,a2t, . . . ,aNtT are the reduced variables. There is no
theoretical criterion to determine the value of N. Generally, N is







i  99.99% 24
where ECN is named the energy content of the first N POMs. Sub-




a + b jt 25
In Eq. 25, there are 100 equations and N unknowns. We project this
overdetermined system onto the subspace 












Figure 1. The finite volume method schematic in the 1D diffusion problem.
Table I. Parameters in the diffusion system.
Parameter Value Unit
as 1.74 	 10
6 m−1
cs,0 46404.0 mol/m3
Ds 2.0 	 10−16 m2/s
hP Rs/n m






Rs 1.0 	 10
−6 m
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To derive the above ROM, the orthonormality of the POMs is ap-
plied implicitly. The initial conditions for the ROM are determined
by
a 0 = 
C 0 27
Equations 26 and 27 can be solved for a using an ordinary differ-
ential equations solver. The values of the concentration at the node
points are obtained by substituting the values of the reduced vari-
ables a into the approximation defined in Eq. 23. In our simple
linear problem, the coefficient matrices A and b in Eq. 26 are inde-
pendent of time and concentration.
The simulation results of the ROM are compared to those of the
rigorous model with the pore wall flux of the lithium ions jt
= I0/asF at the five particular times of 0, 250, 500, 750, and
1000 s, and are presented in Fig. 4. The POMs used in formulating
the ROM are extracted from the data ensemble obtained by solving
the rigorous model under the same conditions. Figure 4 shows that
the ROM agrees well with the rigorous model.
Applications of the POD-based ROM for Lithium-Ion Battery
The schematic of the LiMnO2-carbon battery is shown in Fig. 5.
From left to right, the components of the battery are aluminum
current collector, LiMnO2 positive electrode, separator, carbon
negative electrode, and copper current collector. There are four in-
terfaces involved, and these are located at x = 0, x = Lp, x = Lp
+ Ls, and x = Lp + Ls + Ln, respectively. The governing equations
porous electrode model and related expressions are summarized in
Table II. In the full cell model, the particles in solid phase are
divided into 50 control volumes, and the regions of positive elec-
trode, separator, and negative electrode are discretized into 100, 70,
and 100 control volumes, respectively. On every node point of the x
coordinate, there are 50 + 1 + 3 unknowns 50 unknowns are as-
signed for concentration of lithium ion in particles, 1 unknown is
assigned for concentration on the surface of the particle, and the
other 3 unknowns are assigned for concentration in liquid phase,
potential in solid phase and potential in liquid phase. This model
has been called the pseudo-2D model,1 because at a particular x
value, diffusion occurs in the solid phase in the r direction only.
Consequently, there are 14,580 equations in our high-order dimen-
sional discrete model. Actually, no solid-phase exists in the separa-
tor region, but for numerical simulation convenience, we include























Figure 2. The first seven POMs extracted from the spherical diffusion ex-
ample with the conditions jt = I0/asF and Ds = 2.0 	 10−16 m2/s.














Index of the Eigenvalue, i
Figure 3. Eigenvalue spectrum obtained from the data ensemble consisting
of the discrete-model solution under jt = I0/asF and Ds = 2.0
	 10−16 m2/s.










































Figure 5. Schematic of a lithium-ion battery.
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hypothetical solid phase concentration and potential in this region
and assign zeros for their values. The rigorous model under 1C
discharge is solved by a DAE solver using the parameters in Table
III.
The simulation results are sampled to form a data ensemble for
each state variable cs,p, cs,n, cs,p,surf, cs,n,surf, 
1,p, 
1,n, ce, and 
2.
The POMs for every state variable are calculated using the proce-
dures mentioned in the previous section. Every state variable has a
designated reduced variable array correspondingly named a csp, a csn,
a cspsurf, a csnsurf, a
1p, a
1n, a ce, and a
2. The dimensions of the
reduced variable arrays are determined as 9, 9, 4, 4, 4, 4, 8, and 8
total of 50, respectively, to catch an energy content ratio of 99.99%
according Eq. 24. Consequently, there are 50 equations used in the
ROM to solve for the 50 reduced variables. Figure 6a shows the
simulated discharge curves at the rate of 0.1, 1, 2, 4, 6, 10, and 20C
using this 1C ROM and compared to the results of the rigorous
model. The symbols denote the results of ROM, while the solid lines
are the results of the rigorous model. The relative errors of the time
at the end of discharge of the ROM are listed in Table IV. The ROM
matches well less than 1 mV difference to the rigorous model at
the low-rate, less than 4C, discharge process, it is 1.3% in error at
10C and 25% at 20C.
Considering that the behavior of the battery varies significantly
from low current rates to high current rates, we include the simula-
tion results of the rigorous model at various rates of discharge which
range from 0.1C to 20C in our data ensemble to compute POMs for
the state variables. The simulated discharge curves under various
rates ranging from 0.1C to 20C by ROM are plotted in Fig. 6b. The
improved ROM agrees well with the rigorous model within the
whole computational range of the current rate, and the relatively
ending time errors for this improved ROM are summarized in Table
IV. The computational time of the ROM for the 1C discharge pro-
cess is around 1.5 s, but to solve the same problem the rigorous
model requires around 10 s on a computer with 2.0 GHz processor
and 2.0 GB RAM. We cannot reduce the computational time pro-
portional to the orders reduction of differential/algebraic equations
from the rigorous model to ROM, because the coefficient matrix
Table II. Governing equations and expressions of the porous electrode model of the lithium-ion battery.
Position cs ce 
1 
2


















= jp − Deff,p
ce
x




























































































































































































Initial conditions cs,pr,0 = cs,p,0, cs,nr,0 = cs,n,0 cex,0 = c0
Expressions
Up = 4.199 + 0.0566 tan h− 14.555p + 8.609 − 0.02750.998 − p−0.492 − 1.901 − 0.157 exp− 0.0474p
8 + 0.810 exp− 40p − 0.134
Un = −0.16 + 1.32 exp−3.0n + 10.0 exp−2000.0n where p = cs,p,surf/cs,p,max and n = cs,n,surf/cs,n,max; = 2RT1 − t+/F





2 − Um , eff,i = i1 − i − f,i and ai = 3
Rs,i
1 − i − f,i, where i = p,n
eff,i = 4.1253 	 10−2 + 5.007 	 10−4c − 4.7212 	 10−7c2 + 1.5094 	 10−10c3 − 1.6018 	 10−14c4i
bruggi and Deff,i = Di
bruggi, where i = p, s, n
Table III. Parameters of the model of the lithium-ion battery.
Parameter Value Unit Parameter Value Unit
Lp 183 m cs,p,max 22,860 mol/m3
Ls 52 m cs,n,max 26,390 mol/m3
Ln 100 m cs,p,0 3900 mol/m3
Rs,p 8 m cs,n,0 14870 mol/m3
Rs,n 12.5 m p 3.8 S/m
Ds,p 1.0 	 10
−13 m2/s n 100 S/m
Ds,n 3.9 	 10
−14 m2/s Bruggp 1.5 —
De 7.5 	 10
−11 m2/s Bruggs 1.5 —
p 0.444 — Bruggn 1.5 —
s 1.0 — kp 2.334 	 10
−11 mol/m2s/mol/m31.5
n 0.357 — kn 2.334 	 10
−11 mol/m2s/mol/m31.5
f,p 0.259 — t+ 0.363 —
f,n 0.172 — I 17.5 1C rate A/m2
c0 2000 mol/m3 T 298 K
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TA
 in Eq. 26 is evaluated and the state variables are recon-
structed at every iteration due to the nonlinear and coupled nature of
the system. The lithium-ion concentrations in the liquid phase at the
four interfaces mentioned above as functions of time were computed
using the ROM and the rigorous model under two different dis-
charge rates. 1C and 10C, and are plotted in Fig. 7a and b, respec-
tively. The symbols denote the results of the ROM, while the solid
lines are the results of the rigorous model. Figures 7a and b indicate
that the ROM captures the dominant properties of the system and
agrees well with the rigorous model not only under low rate condi-
tions but also during discharge rates as high as 10C.
The results of cycling simulations are shown in Fig. 8. The bat-
tery is discharged first at a 1C rate until 3.0 V, followed by a 1C
charge process up to 4.3 V, and then the battery is charged at 4.3 V
until the current decreases to 10 mA. At the end of the cycling, the
stopping times are 18,291.6 and 18,307.2 s for the rigorous model











































































Figure 6. Comparison of a the ROM and b the improved ROM to the
rigorous model for the discharge simulations under 0.1, 1, 2, 4, 6, 8, 10, and
20C.




time for the rigorous
model s
Discharge ending-time
error for the ROM based on the 1C
data ensemble %
Discharge ending-time
error for the ROM based on the multirates
data ensemble %
0.1 35012.0 2.8 	 10−4 0.09
1 3073.69 3.0 	 10−4 0.016
2 1308.59 0.026 1.5 	 10−3
4 413.462 0.69 0.06
6 167.701 0.81 0.11
8 78.9494 0.86 0.06
10 41.8910 1.30 0.14
20 2.77001 25.0 1.30















































































Figure 7. Comparison of the concentrations of lithium ion in the liquid
phase at the four specified interfaces obtained from the improved ROM to
those by rigorous model under a 1C, and b 10C rate discharge.
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and the improved ROM, respectively, and the relative difference is
0.85%. A major part of this difference arises from the constant-
voltage charge step. We could further improve the accuracy of the
ROM by including additional high-order simulation results into the
snapshot case.
The more-attractive application of ROM is the simulation of bat-
tery packs, as the simulation of battery packs using the rigorous
model would require significant computation time because the coef-
ficient matrix is no longer banded. If we treat this unbanded matrix
as a full matrix in the DAE solver, the computational time increases
dramatically. Moreover, the computer resources needed to store the
state variables exceed the capacity of the DAE solver on current
PCs, which makes it impossible to run battery-pack simulations us-
ing the rigorous model. Figure 9 shows the simulated individual
currents across four cells in parallel using the improved ROM with
200 reduced variables 50 for each cell. The four cells are identical
except for the difference in the initial states of charge and are dis-
charged at 0.5C rate. The values of the initial states of charges are
chosen arbitrarily, which illustrates the capability of POD-based
ROM to simulate the behavior of a battery pack.
Conclusion
An ROM based on the POD method was introduced for simula-
tions of lithium-ion batteries. By means of POD, the dominant pat-
terns of the system dynamics are extracted and named the POMs,
which form an optimal subspace on which the most significant in-
formation of the state variables is retained. The POD-based ROM is
developed by a two-step approximation of the higher-order model;
The first approximation arises from discretizing the infinite dimen-
sional governing equations and the second from the truncation of the
number of orthogonal modes. The POD-based ROM of lithium-ion
battery saves significantly a speed-up factor of about 7 on compu-
tational time and agrees well with the rigorous model. However, the
development of the ROM needs either existing experimental data or
simulation results of a higher-order model.
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List of Symbols
a reduced variable array
as specific interfacial area, m2/m3
ce concentration of salt, mol/m3
cs concentration of lithium ion in solid, mol/m3
De salt diffusion coefficient, m2/s
Ds diffusion coefficient of lithium ion in solid electrode particles,
m2/s
F Faraday’s constant, 96,487C/eq
I applied current density, A/m2
j pore-wall flux of lithium ions, mol/m2/s
k electrochemical reaction rate constant, mol/m2/s/mol/m31.5
L thickness of battery component, m
m dimension of the snapshot
n number of snapshots
N number of POMs in the orthonormal subspace
Rs radius of electrode particle, m
t time, s
T temperature, K
t+ transference number of lithium ion
U open-circuit potential, V
V battery potential, V
x spatial coordinate
y snapshot
Y ensemble of snapshots
 volume fraction of battery component
f volume fraction of fillers
 eigenvalue of YYT
 singular value of Y
i electronic conductivity of solid matrix, S/m

 proper orthogonal modes

1 potential in solid, V
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Figure 8. Cell-cycling simulation results based on the ROM denoted by
symbols compared to results of the rigorous model denoted by solid lines.
Cell-cycling protocol: 1C discharge to 3.0 V, followed by 1C charge to
4.3 V, and then charge the cell holding the cell potential at 4.3 V until the
current decreases to 10 mA.




















No. 1 0.17 0.56
No. 2 0.37 0.56
No. 3 0.27 0.66
No. 4 0.27 0.76Cell #1
Figure 9. Currents across the individual cells of a battery with four cells in
parallel during discharge at the 0.5C rate.
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