Purpose: To evaluate the uncertainties and characteristics of radiochromic filmbased dosimetry system using the EBT3 model Gafchromic Ò film in therapy photon, electron and proton beams. Material and methods: EBT3 films were read using an EPSON Expression 10000XL/PRO scanner. They were irradiated in five beams, an Elekta SL25 6 MV and 18 MV photon beam, an IBA 100 MeV 5 Â 5 cm 2 proton beam delivered by pencil-beam scanning, a 60 MeV fixed proton beam and an Elekta SL25 6 MeV electron beam. Reference dosimetry was performed using a FC65-G chamber (Elekta beam), a PPC05 (IBA beam) and both Markus 1916 and PPC40 Roos ion-chambers (60 MeV proton beam). Calibration curves of the radiochromic film dosimetry system were acquired and compared within a dose range of 0.4e10 Gy. An uncertainty budget was estimated on films irradiated by Elekta SL25 by measuring intra-film and inter-film reproducibility and uniformity; scanner uniformity and reproducibility; room light and film reading delay influences. Results: The global uncertainty on acquired optical densities was within 0.55% and could be reduced to 0.1% by placing films consistently at the center of the scanner. For all beam types, the calibration curves are within uncertainties of measured dose and optical densities. The total uncertainties on calibration curve due to film reading and fitting were within 1.5% for (J. Sorriaux).
Introduction
Film dosimeters are often used in various radiotherapy treatment modalities because of their superior resolution and as a natural 2D dosimeter compared to detectors used for point measurements (e.g. ion chambers, silicon diodes.) [1e3] . Radiographic films like EDR2 are often used as standard dosimeters for quality assurance of intensity-modulated radiotherapy treatments (IMRT) [4] . However radiographic films have undesirable drawbacks like energy-dependence and the need of chemical development [5] . Gafchromic films like EBT do not require postirradiation processing, display advantages concerning energy-dependence compared to radiographic films and sensitivity adapted to common radiotherapy dose per fraction (around 2 Gy). Performances of the EBT1 and EBT2 film models were already studied for a wide range of applications [6e9]. This includes, but is not limited to, quality assurance for IMRT [10e12], measurements of correction factors for reference dosimetry [13] , depth-dose measurements for various beam types [14] .
The latest EBT3 model Gafchromic Ò film has been released recently. As claimed by the manufacturer, EBT3 films are constructed similarly to EBT2 films, with similar expected performances, with the added features of a symmetric construction (the effective point of measurement is now at center) and anti-Newton ring artifacts coating. The symmetry of the film should allow a safer procedure for scanning films in clinical routine. The aim of this study was to compare work performed by other authors on earlier versions of EBT films to evaluate the performance of EBT3 in terms of measurement uncertainty in various clinical radiation types (photons, electrons and protons).
Film scanning provides optical density (OD) values, with several sources of uncertainties. These need to be quantified individually to properly assess the global uncertainty, that is the first main objective of this work. Moreover, to be clinically useful, OD need to be converted to dose. Therefore, uncertainty of the reference doses used for calibration of the films need also to be included.
The EBT3 film dosimetry chain was implemented in our research center for clinical radiotherapy with photons and electrons but, as a primary purpose, for future studies in proton-therapy. The behavior of EBT3 dosecalibration curves in photon, electron and proton beams at several energies was therefore investigated, the main question being the sensitivity of relative dosimetry accuracy to the calibration curve used. Arjomandy et al. [14] already showed a weak energy dependence of the response of EBT2 films for different types of beams employed.
Material and methods

Detectors
Film pieces from the same lot (#A07251101) were used for all measurements. The nominal size of the sheets was 20.32 cm by 25.4 cm. According to manufacturer claims, the active layer construction is similar to EBT2 one. The active layer of w0.028 mm is positioned with a new (slightly denser) matte polyester substrate layer of 0.12 mm on each side. An EPSON Expression 10000XL/PRO scanner was used to read the transmission of the film pieces as recommended by the manufacturer. The scanner was used in 48-bit RGB (Red Green Blue) mode. The transmitted raw intensity values were obtained using the EPSON Scan software delivered with the scanner without any color correction. Each film was read at a resolution of 150 dpi, 48 h after irradiation and saved in uncompressed tagged image file format (TIFF). For each scanning, the films were preferably placed in the center of the bed scanned, in landscape orientation, that is, with the short edge of film parallel to the scanning direction. The orientation was marked for all film pieces. Also, 50 warm-up scans were performed for allowing the scanner to stabilize. One preview scan was also performed before each saved scan.
Net optical densities (of a color channel) were determined through the following formula, according to the definition of Devic et al. [15] :
where I unexp , I exp and I bckg are intensities measured for unexposed films, exposed films and zero-light transmitted intensities, respectively. For the reference dosimetry of the beam qualities used and depending on the beam type, several ion chambers were used: 1) a Farmer IBA FC65-G (Janus electrometer, Precitron AB); 2) a PPC05 IBA (Dose1 electrometer, Wellhoffer); 3) a Markus 1916 (Keithley 6517A electrometer); 4) a Roos PPC40 (Keithley 6517A electrometer). Except the Roos PPC40, the different detectors were chosen because they were used locally for routine dosimetry with dedicated solid phantoms (i.e. with layers specially engineered to be compatible with detector geometry). Since chambers calibrated for different reference proton dosimetry protocols were used in different centers, additional measurements with the PPC40 chamber (TRS-398 [16] ) were performed against Markus 1916 measurements at Clatterbridge (ECHED [17, 18] ) for consistency.
Description of beam types and setups
Measurements were performed for 5 irradiation beams and 5 energies: 1) an Elekta SL25 at 6 MV and 18 MV nominal energy (Cliniques Universitaires Saint-Luc, Radiotherapy department, Brussels, Belgium); 2) a 6 MeV electron beam (same unit as 1)); 3) an IBA proton-therapy gantry with dedicated pencil-beam scanning (PBS) with 100 MeV nominal energy (C230 cyclotron, gantry 2 in Essen, Germany); 4) a fixed 60 MeV proton beam-line used for eye therapy (Douglas Cyclotron, Clatterbridge Cancer Centre, UK). The setups and chambers employed for absolute dose measurements are detailed in Table 1 . All phantom dimensions were large enough to ensure full equilibrium conditions. Reference dosimetry protocols are also listed. The protocols listed here are the ones used for calibrating directly or cross-calibrating, the chambers, and to determine quality correction factors, when available, in the reference conditions defined by the protocols. Those are not the measurement conditions used actually for calibration of EBT3 films.
For every setup listed in Table 1 , films were placed at the measurement point of the chambers. For each setup, 3 pieces of films were irradiated at every dose step except for electrons where only 2 repetitions were done. For the Elekta SL25 unit, the chosen depths correspond to the position of the chamber in daily monitor check measurements performed at the Saint-Luc hospital. For proton beams, the depth was chosen in order to avoid any build-up effect due to the production of secondaries by nuclear interactions. On the other hand, the chosen depth was far enough from the Bragg peak position to avoid dose gradients within the chambers. The LET (linear energy transfer) being relatively constant up to a few cm before the Bragg peak [19] , the chosen depth is expected to have negligible impact around the positions considered in this study. Under doseeresponse drawback of the film in the Bragg peak region due to known quenching effect was avoided [19] .
Uncertainty budget
Uncertainties on dose measured by films have two main origins: uncertainty on the measured dose for calibration of the films and overall uncertainty on the measured netOD.
In TRS-398 document and cited references therein, the uncertainty on measured dose is evaluated to be within 2% when the protocol is properly implemented. In NCS 18, and under the applied clinical conditions, the evaluation of uncertainty on measured dose is within 1% for high-energy photon beams and 1.5% for high-energy electron beams. In ECHED protocol, the overall uncertainty estimation is 4.3% (1s). The Clatterbrige fixed beam line was also used for calorimetry development [21] . The results of the calorimetry study were used as a benchmark of the dosimetry in reference conditions. Polarity and recombination correction factors (two voltage method, using the formula for continuous beams, as recommended by Palmans et al. [22] and Lorin et al. [23] ) were applied when appropriate (i.e. polarity correction not included in the dose-to-water conversion coefficient (N D,w )). The continuous beam condition was assumed because frequencies of the cyclotron (of order of 25 and 100 MHz for Clatterbridge and IBA, respectively) made the time between two pulses negligible compared to ion collection time in the chambers [23] . Quality correction factors were applied when available (for Elekta SL25 and Clatterbridge beam for PPC40 chamber). However, those factors are taken directly from protocols and are approximations since the conditions of measurement listed in Table 1 differ from reference conditions listed in TRS-398. Moreover, the TRS-398 correction factor used for the IBA scanned beam may be inappropriate, since it was intended for use with a double-scattering system, increasing the uncertainty on the measured dose for films calibrated on the IBA system. There is however no available code of practice for such beam delivery method and previous work using active scanning proton modality demonstrated that TRS-398 offers suitable reference dosimetry protocol for active scanning proton modality [24] . Those additional uncertainties, which are mainly linked to the quality correction factor, are expected to be significantly less than the total uncertainty on measured dose in TRS-398 protocol (2%). Therefore, the value provided by TRS-398 was kept unchanged.
The overall uncertainty on netOD computed using formula (1) was obtained with the formula [15] :
wheres 2 Iunexp , s 2 Iexp and s 2 I bckg are the uncertainties of the measured I unexp , I exp and I bckg .
Uncertainty on background was computed from 10 measurements of I bckg (zero transmitted light, averaged over the whole scanner surface). I bckg was then kept the same for all following computations of netOD. Similarly, I unexp and s 2 Iunexp were obtained by computing mean and standard deviation over a set of averaged measured intensities over the entire surface of 10 unexposed films pieces of 5 Â 5 cm 2 (in portrait and landscape orientations) ECHED Evaluation of Gafchromic Ò EBT3 films characteristics read 10 times each. Again, the same values I unexp (one for portrait and one for landscape) were kept for all determinations of netOD and s netOD Uncertainties on measured intensities of exposed films were obtained by quadrature sum of all identified individual sources of uncertainties (assumed as independent). Those were listed in previous publications [8, 25] for EBT and EBT2 films: local film uniformity; intra-film and interfilm reproducibility; intra-scanner and whole-film uniformities; film reading delay; film orientation; effect of room light exposition. Depending on the conditions of film conservation and film post-processing, some of those sources of uncertainties may be canceled or reduced.
For quantifying part of the uncertainties, a spatially uniform dose delivery is needed. The 10 Â 10 cm 2 Elekta SL25 6 MV beam has very good uniformity properties (within 0.3% in a 5 Â 5 cm 2 squared centered on-beam axis) and was therefore used for determining the uncertainty budget, assuming it would remain essentially the same for other beam types.
The following tests were performed to quantify uncertainty components on I exp :
Single film scanner reading reproducibility was quantified by reading 10 times the same 2 Â 2 cm 2 film at the center of the scanner and computing standard deviation over I exp readings. Inter-film reproducibility was quantified by measuring the I exp on three different sheets each cut into four equal pieces and a 2 Â 2 cm 2 region for 3 pieces of films cut at the center of 3 other sheets, irradiated with the same dose. Each piece was read 10 times to exclude single film reproducibility. Intra-scanner uniformity was evaluated by quantifying I exp at the same position within a 5 Â 5 cm 2 film scanned over several spots covering the full scanner screen. For whole-film uniformity, a single EBT3 sheet was cut into 9 pieces. Each one of them was irradiated with the same beam and the same number of monitor units and read 10 times by the scanner. The intra-film uniformity was obtained by quantifying I exp fluctuation for each film piece placed at the center of the scanner over a 5 Â 5 cm 2 irradiated region, where intra-scanner uniformity was ensured in the previous step. To exclude reproducibility uncertainty, each film piece was read 10 times and standard deviation of the 9 average I exp was computed. Effect of film reading delay was evaluated by reading 3 sets of films of 2 Â 2 cm 2 irradiated with the same dose 48 h after irradiation and during a period of 8 h after. The effect of film orientation was quantified by computing the average I exp over a 2 Â 2 cm 2 region of 3 films irradiated with the same dose and scanned in both portrait and landscape orientations. The effect of room light on measured intensities was investigated every 2 h over a period of 8 h started as well 48 h after irradiation by placing the 2 Â 2 cm 2 film pieces on a desk exposed to room light. To evaluate dose response (local film uniformity), film pieces of 2.5 Â 2.5 cm 2 were prepared and orientation marked. The size of the analysis region dose levels was approximately 2 Â 2 cm 2 for each film pieces. Each film irradiated was stored in a black envelope in a closed cupboard until darkening stabilization.
Dose response analysis
Experimental dose response calibration curves are expected to be used in other applications where the dose is an unknown parameter. In this section, functional dose response is introduced and the associated uncertainty is described. To retrieve a dose from the net optical density values, Devic et al. [26] proposed the following analytical function:
where a and b are the fitting parameters. The non-linear nterm is introduced to account for the non-linear saturation process of the film at high doses. Following the same argument of Devic et al. [26] , the parameter n was fixed at 3.1 to give the best fitting results for all radiation modalities. This value is slightly higher than the n Z 2.5 from Devic [26] . This difference is explained by the use of a different film model (EBT3 instead of EBT) and a slightly different protocol (including a different scanner). The LevenbergeMarquardt algorithm was used to optimize the dose response curve fits. The LevenbergeMarquardt, mix of GausseNewton and gradient minimization algorithm, is adapted for fitting multiple parameters and non-linear functions. The estimated overall uncertainty is the quadratic sum of the fitting estimated uncertainty and the relative experimental uncertainty. The relative experimental uncertainty is
where s netOD is the overall uncertainty on optical densities defined in (2) . The estimated uncertainty due to fitting parameters, D fit , is expressed as 
Results
Uncertainty budget
Although the determination of the overall uncertainty was described in the last section of the material and methods, it was decided to show this result first. All error bars on optical density readings were computed using the values shown in Table 2 . The total uncertainties are 0.55%, 0.67% and 1.57% for the RGB color channels and could be reduced to 0.1%, 0.08% and 0.06%, respectively, if film orientation and film position with respect to scanner flat-bed were kept consistently. The determination of the uncertainties was performed with film pieces irradiated by a 2 Gy uniform dose from the 6 MV photon beam. It is noteworthy to mention that "Single film reproducibility" was tested with film pieces 
Individual color response
Dose response curves for the different beam qualities are presented in Fig. 1 for the three color channels of the scanned images. Uncertainties on measured intensities are part of the previous uncertainty budget results. One should note that uncertainties listed in Uncertainty budget Section on the measured dose with the different ionization chambers have to be added. As explained in Uncertainty budget Section, the measured points were fitted using equation (3) and the results of the fitting procedures are presented by solid lines in Fig. 1 . The three color channels represent different dose responses to irradiation. Error bars at the one-sigma level uncertainties are of similar sizes than the data points and were not shown for the readability of the figures.
In order to choose the most sensitive color channel to the dose the first derivative of the fitted netOD with respect to the dose was computed [27] . Figure 2 represents one of these sensitivity derivations for the 18 MV photon beam. For dose below 12.15 Gy, the red channel is the most sensitive. Similar observations can be performed for other beam qualities.
Uncertainties on the fitting process
Uncertainties on expected dose related to the fitting process and the reading experimental errors are shown in Fig. 3 for all modalities. For all modalities, the experimental standard deviation is about 1% at low doses (w0.5 Gy) and decreases with dose. For photon beams ( Fig. 3 (a) and (b) ), total errors amount to 1.5% for low dose values and decrease below 1% at higher doses. Proton calibration curves (Fig. 3 (c) and (d) ) required a two-steps fitting with: a 'low dose' fit for doses between 0 and 2 Gy and a second fit for higher doses. This was performed to keep the fitting standard deviation component below one percent. In the typical radiotherapy dose range 1.5 Gye2.5 Gy the difference between the two fitting curves is constant and less than 0.01% leading to a dose error of 0.015 Gy. Therefore the total standard deviations are at most 1.15% and 1.09% respectively for the 60 MeV and 100 MeV protons low dose fit. In this dose range for the 100 MeV proton beam, the total standard deviation is lower than 1% because of parameters determination. For electrons ( Fig. 3 (e) ), the total standard deviation is at most 2.2% and decreases below 2% for doses above 1 Gy. Despite a fit per dose-range, the error due to fitting has not been able to be reduced to 1% for electrons unlike photon and protons beams. Figure 4 shows fitting uncertainty as a function of dose and number of regions of interest (ROI) for film pieces irradiated by the electron beam. The 2 Â 2 cm 2 film pieces irradiated by the electron beam were divided equally in four ROI's. The fitting error decreases as more ROIs are taken into account inside a same film piece. For one film piece, the standard deviation is at most 1.83% for 1 ROI, 1.74% for 2 ROIs, 1.51% for 3 ROIs and 1.41% for 4 ROIs (whole surface of the scanned film). For the second irradiated film piece, the same behavior is observed and the optimal fitting error is at most 3.31%. By taking into account the two film pieces, the fitting uncertainty is in agreement with Fig. 3 (e ). Fig. 3 should be taken into account for each beam modality. In a dose range from 0 to 10 Gy, we observed an average difference of 4.2% between the calibration curve of the 6 MV and 18 MV photon beams and an average difference of 2% between the two proton calibration curves. However, over the netOD range 0e10 Gy, the maximum spread based on the two extreme calibration curves is 11.5% at low dose value to 7.1% at 10 Gy. This maximum spread corresponds to the difference between the 6 MV photon curve and the 100 MeV proton curve. The global spread of the dose calibration curves for 
Calibration curves for various beam types
Discussion
A complete uncertainty budget on EBT3 Gafchromic film was performed; including reading reproducibility, interand intra-film uniformity, reading delay after irradiation, orientation and room light effect. Previous work [8] showed that the single film reproducibility is part dose-dependent. This effect was tested for 0.4 Gy, 2 Gy and 6.5 Gy. In each case, the reading reproducibility is ensured with less than 0.01% of standard deviation. The film uniformity was also tested for each unexposed and exposed piece of film. The local film uniformity increases with respect to the dose as for EBT2 [8] . As observed by Reinhard et al. [28] the local film uniformity was found to be smaller than 1.5% on Evaluation of Gafchromic Ò EBT3 films characteristics 7
average for unexposed as well as exposed films. From our test, films are darkening until 46 h after irradiation and are stabilized with less than 0.01% of variation (1s) after 48 h. Room light influence is minimal. The higher uncertainties are those related to the scanner uniformity (0.55%, 0.67% and 1.57% for the RGB color channels) and those due to film orientation. Film symmetry is ensured by an error inferior to 0.01% and is included in the film orientation error. Film pieces are small enough (at most 5 Â 5 cm 2 ) to ensure independence of film uniformity and scanner uniformity errors. The total uncertainties excluding local film nonuniform response can be reduced to 0.1% or less by reading the film always at the center of the scanner and by keeping the same orientation of the film on the flat bed. Average local uniformity was within 1.38% and even below 1% excluding results from the 60 MeV proton beam in agreement with previous findings for EBT2 films [14, 28] . According to the manufacturer, EBT3 films have surrounding matte polyester components, which are different than those of the EBT and EBT2 [29] . This increases homogeneity and therefore decreases Newton's artifact halos (likely due to the surface treatment). The uncertainties are significantly lower due to a better homogeneity and symmetry of EBT3 compared to the EBT and EBT2 [8, 25, 30, 31] . The uncertainty budget is well controlled and quite promising for future dosimetric applications of films EBT3. However, compared to an ionization chamber measurement, the disadvantage of the films remains the time necessary for post-irradiation processing and stabilization. EBT and EBT2 Gafchromic films seem to be more sensitive to radiation exposure in the red color of the RGB analysis mode [32] . From the first derivative of the fitted calibration curves shown in Fig. 2 , the red channel was shown the most sensitive for EBT3 to the dose for the low dose up to 12 Gy for photon beams and 14 Gy for protons and electrons. These values can be taken as an average for the different beam qualities with a standard deviation of 0.2%. In a dose range of 12 (or 14) Gy to 20 Gy the green channel has the highest sensitivity to the dose and should be preferred. The dose fractionation in radiotherapy applications is usually about 2 Gy and the red channel is therefore more appropriate for optical density conversion.
As shown in Fig. 3 fitting procedure is a particularly important step as long as the experimental standard deviation on the estimated dose is relatively low. The total uncertainty on expected dose determination due to the fitting is in general at most 1.5% for photons and protons. Electrons present poorer results as the fitting errors dominate. We suspect that our repetition statistics was not sufficient enough compared to the 3 repetitions made for all other modalities. We evaluate this hypothesis in Fig. 4 . The standard deviation due to fitting process decreases as we take into account more ROI from a same film piece. The same behavior is observed for the second irradiated film piece but with a higher optimal fitting error than for the first film piece. On one hand, the optimal surface to get the minimal fitting error is, in this case, limited by the surface of the film piece but is close to "saturation". On the second hand, the variability between the two irradiated films is higher than the variability inside a film piece so that the fitting uncertainty cannot be lower with 2 repetitions.
The calibration curves (Fig. 5) show overall a weak energy and particle type dependencies. Arjomandy et al. [14] observed a maximum difference between proton and photon calibration curves for EBT2 films of 18% and a global spread of 4.5% (1s) over the dose range 0e10 Gy. Those values are comparable with the maximum difference of 11.5% and the global spread of 2.9% observed in Fig. 5 . In recent research on EBT3 films published by Reinhardt et al. [28] , maximum differences of 6% were observed between EBT3 photon and proton calibration curves. Considering the uncertainties in netOD and dose determination, our results are compatible with aforementioned studies. As mentioned by Arjomandy et al. [14] , the user is expected to have a curve calibration for the used beam, in clinical applications. The energy and LET spread with depth or field size is expected to be significantly smaller than the ranges of energy and LET studied here. Also the LET-dependence appearing at low residual proton energy [28] was not investigated in this study.
Conclusion
This work provides guidelines for optical density determination of EBT3 Gafchromic films for a wide variety of beam qualities and energies. The methodology leads to small uncertainty on reading processes dealing with the intrinsic characteristic of the films and reducing total uncertainty for a dose determination. The red channel is more appropriate at the therapeutic dose range. The low combined uncertainty observed and low beam-type and energy dependence make EBT3 a promising candidate for dosimetry in various applications.
