The present paper addresses reference dose measurements using thimble ionization chambers for quality assurance in IMRT fields. In these radiation fields, detector fluence perturbation effects invalidate the application of open-field dosimetry protocol data for the derivation of absorbed dose to water from ionization chamber measurements. We define a correction factor C Q IMRT to correct the absorbed dose to water calibration coefficient N D,w Q for fluence perturbation effects in individual segments of an IMRT delivery and developed a calculation method to evaluate the factor. The method consists of precalculating, using accurate Monte Carlo techniques, ionization chamber, type-dependent cavity air dose, and in-phantom dose to water at the reference point for zero-width pencil beams as a function of position of the pencil beams impinging on the phantom surface. These precalculated kernels are convolved with the IMRT fluence distribution to arrive at the dose-towater-dose-to-cavity air ratio ͓D a w (IMRT)͔ for IMRT fields and with a 10ϫ10 cm 2 open-field fluence to arrive at the same ratio D a w (Q) for the 10ϫ10 cm 2 reference field. The correction factor C Q IMRT is then calculated as the ratio of D a w (IMRT) and D a w (Q). The calculation method was experimentally validated and the magnitude of chamber correction factors in reference dose measurements in single static and dynamic IMRT fields was studied. The results show that, for thimbletype ionization chambers the correction factor in a single, realistic dynamic IMRT field can be of the order of 10% or more. We therefore propose that for accurate reference dosimetry of complete n-beam IMRT deliveries, ionization chamber fluence perturbation correction factors must explicitly be taken into account.
I. INTRODUCTION
Quality assurance ͑QA͒ procedures are essential in all 3D-conformal radiotherapy techniques ͑3D-CRT͒ to verify and maintain the accuracy of the delivered dose. Patient positioning accuracy in the radiation field as well as the accuracy of the dose distribution must be ensured in order to achieve planned conformation of the dose distribution to the target. Measurements of absorbed dose in intensity modulated radiation therapy ͑IMRT͒ beams are highly complex. 1 Hence, the QA procedure in these beams is more complex than for conventional 3D-CRT. IMRT delivered both in step-andshoot mode and using the sliding window technique require the MLC leaf position to be verified in the QA procedure, while dynamic multileaf collimator ͑DMLC͒ fields also require the leaf speed to be assured. The complexity of the dosimetric QA procedure in IMRT strongly depends on phantom positioning uncertainties, recommended to be less than 1 mm, 2 as well as the complexity of the fluence intensity map.
The dosimetric component of the IMRT QA process generally consists of two parts. One part is the verification of relative dose distributions. Detector signals relative to a signal at the reference point can be interpreted as relative dose if detector corrections have been applied or can be neglected. 3 Although traditionally, common detectors used in relative dosimetry are ionization chambers, film and diodes, in IMRT the most popular method to measure relative dose distributions in IMRT is radiographic film ͑e.g., EDR film͒. An area to which much effort has been devoted is the development of film types that are more latent and waterequivalent ͑see, e.g., Ref. 4͒ .
A second part of the dose verification process entails the measurement of absorbed dose at a given location in the phantom. The dose is derived from the signal of a detector, often ionization chamber, located at a point in a phantom to which an IMRT plan is delivered. The detector signal is converted into absorbed dose using, e.g., the absorbed-dose calibration coefficient defined in absorbed-dose-based protocols. 3, 5 Throughout this paper we will denote this part of the process ''reference dosimetry'' where the term ''reference'' refers to determining absorbed dose to water ͑in cGy per monitor unit͒ at a reference point. This reference point is not defined in the same way as with open fields ͓see, e.g., TG-51 ͑Ref. 3͔͒; instead, its choice is determined by local dose gradients rather than being at a fixed point. Determining the dose at the reference point allows one to convert relative dose profiles into absorbed dose to water profiles and hence allows one to accurately verify the monitor units calculated by the IMRT treatment planning system. We have choosen not to use the term ''absolute dosimetry'' or ''absolute output'' as the term ''absolute,'' implies that absorbed dose is being measured with a device that allows dose determination according to its definition through, e.g., calorimetry.
In a recent paper, Dong et al. 6 studied IMRT monitor unit verification in a phantom in 751 clinical cases for a total of 1591 measuring points. The two types of ionization chambers used were the PTW N23323 ͑0.125 cm 3 ͒ and the Scanditronix CC04 ͑0.04 cm 3 ͒ chamber. Despite the fact that the mean difference between measurement and treatment planning point dose calculation over all points amounted to 0.45% with standard deviation of 2.0% there were unexplained outliers that showed differences between measurement and calculation of between Ϫ12.7% and ϩ11.7%. As estimated from their graphs about 19% of the cases ͑300 in 1600 cases͒ show deviations outside the Ϯ2% band.
Even though ionization chambers are of the most precise detectors used in clinical reference dosimetry, their use for reference dose measurements requires calibration and correction. These corrections include, in addition to ion recombination and polarity, the conversion of the measured signal to absorbed dose in the undisturbed medium. The latter step involves the application of radiation field-dependent conversion and correction factors. Under reference calibration conditions, absorbed dose to water is the product of the absorbed-dose calibration coefficient for the beam quality of interest, N D,w Q , and the corrected collected charge. This absorbed dose calibration coefficient is related to the absorbed dose to the air volume calibration coefficient N D,air by the product of a ratio of average restricted collision stopping powers water-to-air (L /) air w and correction factors as follows:
where P wall represents the ionization chamber wall correction factor, P gr a gradient correction factor, P fl the fluence perturbation correction factor, and P cel the central electrode correction factor. This factorization of ionization chamber response into a Spencer-Attix stopping power ratio along with usually small ͑Ͻ5%͒ correction factors works well under conditions of charged particle equilibrium or transient charged particle equilibrium as is the case for standard reference dosimetry ͑i.e., 10 g/cm 2 depth, 10ϫ10 cm 2 field͒. Stereotactic fields or field segments of IMRT fields violate these standard reference conditions in which the reference absorbed-dose calibration coefficient N D,w Q is defined, since they produce a different electron fluence spectrum at the depth of measurement. [7] [8] [9] [10] Field segments generated as a result of multileaf collimation can cause lateral electronic disequilibrium as observed in small field dosimetry. This affects the electron fluence spectrum in the chamber, hence affecting P fl . In addition, the size of the chamber causes volume averaging in situations where a dose gradient is present over the chamber volume which, in turn, affects P gr . Finally, restricted collision stopping-power ratios, water-to-air, at the depth of measurement, have been shown to be affected by only a few tenths of a percent. 8 In current practice of ionization chamber-based reference dose measurements for IMRT quality assurance it is assumed tacitly that when the chamber is positioned in a low dose gradient area, fluence perturbation effects on the ion chamber reading on a complete IMRT delivery can be neglected. However, it has been pointed out that despite the fact that clinically efforts are commonly made to ensure the chamber is irradiated in a homogeneous accumulated IMRT field, residual fluence perturbation effects may provoke the chamber replacement effect to be non-negligible. 9, 10 For this reason there is an intuitive tendency to using small-volume ionization chambers for IMRT reference dose verification. 11 However, because of their small volume, these chamber types sometimes provoke other unwanted effects such as leakage or significant polarity effects, especially in penumbra areas.
Because of the importance of ionization chamber-based QA in the accuracy of IMRT delivery, some studies have recently addressed volume effects and ion recombination issues of chambers used for this purpose. 12, 13 A quantitative assessment of fluence perturbation effects in a centered static, irregular IMRT field has been presented by Capote et al. 14 Using the EGSnrc Monte Carlo code the authors calculated the ratio D w /D air as a direct estimate of the total correction factor to the ion chamber measurement and observed a 2.4% difference between the value obtained for the small irregular on-axis IMRT beamlet in comparison with the value derived for the reference 10ϫ10 cm 2 field.
This difference was mainly attributed to the fluence perturbation produced by the ion chamber for the studied beamlet. However, a comprehensive analysis of ion chamber perturbation effects in complete single beam static or dynamic IMRT fields where collimator leaves shield temporarily, partially or completely the ionization chamber during the treatment has, to our knowledge, not yet been reported. Such an assessment, when carried out for a complete multibeam IMRT treatment delivery, would be extremely useful to shed light on the sometimes large discrepancies observed 6, 15 between reference absorbed-dose measurements using ionization chambers and dose calculated by the treatment planning system. In this paper we examine reference dosimetry of IMRT fields using thimble ͑Farmer͒ type ionization chambers. We describe a method, potentially suitable for routine clinical use, to evaluate an ionization chamber correction factor to correct the absorbed dose calibration coefficient N D,w Q for fluence perturbation effects in individual segments of an IMRT delivery. We experimentally validated the method and studied the magnitude of chamber correction factors in reference dose measurements in complete, single IMRT beams. The application of our method to an n-beam ͑with nϭ5 -7 fields͒ IMRT treatment verification is left for future work.
II. THEORY

A. Definition of C Q IMRT
Absorbed dose to the air in the cavity of an ionization chamber D a is linked to the collected charge by the dose to cavity air calibration coefficient, N D,air , also referred to as N gas , 16, 17 
where M is the ionization charge in the chamber corrected for environmental conditions, ion recombination and polarity effect. The absorbed-dose-to-water-based protocols specify the conversion of charge into absorbed dose to water, at the position of the center of the chamber in the calibration phantom when the chamber is removed, as follows:
where D w Q is the absorbed dose to water in a beam of quality Q and N D,w Q is the absorbed-dose-to-water calibration coefficient for that beam quality. The quality Q is specified for a beam under the reference conditions:
3,5 10ϫ10 cm 2 field size, SSD of 100 cm, flat water phantom and measurement depth of 10 cm on the beam axis. Combining Eqs. ͑2͒ and ͑3͒, the absorbed-dose-to-water calibration coefficient can also be written as
Under conditions of charged particle equilibrium such as encountered in open field reference dosimetry, the dose conversion factor (D a w ) Q can be calculated with Bragg-Gray cavity theory utilizing Spencer-Attix restricted collision stopping power ratios combined with perturbation correction factors. For intensity modulated photon beams, it cannot be assumed in general that Bragg-Gray cavity theory can be used for all positions in the treatment field. However, the calibration coefficient necessary to convert charge into absorbed dose to water can still be written as
where the dose conversion factor (D a w ) IMRT is specified for a specific IMRT field ͑i.e., energy, leaf sequence, measurement location, etc.͒.
We define a correction factor C Q IMRT as
IMRT converts a open field reference field ionization chamber calibration coefficient into a calibration coefficient that is valid for the IMRT field of interest. By combining Eq. ͑5͒ and Eq. ͑6͒ we conclude that C Q IMRT can be calculated using
The calculation of the correction factor C Q IMRT requires the dose conversion factor water-to-gas to be known for the beam modulation of a particular IMRT field.
B. Calculation of C Q IMRT
C Q
IMRT could be determined by a straight-forward Monte Carlo calculation of cavity dose ͑see, e.g., Ref. 14͒ and dose to water for the leaf sequence corresponding to the particular IMRT field and cavity dose and dose to water in the reference field. However, for application in a clinical QA situation, this approach has the disadvantage of requiring ab initio Monte Carlo calculations of cavity dose and dose to water for each leaf sequence used in clinical IMRT QA. This process would not only be time consuming but also consist of a large amount of redundant calculations since only the subfields that involve partial or complete shielding of the ionization chamber will significantly affect the chamber response. In this work we therefore developed a convolution method that uses precalculated Monte Carlo chamber response kernels to determine the ratio of dose to water and cavity dose for an arbitrary IMRT field. These chamber typedependent kernels can be used to calculate cavity dose for any field modulation. Figure 1 illustrates our method. We define d w (x,y) as the pencil beam dose kernel in water ͑in Gy per photon incident on the phantom͒ at the reference position in the phantom when incident in a direct path from the target to the position (x,y) at the isocenter plane. Similarly is d a (x,y) the pencil beam dose kernel to the cavity air ͑in Gy per incident photon͒ as a function of pencil beam incident position (x,y). Utilizing these dose kernels, the dose ratios of Eq. ͑7͒ can be calculated using
where T IMRT (x,y) is a transmission function that represents the average transmission of the photon beam through the modulator ͑e.g., multileaf collimator͒ as a function of position (x,y) and f (x,y) is the relative photon fluence at the isocenter plane.
In the following subsections we discuss the calculation details of the functions needed for the integrations in Eqs. ͑8͒ and ͑9͒.
Transmission functions
For IMRT using a MLC, the transmission function depends on the thickness of the MLC leaf material traversed through by the primary photon incident at (x,y) and can be written for a static field as
where is an average attenuation coefficient of primary photons through the MLC leaf material and l(x,y) is the thickness traversed by primary photons through the MLC when incident in a direct path from the target to position (x,y) at the isocenter plane. In step and shoot mode the transmission factor can be written as a weighed sum
where i is the weight of the field i with 1рiрN and l i (x,y) is the thickness of leaf traversed by photons incident at position (x,y) at the isocenter for field i. In the dynamic mode, the average transmission function is calculated as
where l(x,y;t) is the time-dependent thickness of leaf traversed by photons incident at position (x,y) at the isocenter and is the total DMLC treatment time.
The thickness of the leaf material traversed by primary photons incident at position (x,y) as needed in Eqs. ͑10͒-͑12͒ was calculated with consideration of most geometrical features of the Varian® Millenium 120 MLC including rounded leaf ends, divergence and tongue and groove details using data kindly provided by the manufacturer. Interleaf gaps and abutting leaf gaps were adapted from a detailed Monte Carlo study of the Varian Millenium 120 MLC. 18 For each MLC configuration, the jaw positions are derived according to the Varian IMRT delivery procedure, with reference to the jaw system of coordinates, the X jaws are backed up by 0.8 cm from the edge of the maximum leaf opening in the x direction and the Y jaws are backed up by 0.2 cm from the edge of the maximum leaf opening in the y direction. The description of leaf transmission through Eqs. ͑10͒-͑12͒ ignores hardening effects as a mean effective attenuation is used to describe transmission. Since these hardening effects are absent to the same extent for both the water and cavity dose calculations this lack is not deemed to importantly affect the accuracy of the calculation of the ratios of these quantities.
FIG. 1.
Diagram illustrating the dose-to-water ͑a͒ and dose to cavity air ͑b͒ kernels. The depth at which the scoring region ͑voxel͒ or air cavity is centered is 3 cm in water with the surface of the phantom at 100 cm from the source. The curves illustrate the dose, expressed in units Gy/photon, to the scoring region ͑a͒ or cavity air-dose ͑b͒ as a function of pencil beam phantom entrance position x ͑at yϭ0).
Fluence function f(x,y)
An uncollimated 6 MV photon fluence spectrum as it emerges from the flattening filter was obtained from a BEAMnrc ͑Refs. 19, 20͒ simulation of a Varian ® Clinac in 6 MV mode ͑ECUT and PCUT values were 0.7 MeV and 0.01 MeV, respectively͒. This spectrum was averaged over a 10ϫ10 cm 2 area. The angular photon fluence at the isocenter plane as resulting from a direct back projection to the virtual source was compared with a full analysis of the accelerator phase-space and showed that 98.5% of the photons are following a direct trajectory from the target to the isocentre plane (x,y) thereby justifying sampling from this spectrum. The ͑uncorrelated͒ fluence f (x,y) at isocenter position, needed in the integration procedure ͓Eqs. ͑8͒ and ͑9͔͒, was derived from phase-space information, fit to a sixth degree polynomial equation.
Dose kernels d w,a "x,y…
We used the DOSXYZnrc/EGSnrc Monte Carlo code system 19, 20 to calculate the dose kernels in water and in the air cavity. Absorbed dose in water and in an air cavity was acquired using a SSD of 100 cm and a reference depth of 3.0 cm. Transport was performed in a 30ϫ30ϫ15 cm 3 rectangular water phantom and dose was scored in two volumes centered at the reference depth on the beam axis: for the absorbed dose to water kernel, the scoring region was a 1 mm 3 cubic voxel whereas for the air cavity kernel a wall-less 2.41 ϫ0.535ϫ0.535 cm 3 air volume ͑i.e., a volume equivalent to the true Exradin A12 chamber͒ was used. The long axis of the air cavity was positioned perpendicular to the direction of the leaf trajectory ͑i.e., the x axis in the EGS/DOSXYZnrc coordinate system 19, 21 ͒. The dose kernels were calculated using the user code DOSXYZnrc, 20 with ECUT and PCUT values of 0.521 MeV and 0.01 MeV, respectively. For reasons of speed the default transport options in DOSXYZnrc are PRESTA-I electron transport and boundary crossing. However, it has been shown that for ionization chamber response calculations the correct handling of boundary crossing is crucial for artifact-free response calculations. 22, 23 For this reason, in this work, we used full EGSnrc transport ͑i.e., PRESTA-II electron transport algorithm, exact boundary crossing algorithm, improved energy-loss evaluation, and corrected treatment of fictitious interactions͒. More than 2200 pencil beam positions in total ͑300 for the water kernel and 1900 for the air cavity kernel͒ were simulated which formed the basis for a fitting algorithm that allows one to generate d w,a (x,y) at arbitrary positions in the radiation field. In order to ensure that the fitting algorithm could faithfully reconstruct the dose kernel in all high gradient areas, the spatial distribution of dose calculation points must be such that the Nyquist criterion is fulfilled with a frequency content of 50 cm Ϫ1 ͑a spacing of precalculated points of 0.1 mm͒. Dose calculations at this small spacing were only done in high gradient areas of the kernel ͑e.g., near the air cavity interface in the case of d a ); the spacing was considerably larger away from high gradient areas. A smooth 1D interpolation algorithm was first implemented to generate this set of uniform, tightly spaced points and was applied sequentially in the x and y direction for the entire 10ϫ10 cm 2 field. This new set of two-dimensional uniformly spaced points was then used in a reconstruction algorithm as follows:
where ⑀ is the spacing in x and y directions between the points and d(n⑀,m⑀) ͑with m and n natural numbers͒ are the fitted, precalculated doses. Because of the choice of the spacing of the dose points, the inequality ⑀р1/2k max , with k max the maximum required frequency content in the kernel, is fulfilled in all regions.
One-dimensional cross sections of reconstructed kernel dose profiles in water and in the cavity as a function of pencil beam entrance position are shown in Fig. 2 . Figures  2͑b͒ and 2͑c͒ show these profiles for pencil beams whose projection cross the chamber in the direction perpendicular to the chamber axis and along the chamber axis, respectively. As expected and shown in Fig. 2͑a͒ , the dose to water at isocenter (xϭ0, yϭ0) varies smoothly as a function of pencil beam position. However, for the air cavity dose ͓Figs. 2͑b͒ and 2͑c͔͒ there is an abrupt variation in dose as a function of pencil beam position. For incident pencil beam positions that project to points far away from the cavity edge the cavity dose approaches zero. Upon approaching the cavity edge, the cavity dose contribution increases drastically due to the secondary electrons created in water that laterally scatter into the air cavity. Once the pencil beam projection hits the cavity, the lack of material and hence, the lack of scattering strongly reduces cavity dose. A similar qualitative description can be used for Fig. 2͑c͒ . Test calculations with a cylindrical air cavity ͑data not shown͒ showed that the magnitude of these edge effects is reduced from a factor of 2-3 in the rectangular case to only about 30% in the radial direction of a cylindrical cavity. The significant edge effect for the rectangular cavity was the main reason for the large number of points needed in the fitting algorithm, the use of a cylindrical cavity would have relaxed this requirement. We investigated the integrated cavity dose and dose to water for a number of static and dynamic IMRT fields by using the described pencil beam kernels, transmission functions and fluence profiles in Eqs. ͑8͒ and ͑9͒ for the rectangular air cavity and for the dose in a scoring volume, respectively.
C. Software
Software was developed to compute C Q IMRT using the above interpolation procedure and reconstruction algorithm. Figure 3 illustrates the main components of the code. The software essentially operates in three main steps: initialization, dose calculation, and output.
In a first step all variables and functions used in the code are initialized followed by reading the dose kernel database information of the absorbed dose to water and the air-cavity dose, respectively. In addition, the leaf sequence ͑contained in a .MLC or .D60 file, created by MLC Shaper ® or the NOMOS CORVUS ® software, 24 respectively͒ is read. The product of the average transmission function, the dose kernels and the radial fluence function of the linear accelerator ͓the integration argument in Eq. ͑8͔͒ was invoked as a single function by the integration algorithm in the code. The latter algorithm integrates the functions over their entire field ͑determined by the maximum jaw settings of the treatment͒ to get the total dose per fluence, in Gy•cm 2 . The integration technique used is the sum of trapezoids of equal width with a size of 0.01 cm. Uncertainties on this procedure are calculated using standard error propagation. For the dose kernel values outside of the sampling field of 10ϫ10 cm 2 , the integration routine returns dose values extrapolated from the closest position at the edge of the 10ϫ10 cm 2 to the desired point.
In addition to the calculation at the nominal position, the dose calculation step is repeated, with a shift in position of 1 mm in each direction from the nominal position, in order to arrive at an estimate of the positioning uncertainty. Since it would have been more complicated to shift the position of the chamber, the origin of the dose kernels was shifted by 1 mm in the opposite direction. This approximation is valid since differences in beam divergence at SSD 100 cm are negligible for shifts of this magnitude. Using the same techniques, the dose conversion factor for the 10ϫ10 cm 2 reference field is also calculated in this step.
The last step is the output of the calculated doseconversion factors and calibration coefficient ratios. The dose conversion factor is calculated along with uncertainties due to positioning as well as reconstruction ͑the latter of which were found to be more than three orders of magnitude less than the positioning uncertainty͒. The program outputs this overall dose conversion factor as well as the calculated C Q IMRT correction factor with associated uncertainties. As accurate registration of the measured radiochromic film dose distributions with the field intensity maps used in the calculation is important to evaluate absorbed dose at the reference point in the IMRT field as reported by radiochromic film ͑see Sec. III͒, the program also calculates a fluence transmission map, which represents the integration of the transmission function over the leaf sequence. 
III. EXPERIMENTS A. Radiation fields and phantom
All experiments were performed using the 6 MV beam of the Varian Clinac 21Ex. Figure 4 shows fluence intensity maps of the six MLC defined static fields and eight dynamic fields which were used in addition to the 10ϫ10 cm 2 reference photon field. The dose rate was nominally 4 Gy/min at d max in the open, 10ϫ10 cm 2 field. The irradiation time for a single irradiation depended on the field configuration and the detector used but was between 1 min and 10 min. All experiments were carried out in a Solid Water phantom ͑RMI-457, certified grade͒, positioned at a SSD of 100 cm with the center of the chamber at a depth of 3 cm within the phantom.
B. Ionization chamber and measurement of relative cavity dose
For the measurement of relative cavity dose in the 15 MLC defined fields, an Exradin A12 ͑SN 310, Standard Imaging, WI͒ chamber was used. This Farmer-type chamber has a cavity length of 24.2 mm, a diameter of 6.1 mm, a volume of 0.65 cm 3 , and a wall thickness of 0.088 g cm
Ϫ2
. Its wall material is C552 ͑air-equivalent͒ plastic. The centroid of the chamber, which is located at 1.3 cm from the round tip of the chamber on the axis of the cylinder, was placed on the beam axis at 3.0 cm depth in the phantom. The chamber was irradiated with doses varying between 2 and 25 Gy to achieve a reproducibility of better than 0.2%. In-phantom measurements of collected charge were performed in all MLC defined fields and in the reference field. Following procedures described in TG-51, all the measurements were corrected for polarity effect which was less than a few tenths of a percent. The recombination correction also evaluated using TG-51 was, within uncertainty, the same as for the reference field and was therefore ignored. The relative cavity dose (R cav ) was calculated as
where M corr ͑IMRT) represents the corrected chamber reading in the MLC defined field and M corr (10ϫ10 cm 2 ) the corrected chamber reading in the 10ϫ10 cm 2 reference field.
C. Film procedures, registration, and measured relative dose to water
Gafchromic ® HS film was used for the measurement of relative dose to water at the reference point. Standard sheets of film were cut into pieces of 2ϫ2 cm 2 and prescanned using an Agfa Arcus II document scanner ͑resolution of 0.055ϫ0.055 mm 2 ͒ and an in-house developed scanning and uncertainty analysis protocol. The prescan, background optical density ͑OD͒, averaged over 1 cm 2 , was used as an offset for the determination of optical densities for the irradiations discussed below. Film pieces were irradiated at the depth of maximum dose in a 10ϫ10 cm 2 open field with eight doses between 0 and 50 Gy. An OD-dose response relation was derived by fitting the data quadratically (Rϭ0.9999) and determining uncertainties on the fit parameters. For the measurement of dose at the reference point in the MLC-defined fields, film pieces were positioned at a depth of 3.0 cm in solid water. The position of the film pieces was marked at the edges to align the film with the center of the cross hair projected by the light field on the film. The films were irradiated to a dose between 2 and 25 Gy with a dose rate of 600 cGy/min ͑at d max in the open field͒. The scanned OD had a pixel resolution of 0.11ϫ0.11 mm 2 . Matlab ® Version 6.5 was used for the analysis of the scanned film images as well as to calculate the average pixel value within a region of 1 mm 2 at the intersection of the fiducial marks on the film. The measured film density maps were registered with the calculated fluence transmission maps of the MLC shaped fields. Figure   FIG. 4 . Fluence intensity maps for the irradiation fields used in calculations and measurements. Static fields ͑a-f͒ and dynamic fields ͑g-n͒ were used in this work. An outline of the position and scaled shape of the exterior dimensions of the Exradin A12 ionization chamber is superimposed onto the field diagrams. 5 show two examples of films irradiated with a static ͓Fig. 5͑a͒ center portion of field Fig. 4͑c͔͒ and a dynamic field ͓Fig. 5͑b͒ center portion of field Fig. 4͑g͔͒ along with the corresponding fluence intensity maps used for registration.
The relative dose R D , as measured with radiochromic film, is defined as follows:
where D w,film ͑IMRT) the absorbed dose to water measured at the reference point with film in the MLC defined field and 
Uncertainties on this factor were calculated by standard error propagation.
IV. RESULTS AND DISCUSSION
A. Uncertainties
The uncertainty on the absorbed dose measured with film consists of a contribution from the prescanned background OD and from the measured OD. The latter is composed of film reproducibility to radiation and film positioning. The positioning uncertainty is minimized by using a registration procedure thereby accounting for the effectively delivered intensity profile. The registration procedure consists of shifting the normalized dose map, obtained from the conversion of OD using the sensitivity curve, to the normalized fluence transmission map.
The uncertainty on the ionization chamber measurements consists of measurement reproducibility and positioning uncertainties. The latter uncertainty cannot be avoided since, in the absence of special calibration procedure, the position of the isocenter is not known to better than Ϯ1 mm. 26 Hence the uncertainty on the dose to the cavity is estimated by assuming a positioning uncertainty of Ϯ1 mm and calculating the one sigma standard deviation on the cavity dose by shifting the origin of the dose kernel by 1 mm in all positions around the isocenter. On the calculation side, several approximations were made in this study. First, the thimble ionization chamber geometry was approximated by a wall-less, rectangular air cavity with no electrode. Secondly, the source model used neglects secondary photons from the multileaf collimator and jaws and photons transmitted through the jaws as well as electron contamination generated in all surrounding materials. The effect of the latter approximation is justified by using a reference depth of 3.0 cm, which is well beyond the range of any contaminating electron in a 6 MV beam. Thirdly, some features of the geometry of the MLC were not included in the calculation, specifically the top and bottom screws as well as the rail support edges at the leaf end. The effect of these details was found to be small as concluded from the comparison between measurements and calculations of relative cavity dose in all fields tested ͑see further͒. Table I shows measured and calculated relative cavity dose ratios (R cav ) for the MLC fields tested ͑see Fig. 4͒ . Differences expressed as percentages of the open field dose are presented in column four. Uncertainties on the measurements include charge measurement reproducibility as well as an estimate of the uncertainty introduced by positioning the chamber at the reference point ͑as discussed above͒. Table I shows that despite the approximations made in modeling the geometry of the cavity, the measured cavity doses are well predicted by the calculations. For the dynamic sequences ͓fields ͑g͒-͑n͒ in Fig. 4͔ the differences are less than 1.8% ͓dynamic field 2, Fig. 4͑h͔͒ of the open field cavity dose. Expressed as a percentage of the local cavity dose the differences are less than about 4% ͓dynamic field 7, Fig. 4͑m͔͒ . For the realistic dynamic IMRT fields #3 and #5 ͓Figs. 4͑i͒ and 4͑k͔͒ the differences are less than 0.4% and 0.5% of the open field dose or 2.1% and 2.3% of the local cavity dose, respectively. Contributors to these differences are approximations in the calculations such as the rectangular approximation of the chamber, missing photon scatter generated by the MLC. The root mean square difference of the measured and calculated relative cavity dose R cav is 1.1%. Of the cavity doses for the 14 fields, 10 are within 1 and 11 are within 2. The fact that we did not model in detail chamber wall, central electrode and other geometric details and still obtain excellent agreement between measurement and calculation, confirms that it is the chamber replacement effect ͑that includes fluence perturbation and gradient effects͒ that dominates the behavior of these detectors in disequilibrium situations. Table II 7% and the same quantity expressed in terms of local dose is 6.0%. The larger difference between measurement and calculations compared to the ionization chamber results are attributed to uncertainties due to film registration and reproducibility ͑measure-ment, calibration͒ which strongly affect the accuracy of these results. Figure 5 illustrates, given the significant gradients, the sensitivity of a dose measurement at the reference point ͑0,0͒ to the registration of the fluence intensity map with the film dose map. Also the registration is affected by film artifacts. For the 14 IMRT fields, 6 of them show differences in R D within 1, 11 are within 2 and 12 are within 3, where represents the uncertainty on the relative dose factor R D due to film measurement and readout. Larger differences be- tween measured and calculated R D could be due to the missing scattered radiation dose kernel in the calculation, which represents roughly 1% of a 10ϫ10 cm 2 field dose. Table III shows the comparison of calculated and measured correction factors C Q IMRT . It is clear that for some of the fields the chamber correction factor can be very large especially for fields that have the potential to provoke large effects of electron fluence disequilibrium within the chamber volume ͓dynamic field #6, Fig. 4͑l͔͒ . Dynamic field #5 ͓Fig. 4͑k͔͒ is one of the realistic IMRT fields and requires a correction of about 10%.
B. Cavity dose ratio
C. Relative dose
D. Chamber correction factors C Q IMRT
For the closed field the measured correction factor amounts to 176% and the discrepancy between measurement and calculation amounts to 17%. For this field, detailed modeling of the geometry details of chamber and MLC are critical for an accurate result. Due to its limited practical meaning ͑the output under the abutting leafs is around 25% of the open field value͒, the closed field correction factor has not been included in Table III . Of the 13 remaining fields, 7 of them show differences between measurements and calculation of within 1, 12 are within 2. The root mean square of the relative differences between measurements and calculation for the 13 fields is 4.6% and the average uncertainty on the measured correction factor is 4.4%. The largest contribution to this uncertainty is from the film measurements. The fact that three static fields and three dynamic fields, where the agreement between measurement and calculation is within about 3% require correction factors of between about 10% and 60% shows that dose measurement using thimble type chambers in single beam IMRT fields requires significant correction.
The purpose of the present work was to study ͑1͒ the potential magnitude of ionization chamber fluence perturbation effects for Farmer-type chambers in single static and dynamic IMRT fields and ͑2͒ to devise a clinically applicable correction procedure to this problem. In this context, we have not made attempts to minimize disequilibrium effects. In practical IMRT dose verification, this goal could be achieved by more carefully considering the dose distribution resulting from the integrated multibeam IMRT treatment to ensure that the chamber is positioned in a low gradient area of the distribution. Also in certain circumstances other ionization chamber types or even detector types could offer significant advantages over thimble type chambers. Nonetheless, in principle, given precalculated pencil beam cavity dose distributions for the ionization chamber of interest, the methods outlined in this paper allow one to accurately correct chamber response for nonequilibrium effects and hence help put chamber-based reference dose verification in IMRT fields on a more solid ground.
V. CONCLUSIONS
In this study, we introduced an ionization chamber type and radiation field-dependent correction factor, designated C Q IMRT , that allows the conversion of the absorbed-dose calibration coefficient (N D,w ), valid under reference conditions of an absorbed dose protocol ͑e.g., TG51͒, into a calibration coefficient suitable for reference dosimetry of IMRT beams. We developed a convolution-based calculation method to evaluate this correction factor for arbitrary IMRT fields. The method makes use of geometry-specific Monte Carlo precalculated kernels for the cavity dose as a function of pencil beam position. Using this kernel information, the correction factor C Q IMRT is calculated analytically by modeling the modulated beam including transmission and leakage of primary photons through the configuration and geometry of the Varian ® millennium 120 leaf MLC, and weighting the dose kernels with the transmission function defined by the MLC sequence.
We validated the method by comparing calculated and measured values of the ratios R cav of cavity dose for a specific IMRT sequence to those for a standard 10ϫ10 cm 2 field. C Q IMRT factors for an Exradin A12 thimble chamber were also measured using GAFchromic film.
Calculated and measured C Q IMRT factors were compared for fourteen static and dynamic fields. The agreement between measured and calculated C Q IMRT for three static fields and three dynamic fields involving chamber correction factors of 10% or more was within 1. This study thus shows that reference dosimetry of single IMRT beams using Farmer-type chambers can be subject to significant measurement errors if chamber and field dependent correction factors are ignored. These effects are associated with fluence perturbation effects of these chamber types in these fields. We note that our work only deals with single-field static or dynamic IMRT fields and, as such, we have not attempted to minimize fluence perturbation effects. It is expected that as a multibeam IMRT treatment is delivered to completion, ionization chamber correction factors reduce in magnitude compared to the values observed in this work provided the chamber is located in a low gradient area of the integrated dose distribution. An extension of our method to multibeam IMRT can, however, correct for the effect of residual fluence perturba- IMRT for the fields shown in Fig. 4 . The uncertainty on the measurement is at a one sigma level. The relative difference, calculated as 100*͓C 6 tion effects in such complete treatments. Hence, some of the problems with quality assurance of monitor unit calculations observed in the literature 6 can be addressed. Since the magnitude of the dosimetric errors are associated with in-phantom replacement effects, the use of high quality small volume ionization chambers should be encouraged for measurements in IMRT beams provided the device has been established to have acceptable ion saturation and polarity characteristics. Even with these latter detectors, by using a method to correct reference detector measurements in IMRT fields such as the method presented in this paper, dosimetric accuracy can nonetheless be improved. To this end, detector dependent kernels need to be generated for each chamber ͑or detector͒ type used in IMRT reference dosimetry.
We note that improvements in the accuracy of the calculation of C Q IMRT can be achieved in the following three areas: ͑1͒ a more realistic modeling of the ionization chamber including details such as chamber wall, chamber electrode, and geometry improvements; ͑2͒ further improvements in the modeling of the MLC including leaf rail support as well as bottom and top screws; and ͑3͒ inclusion of accurate MLCscattered secondary photon dose kernels in the calculation. More extensive experimental confirmation using different detectors from the calculations in this work is also desirable.
Clinical use of the calculation method requires the implementation of all geometrical features of the MLC model and of the linear accelerator radial fluence data. Also, an accurate Monte Carlo database of dose kernel samples containing sufficient frequency information to reconstruct dose kernels for each gantry position and used reference depth is required. In this respect, the choice of a cylindrical phantom geometry for IMRT QA ͑Ref. 9͒ can readily extend the method to any gantry position.
