Abstract. Neural Networks are famous for their advantageous flexibility for problems when there is insufficient knowledge to set up a proper model. On the other hand this flexibility can cause overfitting and can hamper the generalization properties of neural networks. Many approaches to regularize NN have been suggested but most of them based on ad-hoc arguments. Employing the principle of transformation invariance we derive a general prior in accordance with the Bayesian probability theory for a class of feedforward networks. Optimal networks are determined by Bayesian model comparison verifying the applicability of this approach.
INTRODUCTION
Neural networks (NN) have attracted a lot of interest. One reason is that they provide a useful tool for function approximation and classification. Furthermore trained NN have excellent response times. However, the problem of selecting the appropriate structure of the network (ie number of hidden neurons) remains a critical issue for NN. The number of neurons controls the complexity, and hence the generalization ability of a NN. With standard neural networks techniques, the means for determining the appropriate number of neurons are rather arbitrary. In the Bayesian approach, these issues can be handled in a consistent way. This approach for NN is well established since the work of MacKay [1] and Neal [2] and has been reviewed in Bishop [3] and Lampinen [4] . One of the key observations was that the conventional error function of NN can be interpreted as minus the log-likelihood, giving a probabilistic interpretation to the NN optimization process. Similarly the Tikhonov-style regularizer is reinterpreted in terms of a log prior probability of the parameters. The most often used quadratic regularizer on the weights E(w) = 1/2 ∑ i w 2 i then conveniently corresponds to a Gaussian prior distribution with mean zero. Having made these assignments Bayesian probability theory (BPT) can be used for model selection and determination of the correct complexity of a NN: Various models of different complexity are optimized and the resulting NN are compared by the evidence given the data sample. Since the evidence takes into account the quality of the fit and the volume of the parameter space more complex models are penalized if the additional parameters give only negligible improvements of the fit. There are some differences in the technical details (eg use of Laplace approximation or MCMC) but the general procedure is straightforward and given by the BPT.
However, it should be noted that the use of a gaussian prior was primarily motivated by the widespread use of the quadratic regularizer in the conventional approach. This choice was not based on any first principles nor is the quadratic prior unique [3, 5, 6] . Unfortunately the success of Bayesian NN has shifted the search for appropriate priors for NN out of focus. This paper carefully inspects the prior information contained in the structure of NN and uses the principle of transformation invariance [7] and the the principle of maximum entropy [8] to derive informative prior probability density distributions.
NEURAL NETWORKS

Neural Networks
A neural network can be viewed as a general non-linear function mapping a set of input variables x n (n = 1, ..., N) onto an M-dimensional output vector y [3] . A graphical model is given in Figure (1) . The input vector x is multiplied by a matrix of parameters w nk and a K-dimensional bias vector b is added. Each component of the resulting K-dimensional vector is then transformed by a non-linear activation function f (eg f (x) = (1 + exp (−x)) −1 ) yielding
The values from the hidden layer are then feed forward into the output layer after being multiplied with a second matrix of parametersw' and the offset vector b' being added to the components of the resulting vector, specifying a mapping from the input vector x to the output y:
It has been shown that for a sufficiently large value of K such a network can approximate arbitrarily well any functional continuous mapping [9] . However, the problem of selecting the appropriate structure of the network (ie number of hidden neurons) remains a critical issue for NNs. A NN with too many neurons is too flexible and fits the noise in the data. On the other hand, a NN with too few neurons also yields a poor prediction of the new data, since the model cannot fit the fringe pattern. With standard neural network techniques, the means for determining the appropriate number of neurons are rather arbitrary. In the Bayesian approach, these issues can be handled in a consistent way.
HYPERPLANE PRIORS
Weight Prior
To obtain the posterior distribution of the weights and the evidence for the different models we need to specify the likelihood of the data and the prior distribution for the parameters. The correct choice of the prior is not obvious for 'non-parametric' models like NN but can be derived from invariance considerations. If we consider a single neuron of a neural network with N incoming connections with activations x n , n = 1...N and weightsw n then the output z is given by
where b denotes the bias and f is the activation function. Assuming one of the standard activation functions (Heaviside function, tanh, or logistic sigmoid) Eq. 3 can be considered as a linear discriminant function since the decision boundary which it generates is linear, as a consequence of the monotonic nature of f (.). The decision boundary
corresponds to an (N − 1)-dimensional hyperplane in N-dimensional w-space. A priori we should not favor any orientation or position of this decision boundary and this must be reflected in the prior [7, 11] . Therefore we require that the prior is invariant under rotations and translations of the weight coordinate system where p (w) dw is an element of probability mass whose value must be independent from the system of coordinates used to evaluate it. For the hyperplane equation
the calculation yields the normalized prior [11] :
where the normalization constant Z (w * ) given by
The norm of the weight-vector is required to be larger than 0 because a neuron with all incoming weights being 0 would be unaffected by the data. The appropriate choice of the w * is discussed in the next section.
Minimal hyperspheres
Let x * be a point through which the decision boundary is expected to pass, then the minimum value of w is given by [11] 
Clearly the point x farthest away from the origin determines the upper limit of w * . If the input data are scaled to [0, 1] as it is recommended for the use of neural networks [3] a value of w * < 1/ √ N ensures that all parameters of hyperplanes lying inside (the convex hull of) the data space are within the integration volume used for the computation of Eq.8. But may be it is possible to shift the coordinate system in such a way that the largest distance from the origin to the (expected) data points is minimized. A first attempt could be to center the coordinate system at the center of gravity of the data cloud. This is a sensible approach for many physical problems and for radially symmetric data distributions but may not be the optimal choice in the presence of outliers or asymmetric distributions. This is demonstrated by Fig.2 where the smallest circle centered at the center of gravity covering all data points is much larger than the smallest enclosing circle.
Therfore, given a set of data {x 1 , · · · , x L } we have to find the smallest hypersphere containing all data points. The center of this sphere is the point c that minimizes the distance r = x i from the outermost datapoint x i . The Lagrangian of the constrained optimization problem of finding the smallest radius r and the center c, subject to
is given by [12] 
The derivatives with respect to r and c yield
and
Substituting Eq.12 and Eq.13 into Eq.11 we obtain
which is a simple quadratic optimization problem in terms of the Lagrange parameters. The constraints on the Lagrange parameters α i are given by Eq.12 and by the inequality 10 additionally requiring α i ≥ 0. The obtained smallest radius r is the upper limit of w * .
Bias Prior
To assign a prior for the bias parameters p (b|I) we use the maximum entropy principle, using the maximal slope of the decision boundary as relevant testable information [8] . As can be seen from Eq. (4) b determines the width of the transition or 'the sharpness' of the separation. Assuming for definiteness the logistic activation function g (x) = (1 + exp (−x)) −1 the slope of the decision boundary is given by the gradient
and is perpendicular to the orientation of the hyperplane. The maximum value of the gradient |∇g| 2 = w n x n = 0. The maximum entropy principle assigns this measurable quantity the normalized prior
where we had to introduce the hyperparameter λ as a scale parameter, reflecting the uncertainty of the magnitude of the slope before we have any information about the data. Using again the transformation invariance principle for this scale parameter we obtain Jeffreys' prior p (λ |I) ∝ 1/λ . It should be pointed out that Jeffreys' prior is not normalizable. It can, however, be considered as a limiting distribution of a sequence of proper gamma priors
Setting
w 2 nk , with w nk being the weight connecting input n to neuron k we generalize to K neurons in a hidden layer. Then, using BPT for marginalizing the nuisance parameter λ we can write
Ψ is only of interest in the region of maximum likelihood. There B, the weighted sum of all squared network weights is much larger than c and also K ≥ 1 ≫ c. Hence later employing the Laplace approximation at the maximum we can take c = 0 in Ψ. The normalization factor c c /Γ (c) is the same in all considered models and is therefore irrelevant for model comparison. Combining Eq. (18) with the prior for the weights (7) we finally obtain as prior for the weights and biases
Example
To illustrate the properties of the prior (19) we use the 2-dimensional examples shown in Fig. 3 . The figures show two simulated 256x256 pixel data sets designed to match binary images from phase shifting speckle interferometry of microscopically rough surfaces [13] . The upper row shows the undistorted test data. The originals were degraded using a binomial distribution with p(white pixel|white) = p(black pixel|black) = 0.72 (Fig. 3, middle row) . Now the white areas are hardly identifiable due to the low signal-tonoise ratio. The clear separation of the underlying patterns from the noise is a necessary prerequisite for the subsequent surface reconstruction from those interferograms. The discrete domain of the data together with the poor signal to noise ratio is one reason for the difficulties of many other techniques to extract the underlying fringe pattern.
In the simulation we applied feedforward networks with two input neurons, one layer of hidden units and a single output with a sigmoid activation function to restrict the output values to the appropriate interval [0, 1]. Adjacent layers had all-to-all connections. The weights of the connections from the hidden layer to the output neuron were fixed. A set of 20 neural networks, each with randomly chosen weights, was trained with the data visualized in Fig. 3 , middle row. The number of hidden neurons were ranging from 1 to 30. The first iterations of the optimization algorithm [14] were performed without prior allowing the net to find interesting structures. Then the optimization was run with prior until a minimum was found. If a neuron had reached the lower cut-off limit w * after the optimization, this neuron was pruned and a possible offset was added to the bias of the next layer. Subsequently the pruned network was again optimized. All NN with initially between 20 and 30 neurons were pruned to less than 20 neurons. The misfit was monotonically decreasing with increasing model complexity. The evidence instead exhibited a maximum with a rapid decrease towards lower model complexities and was slowly decreasing towards higher model complexities (Ockhams' razor). The output of the best networks (the ones with the highest evidence, computed utilizing the Laplace approximation) is given in Fig. 3 , lower row, where each pixel has been assigned the more likely binary value. The separation of noise and the underlying fringe pattern is excellent. There are minor deviations from the true structure near the edges of the fringes for the left test example, indicating that the superposition of many (14) neurons (ie decision boundaries) is needed to approximate the blob-like structure. The example on the right side is very accurately reconstructed. In this case the best net had 10 neurons.
CONCLUSIONS AND OUTLOOK
We have proposed a hyperplane prior for the weights of a class of feedforward neural networks based on the mandatory requirement of transformation invariance which is violated by other regularization methods or priors. Additionally, the structure of the presented prior favors pruning of complete neurons instead of only individual weights, which is of interest from a practical point of view. A Bayesian model comparison utilizing this invariant prior has been performed. In 2-dimensional test examples using a binomial likelihood we could demonstrate that overfitting is effectively suppressed by cell pruning and that the evidence analysis using this prior gives excellent results. Currently the properties of the prior in multilayer-networks (eg. pruning of whole layers) are under investigation.
