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Abstract
Mass loss from the Antarctic Ice Sheet is found to significantly contribute to eustatic sea
level rise, due to a dynamic response in the system. Pine Island Glacier, a fast flowing
outlet glacier in the West Antarctic Ice Sheet, is located in the Amundsen Sea Embayment
Area, where the present Antarctic mass loss is concentrated. The observed mass loss in
the area coincides with acceleration and thinning of the glacier, accompanied by a retreat
of the grounding line, which is the line of separation between grounded and floating ice.
The bed beneath the glacier lies in large parts below sea level, with the bed sloping down
away from the ocean. This setting makes the glacier especially vulnerable to increasing
and possibly accelerating retreat.
Remote sensing techniques allow only for the surface conditions of glacial systems to be
nowadays monitored over reasonable temporal and spatial scales. The conditions at the
base, however, are still widely unknown, due to their inaccessibility. This poses a challenge,
as basal conditions are a very important component for understanding glacier dynamics.
A key technique to bridge this challenge is given by numerical modelling. In glaciological
studies flow models are developed, that can either be used to solve in a prognostic manner
over long time scales, being based on approximations to the full system of equations, or
to solve diagnostically in high resolution for the full system, to study processes in more
detail.
Here we present a model of the later category, a thermo-mechanically coupled 3D full-
Stokes ice flow model, which is set up to the region of Pine Island Glacier. It is solved
with the finite element method, and the prismatic mesh is refined horizontally across the
grounding line, where high resolution is needed. With this coupled flow model we assess
the present thermal and dynamical state of the coupled ice sheet - ice shelf system. Fur-
thermore, we develop a method to include measured basal properties into the formulation
of the basal sliding law.
We find the glacier to be predominantly cold, with most parts of the base being temperate,
thus at pressure melting point. The temperate base is a prerequisite for basal sliding,
which controls the faster flowing central stream of the glacier. The dominant mechanisms
driving the flow of the different tributaries are diverse. Some are controlled by a strong
bed and according high driving stresses. Others are steered by the basal topography and
likely the presence of water saturated marine sediments. Only minor areas are identified
with a significantly thick temperate basal layer. Furthermore, we show a connection
between the basal roughness and the sliding behaviour of the glacier. A reduced effective
pressure is a key necessity to explain the fast flow towards the grounding line. Thus, a
thermo-mechanically coupled model, as we presented here, is essential for the inference of
interrelations between the thermal regime, the basal roughness structure and the flow and
sliding conditions.
Zusammenfassung
Der Massenverlust des Antarktischen Eisschildes hat auf Grund einer dynamischen Kom-
ponente im System, einen wesentlichen Einfluss auf den Anstieg des eustatischen Meeres-
spiegels. Der Pine Island Gletscher, ein schnell fließender Auslassgletscher im Westant-
arktischen Eisschild, liegt in einer Region, die an das Amundsen Meer anschließt, und in
der sich der aktuelle antarktische Massenverlust konzentriert. Der beobachtete Massenver-
lust wird begleitet von einer zunehmenden Beschleunigung des Gletschers, Abnahme der
Oberfla¨chenho¨he und einem Ru¨ckzug der Aufsatzlinie, wo gegru¨ndetes in schwimmendes
Eis u¨bergeht. Der Boden unter dem Gletscher liegt zu einem großen Teil unterhalb des
Meeresspiegels und neigt sich zum Inland. Diese Situation macht den Gletscher besonders
anfa¨llig fu¨r zunehmenden, und eventuell sogar sich beschleunigenden, Ru¨ckzug.
Allein die Oberfla¨cheneigenschaften der glazialen Gebiete ko¨nnen heute durch Fernerkun-
dungsmethoden in relativ hoher ra¨umlicher und zeitlicher Auflo¨sung abgescha¨tzt werden.
Die Bodeneigenschaften unter den eisbedeckten Gebieten hingegen sind weitgehend un-
bekannt, weil sie schwer zuga¨nglich sind. Da basale Eigenschaften einen großen Einfluss
auf die Dynamik des Gletschers haben, stellt dies eine Herausforderung dar. Numerische
Modellierung ist eine wichtige Technik, um diese Herausforderungen zu meistern. In glazio-
logischen Studien werden meist entweder Modelle entwickelt, die prognostisch u¨ber lange
Zeitskalen lo¨sen ko¨nnen, basierend auf einer Na¨hrungslo¨sung, oder diagnostisch in hoher
Auflo¨sung das volle Gleichungssystem lo¨sen, um detaillierter Prozesse zu studieren.
Hier stellen wir ein Modell der letzteren Sorte vor. Es ist ein thermo-mechanisch gekop-
peltes 3D full-Stokes Fließmodell, welches wir auf den Pine Island Gletscher anwenden.
Es wird mit der Methode der Finiten Elemente gelo¨st. Das zugrunde liegende prismati-
sche Gitter wird horizontal u¨ber der Aufsatzlinie verfeinert, wo besonders hohe Auflo¨sung
gefordert ist. Mit diesem gekoppelten Fließmodell berechnen wir den aktuellen thermi-
schen und dynamischen Zustand des Gletschersystems, bestehend aus gegru¨ndetem und
schwimmendem Eis. Außerdem entwickeln wir eine Methode, mit der gemessene basale
Eigenschaften in der Formulierung des basale Gleitens beru¨cksichtigt werden ko¨nnen.
Wir stellen fest, dass der Pine Island Gletscher vornehmlich von kaltem Eis bestimmt ist,
wobei große Teile der Basis temperiert, also am Druckschmelzpunkt, sind. Die temperierte
Basis ist eine Voraussetzung fu¨r basales Gleiten, welches das Fließfeld im zentralen Strom
des Gletschers kontrolliert. Die dominierenden Mechanismen, die die einzelnen Zustro¨me
antreiben, sind divers. Einige sind durch einen festen Untergrund und dadurch durch
große Antriebskra¨fte bestimmt. Unter anderen wird marines Sediment vermutet, und ih-
re Existenz wird durch die basale Topographie und die Fließwege des basalen Wassers
bestimmt. Nur in sehr wenigen Regionen wird eine temperierte basale Schicht von nen-
nenswerter Dicke vermutet. Außerdem zeigen wir eine Verbindung zwischen der basalen
Rauigkeit und der Gleitgeschwindigkeit auf. Ein reduzierter effektiver Druck ist eine Er-
kla¨rung fu¨r das schnelle Gleiten des Gletschers in der Na¨he der Aufsatzlinie. Demnach ist
ein thermo-mechanisch gekoppeltes Fließmodell, wie wir hier pra¨sentieren, gefordert, um
die Wechselwirkungen zwischen dem thermalen Regime, der basalen Rauhigkeitsstruktur




A topic that will become increasingly important in the future is that of global sea-level
rise and its resulting impact on the coastal zone. A major reservoir of fresh water exists
presently in form of the ice sheets on Greenland and Antarctica. The Antarctic Ice Sheet
alone holds the potential to raise global sea level by 58m, if fully melted (Fretwell et al.,
2013). The contribution to present global sea level rise of 3.1 ± 0.4mma−1 (1993-2006,
Nerem et al. (2006)) from the Greenland and Antarctic Ice Sheets is 0.59 ± 0.2mma−1
(1992-2011, Shepherd et al. (2012)). Ice sheets have long been seen to vary substantially
only on timescales of centuries to millennia. This view is changing as observations show
a much faster response of ice sheets to climatic change. The cause is believed to be a
dynamic response of ice streams and outlet glaciers in the ice sheet. Hereby not the
flow acceleration due to changes in accumulation or surface temperature is dominant,
but due to a response to changing basal conditions or changes in the buttressing of ice
shelves (Scambos et al., 2004). The ability to make accurate projections for sea level
rise with modelling studies is among other things limited by uncertainties about basal
conditions, basal sliding behaviour, ice deformation and interactions with the surrounding
ocean (IPCC-AR4, 2007).
Ice moves due to a combination of internal deformation and basal sliding. The internal
deformation of ice is nonlinear, increasing approximately proportional to the cube of the
applied stress. For computational efficiency, most simulations over long time scales use a
simplified stress distribution. Some of the recent changes observed in ice sheet margins and
fast flowing ice streams can not be reproduced by these models. Thus models considering
all stress terms in the momentum balance are needed (IPCC-AR4, 2007), and have re-
cently gathered more and more attention, additionally fostered by growing computational
resources.
Strongly affected by changes in flow velocities, grounding line retreat and surface lower-
ing in the past decades is the Amundsen Sea Embayment Area (ASEA) in West Antarctica.
While the ASEA only holds an area fraction of about 3% of the entire Antarctic Ice Sheet,
and about 17.5% of the West Antarctic Ice Sheet (WAIS) (Rignot, 2001; Vaughan et al.,
2006; Bindschadler, 2006), it accounted for over 50% of the total mass loss from Antarc-
tica between 2002 and 2008 (Horwath and Dietrich, 2009). Associated with this mass loss
are two glacier systems located in this area, Thwaites and Pine Island Glacier. While
Thwaites Glacier mainly widened, Pine Island Glacier accelerated, thinned and showed
retreat of the grounding line, which separates grounded from floating ice.
In the following we will give an introduction to the Antarctic Ice Sheet (Section 1.1)
and its geologic history (Section 1.1.1) to understand the special setting of the WAIS. A
summary of the major aspects of the Marine Ice Sheet Instability hypothesis is given in
Section 1.1.2, followed by a section about the basal properties under the WAIS (1.1.3).
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The instrument to conduct this study is a 3D full-Stokes thermo-mechanically coupled
ice flow model. To put this into perspective, we give a general introduction to ice sheet
models (Section 1.2), with a special focus on approximations commonly applied (Section
1.2.1) and how basal sliding (Section 1.2.2) and grounding line motion are incorporated
(Section 1.2.3).
Finally, the study area of Pine Island Glacier is introduced (Section 1.3), with observa-
tions and model studies described in Sections 1.3.1 and 1.3.2, respectively. The objectives
and structure of this study are given in Section 1.4.
1.1 The Antarctic Ice Sheet
The Antarctic continent is almost entirely covered by an ice sheet of varying thickness.
This ice sheet is, with an area of ∼ 13.5× 106 km2 and a volume of 25.4× 106 km3, which
includes the fringing ice shelves, the world’s largest fresh water store (Benn and Evans,
2010). The Pacific side of the Transantarctic Mountains roughly divides the Antarctic
Ice Sheet into two unequal parts, the smaller West Antarctic Ice Sheet (WAIS), with a
grounded ice volume of 3 × 106 km3, and the bigger East Antarctic Ice Sheet (EAIS),
with a grounded ice volume of 21.7× 106 km3 (Benn and Evans, 2010). The remainder of
0.7× 106 km3 of the ice volume is found in the ice shelves surrounding the grounded ice.
1.1.1 Geologic history
West and East Antarctica are geologically distinct. East Antarctica is believed to be
primarily a Precambrian craton older than 500 Ma, while the WAIS is believed to rest on
a cluster of four major crustal blocks (Antarctic Peninsula, Thurston Island, Ellsworth-
Whitmore mountains and Marie Byrd Land) (Dalziel and Lawver, 2001). These blocks
have moved relative to each other and relative to the East Antarctic craton during breakup
of Gondwanaland in the Mesozoic, 251 − 65.5Ma ago (Dalziel and Elliot, 1982; Walker
and Geissman, 2009). The force driving these blocks apart was given by a combination
of ridge-crest subduction and a magmatic plume. The crust was stretched and thinned
and crustal gaps where created that filled with mafic intrusions, a magnesium and iron
rich rock. The modification continued in the Cenozoic, starting 65.5Ma ago, possibly
caused by plume-driven extensional rifting of the Central West Antarctic basin and led
to continuing volcanic activity and crustal fracturing (Bindschadler, 2006). Jordan et al.
(2009) currently find the thinnest crust of the WAIS with ∼ 19 ± 1 km beneath Pine
Island Glacier, a potential source of enhanced heat flow and thus modification of the ice
flow dynamics above.
The distinct formation history of East and West Antarctica is currently also noticeable
at the bed below the ice sheet, shown in Figure 1.1 with the data from Timmermann
et al. (2010). The tectonic processes described above created a geologic ’cradle’ under the
WAIS (Bindschadler, 2006), such that the bedrock under most of the WAIS lies below
sea level. Also some areas under the EAIS lie below sea level, but would rebound above
sea level, if the ice sheet would be removed (Joughin and Alley, 2011). In total around
8.5% of the present day grounded ice sheet volume of Antarctica lies below sea level
(Benn and Evans, 2010). There are several indications for the WAIS to have completely
or partially disappeared during past interglacial periods (Scherer et al., 1998; Naish et al.,
2009; Pollard and DeConto, 2009). This could be connected to the hypothetical instability
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Figure 1.1: Bedrock topography of Antarctica
of marine ice sheets, described in Section 1.1.2, and would explain the existence of sediment
filled basins below the present day WAIS (refer to Section 1.1.3) (Jordan et al., 2009; Smith
et al., 2012).
1.1.2 The marine ice sheet instability
Because most of the bedrock under the WAIS lies below sea level, it is classified as a
so called marine ice sheet. Some areas lie as deep as 2000m below sea level (Vaughan
et al., 2006). A marine ice sheet is anchored to its bed only because it is too thick to
float. The WAIS is the only significant marine ice sheet still present today. A past marine
ice sheet was for example present in the Barents Sea during the Last Glacial Maximum
(∼ 20 ka ago) (Landvik et al., 1998; Benn and Evans, 2010). The disappearance of all
marine ice sheets but the WAIS encouraged the hypothesis that marine ice sheets are
intrinsically unstable (Vaughan, 2008). A variety of studies arose discussing the validity
of this hypothesis.
Figure 1.2 shows a sketch of a marine ice sheet based on a bed with a retrograde slope,
of which the importance will be pointed out in the subsequent text.
Hughes (1973) evaluated a variety of measurements taken on the Antarctic Ice Sheet
from the International Geophysical Year 1957-1958 onwards. He found, that the WAIS
shows several signs of non equilibrium flow conditions, being currently in a retreating
state. This made him suspect that a marine ice sheet may be inherently unstable and that
the possibility of a surge like retreat of the WAIS exists.
Weertman (1974) approached the stability question from a more theoretical side, based
on a idealised flow-line model. He analysed stable grounding line positions for a variety of
bed slope profiles and concluded, that a marine ice sheet placed on a flat bed is inherently
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unstable. A stable situation can only be achieved on a bed that slopes away from the
center. When he applied his analysis to bed slope values representative for the WAIS,
a stable position was found at about half-width of the present WAIS. Weertman (1974)
already stated the importance of including lateral drag and buttressing, caused by ice
shelves, into the analysis.
Figure 1.2: Schematic of a marine ice sheet on a retrograde bed
Thomas and Bentley (1978) described a feedback cycle that leads to an unstable retreat
of marine grounding lines on a retrograde bed as the following: If for example sea level
rise causes the grounding line to retreat inland it will move into thicker ice due to the
retrograde bed. This will lead to enhanced mass flux across the grounding line and, as
an effect, to dynamic thinning. This thinning will then lead to a further retreat of the
grounding line, closing the feedback cycle. Thomas and Bentley (1978) emphasised the
importance of ice shelves for stabilising the retreat scenario.
While the earlier studies believe the cause for an unstable retreat or even collapse of the
WAIS to be unconnected to anthropogenic climate change, Mercer (1978) was the first to
combine the actual threat of greenhouse warming with the collapse of the WAIS and a
induced sea level rise of 5m globally (this value was later revised to 3.3m by Bamber et al.
(2009)). Mercer (1978) centred his reasoning around the buttressing effect of ice shelves.
He argues that, if climatic warming would disintegrate ice shelves by percolating surface
melt water, the rapid deglaciation of the WAIS could be initiated. Mercer (1978) gives
no values at all on how much time these processes would take. However, with time and
repetition the likely threat of a rapid collapse of the WAIS became a paradigm (Vaughan,
2008).
The following increased interest in the potential instability of the WAIS led to much
fieldwork throughout the 1980s and 1990s. The fieldwork was focused on the Filchner-
Ronne Ice Shelf and its hinterland, the Ross Ice Shelf and the Siple Coast. Due to bad
accessibility, the Amundsen Sea Embayment Area remained largely unvisited (Vaughan,
2008). These surveys did not produce any strong evidence that those parts of the WAIS
were in danger of collapse. In the Third Assessment Report of the IPCC the contribution
of the Antarctic Ice Sheet to sea level rise was described as being very small (1.04 ±
1.06mma−1) or even negative (−0.5mma−1) (IPCC-AR3, 2001). The first new hint of a
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transient behaviour was given by a study from Wingham et al. (1998), in which elevation
change over about 50% of the continental area was calculated. This was only possible due
to satellite altimeter measurements. Wingham et al. (1998) found, in the period from 1992
to 1996, no significant elevation change over most parts of the EAIS. But in the ASEA
they found an indication of surface lowering of as much as 10 cma−1. Due to very high
rates of snowfall in this area, Wingham et al. (1998) were not sure if the surface lowering
was due to a dynamic change. But in combination with another study by Rignot (1998),
that showed a grounding line retreat at Pine Island Glacier of almost 1 kma−1 over the
period 1992-1996, the signal for an ongoing dynamic change became clearer.
The observations in the ASEA, and especially at Pine Island Glacier, continued and
revealed a variety of further indications for change. These findings will be further discussed
in Section 1.3. Following the observations of change in the ASEA, an additional focus was
set on modelling the transition zone between the grounded and floating ice, the grounding
line, described in Section 1.2.3.
1.1.3 Basal properties
For the dynamics of an ice sheet, the basal properties below the ice sheet are important.
The ice can exhibit very different basal motion over for example hard rock, till or marine
sediments. The availability of liquid water also has a major influence on the basal motion
of the ice sheet. In Antarctica the bed rock is a mosaic of hard rock and soft sediments,
above which the fast ice streams flow (Benn and Evans, 2010).
It poses a big challenge to derive information on different basal conditions under ice
sheets. Bore holes are one possibility to obtain information on basal properties. However,
only very few boreholes in the WAIS exist (e.g. Engelhardt et al., 1990; Engelhardt and
Kamb, 1998), as their retrieval is time consuming and expensive. Additionally, they give
only a random sample at one point in time. This might be important to consider in areas
with fast changing basal conditions, but is not of major concern in slow changing areas.
To derive a spatially more complete picture of the basal properties geophysical tech-
niques and modelling are applied (Bingham et al., 2010). The geophysical techniques
include RAdio Detection And Ranging (RADAR), seismic and gravity techniques. The
radar systems applied today are mainly airborne and facilitate comprehensive coverage.
Cold ice is transparent to electromagnetic waves in the high to very high frequency bands.
Thus the Ice-Penetrating Radar (IPR, also called Radio-Echo Sounding (RES)) can detect
the ice surface, internal layers and the ice-bed interface.
The bed-echo strength, also called bed reflectivity, is influenced by the presence of water,
subglacial geology and roughness of the ice-bed interface. Brighter reflections can indicate
wet, hard and smooth beds, while dimmer reflections indicate dry/frozen, soft/unconsoli-
dated and rough beds (Peters et al., 2005). Thus also the possible existence of subglacial
lakes can be inferred from bed reflectivity.
Apart from the bed reflectivity, which focuses on the amplitude of the returned signal,
it is possible that also the length and phase of the returned signal can be related to basal
properties (Rippin et al., 2006; Bingham et al., 2010).
From the basal topography itself the bed roughness can be derived, which is defined as
the vertical variation of the bed with horizontal distance. Figure 1.3 shows the basal rough-
ness distribution from Bingham and Siegert (2009), for some regions below the Antarctic
Ice Sheet. Also refer to Sections 4.4 and 5.5.1 for more details about the basal roughness
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measure. There are a variety of algorithms for assessing bed roughness, but they all lead
to similar regional-scale patterns (Bingham et al., 2010). Here it has to be kept in mind,
that high resolution data is only obtained along flight tracks and interpolation between
tracks is applied. This is especially important to consider in data-sparse regions.
Figure 1.3: Bed roughness distribution below the Antarctic Ice Sheet. Figure taken from
Bingham and Siegert (2009).
Seismic techniques are the oldest geophysical methods in glaciology and provided the
first ice thickness measurements of the WAIS (Mothes, 1926; Bentley and Ostenso, 1961).
Seismic techniques work with elastic waves, in contrast to electromagnetic waves, and can
hence image sub-bed structures. It is thus possible to extract the porosity, composition
and internal structure of subglacial sediments, which can play an important role for fast
ice flow due to internal sediment deformation (Boulton and Hindmarsh, 1987; van der
Meer et al., 2003). Also the existence of a subglacial water layer is possible to detect with
seismic methods (King et al., 2004; Smith, 2007).
Inverse modelling techniques are applied with increasing frequency to infer basal prop-
erties, such as certain sliding parameters in sliding laws and basal drag (MacAyeal, 1992;
Sergienko et al., 2008; Joughin et al., 2009; Pollard and DeConto, 2012). These techniques
are usually based on measured surface velocity fields and use control methods to infer the
basal fields. Modelling of ice flow dynamics is also an important tool to test hypotheses
about subglacial bed properties (Bingham et al., 2010).
From aerogravity measurements the crustal thickness can be inferred and thus a geother-
mal heat flux estimated (Jordan et al., 2009). Geothermal heat flux is not directly con-
sidered a basal property, but can lead to enhanced subglacial melt water occurrence.
When modelling ice sheet dynamics, not only the type of bed rock can have a major
influence, but also the resolution on which the data is available (Durand et al., 2011).
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1.2 Ice sheet models
For the formation of ice sheet models a variety of developments in different fields were
necessary. There is the development of a physical description of glacier flow, and measure-
ments that support the theories. Furthermore, the growing availability of computational
resources fostered the field of numerical modelling. Here we will give a short overview of
the different developments, followed by descriptions of some selected sub-items in glacier
modelling. First we will have a look at different approximations used in glacier models
(Section 1.2.1), followed by basal sliding (Section 1.2.2) and finally grounding line migra-
tion in numerical models (Section 1.2.3).
Observations of glacier flow, and attempts for a physical explanation, can already be
found in the 18th century. David Forbes (1809-68) was perhaps the first to propose that
glaciers flow like viscous fluids (Clarke, 1987; Blatter et al., 2010). Forbes’ suggestion led
to a heated controversy, due to the solid and brittle appearance of the ice (Cuffey and
Paterson, 2010), but eventually prevailed. Laboratory experiments suggested a power-law
for the deformation of ice (Glen, 1952; Steinemann, 1954; Glen, 1955), in more detail de-
scribed in Section 2.2. Nye (1953) applied this power-law for the flow of ice, later called
Glen’s flow law or Glen-Steinemann flow relation, to field observations. It was eventu-
ally agreed on, that glacier flow is a problem within the field of fluid dynamics (Blatter
et al., 2010). The fluid dynamical balance equations, together with a non-Newtonian rhe-
ology, can therefore describe the flow of glacier ice. Due to special properties of glacier
ice, discussed in Section 2.1.2, the momentum balance becomes a force balance, given in
components, such that


























with τ ij being the different components of the deviatoric stress tensor τ , p the pressure, I
the identity matrix, ρi the ice density and g the gravitational acceleration. For a derivation
of the equations refer to Section 2.1.2. The colour indication will be used in Section 1.2.1
to describe the different approximations.
In a variety of scientific fields, numerical modelling has become a useful tool to expand
understanding. Especially when real experiments and analytical theory reach their limits.
This is among others the case for fluid dynamics. The equations of motion describing
fluid flow are well known. But due to nonlinearities in many cases they can not be solved
analytically. In Computational Fluid Dynamics the equations are solved numerically and
this helps to understand the dynamics of fluid motion.
In the past decades the use of computer models in science has become increasingly pop-
ular. The experiments conducted with computer models are called in-silico experiments.
This term is an analogue to in-situ, which is a Latin phrase meaning in position. In-silico
refers to the material silicium, what most Central Processing Units (CPUs) are made of
(Gramelsberger, 2010).
A glacier model is always a simplification of the reality, with several approximations and
assumptions made. Continuum mechanics approximate the fluid motion by the Eulerian
description, which assumes a continuous mass rather than discrete particles. To receive
a numerical solution, the underlying system of equations needs to be dicretized (refer to
Section 2.5). The grid spacing hereby depends on the focus of the study. In general it
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can be said that processes that take place on scales smaller than the grid spacing have
to be parametrised, which is the aim to find a formulation for the larger scale impact of
smaller scale processes. An example for this in glacier models is the sliding of a glacier over
its bed. In reality it is influenced by numerous processes on a variety of scales. Sliding
relations are introduced, that try to capture the main processes without becoming too
complex to work with. Another example is given by the ice rheology, discussed in detail
in Section 2.2.1. It describes the bulk creep behaviour of polycrystalline ice, instead of the
deformation of every single ice crystal (van der Veen, 2002; Benn and Evans, 2010).
Another source of uncertainty can be given by the data used to calibrate the model.
Measured data is also subject to assumptions and approximations made during the mea-
surement process, and has to be handled with care.
Apart from these obvious shortcomings, computer experiments are a valuable tool to
investigate systems that are not otherwise manageable for a real physical experiment, due
to huge spatial or temporal scales, as is the case for glaciers. Still, when dealing with
computer experiments, it is very important to remember the shortcomings of the tool. A
common mistake is for example done by using the same data to validate a model, that
was initially used to calibrate the system with (van der Veen, 1999).
1.2.1 Approximations
A glacier flow model consists of solving a coupled thermomechanical problem. This can
be done for either a diagnostic or a prognostic problem. Diagnostic models usually focus
on particular processes and their influence on the glacier system, while prognostic models
usually simulate the evolution of glacier systems in time and their response to changing
external conditions (Benn and Evans, 2010).
When solving the coupled thermomechanical problem, the computationally most ex-
pensive part is given by the mechanical part as shown in component form in Eq. (1.1).
Solving for the full set of terms is the most exact solution that can be obtained and the
models doing this are called full-Stokes (FS) models (Alley et al., 2012). As these models
are computational expensive they are usually used diagnostically to study specific outlet
glaciers (e.g. Morlighem et al., 2010). Increase in computational resources make it also
possible to calculate the evolution of an ice sheet with a full-Stokes model over a certain
period (e.g. Seddik et al., 2012).
Depending on the flow regime modelled, different terms in Eq. (1.1) can be shown
to have minor influence and can therefore be neglected. The first three dimensional ice
sheet models were based on the so called Shallow Ice Approximation (SIA) (Hutter, 1983;
Morland, 1984). These models assume, that ice flow is dominated by internal shear defor-
mation. This is true for large parts of the interior of an ice sheet, where the ice is frozen
to the ground or the ice simply does not slide due to the high basal roughness. Also in
the interior of an ice sheet typical horizontal extents are large compared to typical vertical
extents. Therefore, longitudinal derivatives of stress, velocity and temperature are small
compared to vertical derivatives and can be neglected (Hooke, 2005). This leaves only the
black and red terms in Eq. (1.1), leading to a local balance of the stresses.
In ice shelves or fast flowing outlet glaciers vertical shear is negligible and horizontal
velocity components therefore hardly vary with depth. The resulting flow is a so called
plug-flow and described by the blue and black terms in Eq. (1.1). This approximation
was first introduced by Morland (1987) for an unconfined ice shelf, and later on extended
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by MacAyeal (1989) for ice stream flow over a viscous basal sediment. The approximation
is called Shelfy-Stream or Shallow Shelf Approximation (SSA).
A Higher Order Model (HOM) was first introduced by Blatter (1995) and later on
written in terms of velocities by Pattyn (2003). It incorporates longitudinal stress terms
and only neglects part of the brown and red terms in Eq. (1.1).
Approximations always simplify the solution and if the requirements for its validity in
certain applications are not considered, this can lead to errors. The SIA is for example
not valid in key areas such as ice divides and grounding lines (Baral et al., 2001; Pattyn
et al., 2012). In general the accuracy of the SIA decreases, as the contribution of basal
slip increases (Gudmundsson, 2003).
1.2.2 Basal motion
The overall glacier motion consists of different components: internal creep deformation
of the ice, sliding of ice over its bed and deformation of the bed itself. Basal motion or
basal slip is the combined motion of sliding and bed deformation (Cuffey and Paterson,
2010). The strength, with which the components contribute to the total motion, strongly
varies in different regions. In certain areas basal sliding can account for up to 90%
of the glacier motion (Schweizer, 1989). It is agreed on, that basal slip can be a very
important factor for ice dynamics, but still it is difficult to be precisely described in ice
flow models, as it depends on many different and often locally unknown factors. A major
drawback to the understanding of basal slip is the difficulty to observe it. Measurements
have been conducted in subglacial cavities, tunnels and boreholes, but these are local
measurements and can not necessarily be generalised to a wider area (Cuffey and Paterson,
2010). Although it might be impossible to know the basal conditions below a glacier well
enough to accurately predict the rate of motion of the glacier over its bed, it is important
to understand the processes, to place limits on the rate (Hooke, 2005). Theories were
established to describe the slip mechanisms, with reasonable assumptions made where
necessary, as a substitute for detailed data. For modelling glacier dynamics slip relations
are necessary. These relations commonly connect basal velocity ub, basal shear stress τ b
and bed characteristics. The bed characteristics can be the effective pressure Nb, the bed
roughness and sediment properties (Cuffey and Paterson, 2010). When choosing a sliding
relation for a glacier model, it is often a trade off between a realistic description and a
workable formulation (Benn and Evans, 2010).
Following Weertman (1957), the sliding of a glacier over a hard bed is only possible for
a temperate base, which is a base at pressure melting point, and due to a combination
of regelation and enhanced creep. Regelation describes a process where the ice melts due
to high pressure on one side of an obstacle and refreezes on the other side. Enhanced
creep is due to a stress concentration on the upstream side of an obstacle. It was later
found that sliding velocities exceeding 20ma−1 on hard beds can only be explained with
the existence of water filled cavities, stressing the importance of the effective pressure Nb
(Lliboutry, 1968; Bindschadler, 1983). While the original sliding law by Weertman (1957),
described in detail in Section 5.1.1, consisted mainly of physical parameters, it developed






The constants p and q are usually empirically determined. The effective pressure Nb has
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to be either explicitly modelled as a subglacial hydraulic system (e.g. Flowers et al., 2003)
or a simple parametrisation is used (e.g. Huybrechts and de Wolde, 1999). The Weertman
type sliding law in Eq. (1.2) is often extended with a temperature function f(T ), to
control sliding for regions with temperatures below pressure melting point (e.g. Fowler,
1986; Budd and Jenssen, 1987).
One shortcoming of the above formulation is, that it results in infinite basal velocities
ub → ∞, if Nb = 0 and τ b > 0. This would not happen in reality, as part of the
driving stress is supported by lateral drag and longitudinal stress gradients, so called
global controls (Benn and Evans, 2010). Looking at this from another side, for increasing
basal velocities ub ↑ and increasing effective pressure Nb ↑, there is no upper bound for
the basal shear stress τ b, such that τ b < τ b,max. In reality though, cavities form as a
result of increasing water pressure in the lee side of bedrock obstacles, putting an upper
bound on τ b, determined by the slope of the bed (Iken, 1981; Schoof, 2005). Relations of
the form shown in Eq. (1.2), that express the basal velocity ub explicitly as a function of
basal shear stress τ b and effective pressure Nb, are called sliding laws and implemented
as a Dirichlet boundary condition. Laws with an upper bound for τ b, that describe a
relationship between the different terms, are called friction laws and implemented as a
Robin boundary condition (Gagliardini et al., 2007). These friction laws can be multi-
valued, meaning a given basal velocity may be associated with more than one value of
basal drag (Benn and Evans, 2010).
The above described sliding and friction laws only deal with hard bed sliding. On
deformable substrates, hereafter generally referred to as till, high basal velocities can also
be present (Cuffey and Paterson, 2010). Subglacial till can consist of glacial deposits
or marine sediments. It can be modelled separately to derive the internal temperature
dependent deformation (e.g. Bougamont et al., 2003; Christoffersen and Tulaczyk, 2003).
These models are based on a Coulomb-plastic yield criterion, which specifies the maximum
basal shear stress τ b that can be supported by the till (Benn and Evans, 2010).
In reality many regions are dominated by a mixture of hard (bedrock) and soft or weak
(till) beds. Simple parametrisations can be used to capture this by applying a law of the
form τ b ∼ u
1/m
b , where m = 1 should mimic linear-viscous till deformation (MacAyeal,
1992), m→∞ plastic till behaviour or fast flow over hard bed (Joughin et al., 2004) and
m = 3 slow flow over hard bed (Cuffey and Paterson, 2010).
1.2.3 Grounding line migration
The dynamics of marine ice sheets are sensitive to grounding line position and migration.
Thus grounding line motion is an important factor for numerical investigation of the WAIS
(Katz and Worster, 2010). Many current ice-sheet models do not yet include rapid ice loss
due to grounding line migration, as most of the complex processes are poorly understood
(Docquier et al., 2011).
The different stress approximations in ice sheet models (Section 1.2.1) lead to different
implementations of grounding line motion. For grounding line motion it is also of high
importance what kind of mesh is applied. In Fixed Grid (FG) models the grounding
line position always falls in between grid points. Moving Grid (MG) models explicitly
model the position and follow it continuously. Adaptive Mesh (AM) models are a trade-
off between fixed and moving grids, and refine the mesh near the grounding line (Docquier
et al., 2011).
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Some full-stokes models solve a contact problem between the ice and a rigid bedrock
(Durand et al., 2009). To determine the location of the grounding line two conditions have
to apply, the floating condition and a stress condition, comparing the water pressure to
the ice overburden pressure (Schoof, 2005; Gagliardini et al., 2007; Durand et al., 2009).
Another way is to determine the grounding line position by solving for the ice thickness
and apply the floating condition, hereby neglecting bridging effects (Pattyn et al., 2013).
Several studies show, that it is necessary to consider all stress terms in the transition
zone from shear flow to plug flow across the grounding line (e.g. Lestringant, 1994; Pattyn,
2000; Pattyn and Durand, 2013). For large scale ice sheet models, this is not possible,
due to computational costs. Schoof (2007a) developed a semi-analytical solution for the
ice flux across the grounding line for shallow models, which Pollard and DeConto (2009)
incorporated into a numerical ice sheet model at coarse grid resolution by applying a
heuristic rule.
Mesh resolution around the grounding line is also a crucial issue (Vieli and Payne, 2005).
High mesh resolution is needed in the vicinity of the grounding line in order to generate
consistent results (Durand et al., 2009; Gladstone et al., 2012). To save computational
cost, ice sheet models with adaptive mesh refinements are of high interest and increasingly
developed (e.g. Gladstone et al., 2010; Cornford et al., 2012).
For the hypothesis of marine ice sheet instability, the existence of steady state grounding
line positions on reverse bed slopes is discussed. There are studies that suggest neutral
equilibrium on a reversed bed slope (e.g. Hindmarsh, 1993, 1996) and others, that do not
(e.g. Schoof, 2007a; Durand et al., 2009; Katz and Worster, 2010). The Marine Ice Sheet
Model Intercomparison Project (MISMIP) shows common agreement on the hysteresis
across an overdeepend bed for 2D flow-line models (Pattyn et al., 2012). Newer 3D model
studies, however, stress the importance of lateral drag and are able to produce steady
grounding line positions on a reversed bed slope (Gudmundsson et al., 2012; Jamieson
et al., 2012).
A new Marine Ice Sheet Model Intercomparison Project for 3D models (MISMIP 3D)
was conducted, which focuses on the reversibility of grounding line positions and not
on reversed bed slopes though (Pattyn et al., 2013). These model intercomparisons are
valuable to estimate the influence of model physics, approximations, grid resolutions and
other factors onto the results of grounding line positions.
1.3 Pine Island Glacier
Pine Island Glacier is a fast flowing outlet glacier, draining a large part of the WAIS. In
the past decades the glacier has shown acceleration, thinning and a significant grounding
line retreat (Rignot, 2008; Wingham et al., 2009; Rignot, 1998). These ongoing processes
are coinciding with a concentrated mass loss in the area around Pine Island Glacier, the
Amundsen Sea Embayment (Horwath and Dietrich, 2009).
While the Weddell and Ross Sea sectors drain through ∼ 500 km wide ice shelves, the
Amundsen Sea sector holds only narrow ice shelves, that provide less buffering against
collapse. Due to this special setting, Mercer (1978) identified the Amundsen Sea sector as
the most vulnerable to collapse.
In the following we will give an overview of the observed changes on Pine Island Glacier




Observations on Pine Island Glacier became denser in the 1970s with increasing satellite
observations. Earlier observations were sparse due to the remoteness of the glacier and an
extensive sea ice cover in Pine Island Bay (Vaughan, 2008).
Pine Island Glacier drains an area of ∼ 1.75× 106 km2 (Vaughan et al., 2006), which is
about 9% of the WAIS. From the total potential of the WAIS to raise eustatic sea level
by 3.3m (Bamber et al., 2009), 0.52m can be accounted to Pine Island Glacier (Vaughan
et al., 2006). In case of a collapse of the WAIS, only 0.24m from those 0.52m of ice
equivalent would really be lost to the ocean, as the drainage basin is subdivided into a
northern and southern basin by a bed high (Vaughan et al., 2006).
Under Pine Island Glacier sediment basins are suspected. Their existence is inferred
from basal roughness distributions (Rippin et al., 2011), aerogravity measurements (Jordan
et al., 2009) and seismics (Smith et al., 2013). Subglacial geology influences the spatial
pattern of ice flow (Smith et al., 2013). In some areas, subglacial erosion rates of ∼ 1ma−1
have been derived (Smith et al., 2012), suggesting a possible change over time of the
subglacial environment, and thus possibly the ice flow patterns.
The fast flowing (|us| > 100ma
−1) main trunk of the glacier is about 325 km long,
while the total length from the ice divide to the calving front is about 400 km. The main
trunk lies in a 500m deep trough, which suggests a constrained and long-lived ice stream
(Vaughan et al., 2006).
The ice flows from the interior to the West, into the Amundsen Sea, where it forms
a small ice shelf. The shape of the ice shelf is defined by a variety of ice rises, pinning
the ice shelf. The areal extent of the ice shelf has not shown major changes since ob-
servations started in 1947, only the slow flowing northern shelf showed a slight ongoing
retreat. The calving front undulates with calving events periodically about every 6 years
(1995/96,2001,2007,2013) (Rignot, 2002, pers. observation). At these calving events, big
icebergs, several km long and 10−20 km wide, are calved off into the Amundsen Sea. The
iceberg size for the last big calving event in 2013 was ∼ 700 km2 (pers. observation).
Beneath the ice shelf a ridge is located in the sea bed, perpendicular to the flow direction.
The position of the ridge is suggested to be an earlier location of the grounding line
(Jenkins et al., 2010). In the past decades, the grounding line position strongly retreated
further by 1.2± 0.3 km between 1992 and 1996 (Rignot, 1998), and up to 20 km between
1996 and 2009 (Joughin et al., 2010). For a further description also refer to Section
3.1.2. This recent retreat took place across a so called ice plain, an only slightly grounded
area, which facilitated the ungrounding (Corr et al., 2001). The grounding line position
in 2009 includes a lightly-grounded island like area forward of the main grounding line
(Joughin et al., 2010). Park et al. (2013) infer from 1992 to 2011 a constant retreat rate
of 0.95±0.09 kma−1, which is accompanied by an accelerated rate of terminus thinning of
0.53± 0.15ma−2. Figure 1.4, taken from Joughin et al. (2010), shows the surface velocity
field at Pine Island Glacier, together with the grounding line positions from 1996 and
2009.
Acceleration of the entire glacier flow speed has been observed since the 1970s. The ice
shelf, which is only the part of the glacier floating on the ocean, accelerated hereby from
∼ 2300ma−1 in 1974 to ∼ 4000ma−1 in 2007. The entire glacier, including grounded and
floating ice, accelerated by 42% between 1996 and 2007 and by 73% between 1974 and
2007 (Rignot, 2008).
12
1.3 Pine Island Glacier
Figure 1.4: Surface velocity and grounding line positions 1996 (cyan) and 2009 (magenta).
Figure taken from Joughin et al. (2010).
This acceleration is accompanied by an increased thinning near the grounding line from
3ma−1 in 1995 to 10ma−1 in 2006. In 1995, the thinning was limited to the main trunk
of the glacier, with thinning rates over 1ma−1 confined to the ice plain area. By 2006 the
thinning was found in all the tributaries with rates over 1ma−1 extending up to 100 km
inland from the grounding line (Wingham et al., 2009).
Warm ocean waters are suspected to be a major driver for these ongoing observed
changes (Payne et al., 2004; Jacobs et al., 2011; Pritchard et al., 2012). Different ap-
proaches have all come to the conclusion, that the melt rates beneath the Pine Island Ice
Shelf are exceptionally high (24 ± 4ma−1 (Rignot, 2006), 15 ± 2ma−1 (Shepherd et al.,
2004), 10− 12ma−1 (Jacobs et al., 1996)).
Pine Island Glacier is undergoing drastic changes. Whether these changes are only the
beginning of an ongoing retreat of the glacier, or if it will eventually stabilise again, are
questions yet to be answered. Modelling studies are carried out to investigate this question
and will be described in the next Section.
1.3.2 Model studies
Model studies on Pine Island Glacier address questions focusing on how sensitive the
glacier is to changes in external conditions (ice shelf buttressing, basal conditions) (e.g.
Schmeltz et al., 2002) and how much the future contribution to sea level rise will be (e.g.
Joughin et al., 2010). The overarching question is though, if the system will stabilise
again in the near future, or if retreat might even accelerate (e.g. Katz and Worster, 2010;
Gladstone et al., 2012).
A variety of models have been applied to the glacier, with different degrees of approxi-
mations and horizontal dimensions. There are basin wide SSA models (e.g. Joughin et al.,
2009, 2010), SSA models covering a smaller area fraction (e.g. Schmeltz et al., 2002), SSA
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flow-line models (Gladstone et al., 2012) or a full-Stokes model (Morlighem et al., 2010).
Some model studies explicitly deal with questions concerning the glacier, while others
use Pine Island Glacier as an application example for newly developed tools (e.g. Larour
et al., 2012; Cornford et al., 2012).
Schmeltz et al. (2002) investigated the sensitivity of Pine Island Glacier to ice shelf
buttressing and basal conditions with a SSA model. They assume linear-viscous till defor-
mation (m=1, refer to Section 1.2.2) and conclude, that the removal of the entire ice shelf,
although not likely to happen soon, would lead to a speed up > 70%. The glacier is less
sensitive to softening of glacier shear margins and reduction in basal shear stress. They
assume a constant temperature, and are thus not solving for the thermo-mechanically
coupled problem.
Joughin et al. (2009) infer basal properties below Pine Island Glacier from a model
constraint with surface velocities. They find mixed bed conditions, with areas of strong
bed and areas of weak till. They used different basal sliding laws. Another study was
carried out by Joughin et al. (2010), to test the time dependent response to grounding
line retreat with the different sliding parametrisations. They find, that the mixed bed
assumption delivers the most plausible results. Additionally, they estimate an upper bound
of 0.27mma−1 to eustatic sea level rise from Pine Island Glacier, which is considerably
smaller then previous estimates (0.4 − 1.5mma−1 (Pfeffer et al., 2008; Joughin et al.,
2010)). The present day ice mass loss of the entire ASEA, consisting of Pine Island and
Thwaites Glacier, is equivalent to 0.27mma−1 (Groh et al., 2012). They also conclude,
that the rate of grounding-line retreat should diminish soon, suggesting a stabilisation of
the system. Joughin et al. (2009) and Joughin et al. (2010) solve for the temperature, but
not in a coupled manner.
Gladstone et al. (2012) couple a 2D flow-line model with a box model for cavity circu-
lation and follow a more statistical approach. They carry out ensemble simulations over
a 200 year period (1900 − 2100) and compare the results to recent observations. Thus
they make a calibrated prediction in the form of a 95% confidence set that monotonic
grounding line retreat will prevail.
Morlighem et al. (2010) diagnostically modelled the flow of Pine Island Glacier using
three different degrees of approximation (SSA,HOM,FS) and inferred basal shear stress.
They find that SSA and HOM overestimate drag near the grounding line due to neglected
bridging effects, therefore arguing for the use of FS models near the grounding line. These
findings are partly contrary to results from Joughin et al. (2009).
1.4 Objectives and structure of this study
The major aim of this study is to advance our knowledge about the internal dynamics, basal
motion and thermal structure of Pine Island Glacier. The significant observed changes
taking place at Pine Island Glacier are related to changes of the glacier dynamics. The
interplay of external forcing and internal feedback are crucial for the future dynamics of the
glacier. Among the biggest challenges today for simulating the dynamics of real glaciers
and ice sheets, is the formulation of basal sliding, as the basal conditions are difficult to
access.
We investigate the dynamics of Pine Island Glacier with use of a thermo-mechanically
coupled 3D finite element full-Stokes flow model. To do this, the coupled flow model is set
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up for the glacier and a variety of diagnostic numerical experiments are performed. Since
we use a full-Stokes model, which is computationally expensive and therefore appropriate
for diagnostic process studies in high resolution, rather than time dependent evolution of
the glacier, we focus on local flow mechanisms and basal sliding. The simulated scenarios
are developed to derive for one the locally dominant mechanisms driving the complex
surface flow structure of the glacier. Based on these results the second part focuses on basal
sliding and associated bed conditions. The aim is to step away from a commonly conducted
empirical fit of basal sliding parameters with control methods to observed surface velocities,
and move towards inclusion of measured basal properties to constrain basal sliding.
This introductory chapter is followed by a theory chapter, Chapter 2, in which the
underlying equations of the coupled flow model, the boundary conditions and the finite
element method are introduced. A large portion of the study is dedicated to the ad-
vancement, implementation and validation of the coupled flow model, which is described
in Chapter 3. The coupled flow model is implemented in the commercial finite element
method software COMSOL Multiphysics©. The used prismatic finite element mesh al-
lows for easy refinement around the grounding line, where high resolution is necessary to
resolve the dynamics accurately.
In Chapter 4 the focus lies on the identification of the dominant local mechanisms,
driving the flow of the different tributaries. A variety of numerical experiments, with
varying boundary conditions, are conducted. Also a reference simulation is conducted
with a similar but simplified approach, as the above describe control methods.
In Chapter 5, we explicitly focus on basal sliding. By using information about the basal
roughness distribution beneath the glacier, we constrain basal sliding by this additional
physical information. A range for a locally varying basal sliding parameter is identified
with the simplified inversion. This range is matched onto the normalised roughness distri-
bution and applied in the basal sliding formulation of the forward coupled flow model. The
results are analysed and discussed. Additionally, a theory by Li et al. (2010) is tested for
its applicability to Pine Island Glacier, which connects the roughness measure to the orig-
inal sliding assumptions made by Weertman (1957). The main findings are summarised





In this chapter, the theoretical foundations of the model are described. At the length and
time scales considered in this study, glacier ice is seen as a continuum and behaves like a
fluid. Therefore, the flow of glacier ice can be described with the governing equations of
fluid mechanics, a field of continuum mechanics. The governing equations are the balance
equations for mass (Section 2.1.1), momentum (Section 2.1.2) and energy (Section 2.1.3).
Additionally, a constitutive equation (Section 2.2) is needed to complete the system.
The field quantities we are interested in are the velocity field u, the pressure p and the
temperature T . The evolution of these quantities can not be calculated directly, as they
are not conserved quantities, but can instead be derived from the balance equations for
mass, momentum and energy.
The balance equations in local form (as described in Section 2.1) are only valid if the
fields are sufficiently smooth. This is not the case at the outer boundaries of the glacier
and therefore special conditions for these cases have to be formulated, which is done in
Section 2.4.
In order to solve the resulting partial differential equations numerically, the finite el-
ement method is applied. The basic concepts of this method are described in Section
2.5.
2.1 Balance equations
The balance equations can be expressed in two different ways, the Eulerian and the La-
grangian description. The Eulerian description, also called spatial description, considers
all matter passing through a fixed spatial location. The Lagrangian description, also called
material description, focuses on a set of fixed material particles, irrespective of their spa-
tial location (Hutter and Jo¨hnk, 2004). For the study of fluid flow and convective heat
transfer, the Eulerian description is more convenient and will be used here.
The general balance equation describes the balance of a physical quantity G(ω, t) (mass,
momentum or energy) within a distinct volume ω at time t. For this quantity the addi-
tivity assumption must hold, which states that the value of a physical variable of a body
is given by the summation of its values over the parts of the body (Hutter and Jo¨hnk,
2004). These quantities are mass, momentum or energy and not velocity, pressure and
temperature. It is assumed that the change of G with time may be due to three different
processes:
1. flux Φ(∂ω, t) of G across the boundary ∂ω.
2. production P (ω, t) of G within the volume.
3. supply S(ω, t) of G within the volume.
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The production P results from processes within the volume, while the supply S is acting
from outside the volume, such that the whole volume becomes directly influenced (Hutter
and Jo¨hnk, 2004). Conserved quantities are characterised by a vanishing production. Thus
energy is conserved, while temperature is not. The balance of dG/dt within a volume ω
can be written as
d
dt
G(ω, t) = −Φ(∂ω, t) + P (ω, t) + S(ω, t), (2.1)
with positive fluxes defined as outflows from the volume (Greve and Blatter, 2009).
In order to reformulate Eq. (2.1) into its local form (Eulerian description), as we are
interested in the local change of the quantity G over time, we express the quantity G, the




ω g(x, t) dv, P (ω, t) =
∫
ω p(x, t) dv and S(ω, t) =
∫
ω s(x, t) dv,
with the position vector x = (x, y, z). The flux Φ can be written as the surface integral of
a flux density φ, such that
Φ(∂ω, t) =
∮
∂ω φ(x, t) · n da,
where n is the unit normal vector of the surface and da is a scalar surface element.
Inserting the integral expressions of the densities into Eq. (2.1) leads to the general
balance equation in integral form. With the assumption that all fields are sufficiently
smooth , the application of Reynolds’ transport theorem (Eq. (A.1)) and the application




+ div(gu) = −div(φ) + p+ s, (2.2)
with the advective flux density gu, given by the product of the quantity density g and the
velocity field u.
As stated above, Eq. (2.2) is only valid for parts of the volume where the fields are
sufficiently smooth. This is usually not the case for the outer boundaries of the volume.
For these outer boundaries special conditions apply, which are specified in Section 2.4.
In the following sections, the balance equations for mass, momentum and energy are
derived. The derivation will be first conducted in a general form and then specified for the
application to a thermomechanical glacier model. This is done as detailed as considered
necessary for the given application. For further details refer to Greve and Blatter (2009)
and Hutter and Jo¨hnk (2004).
2.1.1 Mass balance - Continuity equation
The balance equation for mass, the so called continuity equation, can be derived by letting
the mass M be the arbitrary physical quantity G. The according mass density is ρ. The
mass of a material volume can by definition not change. Therefore, there is no flux,
production and supply of mass. With respect to the general balance equation (Eq. (2.2)),
we thus find that g = ρ,φ = 0, p = 0, s = 0. With these densities the local balance
equation for mass is given by
∂ρ
∂t
+ div(ρu) = 0 (2.3)
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The density of glacier ice ρi is dependent on the temperature T and the pressure p
of the ice. Pure ice with no air or water inclusions has a density of ρi = 917 kgm
−3 at
temperatures near 0◦C. The densest polar ice with about ρi = 923 kgm
−3 can be found in
mid-range depths where low temperatures and moderately high pressures prevail (Cuffey
and Paterson, 2010). The highest value of ρi = 923 kgm
−3 presents only a 0.6% deviation
from the lowest value of ρi = 917 kgm
−3. Therefore it is an acceptable assumption to
consider the ice as incompressible (ρ = const.) and thus Eq. (2.3) becomes
div(u) = 0, (2.4)
which states that the velocity field u is free of divergence.
2.1.2 Momentum balance - Momentum equation
The momentum balance equation can be derived from Newton’s second law. The arbitrary
physical quantity G is now the total momentum P . The momentum is defined as the
product of mass and velocity. The total momentum P can be written as P (ω, t) =∫
ω ρu dv, with the momentum density ρu. After Newton’s second law the temporal change
of the momentum P is given by the sum of all forces F acting on the volume ω. These
forces can be either external volume forces f (such as gravitation or Coriolis force) acting
on the volume element ω, or surface forces (such as pressure, normal- or shear stresses)
σn acting on the element boundary ∂ω. The surface force σn depends on the orientation
of the surface and must be a linear function of the normal vector n, such that σn = σ ·n,
where σ is a second-order tensor, the so called Cauchy stress tensor.
When comparing these terms to the general local balance equation (Eq. (2.2)), we find
that g = ρu,φ = −σ, p = 0, s = f and thus for the momentum balance
∂(ρu)
∂t
+ div(ρu⊗ u) = div(σ) + f . (2.5)
The ratio of inertial forces to viscous forces for given flow conditions can be expressed
with the dimensionless Reynolds number Re. For slow flowing glacier ice with a high
viscosity the Reynolds number has values of about Re ≈ 10−10 (Lliboutry, 1987). The
inertial forces, which are the terms on the left side of Eq. (2.5), can therefore be neglected
and Eq. (2.5) simplifies to
div(σ) + f = 0. (2.6)
In fluid dynamics it is common to split the Cauchy stress tensor σ into a velocity
dependent part, the deviatoric or viscous stress tensor τ , and a pressure dependent or
hydrostatic part pI, such that
σ = τ − pI,
with the pressure p and the identity matrix I. In incompressible materials, such as ice,
only the deviatoric stress, the deviation of stress from the mean pressure acting in all
directions, can result in strains. Thus, the deviatoric stress tensor τ , instead of the full
stress tensor σ, is related to strain rates, and thus the velocity field u, via a constitutive
relation, which is described in Section 2.2 (Cuffey and Paterson, 2010).
The volume force f contains the force of gravity g. Since the rotating Earth is a non-
inertial system, the volume force f also contains the centrifugal force and the Coriolis
force. However, due to the very slow flow velocities of glacier ice the effect of the inertial
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forces is very small, as shown above. Therefore, the Coriolis force can be neglected. The
centrifugal and actual force of gravity can be combined to form the effective force of
gravity ρg. The gravitational acceleration g is a vector of the form g = (0, 0,−g) with
g = 9.81m s−2.
The resulting equation is the Stokes equation
div(τ − pI) = −ρg (2.7)
and the flow it describes is called Stokes flow.
Angular momentum balance
The angular momentum L is defined as the cross product of the position vector x and
the momentum P , such that L = x × P . When inserting this into the general balance
equation Eq. (2.2) and evaluating (for more details refer to Greve and Blatter (2009)), the
balance of angular momentum reduces to the statement that the Cauchy stress tensor σ
is symmetric, such that
σ = σT . (2.8)
Boundary conditions for the angular momentum do not need to be imposed explicitly as
they are the same as for momentum (see Section 2.4).
2.1.3 Energy balance - Heat transfer equation
The total relevant energy of the system consists of kinetic (mechanical) and internal (ther-
mal) energy. The first law of thermodynamics states, that these energies are conserved
together and not individually. Furthermore it states that the change of the total energy
with time is given by the sum of the rate of work done by applied forces and the change
of heat content per unit time. For an incompressible slow fluid flow, as glacier flow, the
kinetic energy is not significant and therefore an internal energy equation is more appro-
priate (Reddy and Gartling, 2010). It has to be noted that the internal energy is not
a conserved quantity as the production does not vanish (Greve and Blatter, 2009), only
kinetic and internal energy together are conserved. The production term ψ is given by
heat production due to internal friction and is thus related to the kinetic energy.
The internal energy E can be written as a volume integral, with the internal energy
density ρe as the product of density ρ and the specific internal energy e, such that E =∫
ω ρe dv. The flux density across the boundary is given by a heat flux q and a supply is
given by radiation ρr.
When comparing now to the general local balance equation (Eq. (2.2)) we find that
g = ρe,φ = q, p = ψ, s = ρr.
The local change of the internal energy E with time can thus be expressed as
∂ρe
∂t
+ div(ρeu) = −div(q) + ψ + ρr (2.9)
with the advective flux ρeu and the diffusive flux q, the internal production ψ and the
supply ρr. In glacier ice the radiative heat supply ρr can be neglected as it only reaches
the uppermost centimetres (Cuffey and Paterson, 2010).
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For an incompressible fluid the specific internal energy e is the product of the specific








The Fourier heat conduction law describes the diffusive flux q as
q = −κ(T ) grad T (2.11)
with the thermal conductivity κ(T ) (refer to Eq. (2.14)). Now the heat transfer equation





+ u grad T
)
= div(κ(T ) grad T ) + ψ. (2.12)
The internal heat source term ψ can consist of heat produced by ice deformation, firn
compaction and freezing of water (Cuffey and Paterson, 2010). Since firn compaction and
freezing of water occur mainly near the surface and we do not incorporate a firn model
neither simulate temperature in an annual cycle, those two components are neglected and
we only consider deformational heat. The deformational heat arises from the work done
to accomplish the strain. It is defined by Greve and Blatter (2009) as
ψ = 4µε˙2e (2.13)
with the viscosity µ (refer to Eq. (2.24)) and the effective strain rate ε˙e (refer to Eq.
(2.21)).
Thermal properties - Thermal conductivity κ(T) and heat capacity cp(T)
The thermal conductivity κ(T ) for pure ice is temperature dependent and can be described
with
κ(T ) = 9.828 [Wm−1K−1] e(−5.7× 10
−3 T [K−1]). (2.14)
Since glacier ice is mostly pure, this formula can be adapted. The thermal conduc-
tivity κ(T ) increases with decreasing temperature (Cuffey and Paterson, 2010). For
T = 273.15K = 0◦C this gives a value of κ = 2.07Wm−1K−1.
The specific heat capacity cp(T ) does not depend on density and following Cuffey and
Paterson (2010) is for glacier ice assumed to be
cp(T ) = 152.5 [J kg
−1K−1] + 7.122T [J kg−1K−2]. (2.15)
Typical temperatures within the Antarctic Ice Sheet can range from about 223.15K =




Pressure melting point Tpmp and homologous temperature T
′
The melting temperature of ice is pressure dependent and therefore referred to as the
pressure melting point Tpmp. For typical pressures in ice sheets (p . 50MPa) it is described
by a linear relation
Tpmp = T0 − βcp, (2.16)
with the melting point for low pressures (p . 100 kPa) T0 = 273.15K = 0
◦C, the Clausius-
Clapeyron constant βc and the pressure p. The Clausius-Clapeyron constant has a value
of βc = 9.8×10
−8KPa−1 for air-saturated ice (Hooke, 2005). Thus under hydrostatic con-
ditions the melting point is reduced by 0.87K per km of ice thickness (Greve and Blatter,
2009).
The homologous temperature T ′ is defined as the temperature relative to the pressure
melting point, such that
T ′ = T − Tpmp + T0 = T + βcp. (2.17)
The homologous temperature T ′ for ice at the pressure melting point is thus always T ′ =
273.15K = 0◦C (Greve and Blatter, 2009).
2.2 Constitutive relation - Rheology of ice
The constitutive relation describes the material behaviour of the body and is dependent on
the material, while the balance equations are universally valid. The constitutive relation
is usually set up from a combination of theory, laboratory experiments and field data
(Alley, 1992). Depending on the strength and time scale of the applied stress ice responds
with either creep (as a fluid, fluid mechanics) or fracture/elastically (as a solid body,
fracture/solid mechanics). The constitutive relation for glacier ice thus depends on the
focus of the study. In this study we focus on the flow dynamics and are hence only
interested in the viscous creep behaviour of ice. Laboratory experiments with glacier ice
led to creep curves that relate shear angles with time. For an applied stress this curve
shows an initial instantaneous elastic deformation, followed by primary creep, where the
shear rate decreases due to increasing geometric incompatibilities of the crystals. The
next phase, the secondary creep, is characterised by a constant shear rate. In case of
high temperatures and/or high stresses a tertiary creep phase can be seen, with a higher
constant shear rate due to dynamic recrystallisation and therefore favourable deformation
in the creep direction (Greve and Blatter, 2009). We describe in this section the bulk creep
behaviour of isotropic polycrystalline ice, which is ice that consists of single ice crystals
with varying size and orientation and has no preferred direction of deformation (Cuffey
and Paterson, 2010), and is therefore characterised by the secondary creep phase described
above.
2.2.1 Glen’s flow law
The constitutive relation for a fluid is called rheology and acts as a closure relation to
the balance equations above. It relates the deviatoric stresses to strain rates and for an
isotropic fluid it can be written as
τ = 2µε˙ (2.18)
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Figure 2.1: Stress-strain relationships. Figure modified from Cuffey and Paterson (2010).











in relation to Cartesian basis vectors.
If the viscosity µ is a constant, such that the strain linearly depends on the stress, Eq.
(2.18) describes a Newtonian fluid. For isotropic materials, as we assume glacier ice to
be, µ is a scalar, but not necessarily constant. For anisotropic materials µ would be a
fourth-order tensor.
For glacier ice, laboratory experiments have shown that under stresses important in
normal glacier flow (50 to 150 kPa) strain is related to the dominant shear stress via a
power law (Glen, 1955), such that
ε˙ = λτn, (2.19)
with the stress exponent n. This law is usually called Glen’s flow law, as it was first
suggested by Glen (1955). The value for n has a plausible range of 2 to 4 and is most
commonly applied with n = 3 (Cuffey and Paterson, 2010). For n = 1 the ice would
behave as a Newtonian fluid and for n→∞ like a perfectly plastic material (Nye, 1957).
Figure 2.1 shows stress-strain relations for perfectly plastic, Newtonian and non-Newtonian
materials.
This flow law is commonly applied in the generalised form from Nye (1957)
ε˙ = E A(T ′) τn−1e τ , (2.20)
with the enhancement factor E (detailed description in Section 2.2.3), the rate factor





second invariant of the deviatoric stress tensor τ .
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is introduced, which is a scalar invariant of the strain rate tensor ε˙. By inserting Eq.
(2.20) into Eq. (2.21), we derive
ε˙e = E A(T











τ τ−1 [E A(T ′)]−1 τ1−ne (2.23)
and can with Eq. (2.22) be written as
µ(T ′, ε˙e) =
1
2




Glacier ice has a high viscosity (µice ∼ 1 × 10
13 Pa s at T ′ = 0◦C and τe = 100 kPa)
compared to motor oil (µoil = 0.1Pa s) and a low viscosity compared to the mantle of the
Earth (µearth ∼ 1× 10
21 Pa s) (Greve and Blatter, 2009).
2.2.2 Rate factor
The rate factor A parametrises the influence of the temperature and the pressure on the
viscosity and therefore the flow behaviour. The rate factor A increases exponentially with
ice temperature and the ice deforms much easier as it warms towards the pressure melting
point Tpmp. The higher deformation rate with increasing temperatures is mainly due to
the fact that creep processes are most effective when melting occurs at grain boundaries
(Benn and Evans, 2010).
The rate factor can be described by the Arrhenius law (Cuffey and Paterson, 2010)
A(T, p) = A0e
−(Q+pV )/RT (2.25)
with a pre-exponential constant A0, an activation energy for creep Q, the pressure p, an ac-
tivation volume V , the universal gas constant R = 8.314 Jmol−1K−1 and the temperature
T .
For temperatures found in terrestrial ice, the value of A varies by a factor of 103 (Cuffey
and Paterson, 2010). For the pressure dependence of A, measurements have shown that
the effect on the rate factor A is accounted for satisfactorily if the absolute temperature
T is replaced by the homologous temperature T ′ (refer to Eq. (2.17)) (Greve and Blatter,
2009). The rate factor A can now be written as
A(T, p) = A(T ′) = A0e
−Q/RT ′ . (2.26)
Paterson (1994) finds that for temperatures T < 263.15K = −10◦C the temperature
dependence of A is well described with constant values for A0 and Q. For temperatures
above −10◦C, the ice softens more than would be predicted by the same values for A0
and Q. This might be due to grain-boundary sliding and the presence of liquid water on
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the boundaries (Barnes et al., 1971). To achieve a continuous function for A with a stress
exponent n = 3, the suggested values for A0 and Q are
A0 = 3.985× 10
−13 s−1 Pa−3, Q = 60 kJmol−1 for T ′ ≤ 263.15K = −10◦C;
A0 = 1.916× 10
3 s−1 Pa−3, Q = 139 kJmol−1 for T ′ > 263.15K = −10◦C.
An alternative description for the temperature dependence of A often used in ice flow
modelling is given by Hooke (1981). For this study, we use the rate factor as suggested by
Paterson (1994), because a comparison study shows that the parametrisation by Hooke
(1981) can lead to unrealistic viscosity near the base (Payne and Baldwin, 2000).
The above stated relation has been established for ice below the pressure melting point,
so called cold ice. Temperate ice is ice that is at pressure melting point Tpmp, and is in
local equilibrium with its liquid phase (Lliboutry, 1971). Duval (1977) conducted creep
experiments with ice samples at pressure melting for a maximal water content of 0.8%,
and found a linear relation, the strain rate tripled when the water content passes from less
than 0.01 to 0.8%. These findings lay the basis for the introduction of a water content
dependent rate factor At. Following Lliboutry and Duval (1985), it can be chosen as
At(T, p,W ) = A(T, p) × (1 + 1.8125W [%]), (2.27)
with W being the water content, valid for W < 1%, being the rounded maximal value
for the Duval relation (W < 0.8%). The water content can be explicitly calculated by
solving for the inner energy instead as for the temperature T (Aschwanden et al., 2012).
Or the effect of the water content is approximated by assuming a water content of 1%, if
the the temperature reaches the pressure melting point (e.g. Kleiner and Humbert, 2014).
For temperatures < Tpmp, the rate factor for temperate ice At (Eq. 2.27) equals the rate
factor for cold ice A(T, p) (Eq. (2.26)). If used this way in the ice flow model, the maximal
impact of the water content onto the rate factor is simulated. A study of Pettersson et al.
(2004) shows that the microscopic water content is generally < 3%.
2.2.3 Enhancement factor
There are a variety of factors that can influence the creep rate of glacier ice and which are
not captured by the rate factor A for cold ice. The creep rate can be influenced by the
size and orientation of crystals, the so called ice crystal fabric, inclusions of impurities,
surface rifts or crevasses and water content (Budd and Jacka, 1989).
The crystal c-axis orientation can lead to anisotropic behaviour, which is a preferred
direction of deformation (e.g. Gagliardini et al., 2009). On large scales the ice would
appear softer in certain deformation directions. It is attempted to capture this effect by
adjustment of the enhancement factor E. However, the introduction of E is somehow an
admission to the failure of the isotropy assumption used to formulate Glen’s flow law in
the first place. So far no real empirical relation was established between temperature,
strain rate, cumulative strain and the enhancement factor E (Hooke, 2005). A variety of
laboratory experiments attempted to estimate values of E (e.g. Jacka and Budd, 1989;
Dierckx and Tison, 2013), and result in a possible range E = [1, 10]. In general it can be
said, the higher the value for E, the softer the ice. Since there are other factors possibly
softening the ice, attempts were made to link these to a value for E. Greve (1997), for
example, introduces an age dependent enhancement factor E, which parametrises the
softening due to anisotropy and/or dust content. Also the large scale softening effect of
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surface rifts and crevasses can be parametrised by variation of E (Pralong, 2005; Humbert,
2006).
The enhancement factor E thus can account for all factors influencing the rheology of
the ice, that are not captured by the rate factor A. Cuffey and Paterson (2010) give a





with a measured strain rate ˙εm and a calculated strain rate ε˙ (Eq. (2.20)).
The enhancement factor E can be seen in its origin as a somewhat physical parameter,
but is often used more as a tuning parameter, as its influence on the ice rheology can be
attributed to a variety of factors. Most commonly a value of E = 1 is applied, but there
are several studies in which it increases by a factor of up to 103 (e.g. Echelmeyer, 1987).
Such high values obtained in field studies might be due to errors in stress and temperature
estimates (Cuffey and Paterson, 2010). For shear margins in West Antarctic ice streams,
a value as high as E = 12 has been inferred (Echelmeyer et al., 1994).
2.3 Overview of equations
The formulation of the balance equations for mass, momentum and energy in addition
with the constitutive relation give us a set of five equations to solve for the field quantities
u, p, T of our interest (Reddy and Gartling, 2010). Here, for a better overview, we explicitly


















+ u grad T
)
= div(κ grad T ) + 4µε˙2e
2.4 Boundary conditions
The balance equations are defined under the assumption that the thermodynamic fields
are sufficiently smooth, thus continuously differentiable. If this is not the case and a
physical quantity experiences a discontinuity across a surface, it is called a singular surface
(Hutter and Jo¨hnk, 2004). The boundaries of the glacier are singular surfaces and therefore
additional jump conditions, also called boundary conditions, have to be formulated. A
boundary condition can prescribe the derivative of the field quantity on the boundary and
is then called a Neumann condition. If the value of the field quantity is known on the
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boundary it can be prescribed directly and the according condition is called a Dirichlet
condition. A so called Robin condition, also called third type condition, prescribes a
linear combination of the field quantity value and its derivative. Boundary conditions
are needed for the balance of mass, momentum and energy and are called kinematic,
dynamic and thermodynamic boundary conditions, respectively. For a detailed derivation
of the conditions refer to Hutter and Jo¨hnk (2004) and Greve and Blatter (2009). In the
following description of the boundary conditions, we will show the position of the surfaces
on a simplified geometry, which is used in the validation part (refer to Section 3.3.2). The
surface described is highlighted in red.
2.4.1 Ice surface
Figure 2.2: Ice surface
The ice surface, highlighted in red in Figure 2.2,
is a singular surface between the ice body and the
atmosphere that can, in implicit form, be described
by Fs(x, t) = z − zs = z − h(x, y, t) = 0. Since this
also has to be valid with evolution in time, the time







The velocity vector w hereby corresponds to the
velocity of the singular surface, the so called dis-
placement velocity. For the displacement of the sur-
face only the normal components of the velocity are physically relevant (Hutter and Jo¨hnk,
2004). The surface mass balance a⊥s is defined as the difference of the displacement velocity
w and the ice velocity u in normal direction to the surface
a⊥s = (w − u) · n. (2.30)
With the unit normal vector of the surface defined as the normalised gradient n =
gradFs/||gradFs||, which points into the atmosphere, Eq. (2.29) can be written as
∂Fs
∂t
+ u gradFs = −a
⊥
s ||gradFs|| = −as, (2.31)
where as ≥ 0 means accumulation, while as < 0 ablation. When inserting Fs(x, t) = z−zs
into Eq. (2.31), the kinematic boundary condition for the ice surface can be written









− w = as. (2.32)
For the stationary case, when the surface does not evolve in time, Eq. (2.32) simplifies
to
u · n = −a⊥s . (2.33)
The dynamic boundary condition for the surface can be derived by assuming that
wind stress and atmospheric pressure are negligible compared to the typical stresses in the
ice sheet. The surface can therefore be assumed to be traction free such that
σ · n = 0. (2.34)
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The thermodynamic boundary condition for the surface is given by a Dirichlet con-
dition in prescribing the average annual surface temperature Ts(x, y, t), such that
T = Ts(x, y, t). (2.35)
2.4.2 Ice base
The kinematic boundary condition for the ice base singular surface Fb(x, t) = zb−b =










− w = ab, (2.36)
whereby the unit normal vector n again points outwards from the ice, here into the bedrock
or the sea water. To specify the rest of the boundary conditions for the base of the ice, it
has to be distinguished between ice shelf areas, where the ice is freely floating on ocean
water, highlighted in red in Figure 2.3, and grounded areas, where the ice is in contact
with the bedrock below, highlighted in red in Figure 2.4.
Floating ice
For an ice shelf the basal mass balance ab in the kinematic boundary condition can
express melting (ab ≥ 0) or freezing (ab < 0) processes.
The dynamic boundary condition for the base of ice shelf areas is based on the
assumption that the shear stress induced by circulating sea water can be neglected (Weis
et al., 1999) and the only stress onto the ice is exerted by the water. As the shelf floats
it is assumed to fulfil the floating condition and the stress applied equals the stress of the
displaced water column (Greve and Blatter, 2009) such that
σ · n = −ρsw g (zsl − zb) · n (2.37)
with the density of sea water ρsw and the mean sea level zsl. The density of sea water
ρsw is temperature and salinity dependent and an average value of ρsw = 1028 kgm
−3 is
chosen here.
Figure 2.3: Ice base - floating
The thermodynamic boundary condition is
given by either a Dirichlet condition in prescrib-
ing the freezing temperature of seawater Tsw or
a Neumann condition by prescribing the oceanic
heat flux qoc. The freezing temperature of seawa-
ter Tsw is given by a weakly nonlinear function of
salinity and a linear function of pressure (Millero,
1978) and for typical salinity and pressure values
Tsw ≈ 271.15K = −2
◦C. The Dirichlet condition is
given by
T = Tsw. (2.38)
The oceanic heat flux qoc is prescribed following Hol-
land and Jenkins (1999) by




ρsw cp(T ) γ (T − Tpmp)
κ(T )
(2.39)




In the grounded ice area, we assume that the ice base can not move into the bedrock and
melting or refreezing is neglected. Therefore, the kinematic boundary condition with
no ablation or accumulation becomes
u · n = 0. (2.40)
Figure 2.4: Ice base - grounded
For the dynamic boundary condition of the
grounded ice, it is assumed that the stress vector
σ · n is continuous across the interface such that
σ · n = σlith · n (2.41)
with the Cauchy stress tensor of the lithosphere
σlith. Since this tensor is not known, the condition
is approximated by a sliding law. At this point only
the basic idea of a sliding law is introduced. For fur-
ther in depth discussion refer to Chapter 5. A com-
monly used sliding law, the so calledWeertman-type
sliding law, relates the basal sliding velocity ub to
the basal drag τ b and the basal normal stress Nb
via a power law (refer to Section 1.2.2). The basal sliding velocity ub is defined as the













u · tx,x + v · tx,y + w · tx,z
u · ty,x + v · ty,y + w · ty,z
)
with the unit tangential vectors tx = (tx,x, tx,y, tx,z) in the xz-plane and ty = (ty,x, ty,y, ty,z)
in the yz-plane. Together with the unit normal vector n, the unit tangential vectors tx
and ty form an orthonormal basis such that n = tx × ty. The basal drag vector τ b is








(σ · n) · tx




(σ · n)x · tx,x + (σ · n)y · tx,y + (σ · n)z · tx,z
(σ · n)x · ty,x + (σ · n)y · ty,y + (σ · n)z · ty,z
)
.
Now, a sliding law can be formulated (for a detailed derivation refer to Section 5.1), such
that
ub = Cb|τ b|
p−1N−qb f(T ) τ b, (2.42)
whereby Cb is originally seen as a roughness parameter, p and q are basal sliding exponents,
Nb is related to the basal normal stress, defined in Eq. (2.45), and f(T ) a temperature
function (refer to Eq. (2.46)) that determines if the ice is allowed to slide at all or if
it is frozen to the ground. To simplify the inversion of Eq. (2.42), we define Fb =
Cb|τ b|
p−1N−qb f(T ). Thus Eq. (2.42) can be written as
τ b = F
−1
b ub. (2.43)
To connect the sliding law with the stress vector σ · n, it needs to be separated into its
normal and tangential components, such that





(σ · n) · ty = F
−1
b vb, (2.44b)
(σ · n) · n = −Nb. (2.44c)
The basal normal stress Nb is a vector of the form Nb = −Nbn with
Nb =
{
ρigH for zb ≥ 0 m
ρigH + ρswgzb for zb < 0 m.
(2.45)
Sliding can occur at temperatures below the pressure melting point, as found by Fowler
(1986). Therefore, we chose a temperature function f(T ) that reflects this mechanism.
Budd and Jenssen (1987) suggest an exponential function for the temperature dependence
of sliding by
f(T ) = eν(T−Tpmp), (2.46)
with a tuning parameter ν that was applied before with ν = 0.1 (more sliding for T < Tpmp
(Budd and Jenssen, 1987)) and ν = 1 (less sliding for T < Tpmp (Greve, 2005)).
At the base of the grounded ice, the temperature is usually not available. Therefore, the
thermodynamic boundary condition has to be formulated as a Neumann condition
and the vertical temperature gradient is prescribed as


















with the geothermal heat flux qgeo and the friction heating term ub · τ b Pattyn (2003).
This condition is only valid as long as T ≤ Tpmp. If the basal temperature T reaches the
pressure melting point Tpmp, it has to be switched to a Dirichlet condition with
T = Tpmp. (2.48)
2.4.3 Lateral boundaries - Ice divide, calving front and inflow
Figure 2.5: Ice divide
The model domain for Pine Island Glacier is chosen
in a way that ice divides, a calving front and an in-
flow area are encountered lateral boundaries. Shear
margins and outflow regions are further possible lat-
eral boundaries. Here, we restrict our description to
ice divides, the calving front and inflow.
The lateral boundaries of our model domain are
fixed in space and thus there is no need to specify
kinematic boundary conditions for them.
Ice divide
Ice divides are defined by a location that separates
opposing flow directions of the ice. The surface slope
and thus the driving stress vanishes. The ice divide can be seen as a mirror point where
the direction of the driving stress and flow on one side of the divide opposes that of the
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other side (Cuffey and Paterson, 2010). The lateral boundary coinciding with an ice divide
is highlighted in red in Figure 2.5.
The dynamic boundary condition for the ice divide is given by
(σ · n) · tx = 0 and (σ · n) · ty = 0 (2.49)
such that the tangential stresses vanish.
The thermodynamic boundary condition for the ice divide is based on the assump-
tion that there is no temperature gradient across the divide. It can thus be written in
form of a thermal insulation
(κ(T ) gradT ) · n = 0. (2.50)
Calving front
Figure 2.6: Calving front
The lateral boundary coinciding with the calving
front is highlighted in red in Figure 2.6. The dy-
namic boundary condition can be derived simi-
lar to the one for the ice shelf base, such that
σ · n = −psw n (2.51)
with the only difference, that the pressure from the
water psw varies with depth and is defined as
psw =
{
0 for z ≥ zsl
ρsw g (zsl − z) for z < zsl
(2.52)
The thermodynamic boundary condition for the calving front is given by thermal
insulation as in Eq. (2.50).
Inflow
The dynamic boundary condition is given as a Dirichlet condition by an inflow velocity
field uSIA = (uSIA, vSIA, wSIA) defined with the Shallow Ice Approximation SIA (refer to
Section 1.2.1). The horizontal velocity components uSIA and vSIA are given by







































n+1 − (zs − z)
n+1).
The basal velocity components ub,SIA and vb,SIA are assumed to be zero, as is the vertical
velocity component wSIA. The rate factor A is here taken as a constant value A = const. =
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1e − 25, which corresponds to a constant temperature T ∼ −25◦C (Greve and Blatter,
2009).





(zs − z) + Ts. (2.54)
2.5 Finite element method - FEM
The Finite Element Method (FEM) is a numerical method for finding approximate solu-
tions to Partial Differential Equations (PDE). Numerical methods are for example needed
when it is not possible to find an analytical solution to a problem, which is the case for
the Navier-Stokes equations. Another commonly applied numerical method is the Fi-
nite Difference Method (FDM). Here we introduce the FEM, and when helpful for the
understanding, highlight the difference to the FDM.
We introduce the FEM along a simple 1D problem, the 1D Poisson equation, which is
an elliptic second-order PDE. The description in this section is based on Hughes (2000),
Reddy and Gartling (2010) and Johnson (2009). We attempt to find a balance between
mathematical elaboration and comprehensive description.
The 1D Poisson equation, defined on the domain Ω = [0, 1] with the boundaries ∂Ω =





with uniform Dirichlet boundary conditions
u = 0 on ∂Ω, (2.56)
for which we aim to find a solution u.
Solving a PDE numerically requires partitioning of the domain Ω into small units of a
simple shape, the mesh elements. The process is called discretization or meshing of the
domain, and is described in Section 2.5.1. On these mesh elements the physical field, in
our example u, is approximated by simpler functions, the approximation or basis functions,
described in Section 2.5.2. While the FDM is based on the original PDE, the FEM is based
on a weighted-integral form of the PDE, which is introduced in Section 2.5.3. This is an
important feature, giving the FEM higher flexibility in problem application. In Section
2.5.4 a few remarks about boundary conditions are made. The approximated fields need
to be assembled into a global system of algebraic equations for the entire domain Ω,
described in Section 2.5.5. And finally, to obtain a solution, the assembled matrix, the so
called coefficient matrix, needs to be solved, described in Section 2.5.6.
2.5.1 Meshing
Most numerical methods have in common, that the domain Ω, on which the PDE is
aimed to be solved, needs to be divided into small units of a simple shape, the so called
mesh elements Ωe, with the element boundaries ∂Ωe. The entire mesh Ωh consists of the
non-overlapping sum of all elements, such that
Ωh = ∪Ωe. (2.57)
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For complex geometries the mesh Ωh may not exactly equal the total domain Ω.
In the FEM the mesh elements Ωe are not required to be equal sized and thus non-
uniform meshes can be used. Additionally a variety of geometric shapes can be chosen.
However, the choice of element shape is subject to certain conditions. For conforming
elements, which are described here, neighbouring elements for example are required to
share nodes. And the approximation functions, described in the next section, are required
to be uniquely derivable for the elements. Still, a FEM mesh can conveniently be applied
to complex geometries and refined in regions of interest, which could be regions with large
gradients in the solution. An example of a FEM mesh is shown in Figure 2.7.
Figure 2.7: Example of a non-uniform FEM mesh on a complex geometry
In our 1D example we divide our domain Ω = [0, 1] into two equal sized elements, which
are described as mesh intervals 0 < x < 0.5 and 0.5 < x < 1. The element or mesh nodes
xj are in this 1D example the boundaries of the elements, such that x1 = 0, x2 = 0.5 and
x3 = 1.
2.5.2 Approximation functions - Basis functions
To approach the solution u by an approximate solution u˜ on the domain Ω, we define
approximation functions Nj , such that





where Nj are linearly independent functions, and u
e
j = u
e(xj) the still unknown values
of u at the mesh nodes xj , which are discrete points in the domain. This is a so called
Galerkin approximation.
The approximation functions Nj are also known as basis functions. When these functions
are defined only over a reference element, and described in terms of element coordinates,
which are local coordinates related to a uniform element shape, they are also called shape
functions, because they assume one of a few basic shapes. In the subsequent description
we will refer to the Nj as basis functions.
All basis functions are defined over the entire domain. The most common type are
called Lagrange basis functions and required to be Nj = 1 at node xj and zero on all
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Figure 2.8: Linear basis functions N1
and N2
Figure 2.9: Quadratic basis functions
N1, N2 and N3
other nodes. The quality of the solution depends on how well the basis functions Nj
can approximate the solution of the PDE. The simplest conforming basis functions are
linear and can be seen in Figure 2.8 over the first element 0 < x < 0.5. Quadratic
basis functions require another node in the middle of the 1D element and are shown in
Figure 2.9 over the same element. The accuracy of the solution depends on the resolution
of the underlying mesh and the choice of basis functions. A finer mesh results in more
nodes on which the approximate solutions are found, while a higher order basis function
leads to better approximation between the nodal values. It can be proven in a general
form that the approximation error |u − u˜| ≤ Chq, where u is the exact solution, u˜ the
discrete approximate solution, C a problem dependent constant, h the mesh size and q
the polynomial order of the Lagrange basis function.
The phrase finite element refers to the geometry of the element plus the shape functions
on the element. The mesh items alone are referred to as mesh elements or cells. Different
choices of shape functions can define different types of finite elements. One type of finite
elements are Lagrange elements, which are described here. Other finite elements are
Bubble elements, Curl elements or Discontinuous elements, which are not described here
in more detail.
2.5.3 Weighted-integral form
The method is based on a weighted-integral form of the PDE to be solved, given in Eq.
(2.55). A weighted-integral form of a PDE can be obtained with the variational formu-
lation. The resulting weighted-integral statement is equivalent to the governing PDE and
sometimes referred to as the global weak form, which is different to the weak form of the
weighted-integral statement and will be made clear below. The existence and uniqueness
of the solution of the weak form can be shown with the Lax-Milgram theorem, but will
not be further discussed here.
A weight function wi is chosen, with which the original PDE (Eq. (2.55)) is multiplied
on both sides, and integrated over the domain Ω, such that for every choice of wi∫
Ω









The weight functions wi are also called trial or test functions.
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Instead of the exact solution u, we now insert the approximate solution u˜ into Eq. (2.59).
The basis functions Nj need to be differentiable as many times as the solution u, that is
twice in this example. This requires Nj to be a quadratic or higher-order polynomial. To
reduce this continuity requirement, part of the differentiation can be moved from u˜ to the
weight functions wi. This is done by applying integration by parts (Green-Gauss theorem,
refer to Eq. A.3), together with the divergence theorem (Eq. A.2), such that
∫
Ω

























The result is the weak form of the weighted-integral statement, shown in strong form in Eq.
(2.59). It is called weak form because the continuity requirement for the basis functions
Nj is weakened. The weighted-integral statement can be constructed for any differential
equation, while the weak form exists for any second- and higher-order equation.
With formulation of the weighted-integral statement the difference between the FEM
and the FDM becomes relevant. The FDM is based on the original PDE. This requires a
solution that satisfies the PDE point wise. The weighted-integral form, which the FEM is
based on, requires a solution that satisfies the PDE in an integral sense and thus removes
some of the high smoothness requirements.
A variety of different finite element methods exist. The Galerkin finite element method
generally describes the procedure of discretising the domain, formulating basis functions,
deriving a weighted-integral statement and solving for the fields. When additionally the
weak form is derived, it is referred to as the weak-form Galerkin finite element method.
Another distinction is made by the choice of the weight functions wi. If wi(x) = Ni(x)
the solution method is referred to as the Bubnov-Galerkin method. If wi(x) 6= Ni(x) the
solution method is referred to as the Petrov-Galerkin method.
2.5.4 Boundary conditions
The boundary integral in Eq. (2.60) is looked at here. The nodal unknowns uej need to
satisfy the Dirichlet boundary conditions, while the weight functions wi need to be zero
where Dirichlet boundary conditions are imposed. If we consider our 1D example, the
boundary integral vanishes, since we have Dirichlet conditions on both boundaries and
thus wi = 0 on ∂Ω. It follows that Eq. (2.60) simplifies to∫
Ω










A Dirichlet boundary condition, when the value of the solution u is prescribed directly, is
also called essential boundary condition, while a Neumann condition is also called natural
boundary condition.
2.5.5 Assembly

















f wi dx. (2.62)
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Every choice of the weight functions wi gives an algebraic relation between the nodal
unknowns uj . Thus m linearly independent choices of wi lead to m linearly independent
algebraic equations. Here we describe the Bubnov-Galerkin method with wi(x) = Ni(x)
















Eq. (2.63) represents a system of n equations for n unknowns and can be written in




















Ki,j are the single entries of the coefficient matrix K and Fi the single entries of the force
vector F . With the elements uej of the solution vector u, the matrix form can be written
as
Ku = F . (2.67)
The nodal unknowns uej and the Dirichlet boundary conditions are the entries in the
solution vector u, while the Neumann boundary conditions are included in the force vector
F .
When assembling the coefficient matrix K, continuity of the nodal unknowns uej and
balance of the derivatives on neighbouring elements have to be considered.
The number of entries n in the solution vector u are the so called Degrees Of Freedom
(DOF).
2.5.6 Solution
This system of linear algebraic equations given in Eq. (2.67) now needs to be solved for
u, such that
u =K−1F . (2.68)
Most of the entries in the coefficient matrix Ki,j are zero, as the basis and weight functions
Ni are defined to only be 6= 0 on single nodes and its surroundings, as shown in Section
2.5.2. Thus, depending on the choice of Ni, the coefficient matrix K can be a sparse
matrix, whose non-zero entries are confined to the main diagonal, or some more diagonals
on either side.
The coefficient matrix K may be either symmetric, as in this example, or unsymmetric,
depending on the underlying PDE. When considering bigger matrices that have to be
solved computationally, the above mentioned characteristics of the coefficient matrix K
are very important for choosing an appropriate matrix solution procedure. The solution
can be found by either a direct or iterative method. Direct methods, based on the Gauss
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elimination technique, provide the solution after a fixed number of steps and are less
sensitive to the conditioning of the coefficient matrix K, but they are not practical for
large numbers of DOFs due to high computational cost. Iterative methods do not need to
form the global matrix as in the direct method and are therefore computationally cheaper





The 3D full-Stokes model for Pine Island
Glacier
In this chapter the 3D full-Stokes model for Pine Island Glacier is introduced. This is begun
with a data description in Section 3.1. The model implementation in the FEM software
COMSOL Multiphysics© is described in Section 3.2. The verification and validation of
the model is shown in Section 3.3.
In the following chapters all plots of the model region of Pine Island Glacier are according
to the red box in Figure 3.1, which shows the location on Antarctica.
Figure 3.1: Location of following plots on Antarctica
3.1 Data
The geometric data to build the model, the forcing data and the evaluation data are shown
in this section. All the data sets are shown in polar stereographic projections, with the
outer boundary of the model domain, as shown in Figure 3.2. The outer boundary in the
grounded area is defined by the ice divide and an inflow area, marked in blue and green in
Figure 3.2, respectively. The outer boundary in the floating area is defined by the calving
front, marked in yellow in Figure 3.2. The grounding line location, marked in red, will be




Figure 3.3: Surface elevation Figure 3.4: Bed topography
incorporated from Timmermann et al. (2010) and the rest is interpolated, but still making
sure no unrealistic shallow areas develop where the ice shelf would ground.
This data set finally represents the thickness distribution of Pine Island Glacier for the
year 2005 and earlier. A lot of new thickness measurements have been conducted in the
area during the Ice Bridge Campaign in the years 2009, 2010 and 2011. This thickness
data is not yet incorporated.
3.1.2 Grounding line position
The GRounding Line (GRL) position used in the diagnostic model is given by a combi-
nation of the positions in the MODIS (MODerate-resolution Imaging Spectroradiometer)
Mosaic Of Antarctica (MOA) (Bohlander and Scambos, 2007) (corresponding to the years
2003/2004), the position in Rignot (1998) (corresponding to 1996) and the position that
gives the smoothest ice thickness join of the procedure described above, all shown in Figure
3.5. This combination was chosen because there is no single source to describe the location
best. Though the MOA grounding line position corresponds to the years 2003/2004, it
shows unrealistic retreat in the central trough area, as shown in red in Figure 3.5. For the
central trough area grounding line location estimates exist for the years 1992, 1994, 1996
(yellow in Figure 3.5) (all Rignot, 1998), 2000 (Rignot, 2002), 2003/2004 (red in Figure
3.5) (Bohlander and Scambos, 2007), 2007 (Rignot, 2008) and 2009 (blue in Figure 3.5)
(Joughin et al., 2010). The procedures to derive these positions differ in their accuracy.
The 1992 and 1994 positions were determined with InSAR (Interferometric Synthetic
Aperture Radar) from the ERS-1 (European Remote Sensing) Satellite. The repeat pe-
riods between the acquisitions for 1992 and 1994 are 6 and 3 days respectively (Rignot,
1998). The 1996 and 2000 positions were determined with InSAR using the ERS tandem
acquisitions, with a repeat period of 1 day. The ERS tandem mission ended in 2000 and
with this for the time being the ability to measure grounding-line positions on Pine Island
Glacier in high accuracy, as the repeat periods of other radar satellites were much too




The two rifted regions eventually merged and the ice shelf was not grounded on the ice
rise any longer.
3.1.4 Surface temperature
Figure 3.6: Surface temperature Ts,obs
The data set used here is on a 5 km grid compiled by Le Brocq et al. (2010) (ALBMAP
v1), based on the temperature data described in Comiso (2000). The surface temperature
is estimated from Advanced Very High Resolution Radiometer (AVHRR) infrared data.
Annual mean temperatures from 1982 to 2004 were averaged for the temperature field
shown in Figure 3.6 (Le Brocq et al., 2010). The annual mean temperature shows no
temperatures near the melting point, but in the annual cycle surface melting is occasionally
present in the lower regions and on the ice shelf. The lowest temperatures are found on
the highest elevated surface and increase towards the shelf, where the high heat capacity
of the ocean water lead to the lowest annual temperatures.
3.1.5 Geothermal heat flux
The geothermal heat flux qgeo varies spatially because it depends on local geologic con-
ditions such as the tectonic history of the crust, heat production within the crust due
to decay of radioactive isotopes and the mantle heat flux. The global average heat flux
is estimated to be about 0.06Wm−2 and is enough to melt 6mm of ice at its pressure
melting point each year (Cuffey and Paterson, 2010). Due to the distinct geologic history
of West and East Antarctica (refer to Section 1.1.1), the geothermal heat flux in West
Antarctica is expected to be nearly three times higher than in East Antarctica and much
more variable (Shapiro and Ritzwoller, 2004). Therefore especially in West Antarctica
the geothermal heat flux is an important component when modelling ice dynamics. The
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distribution of the field can have a significant influence on where fast flowing areas will be
located, as high heat flux can cause subglacial melting and thus lubrication of the base.
Studies have shown that the geothermal heat flux can vary strongly on scales smaller
than 100 km (Dahl-Jensen et al., 2003). Direct measurements of geothermal heat flux in
ice-covered areas are hard to obtain, as they require drilling to the bedrock. Another
complication is the possible existence of other heat sources such as deformational heat,
frictional heat at the base, advected heat or latent heat from melting processes. The mea-
sured values have thus to be carefully analysed and measurement locations with small or
no basal velocities are preferable (Kleiner, 2010; Cuffey and Paterson, 2010). So far only
a few direct measurements under ice sheets have been conducted (e.g. Engelhardt (2004)
in Antarctica).
Figure 3.7: qgeo Shapiro 2004 Figure 3.8: qgeo Fox Maule 2005
Figure 3.9: qgeo Purucker 2012 Figure 3.10: Location of volcanic center
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Because the geothermal heat flux in ice-covered regions is difficult to measure directly,
extrapolation techniques have been developed. The method from Shapiro and Ritzwoller
(2004) uses a global seismic model of the crust and upper mantle to find structural sim-
ilarities. This is possible because the vertical seismic velocity gradient is related to the
temperature gradient and thus the heat flux. The resulting similarities are used to extrap-
olate the directly measured heat flux values (Pollack et al., 1993) to regions with no direct
measurements, for example below the Antarctic Ice Sheet. The resulting distribution for
the field around Pine Island Glacier is shown in Figure 3.7.
A different method, developed by Fox Maule et al. (2005), uses the Earth’s magnetic
field to extrapolate measured values. This is possible because the magnetic properties of
rocks are temperature dependent up to the Curie temperature TC , above which materials
lose their ability to sustain a magnetic field. The Curie temperature TC is about 580
◦C
for low-Ti magnetite, which is believed to be the dominant source of crustal magnetic
anomalies (Langel and Hinze, 1998). Fox Maule et al. (2005) use Satellite Magnetic Data
in combination with a thermal model of the crust to derive geothermal heat flux values
for the Antarctic continent. Figure 3.8 shows qgeo around Pine Island Glacier from the
original study from 2005 (Fox Maule et al., 2005). Figure 3.9 shows the values from an
updated version of the same method from 2012 (updated version of Fox Maule et al., 2005),
later referred to as Purucker 2012. The differences in the data sets are clearly visible and
emphasise the difficulty to derive a good estimate for the geothermal heat flux below the
Antarctic Ice Sheet.
Another important point when considering the geothermal heat flux in the Pine Island
area is the existence of a subglacial volcano very close to its fast streaming central trough
area (Corr and Vaughan, 2008), that is likely to have erupted at 207BC ± 240 a. The
approximate location of its eruptive center is shown in Figure 3.10. Corr and Vaughan
(2008) called this volcano the Hudson Mountains Subglacial Volcano (HMSV). They state
the possibility that high geothermal heat flux may exist above HMSV today, delivering
subglacial water to Pine Island Glacier. It is thus possible that volcanic activity in the
area contributed to recent velocity changes at Pine Island Glacier. None of the above
shown data sets includes an elevated heat flux around the location of the volcano. The
elevated heat fluxes on volcanic centres have been estimated to be as high as 7Wm−2 on
Mount Wrangell, Alaska (Clarke et al., 1989), and as high as 50Wm−2 on Vatnajo¨kull,
Iceland (Bjo¨rnsson, 1988). Elevated heat fluxes can cause surface depressions in the ice
(Blankenship et al., 1993), which is not observed over HMSV. This might be due to the
fact that HMSV is located beneath an ice divide and can not be taken as evidence that
no high geothermal heat flux exists here (Corr and Vaughan, 2008).
3.1.6 Surface velocity
The surface velocity vector field uobs consists of the two horizontal velocity components
uobs and vobs, such that uobs = (uobs, vobs). Only the horizontal velocity components can
be measured with InSAR data, which is the technique used for the velocity field by Rignot
et al. (2011), which is used throughout this work to validate the model with. The surface
velocity data set from Rignot et al. (2011) can be seen in Figure 3.11.
The surface velocity field of Pine Island Glacier is characterised by several tributaries
feeding the central ice stream. A non-uniform colour scale is chosen to show the whole
range of velocities adequately. The data is derived from InSAR data acquired during the
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Figure 3.11: Surface Velocity |uobs| with normed vector field uobs
years 2007 to 2009. The area, where the outer boundary does not coincide with the ice
divide but an inflow, can be seen.
The main flow direction in the central trough is towards the west, where the ice shelf is
located. To the north of the ice shelf two smaller ice streams, and to the south one small
and fast stream, can be seen.
3.2 Implementation
The 3D full-Stokes model for the flow of Pine Island Glacier is set up with the commercial
Finite Element Method software COMSOL Multiphysics©. The FEM is a numerical
technique (for details refer to Section 2.5) for finding approximate solutions to partial
differential equations, which form the basis for most physical laws. COMSOL provides
an environment where complex 3D FEM models can be created without the need for an
in-depth knowledge of mathematics or numerical analysis. On the other hand, because it
is a commercial software, it is not possible to access the actual source code.
The application of COMSOL Multiphysics© for ice dynamic simulations will be referred
to as the model COMice in the subsequent description.
To set up a model with COMSOL a Graphical User Interface (GUI) is provided, a
screenshot of which is shown in Figure 3.12. This is very convenient to start of with
and try new settings, but not needed any longer once the model is set up and running.
Additionally, with the so called COMSOL LiveLink for MATLAB, it is possible to use
script programming in Java (COMSOL API (Application Programming Interface) Java)
or the MATLAB language, to set up and modify a model. To solve the model COMSOL
internally compiles a set of equations representing the entire model.
The following GUI description is based on COMSOL version 4.3a. The COMSOL GUI
consists primarily of the Model Builder, Node Settings, and Graphics windows. The Model
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Figure 3.12: Screenshot of the COMSOL GUI
Builder shows the so calledModel Builder Tree with different branches. The branches con-
tain by default Global Definitions, Model, Study and Result nodes. The Global Definitions
are used to define parameters that can be used everywhere in the Model Builder Tree, like
Parameters (listed in Table 3.1) and imported data fields (Interpolation, in the follow-
ing written in the form data(x,y)). The Model node is subdivided into several smaller
branches and is the main feature to build the actual model. Here the Local Definitions,
Geometry, Material, Physics and Mesh are defined. The Local Definitions branch exists,
because several Model nodes can separately be defined in one multiphysics file (COMSOL
file format: file.mph). Under Local Definitions the variables listed in Table 3.2 and 3.3
are inserted.
Table 3.1: Parameters
name expression unit description
rhoi 918 kg*mˆ(-3) ice density
rhosw 1028 kg*mˆ(-3) density of seawater
g 9.81 m*sˆ(-2) acceleration of gravity
E 1 enhancement factor
n 3 stress exponent
R 8.314 J*molˆ(-1) gas constant
beta 9.8*1e-8 K*Paˆ(-1) Clausius-Clapeyron constant
COMSOL provides the possibility to implement the equations to be solved directly via
the PDE mode. Or a variety of so called Physics modes can be selected. These Physics
modes provide interfaces that are preset for several typical physical questions. They have
preset the most commonly used kinds of boundary conditions, but also leave the option
to insert other kinds of boundary conditions. The chosen Physics branches appear under
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Physics in theModel Builder Tree. To simulate the Stokes flow the Physics mode Laminar
Flow is selected, which provides the Navier-Stokes equation. The temperature is solved
for with the Physics mode Heat Transfer in Fluids, which provides the heat transport
equation. How the boundary conditions are implemented in the Physics modes will be
described below.
In the following sections it is explained how the geometry is built (Section 3.2.1), how
the Laminar Flow (Section 3.2.2) and Heat Transfer in Fluids (Section 3.2.3) modes with
appropriate boundary conditions are applied, how the mesh is created (Section 3.2.4) and
which solvers are selected (Section 3.2.5). This is done by describing the path to follow
in italic characters. The actual input that needs to be done is written in typewrite
characters and further specifications if needed can be found in Tables 3.1, 3.2 and 3.3.
3.2.1 Model geometry
The geometry in a COMSOL model is the central object. For a glacier model it has to be
created as a solid, the so called Model Domain. This main Model Domain can be divided
into a variety of Model Subdomains, which will become important for defining different
boundary conditions or mesh resolutions.
The basic idea to create a realistic model geometry based on topographic data is to
first create the horizontal domain boundary, possibly including horizontal subdomains.
For Pine Island Glacier the outer domain boundaries are described in Section 3.1 and
shown in Figure 3.2. The ice shelf area represents hereby a subdomain, separated by the
grounding line position from the grounded ice. This flat xy-plane is next extruded in
z-direction to create a 3D object. The gridded topographic data of the upper and lower
surfaces have to be converted into solid interpolated 3D COMSOL surfaces. To receive
the final 3D object, the extruded 3D object has to be cut with the two surfaces.
COMSOL version 4.3a provides in theory functionalities to conduct the above described
steps. The interpolated 3D COMSOL surfaces are created with the function parametric
surface. Unfortunately this functionality seems to be only practical for smaller geometries,
where deviations (due to smoothing) from the input data do not matter greatly. The
topographic input data for Pine Island Glacier is in high resolution and consists for the
upper and lower surfaces of a 1 km mesh for an area roughly 1000 x 500 km2. The surfaces
have to be represented as exact as possible, since otherwise for example the position of
the grounding line might change. When the geometry is set up completely in version 4.3a,
the resulting COMSOL file becomes huge and impractical to work with.
Therefore, the model geometry was built with the help of version 3.5a and the COMSOL
LiveLink for MATLAB. In version 3.5a the COMSOL function geomsurf is available, which
creates solid interpolated 3D COMSOL surfaces. The so created surfaces use a lot less
memory and are thus more practical to work with. Unfortunately this function is not
available in later versions. A quadratic interpolation is used to create a surface with
parametric surface (COMSOL, 2012a, p.707), while geomsurf uses a piecewise quadratic
interpolation on a triangular mesh (COMSOL, 2008, p.275).
The geometry is built in MATLAB with COMSOL version 3.5a, saved as a geometry
object and imported into COMSOL version 4.3a. To represent and work with complex 3D
geometries, like the Pine Island Glacier geometry, the CAD Import module for COMSOL
4.3a is required. This module has its own geometry kernel (Parasolid). With this module
arbitrary lines can be cut through the 3D geometry and thus new subdomains can be
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Figure 3.13: zs(x,y)−z [m] Figure 3.14: zb(x,y)−z [m]
created within the 4.3a environment. The finalised 3D geometry for Pine Island Glacier
can be seen as part of the GUI in Figure 3.12.
Figure 3.13 shows the difference between the original topographic data at the surface
zs(x,y), imported as interpolated field described for the Initial Values in the next section,
and the surface z of the geometry object. Figure 3.14 shows the difference between the
original topographic data at the base zb(x,y), also imported and described in next section,
and the base z of the geometry object. The deviations are small and in most areas < 1m.
They are shown here, because the z-coordinates of the real geometric surfaces are not
easily accessible within COMSOL and for further use the imported data sets are used, e.g.
for the ice thickness H in Table 3.2.
3.2.2 Ice flow model
The variables needed for the ice flow model, inserted under Local Definitions as men-
tioned above, are given in Table 3.2. The stokes flow is simulated with the help of the
Physics mode Laminar Flow. The dependent variables are u,v,w and p. To simulate ice as
an incompressible fluid the setting (Laminar Flow → Physical Model → Compressibility:
Incompressible flow) has to be made. The Babuska-Brezzi condition states, that for nu-
merical stability the basis functions (refer to Section 2.5) for the pressure must be of lower
order than the basis functions for the velocity, for example linear elements for the pressure
(P1) and quadratic elements for the velocity (P2). If the basis functions are of the same
order, a stabilisation technique has to be applied, like the streamline diffusion (Galerkin
Least Square (GLS)) (COMSOL, 2008, p.714). For the discretisation the following setting
has to be made: (Laminar Flow → Discretization → Discretization of fluids: P2 + P1 ).
Under (Laminar Flow → Fluid Properties) the value for the density (Laminar Flow →
Fluid Properties → Density (User defined): rhoi) and for the viscosity (Laminar Flow →
Fluid Properties → Dynamic Viscosity (User defined): eta) have to be filled in.
The viscosity term eta is defined in Table 3.2 (Eq. (2.24)). The effective strain rate ε˙e
(Eq. 2.21) is here termed de and a small value of 10−30 is added to keep the term non-zero.
Model experiments have shown, that this does not affect the overall results (Pattyn, 2003;
Cornford et al., 2012).
To implement the gravity force a node Volume Force has to be added to Laminar Flow.
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Under this node it has to be chosen (Domain Selection → Selection: All domains) and the
force term −ρig has to be inserted (Volume Force → Volume Force: F = ( 0,0,-rhoi*g)).
Under the Initial Values node the initial values can be inserted. This can be done
by either directly prescribing values or functions for the fields, by prescribing imported
interpolated data sets (Global Definitions → Functions → Interpolation → Data source:
File) or by using the fields of a previous solution as the initial values (Study → Solver →
Dependent Variables → Initial Values of Variables Solved For).
Table 3.2: Laminar Flow Variables
name expression description
nu 0.1 parameter for fT
H zs(x,y)-zb(x,y) ice thickness
Nb rhoi*g*H+(rhosw*g*zb(x,y)*(zb(x,y)<0)) effective pressure
ub u*t2x+v*t2y+w*t2z basal velocity xz-plane
vb u*t1x+v*t1y+w*t1z basal velocity yz-plane
fT exp(nu*(Tr-Tpmp)) temperature function (Tr,
Tpmp in Table 3.3)
de sqrt((ux^2)+(vy^2)+(ux*vy)+((1/4)*
(uy+vx)^2)+((1/4)*(uz+wx)^2)+((1/4)*
(vz+wy)^2))+1e-30 effective strain rate
A0 3.985e-13*(Th<=263.15)+1.916e3 pre-exponential constant
*(Th>263.15) (Th in Table 3.3)
Q 60e3*(Th<=263.15)+139e3*(Th>263.15) activation energy
A A0*exp(-Q/(R*Th)) rate factor
eta (1/2)*(E*A)^(-1/n)*de^((1-n)/n) viscosity
source 4*eta*de^2 heat source term
tbx -sign(ub)*(abs(ub)*Nb^q/(C*fT))^(1/p) basal stress xz-plane
tby -sign(vb)*(abs(vb)*Nb^q/(C*fT))^(1/p) basal stress yz-plane
Boundary conditions
The default boundary condition is Wall, which is a no slip condition u = 0. To overwrite
this default condition different boundary conditions have to be selected and the corre-
sponding surfaces assigned to it. To do this it is useful to group the different surfaces
into selections to which certain boundary conditions apply. This is done via (Definitions
→ Selections → Explicit). The Selections can be renamed, to clarify for which pur-
pose they were selected. For assigning boundary conditions the following selections have
been made and renamed: Surface, Bottom, Bottom Shelf, Bottom Grounded, Ice
Divide, Inflow and Calving Front. Selections can also be used for the mesh creation
(Section 3.2.4).
Since in this case we refer to a diagnostic model and describe the Stokes flow (Laminar




Figure 3.15: Ice surface
The ice surface, highlighted in yellow in Figure 3.15, is
seen as a traction free surface (Eq. 2.34) and imple-
mented as (Laminar Flow → Open Boundary), which
adds the boundary condition node to the Model Builder
Tree. Under the Open Boundary node the surface has to
be selected (Boundary Selection → Selection: Surface).
Additionally (Boundary Condition → Boundary Condi-
tion: Normal Stress; Normal Stress: f0 = 0) is set.
Ice base
For the diagnostic model and the assumption that basal melt or freeze can be neglected,
the kinematic boundary condition is given by Eq. (2.40). For the total ice base,
consisting of the floating part, highlighted in blue in Figure 3.16, and the grounded part,
highlighted in red in Figure 3.16, this condition is implemented via (Laminar Flow →
Weak Constraint). A weak constraint has to be chosen here, as otherwise no smooth
velocity field across the grounding line can be achieved. Weak constraints apply boundary
conditions in an integral sense and are therefore not as strict. They stand in contrast to
pointwise constraints, which force the nodal value to the constraint and can thus lead to
numerical instability.
Figure 3.16: Ice base
The following settings have to be made: (Bound-
ary Selection → Selection: Bottom) and (Weak Con-
straint → Constraint type: Bidirectional, symmetric;
Constraint expression: -(u*nx+v*ny+w*nz)). Here it
has been made use of the local boundary orthonormal
base vector system that COMSOL provides. It con-
sists of the normalised normal vector (n=(nx,ny,nz)) and
2 normalised tangential vectors (t1=(t1x,t1y,t1z) and
t2=(t2x,t2y,t2z)). The normal vector n always points
to the exterior of the geometry object. The following
directions for the tangential vectors are only valid for
the Pine Island Glacier geometry and must be due to
the particular creation process described above (Section
3.2.1). At the base of the geometry object t1 lies in the yz-plane and points in positive y
direction, while t2 lies in the xz-plane and points in positive x direction. This base vector
system is also used to implement the basal sliding law described below.
The Constraint expression is evaluated to be zero. The rest of the options is left at the
default setting.
Ice base - floating
The dynamic boundary condition for the floating ice is given in Eq. (2.37) and im-
plemented as (Laminar Flow → Boundary Stress), with the following settings: (Boundary
Selection → Selection: Bottom Shelf) and (Boundary Condition → Boundary Condition:
Normal stress; Normal stress: f0 = rhow*g*(-z)).
51
Chapter 3 The 3D full-Stokes model for Pine Island Glacier
Ice base - grounded
The boundary condition for the grounded part is given in Eq. (2.42) in form of a sliding
law. To be implemented it has to be chosen in its inverse form (Eq. (2.43)). In Eq.
(2.44a),(2.44b) and (2.44c) the tangential and normal components of the stress vector
σ · n are shown. The stress vector σ · n can thus also be expressed as
σ · n = F−1b ub tx + F
−1
b vb ty −Nb n. (3.1)
This is used to implement the boundary condition as (Laminar Flow → Boundary Stress),
with the settings: (Boundary Selection → Selection: Bottom Grounded) and (Boundary
Condition → Boundary Condition: General stress; Stress: F =
( -Nb*nx+tbx*t2x+tby*t1x,-Nb*ny+tbx*t2y+tby*t1y,-Nb*nz+tbx*t2z+tby*t1z)).
Ice divide
Figure 3.17: Ice divide
The boundary condition for the ice divide, high-
lighted in yellow in Figure 3.17, is given in Eq.
(2.49) and implemented as (Laminar Flow → Sym-
metry). Only the boundary selection (Bound-
ary Selection → Selection: Ice Divide) has to be
made.
Calving front
Figure 3.18: Calving front
The boundary condition for the calving front, high-
lighted in yellow in Figure 3.18, is given in Eq. (2.52) and
implemented as (Laminar Flow → Boundary Stress),
with the following settings: (Boundary Selection → Se-
lection: Calving Front) and (Boundary Condition →






The boundary condition for the inflow area, highlighted
in yellow in Figure 3.19, is given in Eq. (2.53) and im-
plemented as (Laminar Flow → Inlet). The following
settings are made: (Boundary Selection → Selection:
Inflow), (Boundary Condition → Boundary Condition:
Velocity) and either (Velocity → Normal inflow velocity;
U0 = sqrt(uSIA^2+vSIA^2)) or (Velocity → Velocity
field; u0 = ( uSIA,vSIA,0)).
Ice rises
Since the default boundary condition is Wall, it applies to all boundaries that have no
other boundary condition assigned to them. The only undefined boundaries are at this
point the ice rises, that are implemented as holes in the geometric object and thus have
surfaces on the “inside“. The boundary condition for the ice rises is thus given by a no
slip condition.
3.2.3 Thermal model
The variables needed for the thermal model, inserted under Local Definitions as mentioned
above, are given in Table 3.3. The thermal model is implemented with the Physics mode
Heat Transfer in Fluids. The dependent variable is T . The temperature is solved for
with linear elements (Heat Transfer in Fluids → Discretization → Temperature: Linear).
The first subnode is also named Heat Transfer in Fluids (Heat Transfer in Fluids → Heat
Transfer in Fluids) and here general entries have to be made (comparable to the Fluid
Properties node under Laminar Flow). The following settings are made here:
(... → Model Inputs → Absolute pressure: p = Pressure (spf/fp1))
(... → Model Inputs → Velocity field: u = Velocity field (spf/fp1))
(... → Heat Conduction → Thermal conductivity: k (User defined) = kT (Isotropic))
(... → Thermodynamics → Density: ρ (User defined) = rhoi
(... → Thermodynamics → Heat capacity at constant pressure: cp (User defined) = cpT)
(... → Thermodynamics → Ratio of specific heats: γ (User defined) = 1 ).
The first two settings, under (... → Model Inputs), create the coupling between the ice
flow and the thermal model, such that the calculated velocity and pressure fields serve as
input for the heat advection.
Under the Initial Values node the initial values can be inserted as for the ice flow model
in Section 3.2.2.
To include the internal heat source term (Eq. (2.13)) a Heat Source node has to be
added (Heat Transfer in Fluids → Heat Source). Under this node the following settings
have to be made: (Domain Selection → Selection: All domains) and (Heat Source →
General source: Q (User defined) = source).
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Table 3.3: Heat Transfer Variables
name expression description
T0 273.15 [K] low pressure melting point
Tsw 271.15 [K] freezing temperature of seawater
Tpmp T0-(beta*p) [K] pressure melting point
Tr if(T>Tpmp,Tpmp,T) [K] controlled temperature
Th Tr+(beta*p) [K] homologous temperature
kT 9.828*exp(-5.7e-3*Tr) thermal conductivity
cpT 152.5+(7.122*Tr) heat capacity
qgeo q puru(x,y) geothermal heat flux
taubx spf.T stressx*t2x+spf.T stressy*t2y
+spf.T stressz*t2z
tauby spf.T stressx*t1x+spf.T stressy*t1y
+spf.T stressz*t1z
qfric sqrt((ub+vb)^2*(taubx+tauby)^2) friction heating
f ((-zb(x,y)*rhosw)/((H-15.2)*rhoi))>1 floatation mask
Qdot (qgeo+qfric)+f basal heat flux
Tb Tpmp+f*(Tsw-Tpmp) maximum basal temperature
Boundary conditions
The default boundary condition is Thermal Insulation as shown in Eq. (2.50). As for the
ice flow model, the corresponding surfaces have to be assigned to the different boundary
conditions and will be described below. For Figures showing the different surfaces refer to
Section 3.2.2. Since here we describe the thermal model we will refer to the thermody-
namic boundary conditions described in Section 2.4.
Ice surface
The boundary condition for the surface is shown in Eq. (2.35) and implemented with (Heat
Transfer in Fluids → Temperature) with the settings (Boundary Selection → Selection:
Surface) and (Temperature → Temperature: T0 = Ts(x,y)). The surface temperature is
described in Section 3.1.4 and shown in Figure 3.6. Furthermore all Dirichlet conditions for
the thermal model have to be implemented as Weak Constraints: (Constraint Setting →
Classic constraints → Constraint type: Bidirectional, symmetric; Use weak constraints).
Ice base
The thermodynamic boundary condition for the base is implemented slightly different
than suggested in Eq. (2.38), (2.39), (2.47) and (2.48), due to stability issues. The
whole base receives a heat flux implemented with (Heat Transfer in Fluids → Heat
Flux ) and the selection of the basal surface (Boundary Selection → Selection: Bottom).
The following settings have to be made: (Heat Flux → General inward heat flux: q0
= Qdot*(flc2hs(Tb-T,0.01))). The term Qdot is the basal heat flux (refer to Table
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3.3, a combination of geothermal heat flux, described in Section 3.1.5, and frictional
heat). The function flc2hs is a smoothed Heaviside function with a continuous sec-
ond derivative and without overshoot. With the specifying parameters x and scale,
flc2hs(x,scale) is a function that approximates the logical expression y = (x > 0)
by smoothing the transition within the interval -scale< x< scale. The basal tempera-
ture Tb is a spatially variable field that defines the maximal basal temperature that can
be reached and is Tb = Tpmp for grounded areas, and Tb = Tsw for floating areas. The
whole expression Qdot*(flc2hs(Tb-T,0.01)) thus prescribes a heat flux Qdot, as long as
T<(Tb-0.01). When T becomes T≥(Tb-0.01), Qdot is gradually reduced and turns zero
when T=(Tb+0.01). This procedure ensures a stable way to not let the basal heat flux
increase the temperature above Tb+0.01. The function is shown in Figure 3.20.
Figure 3.20: Qdot*(flc2hs(Tb-T,0.01))
Inflow
The boundary condition for the inflow is shown in Eq. (2.54) and implemented with a
Dirichlet condition (Heat Transfer in Fluids → Temperature) with the settings (Boundary
Selection → Selection: Inflow), (Temperature → Temperature: T0 = (Tb-Ts(x,y))
/H*(zs(x,y)-z)+Ts(x,y)) and (Constraint Setting → Classic constraints → Constraint
type: Bidirectional, symmetric; Use weak constraints).
Ice divide, calving front and ice rises
The boundary conditions for the remaining boundaries are given by the default condition
Thermal Insulation as shown in Eq. (2.50).
3.2.4 Mesh
The mesh of the 3D model for Pine Island Glacier consists of unstructured prism elements
and is shown in Figure 3.21. It is constructed in a number of substeps. This is necessary
due to the very small aspect ratio of Pine Island Glacier, which is the ratio of vertical
to horizontal extent  = H L−1. For Pine Island Glacier the vertical extent, which is the
average thickness, is about 3 km and the horizontal extent about 500 km, which leads to an
aspect ratio of the order 10−3. In the main part of the modelling domain in the grounded
ice, apart from the area adjacent to the grounding line, the biggest gradient of the variables
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is present in the vertical direction. This is why the SIA can be applied in those areas. It is
therefore important to have a decent resolution in the vertical. If we aim at a high mesh
quality this would lead to an extremely fine horizontal resolution in the order of 100m.
Such a high resolution is not applicable due to limited computational resources. Therefore,
an approach is chosen that results in high vertical and feasible horizontal resolution at the
expense of mesh quality, described below and shown in Figure 3.22.
The areas with strong gradients and high resolution needed are meshed first. This is
done by defining a maximum element size for the edges via (Mesh → Edge → Size). For
the following boundaries the maximum element sizes are:
Figure 3.21: FEM mesh
grounding line → 500m
calving front → 500m
inflow area → 1000m
rest of outer boundary → 2000m
Afterwards the surface of the modelling
domain is meshed with a free triangular
mesh (Mesh → Free Triangular → Size).
The central trough area with the fast flow-
ing stream and the shelf area get hereby
a higher resolution (maximum element size
5000m) than the rest of the domain (max-
imum element size 6000m). The resulting
surface mesh is shown in Figure 3.21. It is
important to start meshing from the high-
est resolution as otherwise the interfaces
will receive a lower resolution than wanted.
Figure 3.22: Mesh quality
The rest of the model domain is meshed
by adding a swept mesh (Mesh → Swept).
This option projects the surface mesh
(Mesh→ Swept→ Source Faces: Surface)
onto the bottom (Mesh → Swept → Desti-
nation Faces: Bottom) and creates a cer-
tain number of vertical layers (Mesh →
Swept → Distribution → Number of ele-
ments: 12). The element ratio specifies
the ratio in size between the last and first
vertical element and is set under (Mesh
→ Swept → Distribution → Element ra-
tio: 0.01), to receive a higher resolution
near the base. The chosen values are de-
rived from the vertical local element Peclet
number (Durran, 2010) given by
Pe =
|w| dz cp ρi
κ
, (3.2)
which is a nondimensional parameter describing the ratio of thermal advection to thermal
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diffusion. At the base of the glacier the stability requirement of Pe < 1 is given almost
everywhere with the above stated values. The final mesh consists of ∼ 370 000 prism
elements.
The mesh quality in COMSOL gives a measure of how evenly an element is formed. The
aim is to have elements with the nodes on the surface of a sphere and even length edges.
A 2D triangular element would have a mesh quality of 1 for an equilateral triangle and
0 if the triangle degenerated into a line. The mesh quality is important so the gradient
of the variables solved for does not become too large over the element volume. For mesh
quality dependent remeshing the default minimum mesh quality is 0.2 and an acceptable
mesh quality has to be larger than 0.1 (COMSOL, 2012b). The mesh quality may become
important when using an iterative linear system solver, as it requires a higher mesh quality
than a direct solver.
3.2.5 Solver
COMSOL Multiphysics© provides a variety of solver choices for solving the FEM model
equations. The solver options can be set under the (Study → Solver Configurations)
node of the Model Builder Tree. For computation of a diagnostic solution, a Stationary
Solver is selected. The settings for the Stationary Solver are adjusted under (...→ Solver
Configurations → Solver → Stationary Solver).
We chose a direct solver, which is uncommon for such a high number of DOF’s, but
seems to be the best choice in our case. Iterative solvers work not well due to the bad
mesh quality described above. The Direct Solver node is added under the Stationary Solver
node in the Model Builder Tree. Here one of three direct solvers, MUMPS, PARDISO or
SPOOLES, can be selected.
The chosen Direct Solver can be combined with either a Fully Coupled or Segregated
node. The Fully Coupled node makes the Direct Solver solve for all variables at once. The
Segregated node can be applied such that groups of variables are solved for iteratively. For
the glacier model this can be done by solving for the temperature T in the Segregated Step
1 and for u, v, w and p in the Segregated Step 2. The variables not solved for in a step are
held constant at the previous value of the solution. This way the working memory usage
can be reduced. If sufficient working memory is available, the use of a Fully Coupled node
is preferable as it converges faster.
Under either, the Fully Coupled or Segregated node, an appropriate setting for Method
and Termination has to be chosen, where the Nonlinear method and the Termination
technique are defined. Because the system of model equations is nonlinear, it has to be set
(... → Method and Termination → Nonlinear method: Automatic (Newton)/Automatic
highly nonlinear (Newton)).
Under the Fully Coupled node the following termination technique is selected: (... →
Method and Termination → Termination technique: Iterations or tolerance). This ter-
minates the solving process if either a maximum number of iterations is reached (... →
Method and Termination → Number of iterations: 25), or the relative error (defined in
Eq. (3.3)) is smaller than the relative tolerance value chosen, set under (... → Solver
→ Stationary Solver → Relative tolerance: 1e-6) and (... → Method and Termination
→ Tolerance factor: 1). The Tolerance factor is only meaningful in combination with
the Segregated node, because it can be used to modify the relative tolerance for different
segregated steps.
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Under the Segregated node the termination techniques to be selected are very similar.
Here it has to be chosen for the main Segregated node, which can be seen as the outer
loop, and additionally for the different Segregated Steps.
















with M being the number of fields (variables solved for), N the number of DOF’s in field
j, Wi,j = max(|Ui,j |, Si) with Ui,j being the current approximation to the solution vector
and Si a pre-defined scale factor, and Ei,j the estimated error in this vector (COMSOL,
2012a, p.630).
3.3 Verification and validation
The results of a numerical model need to be verified and validated. The terms verification
and validation are subject to many controversies, but used in the following sense here
(Bueler, 2008). Verification describes the process of testing if the implementation and
solution of the underlying equations is complete and bug free. Validation on the other
hand can be carried out if the model has already been verified and its aim is to test whether
or not the mathematical model is an appropriate representation of the real-world process
it wants to simulate (Leng et al., 2013). A verification can be done by comparing the
model output to an analytical solution. A validation can be achieved by comparing the
model output to measured data. A model intercomparison can not be accounted clearly
to either method (Bueler, 2008), but in the latter it will be accounted to the validation
methods.
This model consists of different parts. There is the ice flow model, with ice-sheet and ice-
shelf flow, and the thermal model. The ice sheet flow has been validated by M. Ru¨ckamp
within the first Ice Sheet Model Intercomparison Project for Higher-Order and full-Stokes
ice sheet Models (ISMIP-HOM) (Pattyn et al., 2008; Ru¨ckamp, 2011). The ice-shelf flow
is verified with an analytical solution in Section 3.3.1. It has to be noted here, that the
analytical solution is based on simplified assumptions, the Shallow Shelf Approximation
(SSA), and is therefore not strictly an exact solution to the full-Stokes flow problem.
The coupled ice sheet and ice shelf flow model is validated within the Marine Ice Sheet
Intercomparison Project (MISMIP 3D) described in Section 3.3.2 (Pattyn et al., 2013).
The temperature model is verified by M. Ru¨ckamp with an exact solution from Bueler
et al. (2007) (Ru¨ckamp, 2011). The full thermo-mechanically coupled model is validated
via an application to Pine Island Glacier and compared to measured surface velocities in
the next chapter.
3.3.1 Ice shelf ramp
In a first step we will verify the floating part of the model. This is done by comparing
the model output to an analytical solution. This analytical solution is obtained for an
idealised ice shelf ramp with the equations of the SSA (refer to Section 1.2.1). As the
model solves the full-Stokes equation, it is thus not a strict verification but still used as an
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indication for the right solution. Furthermore the 3D model is compared to the analytical
solution for 2D flow in the xz-plane. Since the 3D model is axis-symmetric with no lateral
drag, comparison to the 2D flow line solution is valid but does not create any further
inside to the 3D behaviour (for this refer to Section 3.3.2).
We will show the analytical results for the velocity components u and w and the total
mass balance as − ab, and compare them to the model results. For a detailed derivation
of the solutions refer to Greve and Blatter (2009).
We consider an ice shelf that extents from the grounding line at x = 0 to the calving
front at x = L. The ice thickness H decreases linearly from the thickness at the grounding
line Hgl to the thickness at the calving front Hcf, such that




The mean sea level is located at z = 0 and the inflow at the grounding line is given by
ugl = (ugl, 0, 0). Furthermore steady state conditions and constant rate factor A(T
′) =
A = const. are assumed. Table 3.4 gives an overview of the parameter values used in this
section.
Table 3.4: Overview of parameters for the ice shelf ramp
name value description
Hgl 400m ice thickness at grounding line
Hcf 200m ice thickness at calving front
L 200 km calving front position
B 10 km extent in y-direction
ugl 100ma
−1 inflow velocity at grounding line
n 3 stress exponent




−3 sea water density
g 9.81m s−2 acceleration of gravity
In Figure 3.23 the model geometry is shown. The velocity field is indicated by the black
arrows. The red line indicates the sea level and is also the line on which the horizontal
velocity component u is evaluated. The blue line lies at x = L/2 and y = B/2 and is the
line where the vertical velocity component w is evaluated.
Since the model consists of an idealised ice shelf, it is not necessary to apply Weak
Constraints to the ice base as shown in Section 3.2.2 (Boundary conditions - Ice base).
Instead it is sufficient to apply a Symmetry condition as for the Ice Divide (Section 3.2.2
- Boundary conditions - Ice divide).
The model is run for different mesh resolutions as listed in Table 3.5. The first column
”Identifier” gives a name the simulation is referred to hereafter. Columns ”horizontal” and
“layers“ give information about the horizontal and vertical mesh resolution, respectively.
Under ”elements” the total number of prism elements and under ”DOF’s” the degrees of
freedom, for the different simulations, are listed. The time needed to find a solution, given
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Figure 3.24 shows the analytical horizontal velocity u(x) (Eq. (3.5)) and the simulated
horizontal velocities, evaluated at z = 0 (red line in Figure 3.23) in the middle of the shelf
at y = 5km. The maximal horizontal velocities umax are listed in Table 3.6.
Figure 3.24: horizontal velocity u(x), with enlarged region
In general all mesh resolutions manage to reproduce the horizontal velocity component
u very well.
The analytical vertical velocity component w(z) in SSA is given by






To determine the vertical velocity at sea level w(z = 0) the distributions of the surface and
basal mass balance as and ab need to be known. To plot the analytical solution anyway
w(z = 0) is assumed to be zero. The analytical solution together with the simulated
solution at x = 100 km and y = 5km (blue line in Figure 3.23) is shown in Figure 3.25. To
compare the results the gradient of function w(z) = az+ b is looked at and listed in Table
3.6. All the simulated gradients of the vertical velocity component w agree well with the
Table 3.6: Velocity results for the ice shelf ramp
identifier umax [m a
−1] wmax [m a
−1] wmin [m a
−1] a [a−1] b [m a−1]
at x = 100 km at x = 100 km
mesh 1 1658.168 1.09179 -1.02211 -0.0070463 -0.77946
mesh 2 1662.675 1.09556 -1.01836 -0.0070464 -0.77571
mesh 3 1663.790 1.09631 -1.01762 -0.0070464 -0.77497
analyt. 1658.73 1.86275 -0.24154 -0.0070143 0
analyt.(m3-b) 1658.73 1.08778 -1.01651 -0.0070143 -0.77497
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analytical value.
The total mass balance at the upper and lower interface as− ab at steady state is given
by




The analytical solution for total mass balance can be derived such that
















and is shown for the parameters from Table 3.4 in Figure 3.26. The simulated mass
balance can also be derived from the stationary kinematic boundary condition (for the
surface given in Eq. (2.33)). Because we apply a no penetration condition u · n = 0 at
the base of the ice sheet, it is ab = 0 and therefore as − ab = −u · n, which is shown in
Figure 3.26 for the different meshes evaluated on the surface in the center of the ice shelf
at y = 5km.
Figure 3.25: vertical velocity w(z)
The minimum and maximum values of the mass balance of the analytical solution and
the different simulations are shown in Table 3.7. In Figure 3.26 the importance of the
vertical mesh resolution becomes apparent. In a 2D flow line model it is possible to
strongly refine horizontally and still result in a manageable amount of DOF’s. In a 3D
model it has to be carefully balanced between horizontal and vertical resolution and solving
time. Here the local mesh refinement becomes important. The overshoot is due to the
inflow boundary condition with u = (ugl, 0, 0). The vertical velocity component has to
adjust and results in oscillation. For finer horizontal resolutions the overshoot becomes
smaller.
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Figure 3.26: mass balance
Table 3.7: Mass balance results for the ice shelf ramp
identifier (as − ab)max [m a
−1] (as − ab)min [m a
−1]
mesh 1 7.8853 -1.2273
mesh 2 6.7969 -1.2859
mesh 3 6.8254 -1.2988
analyt. 6.5506 -1.2431
3.3.2 MISMIP 3D
The coupled ice sheet-ice shelf flow is validated along the Marine Ice Sheet Intercompar-
ison Project (MISMIP 3D) (Pattyn et al., 2013). The models compared are isothermal,
incompressible and non-linear viscous. The intercomparison is focused on prognostic 3D
grounding line motion, but also diagnostic experiments are conducted. Our model only
took part in the diagnostic experiments and the results will be shown here. For an overview
about modelling grounding line motion refer to Section 1.2.3.
The development of models being able to simulate grounding line motion is increasing.
This includes full-Stokes models and models coupled to ocean dynamics. These devel-
opments also increase the need for adequate validation and verification methods. The
processes surrounding grounding line motion are complex and it is difficult to separate ef-
fects due to feedback mechanisms. Additionally a lack of direct observations of grounding
line motion complicate the direct validation of models with observations.
The verification with an approximate analytical solution based on boundary layer theory
(Schoof, 2007a) is only possible for simplified geometrical configurations with no lateral
variations and no buttressing effects from lateral drag. This verification was conducted
for 2D flow line models by Pattyn et al. (2012).
In the present intercomparison project a perturbation in the basal sliding parameter
is introduced which causes a curved grounding line. This is done to achieve a real 3D
effect and not just a 3D extrusion of a 2D flow line model. The curved grounding line
invalidates the analytical solution due to generated buttressing effects. Therefore, for the
curved grounding line only the intercomparison remains as a validation method.
In total 17 distinct models participated with 33 different realisations, meaning varying
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Figure 3.27: Perturbed friction parameter C∗
resolution or time step. As our model too, not all models participated in the prognostic
and diagnostic experiments though.
The prognostic experiment starts from a steady state solution for the ice sheet, referred
to as the standard experiment. This steady state solution is obtained by growing an ice
sheet, with constant parameters described in detail in Pattyn et al. (2013), on a plane
bedrock with a constant downward slope in x and no variation in y direction. The model
domain spans from 0 to 800 km in x and from 0 to 50 km in y. The domain is bounded
by an ice divide at x = 0 and a calving front at x = 800 km. The lateral boundaries at
y = 0 and y = 50 km are symmetry axis, while the surface is an stress free surface. The
grounded ice is subject to a non-linear sliding law and the floating ice experiences the
water pressure. For implementation of the boundary condition refer to Section 3.2.2.
The standard experiment can be started from either a 10m thick slab of ice or an
extruded version of the converged 2D flow line case. The bedrock position is hereby
defined as




The non-linear sliding law at the base of the ice is given by
τ b = −C|ub|
m−1ub (3.12)
with the constant bed friction parameter C = 107 Pam−1/3 s1/3 and the bed friction ex-
ponent m = 1/3. The resulting 3D marine ice sheet has no lateral variations and can be
therefore compared to the analytical solution by Schoof (2007a).
To achieve a curved grounding line the bed friction parameter C is locally perturbed
resulting in a new bed friction parameter C∗. This results in faster sliding ice at the side
of the perturbation. The perturbation is centred at the grounding line of the standard















with the precise position of the initial steady state grounding line xb at y = 0. The
parameters yb = 0km, xc = 150 km and yc = 10 km define the spatial extent of the
perturbation. The amplitude of the perturbation has a maximum of 75% and is defined
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by the value a = 0.75. The distribution of C∗ can be seen in Figure 3.27, together with
the resulting curved grounding line from the participating full-Stokes model Elmer/Ice
(Favier et al., 2012).
Figure 3.28: MISMIP 3D geometry with velocity |u|
The prognostic experiment starts from the steady state solution of the standard ex-
periment with the constant C. The perturbed bed friction parameter C∗ is inserted and
the models are run forward for 100 years. This results in a new solution with a curved
grounding line. The constant C is inserted again and the model is run until it reaches
again a steady state solution. The final steady state should be more or less the same as
the initial standard experiment steady state solution, based on reversibility postulated by
Schoof (2007b).
Figure 3.29: us at grounding line Figure 3.30: vs at grounding line
The results of the prognostic experiment are not discussed further here, for details
refer to Pattyn et al. (2013). The experimental set up for the prognostic experiment is
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described though because the diagnostic experiment is based on the perturbed solution.
The geometry for the diagnostic experiment is provided by the full-Stokes Elmer/Ice model
(Favier et al., 2012). This geometry can be downloaded from the MISMIP 3D website
(http://homepages.ulb.ac.be/∼fpattyn/mismip3d), and is shown in Figure 3.28. The aim
is to test the performance of the different approximations to the Stokes equations and
detect possible inconsistencies within the model set up by reproducing the 3D flow field.
The surface flow component perpendicular to the grounding line is compared for the
different models. Most models reach a maximum flow speed between 700 and 1000ma−1 on
the symmetry axis at y = 0km and a flow speed between 250 and 500ma−1 at y = 50 km.
A few models show significantly higher or lower flow speeds, which might be due to the
way the Elmer/Ice geometry was interpolated. Our model results lie well within the range
described above. Figures 3.29 and 3.30 show the surface horizontal velocity components us
and vs at the grounding line. The results from our model are shown in red, the two other
participating full-Stokes models are marked in light grey while all other models are marked
in dark grey. The horizontal velocity us from our model lies in the middle of all other
results, while the horizontal velocity vs is somewhat slower than most other results. The
model differences might be partly due to the detected location of the grounding line. In
Figure 3.31: u at surface Figure 3.32: v at surface
Figure 3.33: w at surface
Figures 3.31, 3.32 and 3.33 the velocity components u,v and w of our model at the surface




Identification of dominant local flow
mechanisms
Figure 4.1: Numbered tributaries on |uobs|
The total glacier motion is made up of different components, which are internal de-
formation, basal sliding of the ice over the bedrock and internal deformation of the bed
itself. The contributions of the different components to the overall motion can locally vary
strongly. In this chapter the question is discussed, which flow mechanisms dominate in
which regions driving the flow of Pine Island Glacier.
To facilitate the distinction of the different regions, the tributaries entering the central
flow area are numbered. Figure 4.1 shows the observed surface velocity field |uobs| from
Rignot et al. (2011) together with the numbered tributaries, entering the central main
ice stream. The numbering of the tributaries for tributaries 1-10 is based on Stenoien
and Bentley (2000). The numbering used in Vaughan et al. (2006), Karlsson et al. (2009)
and Rippin et al. (2011) is the same for the even numbers, but shifted by 1 for the odd
numbers, as they missed tributary 1 from the numbering by Stenoien and Bentley (2000).
We extended the numbering from Stenoien and Bentley (2000) to the tributaries 11-14,
which are entering the ice shelf.
To distinguish the different flow mechanisms, the numerical glacier model is used as a
tool to qualitatively identify the contributions by separation. The internal deformation of
the bed itself can not be inferred with this method, since the bed is not modelled explicitly,
but the availability of water, the hydraulic potential and the basal roughness might hint
the existence of water saturated till.
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In a first step, in Section 4.1, a number of no-slip simulations are conducted, where the
ice is not allowed to slide over the bed. Even though it is an unrealistic setting for the
flow of Pine Island Glacier, where large areas are dominated by strong basal sliding, the
simulations give some insight to the interplay of mechanisms. Along these simulations the
effect of the driving stress is discussed in Section 4.1.1. The basal temperature distribution
solely due to heat conduction is looked at in Section 4.1.2, followed by a discussion about
the effect of internal strain heating in Section 4.1.3. The contribution of the internal
deformation to the surface velocity is discussed in Section 4.1.4.
Some findings from the no-slip simulations are subsequently used in Section 4.2 for
reference simulations. The technique for these reference simulations, a “quasi-inversion”
of a basal sliding parameter, is introduced in Section 4.2.1. The single reference run, which
will be referred to as a reference for later simulations, is analysed in Section 4.2.2. The
temperature distribution from the reference run shows a small layer of temperate ice, and
is discussed in Section 4.2.3. The effect of considering the water content in the viscosity
is discussed in Section 4.2.4, followed by a discussion of the relative contributions of full-
Stokes versus SIA terms in Section 4.2.5. Additionally, the reference simulation is used to
investigate the sensitivity to geothermal heat flux in Section 4.2.6.
Available water at the base of an ice sheet moves along the hydraulic potential. The
hydraulic potential for Pine Island Glacier, which is with a simplified approach solely
dependend on geometrical considerations, is looked at in Section 4.3. Additionally the
distribution of the basal roughness is considered in Section 4.46, and used as an indication
for the presence of sediments below the ice sheet, supported by findings from Smith et al.
(2013).
In the last section, Section 4.5, the results are combined for an overall discussion of the
flow pattern and the dominant mechanisms in the different tributaries.
All simulations in this and the following chapter are conducted on a high-performance
computing system at the Alfred-Wegener-Institute, Bremerhaven. The computing system
is composed of one node, consisting of 28 blades with SGI NL5 interconnect, 448 cores (56
Intel Xeon E7-8837, 8 cores, 2.66GHz), 3.5 TB RAM (8GB/core) and 140 TB disk space.
All following simulations are conducted as parallel jobs on 32 cores.
4.1 No-slip simulations
In Table 4.1 an overview is given of the simulations conducted in this section. Each
simulation has an identifier in the first column, which will be used in the subsequent text
to refer to the according simulation. In column ”qgeo” the data set for the geothermal
heat flux is listed, where Purucker stands for the data by Purucker 2012 (updated version
of Fox Maule et al., 2005), Fox for the data from (Fox Maule et al., 2005) and Shapiro
for the data from Shapiro and Ritzwoller (2004), all described in Section 3.1.5. Further
it is listed in column ”source” if the source term for internal heat production (refer to
Eq. 2.13 and Section 4.1.3) is applied. This is only relevant, if both, the flow model
and the thermal model is solved. In column ”u, p” it is listed if the ice flow model
is used (refer to Section 3.2.2) and in column ”T” if the thermal model is used (refer
to Section 3.2.3). If the thermal model is not used, either a constant temperature (e.g.
T const (-10◦C)) or a constant temperature field (e.g. T field (qp ref1)), where in brackets,
the run from which the temperature field is taken, is listed (refer to Section 4.2). The
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column ”convergence” contains the minimum error (Eq. (3.3)) reached for the according
simulation. All simulations are conducted with a Fully Coupled Solver described in Section
3.2.5.
Table 4.1: Overview of simulations conducted for Section ”No-slip simulations”
identifier qgeo source u, p T convergence
qp s Purucker yes yes yes 3.1e-05
qp ns Purucker no yes yes 1.2e-03
qp T Purucker no no yes 2.7e-10
qc up - - yes T const (-10◦C) 3.9e-07
qp up Purucker - yes T field (qp ref1) 5.8e-07
qf up Fox - yes T field (qf ref1) 6.7e-07
qs up Shapiro - yes T field (qs ref1) 4e-08
4.1.1 Driving stress
When describing glacier flow inertial forces are negligible (refer to Section 2.1.2). Even
though the ice is in motion, a glacier is effectively in static equilibrium. This gives rise to
a force balance analysis, assuming the sum of all forces to be zero (Cuffey and Paterson,
2010). The driving stress is balanced by resistive stresses. The driving stress τ d is given
by the gradients of forces exerted by the ice and the resistive stresses are the basal drag
τ b, the lateral or wall drag τw and the longitudinal drag τ l, also called internal drag,
described by the ice viscosity µ (Benn and Evans, 2010), such that
τ d = τ b + τw + τ l. (4.1)
The driving stress can be interpreted as the action which drives the flow of the ice. A
change in the velocity field can thus be due to a change in either of the components in the
above equation. Thus the flow velocities of a glacier can be influenced by either a change
in the driving stress τ d due to surface steepening, shown to happen on Pine Island Glacier
by Scott et al. (2009), or by a change in the resistive stresses τ b, τw or τ l (Joughin et al.,
2003). The wall drag τw can for example change due to rifts in shear margins (MacGregor
et al., 2012), the longitudinal drag τ l due to changes of the ice temperature and the basal
drag τ b for example due to varying availability of sediment or/and water (Smith et al.,
2012, 2013).
In most cases the basal drag τ b is the most dominant of the resistive stresses (Cuffey and
Paterson, 2010). Following Greve and Blatter (2009) the driving stress can be constructed
for the SIA and is given by









The SIA driving stress τ d,SIA corresponds to the negative of the SIA basal shear stress
τ b,SIA. This shows, that the forces are balanced locally at the base of the ice.
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The concept of the force balance is though not only applicable to the SIA. In the full-
Stokes problem the forces are not balanced locally, and so called bridging effects have to
be considered, leading to |τ d| = f
′ |τ b|, whereby f
′ usually is within the range 0.5 to 1.5
(Cuffey and Paterson, 2010). The forces still balance on average over the total ice sheet
(Greve and Blatter, 2009).
For the geometry of Pine Island Glacier the norm of the SIA basal drag |τ b,SIA| (Eq.
4.2) is shown in Figure 4.2. The norm of the simulated basal drag |τ b,qp s| from simulation
qp s is shown, together with the numbered tributaries, in Figure 4.3.
Figure 4.2: SIA basal drag |τ b,SIA| Figure 4.3: Sim. basal drag |τ b,qp s|
In the SIA basal drag |τ b,SIA|, in Figure 4.2, small scale features are visible, because the
surface gradient is taken to represent the local surface slope. These small scale features
should not effect the flow of the ice, as the surface slope should be interpreted as the average
value over distances of several times the ice thickness (Cuffey and Paterson, 2010).
The simulated full-Stokes basal drag |τ b,qp s|, in Figure 4.3, shows a much smoother
field but the overall structure of low and high drag areas is similar. Important to note
is though the high basal drag in the central trunk near the grounding line, which is not
present in the SIA basal drag |τ b,SIA|. It is likely to be caused by the drastic change of
boundary conditions across the grounding line, from no-slip to free slip conditions.
The overall distribution of basal drag τ b agrees also with simulations from Joughin
et al. (2009) and Morlighem et al. (2010). Morlighem et al. (2010) compare the basal drag
patterns for Pine Island Glacier simulated by a FS-, a SSA- and a HOM-model, which
include different degrees of approximations to the Stokes equations (refer to Section 1.2.1).
They find the basal drag near the grounding line to be lower for the FS-model, and argue
that the SSA- and HOM-model overestimate the basal drag due to neglection of bridging
effects. This argument contradicts the results of Joughin et al. (2009), who find low basal
drag near the grounding line despite the use of a SSA-model. Joughin et al. (2010) suspect
the difference to be caused by the different inversion procedures applied in the two studies




In this section we are analysing the effect of heat conduction alone, thus not considering
any advection of heat, onto the basal temperature Tb. For this we investigate the results
from simulation qp T (refer to Table 4.1), which is solved for heat conduction alone.
The effect of heat conduction can also be estimated with a simplified approach. For
this we need a basal heat flux qgeo, which is described as a temperature gradient normal
to a surface. By neglecting the slope of the basal surface under the ice and assuming a
constant thermal conductivity κ, we can write























The result of simulation qp T for the homologous basal temperature T ′b,qp T, the temper-
ature relative to the pressure melting point Tpmp, is shown in Figure 4.4. The temperatures
are only shown for the grounded areas, as the shelf is not subject to the geothermal heat
flux qgeo.
Figure 4.4: T ′b,qp T
The simulated basal temperature Tb,qp T reaches temperatures above Tpmp, which is not
physical. For ice the temperature can not be higher than the pressure melting point Tpmp,
as it would start to melt. Here we are interested in the effect of the geothermal heat flux
and the ice thickness and therefore ignore for the moment the physically unrealistic setting.
With this setting areas can be identified where the ice would be at pressure melting point
Tpmp solely due to its thickness and the geothermal heat flux. In Figure 4.4 it can be seen,
that with the geothermal heat flux from Purucker and heat conduction alone, almost the
entire ice sheet would be at pressure melting point with T ′b,qp T ≥ 0. Only a small area
near the grounding line is colder, which is due to the relatively thin ice of 10m to 300m
in that area.
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When comparing the simulated field of Tb,qp T to the field of Tb calculated with the
simplified formula given in Eq. 4.4, a maximal difference in the warmest part of 7◦C is
found. The difference is due to the neglected slope and a constant thermal conductivity
κ = 2.2W(mK)−1, in the simplified formula. For the simulation qp T the temperature
used to calculate the thermal conductivity κ(T ) (refer to Eq. (2.14)) is held at pressure
melting point Tpmp for temperatures higher than Tpmp, as it is not defined for those.
4.1.3 Strain heating
In this section we focus on the effect of internal strain heating along the simulations qp ns
and qp s (refer to Table 4.1).
The no-slip simulations are a highly artificial set up. The ice is fixed at the base, which
would imply that the ice is frozen to the bed. But at the same time we solve for the
temperature which leads to temperatures at pressure melting point Tpmp in most areas at
the base. The way the thermal basal boundary condition is implemented (refer to Section
3.2.3) it does prevent the temperatures from rising much higher than Tpmp by reducing the
geothermal heat flux. There is no upper limit though for the heat produced by internal
strain heating. The amount of internal strain heating is defined by the source term ψ,
which connects the kinetic energy and the internal energy (refer to Section 2.1.3) and is
defined as (e.g. Greve and Blatter, 2009)
ψ = 4µε˙2e, (4.5)
with the viscosity µ and the effective strain rate ε˙e. In a next step the available extra
energy could be used to calculate the amount of ice that would melt. This in turn would
have an impact on the ice geometry. Since the set up is artificial anyway we neglect the
unphysical result for now and use this experiment to investigate the effect of the source
term and to identify areas mostly effected by it.
To do so we consider the simulations qp ns, which does not include the source term
in the heat transfer equation (Eq. (2.12)), and simulation qp s, which does include the
source term. By doing this we identify the contribution of strain heating onto the overall
temperature distribution.





The results of the simulation qp ns are shown in Figure 4.5 for the homologous basal
temperature T ′b,qp ns. The results of the simulation qp s are shown in Figure 4.6 for the
homologous basal temperature T ′b,qp s.
For simulation qp s some areas show very high temperatures of T > 2◦C, which also
advect into the shelf. The total area being at pressure melting point Tpmp is bigger for
simulation qp s than for qp ns, as can be seen by comparing Figure 4.5 and Figure 4.6.
When comparing the temperate area fraction of simulation qp ns (Figure 4.5) and qp s
(Figure 4.6) now to that of the simulation with only heat conduction considered qp T
(Figure 4.4), it is apparent that introducing advection does cool the ice at the base. This
is caused by cold ice from the surface being advected down and out towards the shelf.
Since the ice is warmer in simulation qp s than in simulation qp ns, it would be expected
to flow faster. That this is really the case is shown in the next section, in Figures 4.18 and
4.16, which show the surface velocity fields for simulations qp s and qp ns respectively.
Introducing advection by trend cools the base of the ice. Warmer ice temperatures
lead to higher deformational velocities, which would by trend cool the base of the ice
further. At the same time simulation qp s shows a bigger temperate ice area fraction than
simulation qp ns. We conclude that even though faster ice would by trend cool the ice,
the source term dominates to warm the ice at the base.
To investigate the cause for the pattern of the basal temperature due to the source term
in Figure 4.6, in a next step we will look at the single components contributing to the
heating. The source term ψ is composed of the viscosity µ and the squared effective strain
rate ε˙2e (refer to Eq. (4.5)). Figure 4.7 shows the spatial distribution of the source term ψ
at the base of the ice, Figure 4.8 shows the spatial distribution of the viscosity µ at the
base and Figure 4.9 of ε˙2e, also at the base, all for the simulation qp s.
Figure 4.7: Basal source term ψ
The areas with the highest source term (Figure 4.7) partly coincide with the warmest
areas in simulation qp s (not shown here), which is not surprising. It is also apparent, that
the effective strain rate ε˙e alone controls the pattern of ψ, while the viscosity µ (Figure
4.8) slightly dampens the effect, with lower values for higher temperatures.
To investigate which terms in the effective strain rate ε˙e are the most dominant, we
untangle the term further. Following Greve and Blatter (2009) the effective strain rate ε˙e
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The spatial patterns at the base of the ice of the different terms D1-D6 are shown
in Figures 4.10-4.15, respectively. Figure 4.10 is displayed in latitude and longitude, to
facilitate the pattern description in terms of cardinal directions, while Figures 4.10-4.15
are displayed in Polarstereographic coordinates, as done before.
The term D1 (Figure 4.10), which is ∂u∂x , has the highest values of 10
−7.7 to the South
of the ice shelf, near the grounding line, and on the northern side of the curvature of the
grounding line in the central flow area. This displays the effect of the ice flowing from the
South into the ice shelf, thus in positive x-direction.
The term D2 (Figure 4.11) has by far the highest values in the grounded part in flow
direction just before the grounding line. This is not surprising as the term is basically
∂v
∂y , the main flow direction is in negative y-direction and at the grounding line the basal
condition changes from no-slip to free slip. The values are as high as 10−6.2 in that area.
The terms D3 (Figure 4.12) and D4 (Figure 4.13) have similar moderate patterns with
the maximal values of 10−8.1 and 10−8.0, respectively, near the grounding line.
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Figure 4.10: D1 Figure 4.11: D2
Figure 4.12: D3 Figure 4.13: D4
Figure 4.14: D5 Figure 4.15: D6
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The terms D5 (Figure 4.14) and D6 (Figure 4.15) have on average much higher values
than D1-D4. The maximal value of D5 and D6 is 10−7.1. The term D5 has higher values
to the South of the ice shelf, again reflecting the flow from the side in positive x-direction
into the ice shelf, while the term D6 has higher values near the grounding line in the
central flow trough, reflecting the flow in negative y-direction.
All terms reflect the pattern of the driving stress (Figure 4.2-4.3), with the highest shear
terms in the areas with largest driving stress.
4.1.4 Internal deformation
Since the ice is fixed at the base, the simulated surface velocity is solely due to internal
deformation. The strain rate ε˙ is strongly influenced by the temperature distribution
within the ice (refer to Section 2.2.2). By comparing the different simulated surface velocity
fields to the measured surface velocity field |uobs|, shown in Figure 4.1 and introduced in
Section 3.1.6, we aim to infer some further insight into likely and unlikely temperature
distributions. A much higher simulated than measured surface velocity could for example
indicate, that the ice temperature is too high, which leads to softer ice and higher strain
rates.
The surface velocity vector fields us, compared in this section, consist of the two hor-
izontal velocity components us and vs, such that us = (us, vs). The simulated surface
velocities from the no-slip simulations are named us,nosl, with nosl being the according
simulation identifier from Table 4.1.
The error in measured surface velocity magnitude |uobs| in the Pine Island Glacier region
is 2.5−5.5ma−1 (Rignot et al., 2011, Supporting Online Material). Thus the relative error
for lower velocities is higher and therefore our method has to be considered with care.
The first simulation considered here is the no-slip simulation qc up, with a constant
temperature of −10◦C. The temperature −10◦C is chosen, as it was used in previous
studies to estimate the internal deformation (e.g. Stenoien and Bentley, 2000).
The other three simulations considered here are the no-slip simulations qp up, qf up and
qs up. The flow fields are simulated with constant temperature fields, which correspond to
a realistic flow field and the heat fluxes from Purucker, Fox and Shapiro (refer to Section
3.1.5), respectively.
To receive a realistic temperature field within the ice, the velocity patterns need to
be reproduced. This is achieved with a method introduced in the next section, Section
4.2. The procedure described in Section 4.2 is conducted for the different geothermal heat
fluxes, with use of results from simulation qp s. These simulations, qp ref1, qf ref1 and
qs ref1, show temperature distributions dependent on the flow field and corresponding
geothermal heat fluxes. These temperature fields are used for simulations qp up, qf up
and qs up, respectively, as a constant input field.
In the following we show the surface velocity fields |us,nosl|, and the differences between
the simulated and measured surface velocity fields |uobs| − |us,nosl|, in the grounded areas
for the four simulations. The surface velocity fields are shown in Figures 4.16, 4.18, 4.20
and 4.22 for simulations qc up, qp up, qf up and qs up, respectively. The differences
between the simulated and measured surface velocity fields are shown in Figures 4.17,
4.19, 4.21 and 4.23 for simulations qc up, qp up, qf up and qs up, respectively.
The differences |uobs|−|us,nosl| are shown from−40 to 65ma
−1. Negative values indicate
hereby that the simulated surface velocity is too large compared to the measured surface
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velocity. Positive areas are seen as dominated by basal sliding, as this mechanism is not
considered in the no-slip simulations.
All four simulations have in common, that the highest surface velocities are coinciding
Figure 4.16: |us,qc up| Figure 4.17: |uobs| − |us,qc up|
Figure 4.18: |us,qp up| Figure 4.19: |uobs| − |us,qp up|
Figure 4.20: |us,qf up| Figure 4.21: |uobs| − |us,qf up|
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Figure 4.22: |us,qs up| Figure 4.23: |uobs| − |us,qs up|
with areas of higher driving stress. This is not a surprising result, as the driving stress
initiates internal deformation, which is reflected in the surface velocity field. As the main
trunk of the ice stream partly coincides with an area of very low driving stress, it is
reflected in low deformational velocities in those areas. Other factors must thus be driving
the flow in this area. The flow structure is likely dominated by shelf like flow, with small
vertical variations in the horizontal velocity components. High basal sliding velocities
must be present, where the simulated deformational velocity is much smaller than the
measured surface velocity. This is visible in the Figures showing the difference |us,nosl|
(Figures 4.17, 4.19, 4.21 and 4.23), where areas with |us,nosl| > 65ma
−1 are shown in dark
red and interpreted as being dominated by basal sliding. The value of 65ma−1 is chosen
somewhat arbitrarily, and just serves as an indicator.
All simulations show areas, where the simulated velocity is higher than the observed
one, indicated by negative values. Most of these areas differ by a maximum of 10ma−1,
which is about the magnitude of the measurement error. Simulation qc up, with a constant
temperature of −10◦C suggests, that most parts are dominated by basal sliding, shown in
Figure 4.17.
The simulation qs up shows the biggest areal extent of negative values, shown in Figure
4.23, and overestimates the surface velocities in parts by as much as 619ma−1. The other
simulations qc up, qp up and qf up overestimate maximal with 681ma−1, 615ma−1 and
606ma−1, respectively.
4.2 Reference simulations
Pine Island Glacier has a distinct surface flow pattern (Figure 4.1), which can not be
explained solely by internal deformation (refer to Section 4.1.4). In large areas basal
sliding must be present. To capture this in a flow model, assumptions about the base
have to be made, which is widely unknown. In Section 4.2.1 we introduce a method to
get around the difficulty of making appropriate assumption about the ground, and still
produce a somewhat realistic surface velocity field. This simulation, discussed in Section
4.2.2, will in the subsequent work be used as a reference simulation. It is necessary to
have such a reference simulation, which is validated against observed surface velocities, to
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distinguish effects from the model itself to effects due to the experimental set up.
In Section 4.2.4 we estimate the effect of parameterising the microscopic water content
in the viscosity onto the flow field. In Section 4.2.5 the importance of using a full-Stokes
model for Pine Island Glacier is demonstrated on the basis of the reference simulation. And
finally, in Section 4.2.6 the sensitivity of the basal temperature distribution on different
geothermal heat fluxes is shown.
Table 4.2 gives an overview of all simulations conducted for this section. The first col-
umn again contains the simulation identifier. The geothermal heat flux, listed in column
”qgeo”, is for Purucker from Purucker 2012 (updated version of Fox Maule et al., 2005), for
Fox from (Fox Maule et al., 2005) and for Shapiro from Shapiro and Ritzwoller (2004) (all
described in Section 3.1.5), for qgeo,const as constant value of 0.06Wm
−2 and for qgeo,art an
artificial data set, described in detail in Section 4.2.6, is used. The columns ”fric.heat”,
”u, p” and ”T” describe the insertion of the friction heating term, the use of the ice flow
model and the use of the thermal model, respectively. All simulations are carried out
with a Segregated Solver described in Section 3.2.5, as for the Fully Coupled Solver the
temperature field does not converge. Therefore, the convergence for the velocity field and
the temperature is stated separately in columns “conv.u, p“ and “conv.T“, respectively.
Column ”β2” contains the simulation identifier on which the inversion technique is based
and will be further explained in the subsequent sections. Column ”A” lists, if the simu-
lation is conducted with the rate factor for cold or temperate ice (refer to Section 2.2.2).
Table 4.2: Overview of simulations conducted for Section ”Reference simulations”
identifier qgeo fric.heat u, p T conv.u, p conv.T β
2 A
qp ref1 Purucker yes yes yes 1.7e-08 2e-06 qp s A(T, p)
qp ref2 Purucker yes yes yes 1.7e-08 1.6e-06 qp up A(T, p)
qp ref3 Purucker yes yes yes 7.6e-05 3e-04 qp up At(T, p,W )
qp ref4 Purucker yes yes yes 3.9e-06 2.7e-05 qp up At(T, p,
W = 1%)
qf ref1 Fox yes yes yes 4.9e-08 2e-05 qp s A(T, p)
qf ref2 Fox yes yes yes 3.9e-06 4.9e-06 qf up A(T, p)
qs ref1 Shapiro yes yes yes 9.6e-09 3.7e-06 qp s A(T, p)
qs ref2 Shapiro yes yes yes 7.1e-07 1.6e-05 qs up A(T, p)
qc ref1 qgeo,const yes yes yes 1.5e-07 2.8e-06 qp up A(T, p)
qc ref2 qgeo,const no yes yes 3.3e-05 1.4e-04 qp up A(T, p)
qc ref3 qgeo,const no + ns yes yes 6.7e-03 1.5e-02 qp up A(T, p)
qv ref1 qgeo,art yes yes yes 1.5e-07 3.5e-06 qp up A(T, p)
4.2.1 Quasi-inversion technique
Many ice modelling studies use a constant set of basal sliding parameters to reproduce
somewhat realistic surface velocity fields (e.g. Kleiner, 2010; Ru¨ckamp, 2011). This ap-
proach can not be adopted for Pine Island Glacier (refer to Section 5.3). From the observed
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flow pattern of Pine Island Glacier it is apparent, that locally varying basal conditions must
be present. To capture these, spatial varying assumptions have to be made about basal
sliding parameters. A common approach to avoid this problem is to infer the basal sliding
parameter from control methods (e.g. MacAyeal, 1992; Joughin et al., 2009; Morlighem
et al., 2010). We will briefly introduce this approach, although it is not used here, to then
explain our simplified method.




1−pN qb f(T )
−1 = β2, (4.7)
such that
τ b = β
2 ub (4.8)
with β2 being the basal sliding parameter to be inferred. It is squared to ensure that the
basal drag represents a sink to the mechanical energy at all points (MacAyeal, 1992).
The explicit problem can be written as
u = G(β) (4.9)
with the velocity field u ∈ U, the sliding parameter β ∈ B and an operator G : B →
U representing the model equations. If a set of surface velocity measurements uobs is
available, an inverse problem formulation can be made to receive a set of β ∈ B, such that
β = G−1(uobs) (4.10)
is fulfilled. For ice sheet modelling there is usually no explicit formulation of G−1. And
the problem is often either over-determined, such that a solution does not exist, or under-
determined, such that the solution is not unique. Therefore a minimisation problem is
introduced, to ensure the model output is as close as possible to the observations
min||G(β)− uobs||. (4.11)
For further details refer to Morlighem (2011).
We chose a different simplified approach. Our aim is to produce a realistic flow field
to validate the model on a realistic case, and furthermore to initialise the temperature
field. We call the approach “quasi-inversion” for β2 (cf. Schmeltz et al., 2002). Instead
of minimising the misfit between observed and simulated surface velocities, the following
assumptions are made: the basal drag τ b is very similar if no sliding is allowed and the
basal sliding velocity ub can be approximated by subtracting the surface velocity due
to internal deformation us,nosl from the measured surface velocity field uobs. The basal
sliding parameter β2 is then defined as
β2 = |τ b,nosl| (|uobs| − |us,nosl|)
−1. (4.12)
The column ”β2” in Table 4.2 indicates from which no-slip simulation the values for
Eq. (4.12) are taken. Figure 4.24 shows the spatial distribution of β2 for the reference
simulation qp ref2, described in the next section.
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Figure 4.24: Spatial distribution of β2
4.2.2 Reference simulation
In this section we discuss the reference simulation qp ref2. The simulation qp ref2, with
the geothermal heat flux from Purucker 2012 (updated version of Fox Maule et al., 2005),
is chosen as a reference, as the heat flux is identified as the most realistic (refer to Section
4.1.4). Simulation qp ref1 is already described in Section 4.1.4 and only needed to receive
a realistic temperature field for simulation qp up. For simulation qp ref2 the basal drag
τ b,nosl and the surface velocity due to internal deformation us,nosl are taken from simulation
qp up, as it includes the most realistic internal temperature distribution. The inferred
basal sliding velocity |ub| = |uobs| − |us,qp up| is shown in Figure 4.23, but with negative
values clipped as the norm of the sliding velocity can not be negative, such that |ub| =
min{|uobs| − |us,qp up|, 0}.
Figure 4.25: |us,qp ref2| Figure 4.26: |uobs| − |us,qp ref2|
The resulting surface velocity field is shown in Figure 4.25. The main flow pattern with
the different tributaries are captured (compare to the observed surface velocity field shown
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in Figure 4.1). The difference between the observed and modelled surface velocity is shown
in Figure 4.26. Positive values imply here that the simulated velocity field is slower than
the observed one, while negative values imply that the simulated velocity field is faster.
The slower flowing areas differ by a maximum of ±50ma−1. The highest differences can
be seen in the ice shelf, where the simulated velocities are much smaller than the observed
ones. These differences might be partly related to a slow inflow from the grounded areas.
The simulated velocity is about 1 kma−1 slower than the observed surface velocity just
before the grounding line in flow direction. This might be due to the position of the
grounding line in our model. The grounding line position in our model is further down-
stream than the location in 2009 (see Figure 3.5), to which the observed surface velocity
field belongs (2007-2009, refer to Section 3.1.6). Or it might be caused by the inversion
technique with an increased τ b just before the grounding line (see to Figure 4.3).
Along both sides of the central stream, for grounded and floating ice, blue bands are
visible in Figure 4.26, where the simulated velocity is slower than the observed one. In
satellite images (refer to Figures 3.2 and 3.5) can be seen, that these areas roughly co-
incide with the location of rifted shear margins. These shear margins have been shown
to be rheologically softer than undamaged ice (e.g. Humbert et al., 2009). In reality the
shear margins partly uncouple the fast flowing central part from the surrounding ice. In
our model they are not included and we treat the shear margins rheologically equal to
undamaged ice. This leads to an overestimation of the flow outside the central stream,
and an underestimation within the central stream in the main trunk. The softening due
to shear margins could be included in the model with an increase of the enhancement
factor E (refer to Section 2.2.3). Joughin et al. (2010) rather adjust the rate factor (refer
to Section 2.2.2) in their study (Joughin et al., 2010, Auxiliary material), leading to the
same effect.
The observed |uobs| and simulated surface velocity norms |us,qp ref2| are interpolated
onto a structured 5 km grid and compared point wise as shown in Figure 4.27. The colour
of the circles shows the velocity magnitude of the observed field |uobs|. If the simulated
and observed velocity fields are identical at a grid point, the according circle lies on the
diagonal black line.
Figure 4.27: |uobs| versus |us,qp ref2| Figure 4.28: |uobs| versus ∆α
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To compare the angles of the velocity vectors on a structured 5 km grid, the difference
between the angles ∆α is plotted against the observed surface velocity magnitude |uobs|,
shown in Figure 4.28. The colour of the circles again shows the velocity magnitude of the
observed field |uobs|.
For the velocity magnitudes in Figure 4.27 it can again be seen, that for higher veloc-
ities the simulated velocity field |us,qp ref2| is slower than the observed field |uobs|. The
spread around the diagonal for lower velocities appears bigger, which is mainly due to the
logarithmic axes chosen. The angles agree better for higher velocities, as shown in Figure
4.28. At the same time the measurement error is bigger for slower velocities.
The distribution of the homologous basal temperature T ′b,qp ref2 is shown in Figure 4.29.
Since sliding is included in this simulation the basal temperatures are lower than in the
no-slip simulations (compare to Section 4.1.3). The shear heating term is less dominant
near the grounding line as there is no drastic change from no-slip to free-slip conditions.
Due to the basal sliding the friction heating term ub · τ b (compare to Eq. 2.47) becomes
important.
Figure 4.29: T ′b,qp ref2 Figure 4.30: |ub,qp ref2|/|us,qp ref2|
To the North of the ice shelf, the area described earlier with a cold base due to thin
ice, is now separated by two strings with a temperate base. They correlate with two
smaller ice streams (12 and 14 in Figure 4.1). The ice is probably warmed in this area
due to friction heating and the effect will be discussed further in the Section about basal
roughness (Section 4.4).
In general the overall flow pattern is reflected in the basal temperature, with still the
biggest part being at pressure melting point. At least in the main trough this is supported
by findings with ice-penetrating radar (RES) data by Vaughan et al. (2001).
Figure 4.30 shows the ratio of the basal to surface velocity |ub,qp ref2|/|us,qp ref2|. In
the fast flowing areas the basal velocity |ub,qp ref2| serves for almost the entire speed. In
Figure 4.30 some areas show a ratio of one, even though the basal temperature is well
below pressure melting Tpmp, as shown in Figure 4.29. This is for example the case
near the lateral inflow region, indicated in Figure 3.2. The effect is due to our “quasi-
inversion” technique, which does not couple basal sliding to the basal temperature. That
the simulated surface velocity near the inflow boundary is still slower than the observed
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velocity, as seen in Figure 4.26, although basal sliding is present, must thus be due to an
underestimation of the inflow velocity (refer to Section 2.4 and 3.2.2).
4.2.3 Temperate layer
Here the temperate layer thickness (TLT ) is analysed along the reference simulation
qp ref2. Ice is called temperate, if its temperature is at pressure melting point Tpmp. The
ice can warm due to the pressure effect, internal strain heating or basal friction heating.
Usually, and also the case for Pine Island Glacier, the annual mean surface temperature is
well below Tpmp. The geothermal heat flux at the base prescribes a vertical temperature
gradient. Without advection this gradient alone can cause parts of the ice to be at Tpmp,
refer to Section 4.1.2. If advection is included, colder ice is transported down from the
surface, by trend cooling the ice. At the same time the motion of the ice can induce
internal strain heating and basal friction heating, by trend warming the ice. The inter-
nal temperature structure is given by a combination of all these effects. The homologous
temperature T ′ from the reference simulation qp ref2 is shown on the 3D model for Pine
Island Glacier in Figure 4.31. Cold ice is transported down from the surface, and enters
the shelf ice in form of a a cold core.
Figure 4.31: T ′qp ref2
The transition from cold to temperate ice is given by a cold-temperate transition surface
(CTS) (Blatter and Hutter, 1991). Pine Island Glacier is an Antarctic glacier, where, due
to the cold conditions at the surface, the CTS is located at or near the base. As shown
in Figure 4.29, large areas of the base are at Tpmp (T
′ = 0). In Figure 4.32 it is shown,
how far the temperate layer reaches into the ice from the base, thus the temperate layer
thickness TLT . The TLT in most regions is thin with TLT < 10m, and only a few
locations reach a thickness of TLT > 50m.
Blatter and Hutter (1991) conclude that strain heating is the necessary or dominant
mechanism to produce a temperate ice layer. To test their finding along our results we
look at the homologous temperature T ′ and the strain heating source term ψ (Section 2.1.3
and Eq. 4.5), on two vertical profiles numbered 1 and 2. The locations of the vertical
profiles are indicated in Figure 4.32. Profile 1 lies within a region of very thin TLT ,
while profile 2 lies in one of the few locations with a thicker TLT . In Figure 4.33 the
homologous temperature T ′ and the strain heating source term ψ of those two profiles
are plotted against the normed local ice thickness, where the dashed lines indicate the
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Figure 4.32: TLTqp ref2 Figure 4.33: Normed thickness vs. T
′, ψ
source term ψ and the solid line the homologous temperature T ′. Our results agree well
with the findings of Blatter and Hutter (1991). A significant temperate layer is found
where strain heating is large. This is not the case for most areas of Pine Island Glacier.
If basal sliding is strong and responsible for almost the entire speed measured at the
surface, internal deformation must be small, and hence strain heating. Figure 4.30 shows
the ratio of basal to surface velocities |ub,qp ref2|/|us,qp ref2|. Where the ratio is one, thus
|ub,qp ref2| = |us,qp ref2|, no internal strain heating is expected.
Our results could in a next step be compared to radar profiles across Pine Island Glacier,
and maybe thus validated. The water lenses in temperate ice scatter the radar signal.
During the IceBridge Campaigns in 2002, 2004, 2009 and 2010 the glacier was surveyed
extensively (http://gf2.ucs.indiana.edu/Antarctica.html), and the results could be used to
infer the occurrence of temperate ice.
4.2.4 Water content
In Section 2.2.2 the rate factor, for cold ice being dependent on temperature and pressure
(Eq. (2.26)), is discussed. For temperate ice, which is at pressure melting point and
contains liquid water, the rate factor can be expressed with an additional dependence on
water content (Eq. (2.27)). In this Section we test the effect of the water content onto
the flow field. For this the simulations qp ref3 and qp ref4 are analysed.
In simulation qp ref3 the rate factor for temperate ice is applied (Eq. (2.27)) and the
water content is set to 1%, if the temperature reaches pressure melting point (T ′ = 0).
Assuming a water content of 1% leads to nearly a triplication of the rate factor A and
reduces the viscosity by about one third (assuming the stress effect to be constant). Thus
including the water content can influence the flow field significantly.
In Figure 4.34 the difference in surface velocities between simulation qp ref2 (no water
content) and simulation qp ref3 (W= 1% if T ′ = 0) is shown. The differences are relatively
small and only really visible where a significant temperate layer is present (refer to Figure
4.32).
To test the maximal effect the inclusion of the water content can have, we assumed a
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water content of 1% everywhere, not dependent on the temperature, in simulation qp ref4.
Practically speaking we nearly tripled the rate factor A everywhere. The result can be
seen in Figure 4.35, where we show the difference between the observed surface velocity
|uobs| and the simulated one, |us,qp ref4|. It is apparent, that the simulated velocity is
much higher than the observed one, outside the main central stream. Inside the central
stream the simulated velocity is still too slow. This finding underlines the presumptions,
that the difference in speeds must be due to other factors. Surface rifting might be one of
these.
Figure 4.34: |us,qp ref3| − |us,qp ref2| Figure 4.35: |uobs| − |us,qp ref4|
4.2.5 Full-Stokes vs. SIA
To derive the Shallow Ice Approximation (SIA) (refer to Section 1.2.1 and Greve and
Blatter (2009)) one assumption made is that horizontal derivatives of the vertical velocities
∂w/∂x and ∂w/∂y are small compared to the vertical derivatives of the horizontal velocities
∂u/∂z and ∂v/∂z, and can therefore be neglected. This is shown along a scale analysis (e.g.
in Greve and Blatter, 2009), for which typical values for horizontal extents L = 1000 km,
vertical extents H = 1km, horizontal velocities U = 100ma−1 and vertical velocities
W = 0.1ma−1 are introduced and which leads to
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To estimate the importance of using a full-Stokes model for the simulation of the flow field
of Pine Island Glacier, we compare the above shown expected typical values for grounded
ice to results from simulation qp ref2. The velocity derivatives are shown along vertical
profiles on distinct locations along the central flow line and in two other regions, in and
between tributaries, indicated in Figure 4.36.
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Figure 4.36: Location of extracted profiles on surface velocity |us,qp ref2|
Figure 4.37 shows the vertical profiles of the velocity derivatives, normed to the local
ice thickness. The colours of the different lines correspond to the locations indicated in
Figure 4.36.
Figure 4.37: horizontal and vertical derivatives
The vertical derivatives of the horizontal velocity components ∂u/∂z and ∂v/∂z, shown
in the upper two plots in Figure 4.37, are with values between 10−10 s−1 and 10−8 s−1 of
a comparable magnitude, or smaller than, the estimated value of 10−8 s−1 given in Eq.
(4.13).
The horizontal derivatives of the vertical velocity components ∂w/∂x and ∂w/∂y, shown
in the lower two plots Figure 4.37, are with values between 10−14 s−1 and 10−10 s−1 up to 4
magnitudes larger than the estimated value of 10−14 s−1 given in Eq. (4.14). The highest
values of ∂w/∂x and ∂w/∂y are present in the locations marked with brown and orange and
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which are closest to the grounding line. The smallest values are with ∼ 10−14 s−1 present
at the location marked with a dark green point, an area with slow surface velocities. The
dark green lines are not visible in the lower two plots in Figure 4.37, as they lie behind
the others.
The magnitudes of ∂w/∂x and ∂w/∂y, the so called non-SIA components, especially
near the grounding line, emphasise the usefulness of a full-Stokes model.
4.2.6 Sensitivity to geothermal heat flux
In this section we test the effect of the different geothermal heat flux data sets onto the
basal temperature field. The runs analysed in this section are qf ref2, qs ref2, qc ref1,
qc ref2 and qv ref1, all listed in Table 4.2. The set up is identical to simulation qp ref2,
with just the data for the geothermal heat flux varied. The different geothermal heat
flux data sets are from Fox Maule et al. (2005) (shown in Section 3.1.5, Figure 3.8) for
run qf ref2, from Shapiro and Ritzwoller (2004) (also shown in Section 3.1.5, Figure 3.7)
for qs ref2 and a constant value of qgeo,const = 0.06Wm
−2, which is the global average
geothermal heat flux (Cuffey and Paterson, 2010), is chosen for qc ref1 and qc ref2. For
run qv ref1 an artificial data set qgeo,art is created, to estimate the effect of an elevated
heat flux in the area around the subglacial volcano described in Section 3.1.5. The data
set is described below.
Because we chose the ”quasi-inversion” technique described in Section 4.2, the geother-
mal heat flux has no direct effect onto the basal sliding behaviour, as the temperature
effect is completely included in the term β2 (refer to Eq. (4.7)). This way we make sure
that the general flow pattern is preserved and the influence of the geothermal heat flux
onto the temperature field is somehow separated.
The artificial data set for run qv ref1 is created with an assumed background value of
0.06Wm−2, a peak value of 0.15Wm−2 at the inferred location of the volcanic center
(refer to Figure 3.10) and a Gaussian bump with a 50 km radius given by
qgeo,art = 0.06
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with xv = −1665 km and yv = −205 km being the approximate location of the volcanic
center (Corr and Vaughan, 2008) and xr and yr being the radius of 50 km.
The homologous basal temperatures T ′b are shown for simulations qf ref2, qs ref2, qc ref1,
qc ref2 and qv ref1 in Figures 4.38-4.43, respectively.
The five different results for the homologous basal temperature strongly resemble each
other. The overall structure of temperate areas at the base is dominated by the flow
structure. The lowest geothermal heat flux with 0.06Wm−2 is given for simulation qc ref1,
with T ′b,qc ref1 shown in Figure 4.40. The complete main trunk is at pressure melting point.
North of the main trunk the mark of the tributaries in the temperature is more delicate.
The friction heating term (ub · τ b) (compare to Eq. 2.47) is here the dominant factor
due to the high sliding velocities, delivering up to 20Wm−2 extra for basal warming.
This can also be seen by comparing Figure 4.40, qgeo = 0.06Wm
−2 and friction heating
included, to Figure 4.41, qgeo = 0.06Wm
−2 and friction heating not included. Especially
the tributaries 3 and 5 and parts of the main trunk are strongly affected by friction heating.
Additionally to the friction heating term, the strain heating term is excluded in simulation
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Figure 4.38: T ′b,qf ref2 Figure 4.39: T
′
b,qs ref2
Figure 4.40: T ′b,qc ref1 Figure 4.41: T
′
b,qc ref2
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qc ref3. The result T ′b,qc ref3 is shown in Figure 4.42. It can be seen that tributaries 7, 9,
11, 13 are partly warmed by strain heating.
Figure 4.43 shows T ′b,qv ref1 for the simulation qv ref1, with the artificial high heat flux
around the volcanic center. Now also areas not affected by strong frictional heat to the
North of the ice shelf reach pressure melting point Tpmp. This is related to the higher
geothermal heat fluxes of qgeo ≥ 0.1Wm
−2, as is also the case in simulation qs ref2,
shown in Figure 4.39.
4.3 Hydraulic potential
In the previous section we have shown, that large areas at the base of Pine Island Glacier
are likely to be at the pressure melting point Tpmp. This finding is supported by a study
from Smith et al. (2013). If this potentially available water is likely to accumulate in
certain areas, or take distinct routes below the ice sheet, can be investigated by looking
at the hydraulic potential and its gradient. This is done in this section and considered an
additional information about the structure at the glacier bed, supporting or counteracting
basal sliding.
Water at the glacier base does not simply flow downhill following the basal topography,
but down the gradient of a hydraulic potential φh, given by Shreve (1972) as
φh = pw + ρwgzb, (4.16)
with pw being the water pressure. Following Cuffey and Paterson (2010) the water pressure
pw can be approximated with the assumption that it equals the pressure of the overlying
ice and thus
pw = ρig(zs − zb). (4.17)
The hydraulic potential φh equals the basal normal stress Nb for areas that lie below sea
level (refer to Eq. 2.45). The field of the hydraulic potential φh with the approximations
made thus only depends on the geometry of the ice and is shown in Figure 4.44.
Figure 4.44: Hydraulic potential φh
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The potential gradient, which determines the opposite direction of flow, is given with
pw from Eq. (4.17) as
gradφh = grad pw + ρwg grad zb = ρig grad zs + (ρw − ρi)g grad zb. (4.18)
The contribution of the ice surface gradient grad zs to the potential gradient gradφh, and
thus to the water flow path, is ∼ 10 times higher than the contribution of the gradient of
the basal topography grad zb (Cuffey and Paterson, 2010).
The field of the potential gradient norm |gradφh| together with the normalised vector
field −gradφh, indicating the direction of flow, is shown in Figure 4.45.
Figure 4.45: Potential gradient −gradφh
The water flows from high to low potential and thus mainly into the basal trough in
which the central fast flowing trunk of the glacier is located, as shown in Figure 4.44. The
lowest potential is situated all along the grounding line. The strength and direction of
the water path can be seen in Figure 4.45, where the potential gradient is shown. Some
tributaries show a higher tendency to accumulate water than others, with actual flow
patterns depending also on water availability, and will be further discussed in Section 4.5.
4.4 Basal roughness
The basal roughness measure itself simply classifies the roughness of the bed. For an
introduction to basal properties below ice sheets refer to Section 1.1.3. For a more detailed
description of the derivation process of basal roughness, explicitly of the single and two-
parameter roughness index, refer to Section 5.5.1. Rippin et al. (2011) assess the single
parameter basal roughness index beneath Pine Island Glacier from a RES data set. The
basal roughness distribution in the Pine Island area is shown in Figure 4.46. The roughness
measure ξ is shown with a logarithmic scale, such that the most negative values represent
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the smoothest bed. Rippin et al. (2011) interpret the smoother areas as marine sediment
basins beneath Pine Island Glacier, deposited after disappearance of the West Antarctic
Ice Sheet in the Pliocene (5.3 − 2.6Ma ago) or Pleistocene (2.6 − 0.01Ma ago) (Walker
and Geissman, 2009). For an overview of the geologic history and the marine ice sheet
instability refer to Section 1.1.1 and 1.1.2, respectively.
By combining the basal roughness distribution with information about potential water
availability and the bed strength, indicated by the basal shear stress discussed in Section
4.1.1, we aim at further distinguishing the basal properties below Pine Island Glacier.
4.5 Discussion
Figure 4.1 shows the observed surface velocity field |uobs| from Rignot et al. (2011) together
with the numbered tributaries, entering the central main flow field. The basal topography,
for a detailed description refer to Section 3.1.1, is shown in Figure 4.47, together with the
numbered tributaries.
Figure 4.46: Single parameter roughness ξ Figure 4.47: Bed topography zb
In Table 4.3 a classification of the relative importance of different factors influencing
the flow field for the single tributaries is listed. For this a variety of fields are considered.
In the first column the tributary number is listed. In column “basal topography” is listed,
if the location of the tributary coincides with a depression in the basal topography, thus
is directed by it. In column ”τd ” is listed, if a high driving stress coincides with the
path of the tributary. Column ”Tpmp” lists, if the base below the tributary is at pressure
melting point. For this all geothermal heat flux data sets are considered. To estimate the
importance of the friction heating to the temperate base, another run is conducted where
the friction heating term is not included. In column ”friction heating dominant for Tpmp”
is listed, if the friction heating term is crucial for the ice base to be at pressure melting
point Tpmp. Column ”hydraulic sink” lists if the tributary coincides with a hydraulic sink.
And in column ”roughness” is listed, if the tributary is underlain by a smooth bed, and
thus maybe sediment.
To distinguish the relative strength of the signal, a V stands for a strong signal, a v for




Table 4.3: Strength of signal. V: strong signal, v: intermediate signal , x: no clear signal,
X: clearly no signal.
tributary basal τd Tpmp friction heating hydraulic low ξ
topography dominant for Tpmp sink
1 v v V x v x
2 v x V x v v
3 v v V V v x
4 v X v v x V
5 x v V V V x
6 v X V x x V
7 V x V v V V
8 x X v v v v
9 v V V V v X
10 x v v v v v
11 X V V x V X
12 v v v x V V
13 v v v v v X
14 v v v x V x
Tributary 1 is a small tributary entering the main ice stream from the South-East.
It has a small signal in the basal topography. The driving stress seems to initiate the
tributary, which flows at a intermediate speed of 50−100ma−1. The basal temperature is
in all simulations at pressure melting point, independent of friction heating. The hydraulic
gradient suggests a water flow in ice flow direction with an intermediate strength. The
base below the tributary is relatively rough. We thus suggest tributary 1 to be initiated by
the driving stress, and sustained due the trough in the basal topography, which channels
the basal melt water, as the base is at pressure melting.
Tributary 2 can also be seen as the most distant end of the main stream from the
grounding line. The tributary enters the main stream from the North-East at similar
speed as tributary 1. It also shows a small signal in the basal topography. The basal
temperature is also, independent of friction heating, at pressure melting point. In contrast
to tributary 1, the driving stress at tributary 2 is very small. Instead the basal roughness
is low below the tributary. It is no major hydraulic sink, but a small signal is noticeable,
also following the ice flow direction. The tributary seems to be driven by the low basal
roughness, suggesting a long existence of the tributary, and a temperate base, while the
direction is guided by a basal trough.
Tributary 3 enters the main ice stream from the South. It shows a small signal in the
basal topography and the driving stress. The base is temperate, although mainly due to
friction heating. The base below the tributary is relatively rough and a small signal in the
hydraulic gradient is visible. We suggest that the tributary sustains itself by lubrication
of the base due to friction heating.
A seismic survey by Smith et al. (2013) across tributary 4 and the main stream, where
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tributaries 1 to 3 have already entered, suggests a geological boundary towards the South,
separating sedimentary strata from basement rocks. They suggest, that the geological
boundary coincides with a change from a thick sediment layer to a much thinner sediment
layer, towards tributary 3. This thinner layer could be increasingly eroded, possibly leading
to a change in basal drag and subsequently a change in flow speed.
Tributary 4 is characterised by a very low driving stress and low basal roughness. It
enters the main stream from the North-East and has a small signal in the basal topography.
The basal temperature below the tributary is partly at pressure melting point, and even
less so if friction heating is not considered. The hydraulic gradient has no clear signal
below tributary 4. Smith et al. (2013) find evidence for a relatively thick sedimentary
basin below tributary 4, coinciding with the low roughness. We suggest tributary 4 to be
mainly driven by the basal sediments, which can not sustain the basal drag.
Tributary 5 enters the main stream from the South-East. The flow direction crosses a
deep trough in the basal topography, not directly being guided by it. The flow is initiated
by the driving stress, while the base is temperate, mainly caused by friction heating.
Below the tributary a hydraulic sink is present. The base is at the onset of the tributary
relatively rough, becoming smoother were it meets the main stream.
Tributary 6 enters from North-East. The driving stress is very low, and so is the basal
roughness. An intermediate signal in the basal topography is present below the glacier.
The central part of tributary 6 is at Tpmp, not strongly dependent on friction heating. The
hydraulic gradient has no strong signal.
Tributary 7 enters the main stream from the South and is clearly steered by the basal
topography. It is characterised by a small driving stress and a low basal roughness. The
water, if available, would flow right below the tributary, with a strong signal in the hy-
draulic gradient. The base is temperate, in the onset region not due to friction heating.
Tributary 8 flows into tributary 6 from the North-West. It is not topographically steered
and the driving stress is very small. The base is only partly at Tpmp, and friction heating
is partly responsible for the heating. The water below the tributary would possibly accu-
mulate in a topographic low, but not necessarily follow the flow path of the ice. The base
is characterised by low roughness.
Tributary 9 enters the main stream from the South, relatively close to the grounding
line. The signal in the basal topography is small, but present. The driving stress is high,
especially near the grounding line, coinciding with a rough base. The base is temperate,
mainly due to friction heating. The base below the tributary is no clear hydraulic sink,
but the water flow direction agrees with the ice flow direction. We suggest the main factor
for the flow of this tributary to be the driving stress, whose existence is supported by a
rough base.
Tributary 10 flows with velocities around 20− 40ma−1 relatively slow from the North
into the main stream. It has no signal in the basal topography. In the onset the driving
stress is high, but reduces rapidly in flow direction. The basal temperature is largely at
Tpmp, partly depending on friction heating. The base becomes smoother towards the main
stream. The hydraulic gradient supports the flow direction.
Tributary 11 flows from the South into the ice shelf. It is not steered by the basal
topography, but instead by a high driving stress. The base below the tributary is relatively
rough. It has a temperate base, independent of friction heating. And the hydraulic
gradient is strong, with the water flowing towards the grounding line.
Tributary 13 is the furthest west and enters the Amundsen sea from the South-West. It
94
4.5 Discussion
does not directly flow into the ice shelf of Pine Island Glacier. A small signal in the basal
topography is present, combined with a relatively high driving stress, slightly to the East
of the tributary. The base is temperate, largely due to friction heating. The hydraulic
gradient strongly supports the flow direction and the base is rough, becoming smoother
towards the ice shelf.
Tributaries 12 and 14 enter the ice shelf from the East and North-East, respectively.
The have both a small signal in the basal topography. The driving stress for both is higher
in the onset region, reducing towards the grounding line. They have a temperate base,
which is not necessarily due to friction heating. Both tributaries are strong hydraulic sinks,
steering the water in ice flow direction towards the grounding line. The main difference
between the two tributaries is the basal roughness. While tributary 12 has a relatively
smooth bed, tributary 14 flows over a rougher base.
Additionally to the above classification of different mechanisms being important for the
flow pattern of the single tributaries, we have shown, in Section 4.1.4, that the geothermal
heat flux from Shapiro and Ritzwoller (2004) leads in our simulations to ice temperatures
which in turn lead to velocities higher than the measured surface velocities. We therefore
infer that the geothermal heat flux from Shapiro and Ritzwoller (2004) is unrealistically
high in the Pine Island area. For further simulations we thus use the geothermal heat flux
from Purucker 2012 (updated version of Fox Maule et al., 2005), as it gives similar results
to, and is an updated version from Fox Maule et al. (2005).
We also show, that the “quasi-inversion” technique, introduced in Section 4.2.1, leads to
good results in reproducing the flow field for Pine Island Glacier, shown in Section 4.2.2.
We analyse the basal temperate layer in Section 4.2.3. The mismatch between simulated
and observed surface velocities is not due to the use of the rate factor A for cold ice, which
is shown in Section 4.2.4. The importance of using a full-Stokes model for our simulations





In this chapter we are analysing the impact of different sliding and slip assumptions onto
the modelled flow field of Pine Island Glacier. In the previous chapter we avoided the
challenge to find an appropriate formulation for basal sliding, by introducing the “quasi-
inversion” technique described in Section 4.2.1. In this chapter we address basal sliding
and its difficulties and implications, which are already briefly introduced in Section 1.2.2.
To do so we will first give an overview of existing theories dealing with basal sliding in
Section 5.1, and thereafter test their applicability for Pine Island Glacier with the ice flow
model, in Section 5.3.
In the last two Sections we will use some measured, and therefore afore known, infor-
mation about the bed, which is the basal roughness, already briefly introduced in Section
1.1.3 and 4.4, and include this in different ways into the sliding law. In Section 5.4 we
combine the spatial structure of the basal roughness to the sliding law. And finally, in
Section 5.5, we test the applicability of an existing theory by Li et al. (2010), which also
connects the measured basal roughness to basal sliding, for Pine Island Glacier.
5.1 Theory - Basal sliding
In the theories about basal motion generally two different mechanisms are considered,
which are for one sliding over a hard bed, described in Section 5.1.1, and secondly, sliding
over or with a deformable bed, described in Section 5.1.2. These mechanisms are arbitrarily
complex, but need to be broken down into their main components, to formulate a relation
that can be applied as a boundary condition for the modelling of ice dynamics.
To establish a basal sliding relation for an individual glacier, usually an empirical ap-
proach is taken and the relations are calibrated for the specific glacier (Cuffey and Pater-
son, 2010). This was done for Pine Island Glacier in a variety of studies (e.g. Joughin et al.,
2009, 2010; Morlighem et al., 2010), and also here in Section 4.2. Still we aim at finding
some physical framework to base the sliding relation on and not having to arbitrarily chose
parameters.
Rapid sliding over hard beds only occurs if basal temperatures are at pressure melting
point Tpmp, while the underlying till or sediment layer only deforms rapidly if it is saturated
with water at pressure close to the weight of the overlying ice (Cuffey and Paterson, 2010).
In the following we will give a short introduction to the original ideas, on which the
commonly applied sliding relations are based, as they are of importance in the subsequent
sections of this chapter.
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5.1.1 Hard beds
First we consider a hard bed to be rigid and rough. The sliding of glaciers over hard beds
is dominated by two mechanisms, that make the ice flow past obstacles in the bedrock,
as already briefly introduced in Section 1.2.2. These two mechanisms are regelation and
enhanced creep (Deeley and Parr, 1914;Weertman, 1957). Both are initiated by a pressure
difference between the up- and downstream sides of an obstacle.
Regelation means refreezing. The upstream side of an obstacle provides the highest
resistance to flow and therefore experiences the highest pressure. The higher pressure
reduces the pressure melting point Tpmp, as can be seen in Eq. (2.16). The resulting melt
water migrates to the downstream side of the obstacle, where a lower pressure prevails,
and thus refreezes. The latent heat produced by refreezing can be conducted through the
obstacle to assist melting at the upstream side. Therefore regelation is most effective for
smaller obstacles (Benn and Evans, 2010). Regelation can be demonstrated by drawing a
thin metal wire through a block of ice. The block remains intact and there is no net heat
source nor melt water production (Clarke, 2005).
For the mechanism of enhanced creep the nonlinear connection of stress and strain rates
in ice is important (refer to Section 2.2.1). Stress concentration on the upstream side of
an obstacle results in locally high strain rates, allowing the ice to deform around and, to a
lesser extent, over the bump (Benn and Evans, 2010). The two mechanisms of regelation
and enhanced creep can be strongly interrelated (Lliboutry, 1993).
Weertman (1957) developed a mathematical description for these mechanisms, often
taken as the basis for modern sliding laws. We discuss the theoretical basis here in con-
siderable detail, as it will be of importance in the subsequent sections.
Figure 5.1: Obstacle size a and spacing l (Figure modified from Weertman (1957)).
For the mathematical description, an array of cubical obstacles of dimension a at a
distance l apart is considered, as shown in Figure 5.1. The flow direction is orthogonal
to the face of the obstacles. The average shear stress at the bed is τ b. Because there is
exactly one obstacle in each area l2, the average drag on each obstacle is τ bl
2. The drag
causes a pressure increase of about τ bl
2/2a2 on the upstream side of the obstacle, and the
pressure difference across the obstacle is τ bl
2/a2. This causes a temperature difference
dT of
dT =
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with the Clausius-Clapeyron constant βc = 9.8×10
−8KPa−1, for air-saturated ice (Hooke,
2005). If uR is the ice velocity due to regelation, uRa
2 is the regulative water flux.
The latent heat released when refreezing this water is ρiLuRa
2, with the density of ice
ρi = 918 kgm
−2, and the latent heat of fusion L = 334 kJ kg−1. This heat is conducted
through the obstacle at a rate of κbdTa, where κb = 5Wm
−1K−1 is an approximate value
for the thermal conductivity of the bedrock. It follows that ρiLuRa
2 = κbdTa, assuming





with ν = a/l being a measure of the bed roughness, and CR = κbβc/3ρiL.
Figure 5.2 shows the expected basal velocity due to regelation |uR| for the range of
obstacle dimensions a = [10−3, 103] and obstacle spacings l = [10−3, 103], with the above
stated values and an assumed average shear stress at the bed of |τ b| = 100 kPa. This are
only theoretical considerations, and it will be explained later, that sliding velocities due
to regelation of uR > 20ma
−1 are not likely.
Let uV now be the velocity due to enhanced creep, or viscous deformation, past the
obstacle. With ν, the pressure increase at the high stress side can be rewritten as τ b/2ν
2.
With Glen’s flow law, which relates the deviatoric stresses τ to the strain rates ε˙, such
that ε˙ = λτn (for details refer to Section 2.2.1), the strain rate produced by the additional
longitudinal stress is ≈ λ(τ b/2ν
2)n. If we assume that the length over which the additional
stress acts is the length a of the object, we infer





with CV = λ/2
n.
The basal velocity due to enhanced creep |uV| is shown in Figure 5.3, with n = 3 and
λ = 5.0337 × 10−24 s−1 Pa−n, which is the value of A(T ′) at T = Tpmp (refer to Section
2.2.2, Eq. (2.26)). The same applies here, as stated above, that uV > 20ma
−1 is not
likely.
It is often argued, that regelation is more effective for small obstacles, while enhanced
creep is more effective for larger objects (e.g. Weertman, 1957; Hooke, 2005; Cuffey and
Paterson, 2010). This is only true, if the bed roughness ν is seen as a constant value.
Then uR decreases with increasing a, as uR ∝ 1/a (Eq. (5.2)), and uV increases with
increasing a, as uV ∝ a (Eq. (5.3)). If otherwise the bed roughness ν is still considered as
the ratio between obstacle size and spacing ν = a/l, the statement does not hold, as can
be seen in Figures 5.2 and 5.3.
The total sliding speed is generally considered to be
ub = uR + uV. (5.4)
A big variety of obstacle sizes is usually found at the bedrock. To find the one obstacle
size that exerts the highest drag on the base of the ice, the so called controlling obstacle
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Figure 5.2: |uR| due to regelation Figure 5.3: |uV| due to enhanced creep
with CW = 2CV
√
CR/CV. This is valid for beds where all objects have the controlling
obstacle size ac (estimated to be ac ≈ 0.5m (Clarke, 2005); ac ≈ 0.01 − 0.1m (Cuffey
and Paterson, 2010)), or for beds with a homogeneous distribution of roughness elements
- so-called white roughness.
With n = 3 the sliding velocity ub then varies with τ
2
b, as shown in Eq. (5.5). When
following the above made statement, where the bed roughness ν is seen as a constant
value, for absence of small obstacles < ac, a smooth bedrock possibly caused by abrasion,
sliding occurs mainly by enhanced creep, and thus varies with τ 3b, as seen in Eq. (5.3).
On the other hand, if only obstacles < ac are present, sliding is dominated by regelation
and thus varies linearly with τ b, as shown in Eq. (5.2). In all cases sliding velocity also
sensitively depends on the basal roughness ν.
The bed structure assumed by Weertman (1957) is highly artificial. Nye (1969) and
Kamb (1970) also analysed basal sliding by considering a more realistic bed structure con-
sisting of superimposed sine waves. The mechanisms that let the ice flow past obstacles
are also regelation and enhanced flow. For an exact solution of their approach they un-
fortunately had to assume a linear rheology (n = 1) for the ice. For a nonlinear rheology,
Kamb (1970) still obtained an approximate solution. Without going into detail of their
theory, it can be noted that Nye (1969) and Kamb (1970) both conclude that ub ∝ τ b/ν
2
for the linear rheology, which is also the case for the theory by Weertman (1957, Eq. (5.5
with n = 1). Kamb’s nonlinear theory leads to ub ∝ τ
2
b, at least for some roughness
spectra (Hooke, 2005).
Measurements show an upper limit for basal velocities due to hard bed sliding (Cuffey
and Paterson, 2010). This is not reflected in Figures 5.2 and 5.3, which show very high
sliding velocities for some combinations of obstacle size and spacing. Faster basal sliding
can for example occur due to underlying weak deformable substrate, discussed in the next
section. Hard bed sliding velocities > 20ma−1 are only possible if water filled cavities
are considered (e.g. Lliboutry, 1968). Water filled cavities on the downstream side of an
obstacle can form, when the water pressure pw exceeds the compressive normal stress
(Cuffey and Paterson, 2010). The dominant quantity is thus the effective pressure, or
basal normal stress, Nb (refer to Eq. (2.45)). Cavities reduce the contact between the ice
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and the bedrock, effectively reducing the roughness of the bed. Measurements have shown,
that ub ∝ N
−1
b (Iken, 1981). By introducing a bed-separation index τ b/Nb, Bindschadler






where Cb is now a value that depends on the thermal and mechanical properties at the ice
bed rock interface, like for example the roughness. The positive values for p and q, within
the common ranges p = [1; 3] and q = [0; 2], are usually empirically determined.
Gudmundsson (2011) impressively demonstrates, that a non-linear sliding relation (p =
3) is able to reproduce observed velocity changes induced by ocean tides and strengthens
therewith the use of such a relation, at least for Rutford Ice Stream in West Antarctica.
5.1.2 Deformable beds
Glaciers are often underlain not only by hard beds, but also by deformable beds. These
can consist of glacial deposits or marine sediments. In the following the word till is used
for all forms of deformable beds. The presence off till can lead to high basal velocities due
to deformation of the bed or sliding at its surface (Boulton and Jones, 1979; Cuffey and
Paterson, 2010). The mechanical properties of till strongly depend on the basal effective
pressure Nb (Kamb, 2001; Cuffey and Paterson, 2010). At low effective pressure Nb, the
shear strength of till can be as low as a few kPa (Boulton and Dent, 1974; Kamb, 2001),
which would produce no significant deformation within ice (Cuffey and Paterson, 2010).
The presence of a deformable bed can thus explain high surface velocities, even if low
driving stresses are present, as found at Pine Island Glacier (refer to Section 4.1.1).
A common method is to use Eq. (5.6) with the parameter values (p, q) = (1, 0) (Greve
and Blatter, 2009). As the effective pressure Nb is usually not known in detail, its effect is
moved into the coefficient Cb (Joughin et al., 2009), turning it more into a spatially varying
parameter like 1/β2 (refer to Section 4.2.1). The resulting sliding relation corresponds to
a linear-viscous deforming bed model, which was used in previous modelling studies of
Pine Island Glacier (e.g. Schmeltz et al., 2002; Payne et al., 2004). Most model studies
using control methods, thus inversion for a basal sliding parameter, are also based on
the linear-viscous assumption (e.g. Vieli and Payne, 2003; Morlighem et al., 2010, with
(p, q) = (1, 1)).
A shearing till can also show perfectly plastic behaviour and attain a yield stress τ∗,
which is essentially independent of the deformation rate (Tulaczyk et al., 2000). Higher
velocities do not increase the stress after having reached the yield stress. Based on this,
assuming the till is always in plastic failure, Joughin et al. (2004) suggest a slip relation
for till of the form




where the direction is determined by the basal velocity ub, but the magnitude is indepen-
dent from the velocity and determined by α2.
Sliding over hard beds, in combination with low effective pressure and high basal veloc-
ities, can show similar behaviour as the above described plastic beds, with a diminishing
resistance with increasing speed, so called velocity weakening (Schoof, 2005).
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5.2 Evaluation method of results
The results in the subsequent part of this chapter are all evaluated in a certain manner.
Here we give an overview of the method used for evaluation of the results.
All simulations in this chapter are conducted with the geothermal heat flux from Pu-
rucker 2012 (updated version of Fox Maule et al., 2005), if the temperature model is
solved for. The results are here not compared against the measured surface velocity field,
introduced in Section 3.1.6, but to the evaluated reference simulation qp ref2, described
in Section 4.2.2. The reference simulation qp ref2 is also conducted with the geothermal
heat flux from Purucker 2012 (updated version of Fox Maule et al., 2005) (refer to Table
4.2). This is done to avoid wrong assumptions about the cause of the misfit. It is not
necessarily only the choice of the sliding law causing differences to the observed field, as
discussed in Section 4.2.2. In this chapter the identifier for the reference simulation qp ref2
is abbreviated to ref, for convenience. The norm of the surface velocity field of the refer-
ence simulation |us,ref| and the homologous basal temperature of the reference simulation
T ′b,ref, discussed in Section 4.2.2, are for easier orientation shown here again in Figures 5.4
and 5.5, respectively.
Figure 5.4: |us,ref| Figure 5.5: T
′
b,ref
To facilitate the evaluation of the results in this chapter, the flow field of Pine Island
Glacier is partitioned into smaller regions, as shown in Figures 5.6(a) and (b). The par-
titioning enables a differentiated analysis of the results for regions, that are dominated
by basal sliding, an those dominated by internal deformation. It is conducted along the
grounding line and different contour lines of the measured surface velocity field uobs from
Rignot et al. (2011) (Section 3.1.6), as shown in Figure 5.6(a). The according naming
of the regions is shown in Figure 5.6(b). The ice shelf is a single region named “Shelf”.
The central stream, named “CS”, is bordered to the West by the “Shelf” region, to the
North by the 200ma−1 contour line and to the South by the 500ma−1 contour line and
the adjacent tributaries. All tributary areas are named “T“ with the according number.
Tributaries 5, 7, 9, 11, 12, 13 and 14 are bordered by the 100ma−1 contour line and the
grounding line, the CS or neighbouring tributaries. Tributaries 6 and 8 are joined in a
single region, named ”T6 8”, and bordered by the 50ma−1 contour line and the CS, as
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is tributary 4. Tributary 3 is bordered by the 75ma−1 contour line and the CS. Tribu-
taries 1 and 2 are joined, named ”T1 2”, and bordered by the 20ma−1 contour line, the
CS and neighbouring tributaries. The same applies to tributary 10. All tributaries, the
central stream and ice shelf are further combined to the fast flowing region called “Fast”,
indicated in red in Figure 5.6(b). The slower flowing region outside the fast streams and
the ice shelf is called “Slow”, indicated in blue in Figure 5.6(b). The “Fast” and “Slow”
regions together are combined to the region “All”, which is bordered with a thick black
line in Figure 5.6(b).
The partitioning is somewhat arbitrary, but facilitates nonetheless a differentiated dis-
cussion of the results.
(a) (b)
Figure 5.6: Partitioning of regions for evaluation
The results are evaluated on the one hand in a qualitative manner. On the other hand,
we also evaluate the root-mean-square deviation RMSus (Eq. (5.8)) for the different
regions. The difference calculated here is between the simulated and reference surface






(||us,sim|i − |uref|i|)2, (5.8)
withm being the number of the discrete values. We evaluate the RMSus value on a regular
grid with 1 km spacing.
The RMSus value enables a quantitative evaluation of the results. In the RMSus value,
higher deviations are weighted stronger than in a calculated mean deviation. Further-
more, the RMSus value relates to the absolute deviation between the simulations and the
reference. The relative misfit is not shown with this measure. In an overall slower flow-
ing region therefore the RMSus value is naturally smaller, than in faster flowing regions,
assuming the flow pattern in reproduced to some extend. We chose the RMSus deviation,
instead of the mean deviation, as a quantitative measure, because it has been used in
similar studies and thus enables comparison (e.g. Joughin et al., 2009; Ru¨ckamp, 2011).
Our aim is to reproduce the surface flow field with all tributaries, by making appropriate
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assumptions about the basal sliding behaviour. In the following three sections, different
approaches are taken to achieve this.
5.3 Constant sets of sliding parameters p, q and Cb
A variety of studies simulating glacier flow have successfully been conducted with constant
sets of parameters for p, q and Cb, in a sliding law as shown in Eq. (5.6). Although we
already stated, that a constant set of parameters is not likely to be applicable to Pine Island
Glacier, we will here nonetheless test some combinations and analyse the implications. The
results of the simulations are shown in Section 5.3.1 and discussed in Section 5.3.2.
5.3.1 Simulations
A tabular overview of simulations conducted for this chapter is given in Table 5.1. The
simulations are numbered, as listed in column ”Nr.”, and also received an identifier, as
listed in column ”identifier”. The columns ”p”, “q“ and “Cb” give the parameter values
used. In column “Nb “ the form of the effective pressure Nb, as used in the sliding law,
is listed. The water pressure pw is here used in the form pw = −ρswgzb, which implies
that it is sea water lowering the effective pressure, rather than melt water. All simulations
are carried out with a Segregated Solver described in Section 3.2.5. The convergence for
the velocity field and the temperature is stated separately in columns “conv.u, p“ and
“conv.T“, respectively.
Table 5.1: Overview of simulations with constant parameter sets
Nr. identifier p q Cb [Pa
(q−p)ma−1] Nb [Pa] conv.u, p conv.T
1 qp p1q2 1 2 5e9 ρigH − pw 1e-04 8.1e-04
2 qp p2q0 2 0 4e-9 - 1.4e-06 1.2e-06
3 qp p3q1 3 1 2e-7 ρigH − pw 3.9e-05 1.3e-04
4 qp p3q2 3 2 11.2 ρigH 3e-05 3.8e-04
5 qp p1q0 1 0 1e-2 - 2.7e-04 4.7e-04
The different sets of values for p, q and Cb are for simulation qp p1q2 from Budd and
Jenssen (1987), for simulation qp p2q0 from Klauke (2006), for simulation qp p3q1 from
Van der Veen (1987), for simulation qp p3q2 from Greve (2005) and for simulation pq p1q0
from MacAyeal (1992). For simulation pq p1q0 though we chose a smaller value of Cb =
0.01Pama−1, than the range given by MacAyeal (1992) of Cb = [0.03; 0.25] Pama
−1, as
those values produced extremely high sliding velocities in our model.
The obtained surface velocity fields for the different simulations are shown in Figures
5.7, 5.9, 5.11, 5.13 and 5.15, respectively. The difference of the surface velocity fields to the
reference simulation, such that |us,ref|−|us,sim|, with “sim“ being the according simulation
identifier from Table 5.1 are shown in Figures 5.8, 5.10, 5.12, 5.14 and 5.16.
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Figure 5.7: |us,qp p1q2| Figure 5.8: |us,ref| − |us,qp p1q2|
Figure 5.9: |us,qp p2q0| Figure 5.10: |us,ref| − |us,qp p2q0|
Figure 5.11: |us,qp p3q1| Figure 5.12: |us,ref| − |us,qp p3q1|
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Figure 5.13: |us,qp p3q2| Figure 5.14: |us,ref| − |us,qp p3q2|
Figure 5.15: |us,qp p1q0| Figure 5.16: |us,ref| − |us,qp p1q0|
In Figures 5.17(a) and (b) the root-mean-square value RMSus is plotted versus the
sliding law number, as given in Table 5.1. As stated above in Section 5.2, the RMSus
value for the different simulations refers to the deviation to the reference simulation. In
Figure 5.17(a) the RMSus value is calculated for the different regions ”All”, ”Slow” and
”Fast”, as shown in Figure 5.6(b). In Figure 5.17(b) the RMSus value is calculated for
the subdivided faster flowing regions, which are the single tributaries, the central stream
and the ice shelf, as named in Figure 5.6(b).
The sliding law Nr.1, used in simulation qp p1q2, has the smallest RMSus value for the
entire region ”All“, as well as for the fast flowing regions ”Fast“. When looking at the
surface flow field structure in Figure 5.7, the entire central stream is not reproduced, but
the inflow into the shelf is reasonably fast. This causes the RMSus value for the ice shelf
to be smallest, as its flow velocity crucially depends on the inflow from the grounded ice.
From all simulations in this section, sliding law Nr. 2, used in simulation qp p2q0,
produced the smallest RMSus value for the slow flowing regions ”Slow” and tributary 11.
At the same time simulation qp p2q0 has the largest RMSus value for the fast flowing
regions “Fast” and the ice shelf “Shelf”. The qualitative structure of the central stream,
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(a) (b)
Figure 5.17: RMSus vs. sliding law Nr.
as can be seen in Figure 5.9, reveals fast velocities in the lower part towards the ice shelf,
but slowing down just before crossing the grounding line and entering the ice shelf. This
structure leads to the high RMSus value for the ice shelf in this simulation.
Sliding law Nr. 3, used in simulation qp p3q1, produces a similar flow field structure
as sliding law Nr. 2, shown in Figure 5.11. However, the ice flow velocity does not slow
down as much before crossing the grounding line, leading to a smaller RMSus value for the
ice shelf. At the same time, Tributary 11 is much faster than in the reference simulation,
leading to a higher RMSus value for this tributary.
The simulation qp p3q2, with sliding law Nr. 4, uses with Nb = ρigH an effective
pressure, that is not reduced for areas lying below sea level. The central stream, in this
simulation, again slows down just before crossing the grounding line and entering the
ice shelf, as can be seen in Figure 5.13, although not as much as in simulation qp p2q0.
Tributary 11 is even faster than in simulation qp p3q1 and also much wider, influencing
the RMSus value for the slower flowing regions.
And finally, sliding law Nr. 5, used in simulation qp p1q0, produces a flow field that
is fast everywhere, as seen in Figure 5.15. The RMSus value for the central stream is
smallest, compared to the other simulations in this section. Although the reduction in
velocity just before the grounding line can also be seen here.
5.3.2 Discussion
It is obvious that none of the tested sliding laws serves for simulating the entire flow field
of Pine Island Glacier in the form applied here. The location of tributaries 1, 5, 7, 9, 11
and 13 are in most simulations at least suggested. While tributaries 2, 4, 6 and 8 and,
in particular, the central stream are not reproduced at all. Even though there was no
parameter tuning involved, it can be suspected that a constant set of parameters for the
entire region, as used here, does not lead to a surface flow field structure similar to that
of Pine Island Glacier.
Still some conclusions can be drawn from the conducted simulations. We will first look
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at the effect of the effective pressure Nb. The use of Nb in the Weertman-type sliding law
(Eq. (5.6)) is in Section 5.1.1 reasoned with cavity formation. Thus assuming a constant
ice thickness H and hence a constant ice overburden pressure ρigH, the formation of
water filled cavities, with an internal water pressure pw, reduces the effective pressure
Nb = ρigH−pw and therefore increases the basal sliding velocity ub. The same effect can
also be attributed to sea water penetrating below the grounded ice, which is possible near
the grounding line. This process is more likely to happen, when the ice is only slightly
grounded, thus close to floatation, and the bed rock is well below sea level, as is the case
for Pine Island Glacier.
Figure 5.18: Nb = ρigH Figure 5.19: Nb = ρigH − pw
If the effective pressure Nb is applied in a form where it only represents the ice over-
burden pressure, such that Nb = ρigH, it regulates the basal sliding velocity in the sense,
that, not considering the effect of basal stress, there is less basal sliding for thicker ice
(refer to Eq. (5.6)).
The effective pressure field Nb = ρigH for Pine Island Glacier, representing the ice
overburden pressure, is shown in Figure 5.18. The reduced effective pressure field Nb =
ρigH − pw for Pine Island Glacier is shown in Figure 5.19. The reduced effective pressure
has much lower values, especially in the area of the central stream and near the grounding
line. Thus the effective pressure Nb = ρigH − pw is reduced in areas dominated by fast
flow, making it the more plausible choice.
This finding, that the effective pressure in its reduced form Nb = ρigH−pw, seems to be
important to be included in the sliding law, is supported by the results of the simulations.
The two simulations qp p1q2 and qp p3q1, that produce an inflow of the central stream
into the ice shelf, without speed reduction just before crossing the grounding line, both
use the reduced effective pressure, as listed in Table 5.1.
Now coming back to the inability of all sliding laws tested here, with a constant param-
eter set, to reproduce the flow pattern of Pine Island Glacier. One of the obvious reasons,
is the low in basal shear stress τ b in the middle of the central trough area, as can be seen
in Figure 4.3. All the above applied sliding laws connect the basal sliding velocity ub to
some power of the basal shear stress τ b. This leads to low sliding velocities ub for low
basal stresses τ b. As shown in Section 4.1.4 (refer also to Figure 4.30), the basal sliding
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velocity ub is an important component for the overall flow field of Pine Island Glacier.
Figure 5.20: |τ b,qp up| vs. |uobs| Figure 5.21: |τ b,qp up| vs. |ub,qp ref2|
To demonstrate the relation between the basal sliding velocity ub and the basal shear
stress τ b, we use some results from the previous chapter, and follow an approach by
MacAyeal (1992). We take the basal shear stress from the no-slip simulation qp up (refer
to Table 4.1), |τ b,qp up|, as a proxy for the general basal shear stress. By plotting it
separately, on a structured 2.5 km grid, against the observed surface velocity field |uobs|,
shown in Figure 5.20, and the simulated basal velocity field from the reference simulation
|ub,ref|, shown in Figure 5.21, we can estimate their relation.
For velocities uobs < 30ma
−1, the surface velocity increases with increasing basal shear
stress, for a majority of the plotted grid points, as indicated with a red dashed line in
Figure 5.20. For higher velocities this relation does not hold. For velocities 30ma−1 <
uobs < 100ma
−1, a slight opposing correlation between surface velocities and basal shear
stress can be observed, showing increasing velocities with decreasing shear stress. Note
that the trend appears small in Figure 5.20, as the velocities are plotted in logarithmic
scale. A second part for increasing velocities with increasing basal shear stress is also
visible for uobs > 100ma
−1, starting again from very low stresses.
For the simulated basal velocities |ub,ref| the picture is slightly different. We identified a
region of increasing velocities with increasing basal shear stress for ub,ref < 100ma
−1, as
indicated with a red dashed line in Figure 5.21. A second part of increasing velocities with
increasing basal shear stress, similar to described above for the observed surface velocity
field |uobs|, is visible for ub,ref > 100ma
−1, also shown in Figure 5.21.
The different identified sections of the relations between the basal shear stress |τ b| and
the basal velocity |ub| suggest the presence of different bed conditions. As stated above
in Section 5.1.2, high velocities that are present despite low basal stresses suggest the
existence of weak bed regions below Pine Island Glacier.
In Section 4.2 a “quasi-inversion” for the basal sliding parameter β2 was conducted for
the reference simulation. This sliding parameter is also referred to as a drag factor, and
can be seen as a simple measure of lubrication or slipperiness at the bed (Cuffey and
Paterson, 2010). The basal sliding parameter β2 corresponds to 1/Cb for Eq. (5.6) with
(p, q) = (1, 0). The spatial distribution of the derived value Cb for the reference simulation
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Figure 5.22: 1/β2 = Cb for p = 1, q = 0 Figure 5.23: Surface Crevasses
is shown in Figure 5.22. Higher values indicate stronger slipperiness. Coinciding with the
region of highest slipperiness in the central stream, shown in Figure 5.22, is the onset
region of bands of arcuate crevasses, stretching across the central stream. The crevasses
are clearly visible in high-resolution TerraSAR-X images, shown in Figure 5.23. The
positions of some crevasses are marked in yellow in Figure 5.23, and they are enlarged in
the extra box. These crevasses suggest strong stretching as longitudinal stress gradients
likely increase to compensate for the slippery bed (Joughin et al., 2009). Thus the presence
of the arcuate surface crevasses support the weak bed hypothesis.
5.4 Matching of roughness measure ξ and sliding parameter Cb
The previous section illustrated, that different basal conditions are suspected to be present
below Pine Island Glacier. To consider this in the basal boundary condition, a common
approach is to assign different regions with different slip relations (e.g. Joughin et al., 2009,
2010). A multitude of possibilities exist to separate the regions, and are still dependent
on control methods. We aim to constrain basal sliding by physical parameters instead of
being dependent on control methods.
The basal roughness measure ξ shown in Figure 4.46 is the physical parameter we
consider. Therefore we will refer to the basal sliding parameter Cb, when it is related to
the basal roughness measure ξ in this section as Cξ. As shown above, in Section 5.1, the
sliding parameter Cb in Eq. (5.6) depends on the basal roughness. The absolute values
of the roughness measure ξ are dependent on parameters chosen for its derivation. At
the same time the sliding parameter Cb depends not only on mechanical properties, such
as basal roughness, but also thermal properties (refer to Section 5.1.1). Therefore the
roughness measure ξ, as shown in Figure 4.46, can not directly be used as the sliding
parameter Cξ.
To use the roughness information anyhow, we select a range for the sliding parameter Cb,
obtained via the “quasi-inversion” technique introduced in Section 4.2. The thus received
logarithmic range is thereafter matched onto the normed and inverted distribution of the
roughness measure ξn. It is inverted as lowest roughness correlates with highest basal
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sliding and therefore highest values of Cξ. This way we make sure to receive surface
velocities within a realistic range.
The range for Cb is found (refer to Section 4.2.1) with
Cb =





As discussed in Section 5.1.1, the sliding exponents p and q can be assigned with different
values. Here we will keep p = 1, as an increase of the stress exponent will lead to an bigger
error in the “quasi-inversion”, due to the assumptions made about the basal shear stress in
that technique. On the other hand we consider a range of the effective pressure exponent
q = [0; 2]. In the “quasi-inversion” technique, the choice of q does not alter the resulting
surface velocity field. The effect of N qb is completely compensated for by the inferred basal
sliding parameter Cb. This is due to the fact, that in our model the effective pressure Nb
is a constant field, only influenced by the geometry. Altering the range of q is motivated
by the structure of the spatial roughness distribution ξ, as will be made clear below. The
reduced effective pressure Nb = ρigH − pw is used here (refer to Section 5.3.2).
Figure 5.24: Normed and inverted ξn Figure 5.25: Cb for q = 0
Figure 5.26: Cb for q = 1 Figure 5.27: Cb for q = 2
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Figure 5.24 shows the distribution of the normed and inverted roughness measure ξn.
In Figures 5.25-5.27 the inferred fields of the sliding parameter Cb for the different values
of p = 1 and q = 0, q = 1 and q = 2 are shown in logarithmic scale, respectively. The
logarithmic scales are matched onto the normed roughness, to create distributions of Cξ.
The choice of q = 2 reduces the value of Cb in the main stream just before the grounding
line. The roughness measure ξ shows higher values in the same area, and the normed and
inverted roughness measure ξn, as shown in Figure 5.24, accordingly lower values.
5.4.1 Simulations
Table 5.2: Overview of conducted simulations with Cξ
Nr. identifier p q Cξ range conv.u, p conv.T solution time
[Pa(q−1)ms−1]
1 p1q0 1 1 0 [1e-13;1e-8] 2.8e-04 4.9e-04 522646 s. (∼ 6 d)
2 p1q0 2 1 0 [1e-14;1e-8] 9.2e-04 6.4e-04 284519 s. (∼ 3.25 d)
3 p1q0 3 1 0 [1e-15;1e-8] 1.4e-03 1.1e-03 338716 s. (∼ 4 d)
4 p1q0 4 1 0 [1e-15;1e-9] 9e-03 3.5e-01 262000 s. (∼ 3 d)
5 p1q0 5 1 0 [1e-15;1e-10] 2.5e-02 6.4e-02 228452 s. (∼ 2.5 d)
6 p1q1 6 1 1 [1e-7;1e-2] 1.1e-03 1.9e-03 349398 s. (∼ 4 d)
7 p1q1 7 1 1 [1e-8;1e-2] 1.9e-03 4.4e-02 338333 s. (∼ 4 d)
8 p1q1 8 1 1 [1e-9;1e-2] 1.3e-02 3.4e-02 406324 s. (∼ 4.75 d)
9 p1q1 9 1 1 [1e-9;1e-3] 2.6e-02 1.8e-02 302137 s. (∼ 3.5 d)
10 p1q1 10 1 1 [1e-9;1e-4] 3e-02 5e-02 303634 s. (∼ 3.5 d)
11 p1q2 11 1 2 [1e-2;1e5] 3.7e-03 7.8e-02 719156 s. (∼ 8.25 d)
12 p1q2 12 1 2 [1e-3;1e5] 7.6e-04 5.2e-02 463512 s. (∼ 5.25 d)
13 p1q2 13 1 2 [1e-4;1e5] 1e-02 1.1e-02 253182 s. (∼ 3 d)
14 p1q2 14 1 2 [1e-4;1e4] 1.9e-02 7.9e-02 357307 s. (∼ 4 d)
15 p1q2 15 1 2 [1e-4;1e3] 6.3e-04 4e-02 525726 s. (∼ 6 d)
We conduct 15 simulations, where each parameter combination represents a potential
subglacial setting. Table 5.2 gives an overview of the simulations, with the identifier for
each simulation given in column “identifier“. 5 simulations are conducted with q = 0,
q = 1 and q = 2 each. The values for p and q are listed in the columns “p“ and “q“,
respectively. The range for Cξ is listed in column ”Cξ range”. For the different values
of q, the range of Cξ is varied. The widest range of Cξ consists of the maximum values
found by inversion for Cb (refer to Eq. (5.9)). The range is additionally narrowed from
both sides, as the maximum values might represent outliers. Please note, that the values
for Cξ are here given in Pa
(q−p)ms−1, in contrast to the values used for the simulations
with constant parameter sets (Section 5.3, Table 5.1), which are given in Pa(q−p)ma−1.
The value range Cξ = [1e-15;1e-8] Pa
−1ms−1 for simulation Nr. 1, correspond to Cξ ∼
[3e-8;3e-1] Pa−1ma−1. The constant value given in Table 5.1 for (p, q) = (1, 0) falls with
Cb = 1e-2Pa
−1ma−1 within this range. For (p, q) = (1, 1) no previously applied constant
set of values was found, that could be referenced here. For (p, q) = (1, 2) the range for
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simulation Nr. 11 of Cξ = [1e-4;1e5] Pam s
−1 corresponds to Cb ∼ [3e3;3e12] Pama
−1,
which includes the constant value of Cb = 5e9Pama
−1.
The columns ”conv.u, p” and ”conv.T” again list the convergence, given as the smallest
relative error achieved, as given in Eq. (3.3). The column ”solution time” lists the real
time needed for the solution process. The time needed crucially depends on the initial
field. Dependent on the time when a simulation finished, it was either started with the
solution from the reference simulation, or with a solution from another similar simulation
in Table 5.2.
The RMSus deviation between the simulated surface velocity fields and the reference
field for all simulations are shown in Figures 5.28(a) and (b). As done before, the total
glacier region is divided into ”All”, ”Slow” and ”Fast” regions, as shown in Figure 5.6(b),
for which the RMSus values are shown in Figure 5.28(a). The different tributaries are
also separated as before, and the RMSus values for them are shown in Figure 5.28(b).
Figure 5.28(a) shows, that for q = 0 and q = 1, smaller values of Cξ lead to a smaller
RMSus value for the “Slow” regions, and a higher RMSus value for the “Fast” regions.
Also the RMSus value increases for the ice shelf “Shelf“ and the central stream ”CS“,
with smaller values of Cξ, while the RMSus value for some tributaries decreases, as can
be seen in Figure 5.28(b).
(a) (b)
Figure 5.28: RMSus vs. simulation Nr.
For q = 2 the behaviour is different. The RMSus value decreases for the ”Slow“ regions
for smaller values of Cξ, but first decreases and than increases for the ”Fast“ regions,
shown in Figure 5.28(a). The same behaviour of first decreasing and than increasing
RMSus values for smaller values of Cξ is shown by the ”Shelf“, while the rest of the
tributaries and the central stream by trend behave similar as for q = 0 and q = 1, which
can be seen in Figure 5.28(b).
The overallRMSus values are of a similar magnitude as for the simulations with constant
sets of parameters (refer to Figures 5.17(a) and (b) in Section 5.3). Just looking at the
RMSus values therefore does not imply a significant improvement of the structure of the
surface flow field with the technique applied here. In the following we will therefore look
at the qualitative structure of the surface flow field. To do so, we chose a few simulations,
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which we will analyse in more detail. The ones chosen are not necessarily the ones with
the smallest overall RMSus value, but with interesting features.
Figure 5.29: |us,p1q0 2| Figure 5.30: T
′
b,p1q0 2
Figure 5.29 shows the surface velocity |us,p1q0 2| and Figure 5.30 the homologous basal
temperature T ′b,p1q0 2 of simulation Nr. 2, with p, q = (1, 0) and Cb = [1e-14;1e-8] Pa
−1ms−1.
In the surface velocity field of simulation Nr. 2, the locations of tributaries 7, 11 and 12
are well reproduced. The locations of all other tributaries, apart from tributary 8 and 14,
are also slightly visible in the surface flow field. In the vicinity of the observed location of
tributary 14, the simulation shows an area of ice flowing with high velocities into the ice
shelf. A striking feature is, that the velocities in tributary 7 are higher than in the central
stream. The central stream itself flows reasonably fast, but slowing down just before
the grounding line. This behaviour, as discussed in the last section, does not correlate
with the observations. It leads to higher internal deformation in that region, and thus a
high strain heating source term ψ. As already mentioned in the last chapter in Section
4.2.3, strain heating is the necessary or dominant mechanism to produce a temperate ice
layer. The thickness of the temperate ice layer TLT is shown for simulation Nr. 2 in
Figure 5.31. A thick temperate ice layer of ∼ 300m is found in the central stream just
before the grounding line and in the area of tributary 13. The warm ice from within the
temperate layer in the central stream is transported into the shelf, leaving stripes of ice
at Tpmp within the shelf (Figure 5.30). The homologous basal temperature T
′
b, as shown
in Figure 5.30, reflects the location of most tributaries with a temperate base, such that
T ′b = 0
◦C. Only tributary 14 is not found at its expected location, as already discussed for
the surface velocity field, shown in Figure 5.29. Tributaries 4, 9, 11, 12 and 13 are, on the
other hand, especially clearly separated from the surrounding colder ice by their temperate
bases. This feature is even more dominant than in the homologous basal temperature of
the reference simulation T ′b,ref, shown in Figure 5.5. This finding is especially interesting,
as the tributary locations in the simulation Nr. 2 are not as clearly defined by the surface
velocity field (Figure 5.29), as is the case for the reference simulation (Figure 5.4).
Figures 5.33 and 5.34 show the surface velocity field |us,p1q1 7| and the homologous
basal temperature T ′b,p1q1 7, respectively, for simulation Nr. 7, with (p, q) = (1, 1). The
slowing down of the main stream just before the grounding line is not as apparent in this
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Figure 5.31: TLTp1q0 2 Figure 5.32: TLTp1q2 11
simulation, compared to simulation Nr. 2 (Figure 5.29). The locations of tributaries 7
and 11 are clearly visible, while they are not quite as clearly visible for tributaries 5, 9,
12 and 13. Tributaries 1, 2, 3, 4, 6, 8, 10 and 14 are not reproduced. Although this is not
clearly visible in the RMSus value (Figure 5.28(b)), due to the overall slower velocities
in those tributaries if < 200ma−1. Tributary 7 shows with a small RMSus value a very
good agreement with the reference simulation. The homologous basal temperature field
T ′b,p1q1 7 of simulation Nr. 7 (Figure 5.34) shows a much higher area fraction of temperate
ice than simulation Nr. 2 (Figure 5.30). Thus the tributaries are not as clearly separated.
Figure 5.33: |us,p1q1 7| Figure 5.34: T
′
b,p1q1 7
Figures 5.35 and 5.36 show the surface velocity field |us,p1q2 11| and the homologous
basal temperature T ′b,p1q2 11, respectively, for simulation Nr. 11, with (p, q) = (1, 2). The
feature observed already in the surface velocity of simulation Nr. 7 (Figure 5.33), that the
main stream does not slow down before the grounding line as in simulation Nr. 2 (Figure
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5.29), is even stronger visible in simulation Nr. 11 (Figure 5.35). The flow field in the
main stream now resembles more the observed field, with increasing velocities towards the
grounding line.
Figure 5.35: |us,p1q2 11| Figure 5.36: T
′
b,p1q2 11
The vicinity of the observed location of tributary 14 at the same time speeds up ex-
tremely, with an RMSus value of 1461ma
−1 falling outside the plotted range in Figure
5.28(b). Since the location of tributary 14 in all simulations is not reproduced, and a
wider area is effected with high flow velocities, the high speed also influences the RMSus
deviation for the ”Slow” areas, as shown in Figure 5.28(a). Choosing a range for Cξ
with (p, q) = (1, 2) that best resembles the flow behaviour of the central stream unfortu-
nately leads to exaggerated speed up of all other tributaries entering the ice shelf, namely
tributaries 11, 12 and 14, as can be seen in Figure 5.28(b).
Also for simulation Nr. 11 the homologous basal temperature field T ′b,p1q2 11 (Figure
5.36) shows a much higher area fraction of temperate ice than simulation Nr. 2 (Figure
5.30). The structure is similar to that of simulation Nr. 7, with the location of the
tributaries not as clearly defined. The stripes of warmer ice at Tpmp within the ice shelf
are shorter in simulation Nr. 11 (Figure 5.36), than in simulation Nr. 2 (Figure 5.30) and
7 (Figure 5.34). This is related to less internal deformation in front of the grounding line
and therefore a thinner layer of temperate ice TLTp1q2 11, as shown in Figure 5.32.
5.4.2 Discussion
In this section we test the applicability of including actual measured roughness data in
a sliding law, to reproduce the surface flow field structure of Pine Island Glacier. As a
motivation we use the original ideas that motivated the Weertman-type sliding law, as
shown in Eq. (5.6), and that relate the basal sliding parameter Cb to the basal roughness.
We combine the spatial distribution of the basal roughness ξ with a plausible range of
the basal sliding parameter Cb, to create a new basal sliding parameter Cξ. This new
parameter Cξ is applied in the basal sliding law in different forms. On the one hand the
range of values for Cξ, on the other hand the influence of the effective pressure Nb in the
sliding law is varied. The variation of the range for Cξ is done to test the influence of the
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extreme values onto the flow field. The increase of the influence of the effective pressure
Nb in the sliding law is motivated by the results from Section 5.3, which find the reduced
effective pressure to be important for the flow of Pine Island Glacier (refer to Section
5.3.2), as large areas of the base are below sea level.
With the approach presented here we were able to reproduce some of the complex
features of the observed surface velocity field of Pine Island Glacier. This effect is not
necessarily represented within the RMSus values shown in Figures 5.28(a) and (b). The
values do not differ strongly from the results of the previous section, where constant sets
of basal sliding parameters were applied (Section 5.3). However, when looking at the
results in a more qualitative manner, a much better representation of the flow field is
apparent. Especially in the simulations Nr. 11-15, with (p, q) = (1, 2), a much better
representation of the central stream and the inflow into the ice shelf across the grounding
line is found, than was achieved with a constant set of parameters. The influence of the
reduced effective pressure Nb = ρigH−pw is thus emphasised again. At the same time the
method, as applied here, does not lead to a full reproduction of the surface flow structure.
This suggests that other processes, not considered here, are also important for the basal
sliding behaviour. A possibility not tested yet due to computational constraints is the
effect of the basal stress exponent p. Increasing it would possibly to some extend regulate
the high velocities in some areas, due to low basal stresses (Figure 4.3).
Our results furthermore support our previous finding, that no significant temperate ice
layer is suspected in the main stream. Strong basal sliding is necessary for the reproduction
of the flow field, which leads to little strain heating, due to lack of internal deformation.
5.5 Li-sliding
The Weertman-type sliding law commonly used in ice flow models, and shown in Eq.
(5.6), is based on the idea of regelation and enhanced creep (as shown in Section 5.1),
but not really related to these mechanisms anymore. The more parametrised and tuned
sliding assumptions were necessary due to complex unknown processes taking place, but
also due to lack of knowledge about the physical composition of the bed itself. The
increasing availability of RES profiles across Antarctica is changing the latter progressively.
RES profiles can be analysed for the basal roughness (refer to Sections 1.1.3 and 4.4).
The roughness of the base is becoming increasingly recognised as an important factor in
glaciological research (e.g. Rippin et al., 2006). Li et al. (2010) had the idea to bring the
original principles of regelation and enhanced creep back into the formulation of the basal
sliding law by considering the measured roughness of the bed below the ice.
In this chapter we test the ideas of Li et al. (2010) by application to Pine Island Glacier.
In Section 5.5.1 the two-parameter roughness index from Li et al. (2010) is introduced
and discussed on the example of Pine Island Glacier. In Section 5.5.2 it is shown how
the original ideas by Weertman (1957) are connected to the ideas by Li et al. (2010),
and the sliding relation, as applied in our model, is formulated. And finally, in Section
5.5.3, the simulations for Pine Island Glacier with the Li sliding assumption are shown
and discussed.
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5.5.1 The two parameter roughness index - ξ2 and η2
A key technique to derive basal roughness are Fourier transformations (FT). A FT can
be used to transform any surface into a sum of several periodically undulated surfaces.
This way the amplitude and spatial frequency of the undulations can be expressed. For
theoretical dynamic studies characterising the roughness by FT works well. However, to
show the spatial distribution of roughness, in a glaciological context, a single parameter
index ξ was introduced (Hubbard et al., 2000; Taylor et al., 2004). The single parameter
roughness index ξ is defined as the integral of the spectrum within a specified wavelength
interval. This method represents the amplitude of the undulations, but information about
the frequencies is lost. For Pine Island Glacier the single parameter roughness index ξ was
calculated by Rippin et al. (2011) (Section 4.4) and already used in the previous section
(Section 5.4).
Figure 5.37: roughness amplitude ξ2 Figure 5.38: roughness frequency η2
Li et al. (2010) introduce a two-parameter roughness index that represents the amplitude
ξ2 and frequency η2 of the undulations. Because of the statistical meanings of ξ2 and η2,
they can be used as a proxy for the vertical and horizontal length scales present at the base.
To do so the integration interval for {ξ2,η2} should be in the metre-scale waveband. In
the example in Li et al. (2010) they use a moving window length of 1024 points (N = 10,
2N = 1024). The spatial resolution is 70m and thus gives a moving window length of
∼ 70 km. David Rippin calculated the two-parameter roughness index for Pine Island
Glacier and kindly provided it to us for this study. He first modified his programme so he
could reproduce the values presented in Li et al. (2010) (personal communication, 2012).
Still the spatial resolution of the underlain data for Pine Island is different to that of Li
et al. (2010). It is calculated with (N = 5, 2N = 32), which is the minimum for N that
should be used (e.g. Taylor et al., 2004). With a spatial resolution of 34m this leads
to a moving window length of 1088m, which is in the metre-scale waveband required by
Li et al. (2010), to be able to apply the data in a sliding relation. Rippin applied the
programme to Pine Island Glacier and received the fields for ξ2, shown in Figure 5.37 in
logarithmic scale, and for η2, shown in Figure 5.38. The modification of the programme
to reproduce the values of Li et al. (2010) leads to a difference in the total values between
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ξ as shown in Figure 4.46, and ξ2 as shown in Figure 5.37, although the pattern remains
the same.
Li et al. (2010) introduce an interpretation how different basal topographies with their
geomorphic implications can be distinguished from patterns of ξ and η, which is based on
ideas by Bingham and Siegert (2009). According to this, a marine setting with intensive
deposition and fast and warm ice flow, as proposed for the central part of Pine Island
Glacier, is characterised by low values of ξ and high values of η, thus low-amplitude,
low-frequency roughness. This is not necessarily the case for the central trunk area, as
can be seen in Figures 5.37 and 5.38. Instead it seems to be more dominated by low-
amplitude, high-frequency roughness, which can be, following Li et al. (2010), interpreted
as a continental setting after intensive erosion, also with fast and warm ice flow. Still,
this interpretation can not be seen as a contradiction to the earlier stated suspicion of
the presence of marine sediments. We only considered the relative relation of high and
low values. Absolute values can not be taken here, as they always depend on the spatial
resolution of the underlain data, the moving window length and other details for the
derivation process of the roughness index.
5.5.2 Assumptions - Controlling obstacle size - Constant CL
To combine the two-parameter roughness index {ξ2,η2} with the basal sliding law from
Weertman (1957), Li et al. (2010) state that ξ2 is proportional to the mean square of
amplitudes such that Weertman’s obstacle dimension a can be written as
a = c1 · ξ
1/2
2 , (5.10)
with a proportionality factor c1. The same applies to η2, so that Weertman’s obstacle
spacing l can be written as
l = c2 · η
1/2
2 , (5.11)
with a proportionality factor c2.
By assuming, that the controlling obstacle size is dominating, as discussed in Section
5.1.1 (Eq. (5.5)), Li et al. (2010) build on the idea of Weertman (1957) and relate the the








where c is a factor not depended on geometrical conditions, and n = 3 is the stress
exponent (refer Section 2.2.1).
To be able to apply the above stated relation as a sliding law, we relate the basal sliding










with the constant CL = CW(c2/c1)
1+n. The value for CW can be estimated, as shown in
Section 5.1.1, and is in our example about CW = 4.46×10
−29m3 s3 kg−2. The proportion-
ality factors c1 and c2 on the other hand are not further defined. Therefore we decided to
take CL as a single parameter to adjust.
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To implement the sliding relation, as given in Eq. (5.13), in our model, we need to












We estimate a value for CL by assuming, as introduced in Section 4.2.1, the following










This method does not result in a single value for CL, but in a distribution of values in the
range of CL = [6.8e-7;4.3e4] Pa
−2ma−1. The maximum and minimum values are hereby
only outliers, while the majority of the values lie within CL = [1e-9; 1e-6] Pa
−2ms−1 ∼
[3e-2; 3e2] Pa−2ma−1. In the next section we show the simulations conducted with the
values for CL in the smaller range.
To put the sliding law applied here into context with the previous sections, it can be
noted that, with n = 3, Eq. (5.13) represents a Weertman-type sliding law with p = 2
and q = 0 (Eq. ( 5.6)), as already discussed in Section 5.1.1 for the controlling obstacle
size ac.
5.5.3 Simulations
For all simulations conducted in this section, only the ice flow model (refer to Section
3.2.2) is solved for. The temperature distribution within the ice is taken from the reference
simulation (Section 4.2.2). The base below the fast flowing areas is thus temperate in all
simulations, as can be seen in the distribution of the homologous basal temperature of
the reference simulation, shown in Figure 5.5. The fully-coupled model is not suitable
for a parameter study, due to time constraints. Use of the temperature field from the
reference simulation gives the opportunity to connect the sliding behaviour to the basal
temperature, thus only allowing ice to slide where T is close to Tpmp. This is achieved
with the temperature function f(T ) (refer to Eq. (2.46)), such that the basal boundary












The use of the temperature function f(T ) slightly improves the results shown below, but
does not change the overall picture.
The simulations conducted vary over CL in the range [1e-9; 1e-6] Pa
−2ms−1 ∼ [3e-2; 3e2]
Pa−2ma−1, as described above. The RMSus deviations between the reference and simu-
lated results are shown for all simulations in Figures 5.39(a) and (b), and show a somewhat
regular pattern. For the slower flowing areas, the RMSus value increases with increasing
CL, shown in Figure 5.39(a). For the faster flowing areas, the RMSus value first slightly
decreases with increasing CL, and, after reaching a minimum of RMSus = 499.7ma
−1 for
CL = 1.58Pa
−2ma−1, increases with increasing CL. Since we conduct simulations with
discrete values for CL, the value of RMSus = 499.7ma
−1 represents the minimum value for




Figure 5.39: RMSus vs. CL [Pa
−2ma−1]
entire region ”All“, shows a similar behaviour of first decreasing and than increasing with
increasing CL, with a minimum RMSus value of 270.6ma
−1 for CL = 1Pa
−2ma−1. Some
of the RMSus values for the different tributaries show a similar pattern as the ”Slow“, and
some as the ”Fast“ regions, as can be seen in Figure 5.39(b).
In the following we will look at two selected simulations in more detail. First the
simulation with CL = 1Pa
−2ma−1, which has the smallest RMSus value for the entire
region ”All“, is looked at. Secondly, the simulation with CL = 31.56Pa
−2ma−1, which is
the highest value of CL simulated with, is considered.
The surface velocity field |us| for CL = 1Pa
−2ma−1, is shown in Figure 5.40(a). The
difference between the simulated (CL = 1Pa
−2ma−1) and the reference surface velocity
field, thus |us,ref| − |us|, is shown in Figure 5.40(b).
(a) (b)
Figure 5.40: (a) |us| and (b) |us,ref| − |us| for CL = 1Pa
−2ma−1
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Some features of the surface flow field are reproduced, as can be seen in Figure 5.40(a).
High velocities are found in the upper part of the central stream. However, the central
stream strongly reduces the speed towards the grounding line. This pattern is even more
dominant than in the simulations discussed in the previous sections. Tributaries 2, 4, 5,
7, 9, 11 and 13 are reproduced to some extent in the surface flow field, while tributaries
1, 3, 6, 8, 10 and 12 are difficult to identify. The area around tributary 14 is, as also
discussed in the previous section, dominated by very high velocities. These high velocities
are also reflected in the difference |us,ref| − |us|, shown in Figure 5.40(b). The grounded
area around tributary 14, as well as the adjacent ice shelf, are dominated by dark blue
colours, representing much higher here simulated velocities, than present in the reference
simulation. This can also be observed in the RMSus value for tributary 14 and CL =
1Pa−2ma−1, shown in Figure 5.39(b). The highest RMSus value for this simulation
(CL = 1Pa
−2ma−1) is found for the ice shelf, which is characterised by strong over- and
underestimation of the surface velocities, compared to the reference simulation (Figure
5.40(b)). The second highest RMSus value is found for the central stream, for which the
surface velocity is mainly underestimated.
The surface velocity field |us| for CL = 31.56Pa
−2ma−1, is shown in Figure 5.41(a).
The difference between the simulated (CL = 31.56Pa
−2ma−1) and the reference surface
velocity field, thus |us,ref| − |us|, is shown in Figure 5.41(b).
(a) (b)
Figure 5.41: (a) |us| and (b) |us,ref| − |us| for CL = 31.56Pa
−2ma−1
The surface flow field for CL = 31.56Pa
−2ma−1 is dominated by very high velocities
(Figure 5.41(b)), which is also reflected in the difference to the reference simulation (Figure
5.41(b)), where an overestimation is found in a major part of the entire region. Only the
central stream area in the vicinity of the grounding line is slower than for the reference
simulation, indicated by the red region in Figure 5.41(b).
This strong overestimation of the velocities is also reflected in the RMSus values in
Figures 5.39(a) and (b). On the RMSus values for tributaries 3, 6, 8 and 10 are <
500ma−1.
The overall flow pattern can not be reproduced with the method of using the two
parameter roughness index {ξ2,η2} in the sliding law. Still some interesting features arise,
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which will be discussed in the following.
5.5.4 Discussion
In this section we test the applicability of a theory developed by Li et al. (2010) to the
region of Pine Island Glacier, that connects a two parameter roughness index {ξ2,η2} to
the basal sliding law. We rewrite the equations from Li et al. (2010), by partly using
information of the original ideas from Weertman (1957), and extend the sliding law with
a temperature function, to apply it as a boundary condition in our flow model. We define
a constant sliding parameter CL, over which a parameter study is conducted.
The results of the surface flow field show certain features. The central stream in all
the simulations from this section is partitioned into a faster flowing upper part, and a
slower flowing lower part, in the vicinity of the ice shelf. The speed reduction towards the
ice shelf was already found in simulations of the preceding two sections, but is here even
stronger pronounced. However, the faster flowing upper part in the simulations conducted
here, resembles much more the observed velocity field, as was the case in the simulations
with constant sets of parameters within the sliding law (Section 5.3).
No single value for CL could be found, that reproduces the surface velocity field of Pine
Island Glacier with all its features. For higher CL values, that reproduce the velocities
in the central stream in a better manner, the velocities in the slower flowing area around
tributaries 3, 5, 7 and 9, located to the South of the main stream, are simulated much
too high (refer to Figure 5.40(a)). Additionally, the area around tributary 14 behaves
slightly different to most other tributaries. It speeds up much faster for much lower values
of CL. This was already found in the previous section, Section 5.4, and is related to the
low roughness measures ξ, ξ2 and η2 in that region.
It has to be noted here, that the method developed by Li et al. (2010), which is based
on the theory from Weertman (1957), is strictly speaking only valid for hard bed sliding,
as discussed in Section 5.1.1. Since we showed in Section 5.3.2, that an area of weak bed is
suspected below some parts of the central stream of Pine Island Glacier, the method by Li
et al. (2010) should strictly speaking not be applied here. Thus it is somewhat surprising,
that the method seems to work best in reproducing the surface velocity field in the area
of the suspected weak bed.
Thus, despite the inability of a complete reproduction of the surface flow field of Pine
Island Glacier with the method presented here, it still resulted in a surface flow structure,
that reveals some important features.
5.6 Discussion
In this chapter we approached the challenge of formulating an appropriate sliding law for
the simulation of the flow field of Pine Island Glacier from 3 different angles. Our starting
point is hereby always a Weertman-type sliding law, as discussed in Section 5.1.1 and
shown in Eq. (5.6).
The first approach, described in Section 5.3, is to take constant sets of sliding parame-
ters, that have previously successfully been applied in sliding laws for other areas. Even
though the flow field structure could not be reproduced with this approach, it let us con-
clude, that the reduced effective pressure Nb = ρigH − pw is of major importance for an
appropriate sliding law formulation for Pine Island Glacier.
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Our second approach, described in Section 5.4, is based to the original formulation of
the Weertman-type sliding law, in which the basal sliding parameter Cb is connected to,
among other things, the basal roughness. We take a data set of the basal roughness below
Pine Island Glacier (Rippin et al., 2011), and match the spatial variation of its field and a
defined range of the basal sliding parameter Cb. The procedure is conducted for 3 different
formulations, with a varying impact of the basal effective pressure. The results produce
a surface flow field, that resembles in its main features the observed field. Although the
fingered structure of the tributaries is not as clearly visible, the fast flowing main stream
entering the ice shelf, is.
The last approach is based on a method from Li et al. (2010), which they theoretically
developed, and is tested here for its applicability to Pine Island Glacier. The method
relates a two parameter roughness index {ξ2,η2} to the obstacle dimension and spacing
of Weertman’s original sliding formulation, described in Section 5.1.1. Simulations are
conducted, in which a parameter study over an unconstrained sliding parameter CL is
carried out. The resulting surface flow fields show high velocities in the area of low
driving stress in the upper central stream. However, the velocity in the lower central
stream reduces towards the grounding line, which contradicts the observed surface velocity
pattern.
Figure 5.42: Compilation of RMSus values from the three sections, with the mean value
shown as a filled circle and the range of values shown in the wide bar.
The RMSus deviations from the simulated to the reference surface velocity field are
calculated for all simulations. To distinguish the fast flowing central stream with all its
tributaries, which is dominated by basal sliding, as shown in Figure 4.30, from the slower
flowing remainder of the domain, a partitioning is introduced as shown in Figure 5.6(b).
The RMSus values for all simulations, subdivided into the regions ”Fast”, ”Slow“ and
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“All“, are shown in Figure 5.42. The designations ”constant“, ”matched“ and ”li-sliding“
refer to the results from Sections 5.3, 5.4 and 5.5, respectively. Each filled circle here refers
to the mean value of a region and section, while the coloured bar behind it gives the range
of values obtained with the according method.
The RMSus values, shown in Figure 5.42 thus suggest, that the closest fit of the sim-
ulated to the reference surface velocities is achieved, for all regions ”Fast”, ”Slow“ and
“All“, with the method that uses constant sets of parameters, demonstrated in Section
5.3. Although, the smallest RMSus values for the ”Slow“ regions are with ∼ 25ma
−1,
for all 3 methods, very close to each other. The smallest spread of RMSus values, for the
regions ”Fast”, ”Slow“ and “All“, is reached with the matching method, treated in Section
5.4.
The reproduction of the absolute values of the surface flow field, as also discussed in
the previous chapter, in Section 4.2.2, is a challenge. The RMSus values stand for the
deviations to the reproduction. We also already emphasised at various occasions in this
chapter, that also the qualitative structure of the flow field is of major importance. With
qualitative structure we mean the reproduction of fast flowing streams and slower flowing
regions. So now, stepping away from the error measure of RMSus values, when comparing
the qualitative surface flow field structure, it is by far best reproduced by the matching
method, described in Section 5.4.
One of the major achievements of this technique is, that it brings some of the original
physical meaning, of representing the basal roughness, back into the sliding law. The
formulation is thus not solely dependent on control methods. This finding is especially
important in a changing basal environment. Smith et al. (2012) describe a process of
rapid subglacial erosion beneath Pine Island Glacier, which could lead to a change in the
roughness measure below the glacier. The rapid increase of RES profiles at Pine Island






The aim of this study was to advance our knowledge about the internal dynamics, basal
motion and thermal structure of Pine Island Glacier, a fast flowing outlet glacier in the
West Antarctic Ice Sheet. The glacier is located in an area of the West Antarctic Ice
Sheet, where the bedrock is in many regions well below the sea level. Additionally, the
bed slopes down from the grounding line towards the inland of the glacier. On this kind of
setting the marine ice sheet instability hypothesis is based, which postulates an intrinsically
instable condition Vaughan (2008). In the past decades Pine Island Glacier was observed
to have undergone varies changes, including acceleration, thinning and grounding line
retreat. Additionally, rapid subglacial erosion of a marine sediment basin below the glacier
is suspected (Smith et al., 2012). The future behaviour of the glacier is important for
estimates of global eustatic sea level rise, as Pine Island Glacier alone holds enough ice
above floatation, to raise global sea level by 0.52m, if fully melted (Vaughan et al., 2006).
A variety of external factors can influence the internal dynamics of the glacier, and
therefore being important for its future behaviour. These external factors include the
temperature of the atmosphere at the surface, accumulation, melt rates, the geothermal
heat flux at the base and mechanical basal conditions, as for example the existence of
rough bedrock or smooth marine sediments. While the conditions at the surface are
nowadays assessable in reasonable temporal and spatial resolution, with use of remote
sensing techniques, the conditions at the base still remain widely unknown, due to the
difficult accessibility.
Therefore we aim to define the recent state of important basal conditions at Pine Island
Glacier, with use of a thermo-mechanically coupled 3D full-Stokes ice flow model. In
glacier dynamic studies, the coupling of the temperature field to the flow dynamics is of
high importance. Higher internal ice temperatures lead to a stronger internal deformation.
Additionally, as ice is believed to slide over its base only at interface temperatures near
or at the local melting point, the sliding behaviour is also sensitively influenced by the
temperature distribution. Furthermore, the consideration of all stress terms, as done in
the here presented full-Stokes model, is especially important when simulating processes
in the vicinity of the grounding line. The coupled ice flow model is implemented in
the commercial Finite Element Method software COMSOL Multiphysics©. The software
COMSOL has previously already been successfully applied to the study of glaciological
questions (e.g. Humbert, 2010; Ru¨ckamp, 2011). We advanced and extended the application
to a coupled ice sheet - ice shelf system in three dimensions. The implementation and
validation of the coupled flow model is conducted as part of this study.
The results of the application of the validated coupled flow model to the region of
Pine Island Glacier, are divided into two parts. In the first part, the dominant local
mechanisms driving the flow of Pine Island Glacier are investigated. This is of interest
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because the surface flow field is dominated by a complex structure of various tributaries
feeding into a fast flowing main stream. In a changing environment, the tributaries might
react differently to external changes. Additionally the information can be of interest for
planning of measurement surveys in the area. Our results are validated along the observed
surface velocity field of Pine Island Glacier, representing the surface flow structure in the
years 2007 to 2009 (Rignot et al., 2011). We carefully declare our results to be a likely
present setting, as the complex glacial system can not uniquely be defined with a diagnostic
experimental set up (Raymond and Gudmundsson, 2009). Still we can exclude unlikely,
and emphasise the more likely settings. To our knowledge it is the first full-Stokes flow
model to successfully solve fully-coupled for the glacier flow and temperature field of Pine
Island Glacier in three dimensions.
Our results show, that large areas at the base of the glacier are temperate, with tem-
peratures at the pressure melting point. At the same time the thickness of the temperate
basal layer is suspected to be very small in most areas. Only the area around a small
tributary feeding into the ice shelf, tributary 11, shows a wider area of a temperate layer
thickness > 70m. Tributaries 4 and 6, feeding into the upper part of the central stream,
are separated by a band of cold ice at the base, suggesting a temperature control of the
flow field in that area. In some fast streaming areas the finding of a temperate base is
strongly coupled to the inclusion of a friction heating term. This could suggest support
of a deceleration, if initiated due to other factors, like for example a change in the basal
mechanical conditions in that area. An increased geothermal heat flux around the location
of a suspected sub volcanic centre below Pine Island Glacier (Corr and Vaughan, 2008) is
not suspected to alter the flow structure significantly, as the structure of the temperate
ice at the base seems to be reasonably stable in our simulations. This is not including the
effect of change in the effective pressure, who’s importance will be emphasised below. We
identify the data set from Purucker 2012 (updated version of Fox Maule et al., 2005) for
the geothermal heat flux below Pine Island Glacier to be the likely best representation of
actual conditions.
Basal sliding is identified to be the dominant mechanism for fast flow at Pine Island
Glacier. Formulation of an appropriate sliding law to be used as a basal boundary con-
dition in ice flow models is one of the big challenges in present numerical glaciological
studies. Therefore, in the second part of this study, we focus on the formulation of an ap-
propriate sliding law for Pine Island Glacier. As a starting point, we test the applicability
of formulations, that have been successfully applied in other areas. These formulations
consist of constant parameter sets in a Weertman-type sliding law. The results show, that
a reduced effective pressure is necessary to be included in the basal sliding law, to simulate
the transition from grounded to floating ice in the central stream appropriately. All tested
formulations with constant parameter sets though are not able to reproduce the upper
part of the fast flowing central stream, and generally the fingered structure of the flow
field. This is partly due to an area with very low basal stress in the middle of the central
stream, where a Weertman-type sliding law with constant parameter sets can not produce
high basal velocities. This challenge is usually met by the use of control methods, that
produce a spatially varying basal sliding parameter, accounting for the differences in the
surface flow field. Our reference simulation was conducted with a similar approach. In
a next step we want to include a measured physical quantity into the formulation of the
basal sliding law.
The structure of the low in driving stress partially correlates with the structure of the
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basal roughness below Pine Island Glacier, as derived by Rippin et al. (2011). Therefore
a marine sediment basin is likely present, where weak till can not support the basal drag
of the fast flowing ice, being in a state of plastic failure. This motivates our attempt to
include some of the original physical meaning of the basal sliding parameter Cb in a sliding
law, by matching the structure of the basal roughness with a relevant range of values. The
results show a much better representation of the surface flow field, with a fast flowing
central stream. Although, an area of very low roughness adjacent to the slow flowing part
of the ice shelf, leads to an overestimation of flow velocities in that area. The method we
introduce here, thus, although promising, needs to be extended to include other locally
relevant factors, to reproduce the observed surface velocity field at Pine Island Glacier. An
important role hereby can likely be tributed to the subglacial water system, not modelled
explicitly in this study. The importance of the effective pressure in a sliding formulation
emphasises this.
Another method of including information about the basal roughness in the basal sliding
formulation is based on a theory by Li et al. (2010). This theory relates a two parameter
roughness index, representing the amplitude and frequency of the roughness, to Weert-
man’s original obstacle dimension and spacing. The thus formulated sliding law, which
leaves one parameter to adjust, is applied to Pine Island Glacier. The resulting flow field
structure shows high velocities in the upper part of the central stream, but low velocities
in the lower part, towards the ice shelf. The sliding law, as formulated here, does not
include the effective water pressure yet.
As an outlook for interesting questions to be addressed in the future, we will in the
following make some suggestions. The fully coupled ice flow model should be extended
even further. Shear margins should be included in the ice flow model, connecting damage
with the enhancement factor. Also the connection of basal roughness and sliding should be
analysed further. The Li-sliding formulation should be extended with the effective water
pressure. Possibly the speed reduction in the central stream towards the ice shelf could be
regulated. In the future it would be worthwhile to couple a hydrological model to it, as the
effective pressure was shown to be very important to the sliding behaviour. Additionally,
the internal deformation of the underlying till could be modelled explicitly. Also the
implementation of grounding line motion is meaningful. If successfully included, prognostic
studies could be conducted. The prognostic studies would focus on decadal changes,
as the full-Stokes model is not applicable to much longer periods due to computational
constraints. For Pine Island Glacier this is of interest, as changes are observed even
in a decadal time scale. The thermal state, especially in the region where a significant
temperate layer was found, could be verified with help of RES profiles.
We want to conclude with a few final remarks. The present state of the internal tem-
perature and flow structure of Pine Island Glacier was successfully simulated. The results
show a predominantly cold glacier, with a big part of the base being temperate. The flow
field in the central stream and the numerous tributaries is dominated by basal sliding.
Our formulation of the basal sliding law emphasises the connection between sliding ve-
locity and basal roughness, as parts of the complex observed surface flow structure could
be reproduced. The present dynamics and temperature structure of the glacier are of
major importance for its future behaviour. A thermo-mechanically coupled model, as we
presented here, is essential for the inference of interrelations between the thermal regime,
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