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1. INTRODUCTION 
It is well known ([l], Chap. 8, for example) that if p(t), q(t) are continuous 
on a closed interval [a, b] the set of real numbers h for which the linear dif- 
ferential equation ’ 
r”(t) + P(t)y’(t) + (q(t) + ~Y(Q = 0 on [a, 4 (1) 
has a nontrivial solution satisfying prescribed boundary conditions of the form 
y(u) cos a - y’(u) sin OL = 0 (2) 
y(b) cos /3 -y’(b) sin ,3 = 0 (3) 
form an increasing sequence A, , 71 3 0, called eigenvalues, such that A, 
tends to infinity with n, and the corresponding solutions m(t), called eigen- 
functions, which are determined uniquely except for a multiplicative constant, 
have exactly n zeros in (a, b). Furthermore, the eigenvalues An satisfy the 
estimate 
;dc= &+0(l) as n-+ co. 
The purpose of this note is to show that very nearly the same sort of results 
hold for the more general nonlinear differential equation 
y”(t) +f(C y(t), y’(t)) + b(t) = 0 on [a, 4, (5) 
if one assumes only that f(t, y, y’) is continuous, unforced, and satisfies a 
Lipschitz condition on [a, b] x (- cc, ‘o) x (- c~, co). “Unforced” 
means that 
f(t, 0,O) = 0 (6) 
and obviously is the same as saying in the linear case that the differential 
equation is “homogeneous.” 
* This work was supported by the United States Atomic Energy Commission. 
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The proof we shall give will be seen to be quite like one of the standard 
proofs for the linear case ([l], Chap. 8, for example) beginning with a com- 
parison theorem. The fact that all initial value problems for (5) have unique 
solutions existing for all t and that they are continuous in h will be needed. 
2. A NONLINEAR COMPARISON THEOREM 
THEOREM 1. Let g, , g, , h be piecewise continuous functions on [a, 61. 
Suppose u, v  have continuous jrst derivatives and piecewise continuous second 
derivatives, no multiple zeros, satisfy at all but a finite number of points of [a, b] 
the inequalities 
and that at some point t, E [a, b] 
u(b) v’(tcJ = Wd vPo)- 
Then the functions 0, w dejined by 
(9) 
tan e = s, u(to) e(t,) = tan-l ~ 
aJ 
and 
tan w = y , 
V 
v&J 
w(to) = tan-l - 
v’(to) 
are continuous, have piecewise continuous first derivatives, and 
e+ on [a, to) (10) 
e+ on (to 7 4. (11) 
If strict inequality holds in either (7) or (8) then it also holds in (IO) and (11). 
PROOF. By simply differentiating tan 0 = U/U’ and using (7) we obtain 
(at all but a finite number of points) 
e,>, 1 + j+glsin2e if sin2e>o 
(;g, sin 20 if sin 20 < 0 
+(h- l)sin2e 
and similarly 
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Subtracting gives (at all but a finite number of points) 
(0 - w)’ 2 (0 - w) qb 
where v  is piecewise continuous, hence 
-&/[s(t)-w(t)]exp(-j’pl)/ 30. 
n 
(12) 
Integrating over [to, t] and using the fact that 0 - w vanishes at t, gives 
[e(t) - 41 exp (- j’ v) > 0 a 
for all t E [to , 61. Since the exponential function is positive it follows that 
e - w is nonnegative on [to , b]. Similarly integrating (12) over [t, to] shows 
that 0 - w is nonpositive on [a, t,]. Obviously strict inequality in the hypo- 
thesis gives strict inequality in the conclusion. 
THEOREM 2. Let g, , g, , h be piecewise continuous on [a, b]. The real num- 
bers h for which there exists a nontrivial continuously diferentiable function 
u(t; A) satisfying (at all but a finite number of points) 
and the boundary conditions 
u(a; A) cos 01 - u’(a; A) sin 01 = 0, O<iu.<T, 
u(b; A) cos /3 - u’(b; A) sin /I = 0, O<B<r, (14) 
form an increasing sequence A, , n > 0, tending to infinity with n. The function 
u(t; A,), which is determined uniquely except for a multiplicative constant, has 
exactly n zeros in (a, 6). 
PROOF. Let u(t; A) be the solution of (13) determined by the initial 
conditions 
u(a; A) = sin OL, 
and define u(t; A) by 
u’(a; A) = cos OL, (15) 
tan w = U 
u’ ’ 
w(a; A) = 01. (16) 
By Theorem 1, W(t; A) is, for fixed t E (a, b], a monotone increasing function 
of A, and u(t; A) vanishes at just those places where w(t; A) = 0 (mod n) 
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By differentiating (16) and using (13) we obtain 
\&g,sin2w if sin2w 20) 
w’ = l + /*g2 sin 2~ if sin 23~ < Of + (’ - ‘) sin2 w’ (17) 
which makes clear that w’ is positive where w = 0 (mod n). Thus ~(t; A) 
is an increasing function of t where w = 0 (mod CT), hence if for some 
t, E (a, b), w(tg A) = Km, then w(t; A) > Kr for t > t, , and w(t; A) < &r 
for t < t, . Since w is monotone in A, it follows that the zeros of u, if any, 
move to the left as h increases. Since w is continuous in t and h it follows that 
the location of the kth zero of u, at t,(h), say, is a continuous and monotone 
decreasing function of A. 
We shall show that for any fixed t E (a, b], 
w(t; A) + + 03 as x-t+cO (18) 
w(t; A) + 0 as X+-CO. (19) 
Let L, , L, , ICI , K, be constants such that on [a, b] 
L, <g,(t), &L?(t) <L, 
4 < h(t) < &. . 
Define u1 , u2 and corresponding w1 , ws in the same way as u and w were 
defined previously, using L, , L, , Kl in place of g, , g, , h for r.+ and using 
L, , L, , K, for us . By Theorem 1, we have 
Wl < w < 9 , 
so it will be sufficient to show that wl(t; A) + + co as X - + co and 
wz(t; A) + 0 as h -+ - XI. But the distance between zeros of u,(t; A) is just 
the sum of the distance from a zero of a nontrivial solution of 
u;+L,u;+(K,+h)u,=O 
to the first zero of its derivative, which for large positive X is 
(Kl + h - $ L12)-lj2 cos-l [& L,(K, + A)-‘/“], (20) 
and the distance from a zero of the derivative of a nontrivial solution of 
u; + L,u’ + (Kl + A) ul = 0 
to the first zero of the solution, which for large positive h is 
(Kl + X - $L22)-1/2 cos-1 [- iL,(K, + A)-‘/“]. (21) 
Since each of these quantities (20) and (21) tends to 0 as h + + CO it follows 
that wl(t; A) + + CC as h + + co. 
4”9/2”/ I-7 
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As for wa , if 0 < a: < 7r/2, for h large and negative the function u,(t; h) 
satisfying the initial conditions (15) is just the solution of 
21; + L& + (K, + A) 242 = 0 
until its derivative vanishes, while if 7712 < 01 < rr it is the solution of 
u; + L,u;l + (K, + A) u2 = 0 
until its first zero. Simple computation yields 
us(t) = e-+Li’t-a)[C cash k(t - a) + S sinh k(t - u)] 
where 
h = () L; - K* - A)112 
C = sin 01, S = $ cos a + +Li sin a) , 
i = 1 or 2 according as 01 > 3r/2 or 01 < 7712. In either case it is easy to see 
that ws(t; X) + 0 for any fixed t E (a, b] as h + - cc. 
Since /3 > 0 and since w(b; h) is monotone in h tending to 0 or + cc as 
h---t - 00 or +- co, it follows there is a h, for which w(b; X,) = /3 and that 
0 < w(t; 4) < T for t E (a, 6). Letting h increase beyond X, there is a unique 
hi for which w(b; hi) = /3 + Z-, and u(t; hi) has exactly one zero in (a, b). 
Clearly the nth “eigenvalue” for (13) (14) is determined by 
w(b; A,) = B + nr, 
and the corresponding “eigenfunction” u(t; X,) has exactly 1z zeros in (a, 6). 
It is now an easy matter to prove the main theorem. 
THEOREM 3. Let f  (t, y, y’) be continuous and satisfy the Lipschitz condition 
G(t) (y - 4 <f (4 y, w) -f (4 x, w) < G(t) (y - x) if y-x>0 
LJt)(y’ -x’) <f (t, w, y’) -f (t, w, x’) < L2(t) (y’ -N’) if y’ - x’ > 0, 
(22) 
on[a,b] x(-CO,CO) x(- co,c~),K~,K,,L,,L,beingcontinuous,andZet 
f  (t, 0,O) = 0. 
Then the real numbers h (eigenvalues) for which there exists a nontrivial solu- 
tion y(t; A) (eigenfunctions) of the dzj%rential equation 
y”(t) +f (t, v(t), Y’(9) + hY(O = 0 (23) 
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satisfring the boundary conditions 
y(a; A) = r sin OL, y’(a; A) = r cos 01, O<a?<rr, ?- # 0, 
y(b; A) cos /I - y’(b; A) sin /l = 0, o<p<?T (24) 
form a sequence of nonempty sets A,(r), n > 0, such that inf, A,(r) and 
supA An(r) are increasing sequences and if h E A,(Y) the corresponding solution 
y(t; A) has exactly n zeros in (a, b). 
PROOF. Since f  (t, y, y’) satisfies the Lipschitz condition (22), 
-h(t) r(t) y’(t) 
Get) y2(t) + IL,(t) y(t) y’(t) 
if YY’ 2 0 
if yy’ < 0 I 
It follows from Theorem 1 that if m(t; A), t.+(t; A), w,(t; A) be defined as in 
the proof of Theorem 2 corresponding to y, ZQ , us , respectively, then 
w,(t; A) < w(t; A) < w,(t; A) on Ia, 4 (26) 
Put p = (y2 + JJ’~)~/“, so that p(t; A) is positive, continuous, and 
y  = p sin w, y’ = p cos w. 
Differentiating 
tan w = r 
Y’ 
gives 
W’ = cos2 w + sin w $f(-s P sin W, p cos w), 
from which it is clear that w’ is positive where w = 0 (mod r). It follows 
that y(t; A) has its zeros exactly where ~(t; A) = 0 (mod m), so if 
w(b; A) = /3 + m, then y(t; A) has exactly n zeros in (a, b). 
Denote by h,l and A,2 the values of X for which 
wl(b; h,l) = /? + na = w2(b; Xn2). 
w(b; Anz) f  /? + nr < w(b; &‘). 
Since w(b; A) is continuous in X there must be at least one number A, , 
An2 < A, < A,l, such that 
w(b;A,J =/I +mr. 
Denote by A,(Y) the set of all such A, and the theorem follows. 
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COROLLARY 1. Let f  (t, y, y’) satisfy the conditions of Theorem 3. Then 
the real numbers h for which there exists a nontrivial solution y(t; A) of the 
d#erential equation (23) satisfying the boundary conditions 
y(a; A) cos a - y’(a; A) sin (Y = 0, O<ll<<, (27) 
y(b; A) cos /3 - y’(b; A) sin /3 = 0, O<P<~! (28) 
form a sequence of nonempty sets A,, , n 2 0, such that inf, (1, and supA A, 
are increasing sequences and if X E 11, any corresponding nontrizjial solution 
y(t; A) has exactly n zeros in (a, b). 
PROOF. Take 
(1, = u A,(r). 
rf0 
Since it is easy to estimate the distance between zeros of solutions of (13) 
for large X when g, , g, , h are all constants, we obtain the following asymptotic 
estimate of the real eigenvalues An E ‘,I, of (23), (24). 
THEOREM 4. Let f  (t, y, y’) satisfy the conditions of the previous theorem. 
Then the real eigenvalues A, E A, of (23), (24) satisfy 
$dG= +a+o(l) as ?zA co. (29) 
PROOF. By (26), the distance between zeros of any solution of (23) is 
bounded above and below by the distances between zeros of the functions 
z+(t; A), u&t; A), respectively. Thus an upper bound on this distance is, 
for large A, the sum of the two expressions (20) and (21), and a lower bound, 
obtained in the same way, is the sum of two similar expressions obtained 
by replacing the suffixes 1 and 2 by 2 and 1, respectively. Since both (20) 
and (21) are equal to 
&+O(+-) as h-co, 
and since any eigenfunction of (23), (24) corresponding to any A, E A, has 
exactly n zeros in (a, b), it follows that 
(n-l)(qr~+O(~))<b-a<n(-&=+O(f)) as n-+x, 
n 12 n n 
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which clearly implies that 
lq&-+o(-+) 
n It 
=&+0(l) as n-+co, 
since h, + cc with n. 
Observe that although the sets /l,(r) of Theorem 3 (or the (1, of Corollary 1) 
need not be pairwise disjoint for all n, the estimate (29) of Theorem 4 implies 
that for all sufficiently large n the sets /11, are disjoint. In other words, only 
a finite number of the sets (l,A can overlap. 
3. ILLUSTRATIVE EXAMPLE 
Consider the problem 
(30) 
Y(O) = 0, y’(0) = r # 0, (31) 
Y(4 = 0, (32) 
where c is any positive constant. The Lipschitz constants in this case are 
L1=Lz=O,Kl=O,Kz=c,so A 1 n , ,h, are the eigenvalues of the respective 
problems (same boundary conditions) 
and 
us + Au = 0 
d + (c + A) z, = 0. 
Obviously $,, = n2 and ax, = n2 - c, so the set /l,(r) of eigenvalues of (30), 
(31), (32) is contained in the interval [nz - c, n2]. 
Actually it is not difficult to see that the zeros of the solution r(t; h) of (30), 
(31) are strictly decreasing in h in this example, which means that cl,L(r) 
here consists of a single point, X,(Y), say, and h,(r) E (n2 - c, n*). Since 
solutions of initial value problems for (30) depend continuously upon their 
initial conditions it follows that X,(r) is continuous in Y for each fixed n, and 
hence the set (1, is either a single point or an interval. It is not very difficult to 
see (though it does take some argument) that A,(Y) is very nearly equal to n* 
when r is small, and is close to n2 - c when r is large, so that in fact we have 
A, = (n2 - c, n*). (33) 
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Obviously we can arrange to have any finite number of the sets A, overlap 
by merely choosing the constant c to be large enough; but for any fixed c 
the sets A, are “eventually” disjoint. For A E A, we have 
&(l -f,l) 
in accord with (29) of Theorem 4. 
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