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1 Introduction and statement of result
The purpose of this note is to apply the spectral results of [13], [14] together with
the resolvent bounds obtained in [3], [4], to establish an expansion for the evolution
semigroup associated to a class of semiclassical non-selfadjoint magnetic Schro¨dinger
operators, in the limit of large times. It is well known that the exponential decay
of a contraction semigroup on a Hilbert space is closely connected to the resolvent
estimates for the corresponding semigroup generator, see [9], [19], and the references
given there. Restricting the attention to the case of generators given by semiclassical
pseudodifferential operators on Rn, relevant here, let us recall roughly some general
resolvent bounds provided by the abstract operator theory, following [5], [24]. Let
P = pw(x, hDx) be the semiclassical Weyl quantization of a complex-valued symbol
p ∈ C∞(R2nx,ξ) with Re p ≥ 0, belonging to a suitable symbol class and satisfying
ellipticity conditions at infinity in (x, ξ). Then we have
|| (z − P )−1 ||L(L2(Rn),L2(Rn)) ≤ exp (O(1)h
−n)
∏
λ∈Spec(P )∩Ω˜
|z − λ|−1 , (1.1)
for z ∈ Ω ⊂⊂ Ω˜ ⊂⊂ C. Under mild additional assumptions, guaranteeing the
maximal accretivity of P , we may define the evolution semigroup e−tP/h, t ≥ 0, and
represent it as the inverse Laplace transform of the resolvent, via a Cauchy integral
formula,
e−tP/h =
1
2pii
∫
γ
e−tz/h(z − P )−1 dz. (1.2)
Here γ = a+ iR, a < 0. We would like to obtain an expansion for e−tP/h by pushing
the contour of integration in (1.2) to the right, and here (1.1) suggests that, if valid,
such an expansion may only be of interest for t ≫ h−n. Now sharper resolvent
estimates have been derived for non-selfadjoint h-pseudodifferential operators, un-
der non-trapping and subellipticity conditions, when the spectral parameter varies
in h-dependent regions close to the boundary of the semiclassical pseudospectrum
p(R2n). See [5], [22], [23], and also [11]. The recent results of [3], [4] establish poly-
nomial resolvent estimates for a broad class of non-selfadjoint semiclassical magnetic
Schro¨dinger operators in an unbounded parabolic region near the imaginary axis,
and these works have been the starting point for this note. Let us now proceed to
describe the assumptions and state the main results.
Let us consider
p(x, ξ) = (ξ − A(x))2 + V (x), (x, ξ) ∈ R2n. (1.3)
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Here V = V1 + iV2, V1, V2 ∈ C
∞(Rn;R), is a complex-valued electric potential
and A = (A1, . . . An) ∈ C
∞(Rn,Rn) is a real-valued magnetic potential. We shall
assume that
V1 ≥ 0. (1.4)
We shall furthermore impose the following growth conditions on Aj , 1 ≤ j ≤ n, and
V ,
∇Aj(x) = O(1), (1.5)
∂αAj(x) = O
(
〈x〉−1
)
, |α| ≥ 2, (1.6)
∂αV (x) = O(1), |α| ≥ 2. (1.7)
Following [3], [4], we shall also assume that
|V2(x)| ≤ O(1)
(
1 + V1(x) + |V
′
2(x)|
2
)
. (1.8)
Associated to the symbol p in (1.3) is the magnetic Schro¨dinger operator given as
the semiclassical Weyl quantization of p,
P = pw(x, hDx) = (hDx − A(x))
2 + V (x), Dx = i
−1∂x, 0 < h ≤ 1. (1.9)
From [4, Section 6] let us recall that under the assumptions (1.5) – (1.7), the L2-
graph closure of P on the Schwartz space S(Rn), still denoted by P , agrees with
the maximal closed realization of P , with the domain
D(P ) = {u ∈ L2(Rn);Pu ∈ L2(Rn)}. (1.10)
We have ReP ≥ 0 in view of (1.4), and it follows that when equipped with the
domain (1.10), the operator P is maximally accretive. An application of the Hille-
Yosida theorem allows us to conclude that the strongly continuous contraction semi-
group
e−tP/h : L2(Rn)→ L2(Rn), t ≥ 0, (1.11)
is well defined.
Remark. The maximal accretivity of the magnetic Schro¨dinger operator P in (1.9)
holds in great generality, assuming only that (1.4) holds, see [8] and references given
there.
In this note, we shall be concerned with the behavior of the evolution semigroup
(1.11) in the limit of large times. We shall be particularly interested in the relation
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between the exponential decay of the semigroup and the spectrum of P near the
imaginary axis.
To this end, let us now proceed to introduce some additional assumptions, which
will allow us to obtain a precise description of the spectrum of P in a disc around
the origin of radius O(h), and an estimate for the resolvent of P in the disc, as well
as further away from this set, as a consequence of the results of [13], [14], [4]. See
also [11]. Let us assume that there exists C > 1 such that
V1(x) ≥
1
C
(
1 + |V ′2(x)|
2
)
, |x| ≥ C. (1.12)
We assume furthermore that the set V −11 (0) ⊂ R
n is finite, so that
V −11 (0) = {x1, . . . xN} . (1.13)
In view of (1.4) we see that ∇V1(xj) = 0, 1 ≤ j ≤ N , and we shall assume that the
imaginary part of the potential also vanishes to the second order along V −11 (0),
V2(xj) = ∇V2(xj) = 0, 1 ≤ j ≤ N. (1.14)
The Taylor expansion of V at xj , 1 ≤ j ≤ N , then has the form
V (xj + y) =
1
2
V ′′(xj)y · y +O(y
3), y → 0. (1.15)
Here the complex symmetric matrix V ′′(xj) is such that ReV
′′(xj) ≥ 0, in view of
(1.4).
Our starting point is the following result, which is a consequence of [13, Theorem
1] and [14, Theorem 1.1].
Theorem 1.1 Let us make the assumptions (1.4) – (1.8), (1.12), (1.13), and (1.14).
Assume furthermore that the complex symmetric matrix V ′′(xj) introduced in (1.15)
is invertible, for 1 ≤ j ≤ N . Let C > 0. Then there exists h0 > 0 such that for
all h ∈ (0, h0], the spectrum of the operator P in the open disc D(0, Ch) = {z ∈
C; |z| < Ch}, is discrete, and the eigenvalues are of the form
λj,k ∼ h
(
µj,k + h
1/Nj,kµj,k,1 + h
2/Nj,kµj,k,2 + . . .
)
, 1 ≤ j ≤ N. (1.16)
Here µj,k are the eigenvalues in the disc D(0, C) of the quadratic differential operator
Qj = (Dx − A
′(xj)x)
2
+
1
2
V ′′(xj)x · x, 1 ≤ j ≤ N, (1.17)
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repeated with their algebraic multiplicity, and Nj,k is the dimension of the corre-
sponding generalized eigenspace. (Possibly after changing C > 0, we may assume
that |µj,k| 6= C for all k, 1 ≤ j ≤ N .) Furthermore, for each δ > 0, the following
resolvent estimate holds,
|| (P − z)−1 ||L(L2,L2) ≤ Oδ
(
1
h
)
, z ∈ D(0, Ch), dist(z, Spec(P )) ≥ δh. (1.18)
Remark. As we shall discuss in Sections 2 and 3, the invertibility of the complex sym-
metric matrix V ′′(xj) implies that the spectrum of the non-selfadjoint non-elliptic
quadratic differential operator Qj in (1.17) is discrete and can be determined ex-
plicitly. The eigenvalues µj,k in (1.16) satisfy Reµj,k > 0 and they are confined to
an angular sector of the form |arg z| ≤ θ0 < pi/2.
The following is the main result of this note.
Theorem 1.2 Let P = (hDx − A(x))
2 + V (x) be such that the assumptions (1.4)
– (1.8), (1.12), (1.13), and (1.14) hold. Assume that the complex symmetric matrix
V ′′(xj) in (1.15) is invertible, for 1 ≤ j ≤ N . Recall the quadratic approximations
Qj in (1.17) with the eigenvalues µj,k and let a > 0 be such that a 6= Reµj,k for all k,
1 ≤ j ≤ N . Let us introduce the finite set Λ = {µj,k; Reµj,k < a} and assume that
the eigenvalues µj,k ∈ Λ are simple and distinct. Let λj,k = O(h) be the eigenvalues
of P associated to µj,k ∈ Λ according to Theorem 1.1. Then λj,k = h (µj,k +O(h))
are also simple and we have in L(L2(Rn), L2(Rn)), uniformly as t ≥ 0, h→ 0+,
e−tP/h =
∑
µj,k∈Λ
e−tλj,k/hΠλj,k +O(e
−ta). (1.19)
Here
Πλj,k =
1
2pii
∫
|z−λj,k|=εh
(z − P )−1 dz = O(1) : L2(Rn)→ L2(Rn), 0 < ε≪ 1,
(1.20)
is the corresponding rank one spectral projection.
Remark. Theorem 1.2 is inspired by and closely related to [11, Theorem 1.4], where
an analogous result is established for a broad class of non-selfadjoint non-elliptic
semiclassical pseudodifferential operators with double characteristics, including the
Kramers-Fokker-Planck operator. We would therefore like to observe that Theorem
1.2 above does not seem to follow directly from the analysis in [11]. Indeed, one of
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the assumptions made in [11, Theorem 1.4], namely assumption (H3) there, demands
that the principal symbol p = p1+ip2 of the operator in question should be such that
∂αp1 = O(1), |α| ≥ 2. This assumption is not satisfied in the magnetic Schro¨dinger
case, for p given by (1.3) and indeed, a crucial role in our proof of Theorem 1.2 is
played by the recent work [4] of the first-named author, where resolvent estimates
of subelliptic type are established for the operator P in (1.9), in an unbounded
parabolic neighborhood of the imaginary axis, away from a bounded region near the
origin.
Remark. Let us assume that N = 1 in (1.13) and that V −11 (0) = {0}. Associated
to the doubly characteristic point (0, A(0)) ∈ R2n of the symbol p in (1.3) is the
quadratic approximation
Q = (Dx −A
′(0)x)
2
+
1
2
V ′′(0)x · x, (1.21)
where ReV ′′(0) ≥ 0, V ′′(0) invertible. It follows from Lemma 2.2 below combined
with [20, Theorem 2.1] that the first eigenvalue µ0 ∈ C in the bottom of the spectrum
of the operator Q has algebraic multiplicity one. The corresponding eigenvalue λ0
of the operator P in Theorem 1.1 is then also simple, with
λ0 ∼ h (µ0 + hµ0,1 + . . .) ,
and an application of Theorem 1.2 allows us to write in L(L2(Rn), L2(Rn)),
e−tP/h = e−tλ0/hΠλ0 +O(e
−ta), t ≥ 0.
Here 0 < Reµ0 < a < Reµ0+τ0, with τ0 > 0 being the spectral gap for the quadratic
operator Q in (1.21), so that
Spec(Q)\{µ0} ⊂ {z ∈ C; Re z ≥ Reµ0 + τ0}.
Decay estimates for evolution semigroups associated to semiclassical non-selfadjoint
Schro¨dinger operators have been studied recently in [10], [2], [1]. See also [25].
While the techniques of [13], [14], [3], [4], on which this note is based, are somewhat
different, here too we rely essentially on the quantitative version of the Gearhart-
Pru¨ss theorem, due to [9].
The plan of this note is as follows. In Section 2, after verifying that Theorem 1.1
is a consequence of the results of [13], [14], we establish Theorem 1.2 by combining
Theorem 1.1 with the results of [3], [4], and [9], see also [7], [23]. In Section 3 we
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discuss quadratic non-selfadjoint magnetic Schro¨dinger operators of the form (1.21)
and obtain an explicit description of their spectra, following [12].
Acknowledgements. This paper was completed in September 2018, when the
second-named author was visiting Universite´ Paris 13. It is a great pleasure for
him to thank its Mathematics Department for the generous hospitality and excel-
lent working conditions. His best thanks are due especially to Francis Nier for the
stimulating discussions.
2 Resolvent estimates and proof of Theorem 1.2
In the beginning of this section, we shall discuss how Theorem 1.1 can be deduced
from the results of [13], [14]. When doing so, let us set
m(X) = 1 + (ξ − A(x))2 + V1(x) + |V
′
2(x)|
2
, X = (x, ξ) ∈ R2n. (2.1)
Using (1.4) and (1.7) we see that
∇V1 = O(V
1/2
1 ), (2.2)
and it follows that the function 1 ≤ m ∈ C∞(R2n) satisfies ∇m = O(m1/2). The
following elementary observation shows that m is then an order function, in the
sense that for some C > 0, we have
m(X) ≤ C〈X − Y 〉2m(Y ), X, Y ∈ R2n,
see [6]. Here 〈X〉 =
(
1 + |X|2
)1/2
.
Lemma 2.1 Let 1 ≤ f ∈ C∞(RN) be such that
∇f = O(f γ), (2.3)
for some 0 < γ < 1. Then there exists C > 0 such that
f(X) ≤ C〈X − Y 〉1/(1−γ)f(Y ), X, Y ∈ RN . (2.4)
Proof: Setting
ϕ(t) = f 1−γ(tX + (1− t)Y ), t ∈ [0, 1],
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we write, using (2.3),
ϕ(1)− ϕ(0) =
∫ 1
0
ϕ′(t) dt
= (1− γ)
∫ 1
0
f−γ(tX + (1− t)Y )∇f(tX + (1− t)Y ) · (X − Y ) dt = O(|X − Y |).
We get, using that f ≥ 1,
f 1−γ(X) ≤ f 1−γ(Y ) +O(|X − Y |) ≤ C〈X − Y 〉f 1−γ(Y ), C > 0,
and (2.4) follows. ✷
Remark. Using (1.4), (1.5), (1.6), and (1.7), we may check that more generally, we
have ∂αm = O(m1/2), |α| ≥ 1.
Associated to the order function m in (2.1) is the symbol class S(m) defined by
S(m) =
{
a ∈ C∞(R2n); m−1∂αa ∈ L∞(R2n), ∀α ∈ N2n
}
, (2.5)
and we immediately see, using (1.4), (1.5), (1.6), (1.7), (1.8), and (2.2), that p ∈
S(m), with Re p ≥ 0. The assumption (1.12) implies that Re p is elliptic at infinity
in the sense that for some C˜ > 1, we have
Re p(X) ≥
1
C˜
m(X), X = (x, ξ), |X| ≥ C˜. (2.6)
It follows furthermore from (1.13) that the set (Re p)−1 (0) ⊂ R2n is finite,
(Re p)−1 (0) = {X1, . . . XN} , Xj = (xj , A(xj)), (2.7)
and using (1.14) we see that the points Xj, ≤ j ≤ N , are all doubly characteristic
for the symbol p. For each Xj ∈ (Re p)
−1 (0), let us define qj to be the quadratic
approximation of p in a neighborhood of Xj, so that
p(Xj + Y ) = qj(Y ) +O(Y
3), Y → 0. (2.8)
Using (1.3) we see that
qj(Y ) = (η − A
′(xj)y)
2
+
1
2
V ′′(xj)y · y, Y = (y, η) ∈ R
2n. (2.9)
Here A′(xj) is a real n× n matrix and V
′′(xj) is a complex symmetric n× n matrix
such that ReV ′′(xj) ≥ 0. Following [13], [14], we would like to demand that the
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restriction of the quadratic form qj to the corresponding singular space should be
elliptic, 1 ≤ j ≤ N . Here, following [12], [15], we define the singular space S of a
complex-valued quadratic form q on R2ny,η with Re q ≥ 0, as follows,
S =
{
Y ∈ R2n;HkIm qRe q(Y ) = 0, k ∈ N
}
, (2.10)
with Hf = f
′
η · ∂y − f
′
y · ∂η being the Hamilton vector field of a function f ∈
C1(R2ny,η;R).
The partial ellipticity property of the quadratic form in (2.9) along its singular space
can be easily characterized explicitly.
Lemma 2.2 Let
q(y, η) = (η − Ay)2 +
1
2
V y · y, (y, η) ∈ R2n, (2.11)
where A is a real n×n matrix and V is a complex n×n symmetric matrix such that
ReV ≥ 0. The restriction of q to the singular space S, defined in (2.10), is elliptic
precisely when the matrix V is invertible.
Proof: Writing V = V1 + iV2, we compute, using (2.11),
HIm qRe q(Y ) = −2V2y · (η − Ay) ,
H2Im qRe q(Y ) = 2 |V2y|
2 ,
HkIm qRe q(Y ) = 0, k ≥ 3,
and therefore the singular space S is given by
S =
{
Y = (y, Ay) ∈ R2n;V1y · y = 0, V2y = 0
}
. (2.12)
We see that the restriction of q to S vanishes, and thus, q is elliptic along its singular
space S precisely when S = {0}. Using (2.12) and recalling that V1 ≥ 0, we see that
the latter condition is equivalent to the fact that
KerV ∩Rn = {0}. (2.13)
To conclude the proof it suffices to notice, or recall from Proposition 4.4 of [17], that
Ker V ⊂ Cn is the complexification of its intersection with Rn. ✷
It is now clear, in view of the discussion above, that Theorem 1.1 follows by a direct
application of [13, Theorem 1], [14, Theorem 1.1].
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We now proceed to discuss the proof of Theorem 1.2. When doing so, we observe
first that it follows from the other assumptions in Theorem 1.1 that the assumption
(1.8) can be strengthened to the following estimate,
|V2(x)| ≤ O(1)
(
V1(x) + |V
′
2(x)|
2
)
, x ∈ Rn. (2.14)
Indeed, when x is large, (2.14) follows from (1.8) and (1.12), and it suffices therefore
to verify (2.14) in a neighborhood of the (finite) set V −11 (0) given in (1.13). When
xj ∈ V
−1
1 (0), we write for y ∈ neigh(0,R
n) small enough,
V1(xj + y) + |V
′
2(xj + y)|
2
=
1
2
V ′′1 (xj)y · y + |V
′′
2 (xj)y|
2
+O(y3) ∼ |y|2 , (2.15)
in view of the fact that V ′′1 (xj) ≥ 0 and the matrix V
′′(xj) is bijective. Recalling
that V2(xj + y) = O(y
2), in view of (1.14), we conclude that (2.14) holds near xj,
1 ≤ j ≤ N and hence, globally.
Thanks to the assumptions (1.4), (1.5), (1.6), (1.7), and (2.14), we are now able
to apply the results of [4] to obtain some precise control on the resolvent of P in
a unbounded parabolic neighborhood of the imaginary axis, away from an O(h)-
neighborhood of the origin. It follows from [4, Theorem 1.1] that there exist h0 > 0,
B > 0, and C > 0 such that for all h ∈ (0, h0] and all z ∈ C such that |z| ≥ Ch,
Re z ≤ Bh2/3 |z|1/3, the resolvent (P − z)−1 exists and satisfies
|| (P − z)−1 ||L(L2,L2) ≤ O(1)h
−2/3 |z|−1/3 . (2.16)
Recalling the quadratic forms qj in (2.9), 1 ≤ j ≤ N , we let a > 0 be such that
a /∈
N⋃
j=1
Re
(
Spec
(
qwj (x,Dx)
))
. (2.17)
We claim that the line Re z = ah avoids the spectrum of P and that we have
|| (P − z)−1 ||L(L2,L2) ≤ O
(
1
h
)
, (2.18)
uniformly along the line Re z = ah, for all h > 0 small enough. Indeed, when
Re z = ah, |z| ≤ Ch, C > 0 large enough, it follows from Theorem 1.1 that
dist(z, Spec(P )) ≥ h/O(1), and the bound (2.18) follows from (1.18). In the region
where Re z = ah, |z| ≥ Ch, we may apply the resolvent estimate (2.16), assuming,
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as we may, that 0 < a < BC1/3, and the bound (2.18) follows. All the assump-
tions of [9, Theorem 1.6] are therefore satisfied, with the operator A there given by
A = −P/h, and an application of the latter result together with [9, Proposition 2.1]
and (2.18) allows us to write
e−tP/h = e−tP/hΠ+ +R(t), t ≥ 0. (2.19)
Here Π+ is the spectral projection associated with the spectrum of P in the region
{z ∈ C; Re z < ah} and
||R(t) ||L(L2,L2) ≤ O(1)e
−ta, (2.20)
uniformly as t ≥ 0, h→ 0+. Here we have also used the fact that
Π+ = O(1) : L
2(Rn)→ L2(Rn).
The proof of Theorem 1.2 is complete.
3 Eigenvalues for quadratic magnetic Schro¨dinger
operators
Let A be a real n × n matrix and let V = V1 + iV2 be a complex symmetric n× n
matrix such that V1 ≥ 0 and V is invertible. In this section, we shall determine the
spectrum of a non-selfadjoint quadratic magnetic Schro¨dinger operator of the form
Q = qw(x,Dx) = (Dx − Ax)
2 +
1
2
V x · x. (3.1)
See also [18]. Here when viewing Q a closed densely defined operator on L2(Rn),
we shall equip it with the maximal domain,
D(Q) = {u ∈ L2(Rn);Qu ∈ L2(Rn)}. (3.2)
Performing a unitary conjugation of Q, we may and shall assume in what follows
that the matrix A is antisymmetric, At = −A.
Associated to the operator Q is the quadratic Weyl symbol
q(x, ξ) = (ξ − Ax)2 +
1
2
V x · x, (3.3)
with Re q ≥ 0. In Lemma 2.2 we verified that the singular space S of q satisfies
S = {0}, and an application of [12, Theorem 1.2.2] shows that the spectrum of Q is
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discrete. Continuing to follow [12], we shall now recall its explicit description, and
to this end let us introduce the Hamilton map F of q,
F : C2n → C2n,
given by
FX =
1
2
Hq(X), X ∈ C
2n. (3.4)
Here Hq is the (linear) Hamilton vector field of q. A simple computation using (3.3)
and the fact that A is antisymmetric shows that
F =
(
−A 1
A2 − V/2 −A
)
. (3.5)
The factorization
(λ− F )
(
1 0
A+ λ 1
)
=
(
0 −1
T (λ) A+ λ
)
, λ ∈ C, (3.6)
where
T (λ) = λ2 + 2λA+
1
2
V, (3.7)
implies that λ0 ∈ C is an eigenvalue of F precisely when Ker (T (λ0)) 6= {0}, so that
λ0 is an eigenvalue of the quadratic n × n matrix pencil T (λ). Furthermore, using
(3.6) we see that the multiplicities agree, so that
tr
1
2pii
∫
|λ−λ0|=ε
(λ− F )−1 dλ = tr
1
2pii
∫
|λ−λ0|=ε
T (λ)−1∂λT (λ) dλ, 0 < ε≪ 1.
(3.8)
Indeed, when verifying (3.8), we may use the following general observation, see [21].
Let Ω ⊂ C be open and let A(λ), B(λ), C(λ), λ ∈ Ω, be holomorphic families of
invertible N ×N matrices, such that
A(λ) = B(λ)C(λ). (3.9)
Differentiating (3.9) and using the cyclicity of the trace, we get
tr(B−1∂λB) = tr(A
−1∂λA− C
−1∂λC), (3.10)
and applying (3.10) to the factorization (3.6), we obtain (3.8).
The matrix V is invertible and it follows therefore from (3.6), (3.7) that the Hamilton
map F is bijective. More generally, from [12], [20] we know that the fact that the
12
singular space of q is trivial implies that the spectrum of F avoids the real axis. This
can also be seen directly using (3.6), (3.7) and verifying that the equation T (λ)x = 0
has no non-trivial solutions x ∈ Cn when λ ∈ R. To this end, observing that Ax · x
is purely imaginary, we write
0 = Re (T (λ)x · x) =
1
2
V1x · x+ λ
2 |x|2 = 0.
Here V1 ≥ 0 and therefore x = 0, since λ = 0 is not an eigenvalue. The relation
T (λ)t = T (−λ), which holds due to A being antisymmetric, implies the general fact
that λ ∈ C is an eigenvalue of F precisely when so is −λ, and using the definition
of the multiplicity given by the right hand side of (3.8) we also recover the fact that
the multiplicities agree, see [16, Section 21.5]. Let λ1, . . . , λn be the eigenvalues of
F , counted according to their multiplicity, such that Re (λj/i) > 0. The following
result now follows from [12, Theorem 1.2.2] and the discussion above.
Theorem 3.1 Let A be a real n × n matrix and let V be a complex symmetric
n× n matrix such that ReV ≥ 0 and V is invertible. The spectrum of the quadratic
operator Q = qw(x,Dx) in (3.1) is discrete and is given by the eigenvalues of the
form
n∑
j=1
λj
i
(1 + 2νj,ℓ) , νj,ℓ ∈ N.
Here λj ∈ C are such that Imλj > 0 and Ker (T (λj)) 6= {0}, with the quadratic
matrix pencil T (λ) given in (3.7).
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