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In this thesis, research efforts have been made to improve energy efficiency in 
discrete parts manufacturing. Generally, the presented efforts can be approximately 
summarized into four interconnected categories: energy consumption modelling, 
surface roughness prediction, energy-efficient scheduling in an ultra-flexible job shop 
(uFJS), and energy-sensible integration of process planning and scheduling. Each 
category plays an indispensable part in achieving energy-efficient manufacturing. 
Firstly, a model for estimating energy consumption of a machining process is 
proposed. Unlike other models employing empirical approaches, the proposed model 
predicts the energy consumption in a machining process using a hybrid method. 
Specifically, the cutting power in a slotting process is analytically calculated, 
following which the dynamic relationship between total power and cutting power is 
empirically characterized. The proposed model is validated by machining experiments 
under new cutting conditions. Compared with major energy consumption models in 
the literature, the proposed model can achieve higher prediction accuracy. Moreover, 
the proposed model could also explain the phenomena that machining under the same 
material removal rate (MRR) and spindle speed may result in different power 
consumption. 
Secondly, a novel surface roughness model based on specific cutting energy 
consumption (SCEC) is proposed. Based on expeimental observations, the surface 
roughness (Ra) is modelled as a function of SCEC at a given depth-of-cut. Slotting 
expeiments under new cutting conditions have proved the effectiveness of the 
proposed model. A comparative study against Taguchi methodology shows that the 
 IX 
proposed model has higher prediction accuracy. Besides, the implementation of the 
proposed model is easy and straightforward without requiring too many parameters or 
too many data sets. With the proposed energy consumption model and surface 
roughness model, machining parameters in a slot milling process can be selected in 
such a manner that the energy efficiency can be effectively improved without 
sacrificing surface finish. 
Thirdly, energy-efficient scheduling in a more realistic production 
environment, i.e., the ultra-flexible job shop (uFJS) model, is investigated. In uFJS, 
the flexibilities in process planning are considered when scheduling machining 
activities. A MILP model and a genetic algorithm (uFJS-GA) have been developed to 
solve small-sized and large-sized uFJS scheduling problems, respectively. Numerical 
results show that the MILP worked effectively in small-sized problems, while uFJS-
GA worked more efficiently in large-sized instances. It is proved that when traditional 
workshop models are treated as the uFJS in production scheduling, higher energy 
efficiency can be achieved. 
Finally, maximizing energy efficiency through integration of process planning 
and scheduling is investigated. A MILP model is firstly developed to formulate this 
problem, following which a heuristic-based two-stage approach is proposed to solve 
large-sized problems. A GA-based distributed approach is also developed for 
comparison. Compared with the other two approaches, the heuristic-based two-stage 
method works more efficiently and effectively in a realistically large-sized case. 
Through intuitive modification of the solution space, the proposed two-stage approach 
manages to reduce the total tardiness and total energy consumption over the shop 
floor; meanwhile machining costs of individual process plans can also be kept at low 
level. 
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CHAPTER 1  
INTRODUCTION 
With the gradual depletion of natural resources on the planet earth, reducing 
energy consumption has been one of the major interests from industry. It was 
reported that a huge share of energy consumption and greenhouse emission 
were caused by the manufacturing industries (Duflou et al., 2012; Park et al., 
2009). In the past decades, environmental concerns have been getting popular 
due to greenhouse gas emission and climate change. Exhausting energy 
resources and stringent environmental legislations have also been imposing 
huge pressure on manufacturing enterprises to reduce their carbon footprint. 
To address these challenges, it is of vital importance to develop energy-
efficient manufacturing technologies. Improvement in energy efficiency will 
not only benefit manufacturing enterprises, but also help alleviate the 
worldwide pollution problem in the long run. As a consequence, improving 
energy efficiency in manufacturing has become one of the most popular 
research issues in both industries and academia (Bunse et al., 2011).   
As an introduction, this chapter begins with the basics of energy 
consumption in machining processes, followed by a brief introduction to the 
surface roughness of a machined part. In addition, energy-efficient process 
planning and scheduling, and the integration of these two functions in discrete 
parts manufacturing are briefly introduced, respectively. The detailed 
description of research motivation, research objectives, scope, and thesis 
organization are also presented. 
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1.1. Energy Consumption in Machining Processes 
In discrete parts manufacturing, a designed part is produced from a raw stock 
through a set of machining processes, such as turning, milling, grinding, etc. 
In each of these machining processes, a certain amount of energy is consumed 
by the deployed machine tool in order to remove a predetermined volume of 
workpiece material. The energy consumption of a machine tool during a 
machining process consists of two parts, productive energy and unproductive 
energy. Productive energy is the energy required to remove the workpiece 
material. In general, it can be considered as the energy consumption at the 
tooltip. On the contrary, unproductive energy represents the amount of energy 
required by the other components that is not directly related to material 
removal, such as bearing, fans, control system, etc. Since most of these 
machine tools are powered by electricity, the energy consumption is usually 
considered as the electricity consumption. 
In order to achieve better energy efficiency control in discrete parts 
manufacturing, numerous studies have been reported in recent years. 
According to their methods, previous research generally follows two 
directions: (1) identification or optimization of process parameters, and (2) 
energy consumption modelling of machine tool.  In the first category, specific 
process parameters are identified and optimized to improve energy efficiency 
in a certain process. Most research attention has been attracted by milling 
process (Campatelli et al., 2014; Draganescu et al., 2003; Oda et al., 2012) and 
turning process (Bhushan, 2013; Camposeco-Negrete, 2013; Rajemi et al., 
2010). These works aim at reducing the total energy consumption by adjusting 
the identified critical parameters in the investigated process. However, an 
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accurate estimation method for power consumption of a specific process is 
still lacking. In the second category, research works focus on power 
consumption modelling in order to estimate the energy consumption of a 
certain process on a particular machine. According to their modelling methods, 
these models can be further classified into two types: machine state-based 
models (Aramcharoen and Mativenga, 2014; Avram and Xirouchakis, 2011; 
Balogun and Mativenga, 2013; He et al., 2012; Mori et al., 2011) and process 
parameter-based models (Gutowski and Dahmus, 2007; Gutowski et al., 2006; 
Li et al., 2013; Li and Kara, 2011). Compared with machine state-based 
models, process parameter-based models are more promising due to their good 
accuracy and easy implementation. However, most process parameter-based 
models are purely empirical. The empirical nature of these models makes them 
impossible to shed a light on the dynamic relationship between the material 
removal process and the energy consumption required by the machine tool. In 
addition, current process parameter-based models could only cover material 
removal rate or rotation speed (Li et al., 2013; Li and Kara, 2011). This may 
make their prediction not reliable enough and their application may be limited. 
As such, further efforts are needed in order to develop a new energy 
consumption model that can address the problems mentioned above. 
1.2. Surface Roughness as A Constraint 
It can be observed in experiments that different cutting parameters usually 
result in different part surface quality. With the energy consumption models, 
appropriate process parameters can be selected to achieve the maximum 
energy efficiency. However, the improvement should not be achieved at the 
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sacrifice of the part surface quality. In other words, not all the cutting 
parameters suggested by energy consumption models for maximum energy 
efficiency are feasible. Instead, the recommended parameters must be subject 
to the part quality requirements; otherwise the machined part will not be 
acceptable. Among these criteria, surface roughness is one of the most widely 
used one.  As such, an accurate model for prediction surface roughness is of 
vital importance for improving energy efficiency in discrete parts 
manufacturing. 
The machined surfaces are extensively used to mate with other parts in 
order to achieve certain functions such as kinetic design and machinery 
behavior. The quality of the surface usually has a great influence on the 
mechanical properties (e.g., tensile and fatigue strength) and mechanical 
performance (e.g., wear resistance) of a machined part. However, traditional 
selection of conservative process parameters neither guarantees the part 
surface quality nor attains high metal removal rates. Thus, an accurate 
prediction and effective control of the surface roughness is needed for 
improving machining efficiency as well as reducing machining cost in 
production. Recently, numerous research works have been reported towards 
modelling the surface roughness. There are mainly two kinds of approaches in 
the existing literature: (1) theoretical approach, and (2) experimental approach. 
Models established with theoretical approach starts from various kinds of 
machining inputs (e.g., like setup errors, tool-workpieces properties, process 
kinematics, dynamics), and establish mathematical equations based on 
machining theories. Related works have been extensively reported in the 
existing literature (Baek et al., 2001; Bouzakis et al., 2003; Kim and Chu, 
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1999; Lee et al., 2001; Muñoz-Escalona and Maropoulos, 2015; Omar et al., 
2007). However, the factors leading to the formation of surface roughness are 
usually complex and complicated. It is nearly impossible to find a 
comprehensive theoretical model. Besides, these models require machining 
theories from different backgrounds and usually need the measurement of 
various parameters regarding the tool-workpiece couple (e.g., modal 
parameters, mechanical properties of tool-workpiece couple, setup errors, and 
runout errors). This makes their implementation neither easy nor 
straightforward. Instead of employing machining theories, an experimental 
approach establishes the relationship between the process parameters and 
surface roughness through a set of systematically designed experiments 
(Hamdan et al., 2012; Oktem et al., 2006; Öktem et al., 2005; Raja and Baskar, 
2012; Sadiq et al., 2014; Subramanian et al., 2014; Wang et al., 2015; Zhang 
et al., 2007). However, although the results are acceptable, these models acts 
like a black-box that cannot provide a straightforward insight into the 
mechanism behind the formation of the surface roughness. Also, most of these 
studies usually require a large number of experiments, making them rather 
inefficient.  
In summary, thus far, the surface roughness prediction problem has not 
been solved to a satisfactory degree, and further effort is needed for a more 
comprehensive and more straightforward solution. 
1.3. Energy-efficient Scheduling 
Scheduling is an important function in discrete parts manufacturing. It is a 
resource allocation process that allocates the machining resources over the 
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shop to manufacture a set of jobs (Wang et al., 2009). The output of process 
planning, i.e., process plans, is taken as input by scheduling to generate a 
production schedule which can be used to manage and coordinate the 
production activities in the shop. The generated process plans and schedule for 
all the discrete parts to be manufactured, is called a plans/schedule solution 
(Wang et al., 2009; Wang, 2010). In order to improve energy efficiency, much 
research effort has been made. Over the past decades, different kinds of 
production environments have been considered to reduce the energy 
consumption. In a single machine (SM) environment, some important works 
can be found in the existing literature (Mouzon and Yildirim, 2008; Shrouf et 
al., 2014).  Energy efficiency issues have also been considered in flow shop 
(FS) environment (Fang et al., 2011), flexible FS environment (Dai et al., 
2013; Du et al., 2011; Luo et al., 2013), and job shop (JS) environment (Liu et 
al., 2014). These works have made great contributions to improving energy 
efficiency in manufacturing through optimization techniques at scheduling 
level. However, the investigated production scenarios are relatively simple and 
may not be sufficiently realistic. In the existing literature, JS scheduling is the 
most complicated production scenario when considering energy efficiency 
issues. It assumes that each operation can only be processed by a prescribed 
machine. This, however, is not the case in real production environment. In fact, 
it is common to find alternative machines for the same operation (e.g., a hole 
can be processed by a drill press/vertical milling machine/CNC machine 
center). Thus, it is necessary to consider a more realistic workshop model in 
order to better achieve energy-efficient manufacturing. 
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1.4. Energy-sensible Integration of Process Planning and 
Scheduling 
Computer-aided design (CAD) and computer-aided manufacturing (CAM) are 
two important functions in parts manufacturing. CAD specifies the three-
dimension (3D) part design information, while CAM specifies the information 
required to manufacture the designed part. As shown in Figure 1.1, computer-
aided process planning (CAPP) and scheduling play an important role in 
bridging CAD and CAM. The parts specification obtained from a CAD part 
model is accepted by CAPP as input information, based on which a process 
plan specifying the required operation methods and operation sequence is 
generated. With the process plans for all the jobs, scheduling function 
generates a schedule that allocates the machining resources over time for 
executing these plans. The overall output, i.e., a so-called plans/schedule, can 
be used to allocate the machining resources effectively and efficiently. 
 
Figure 1.1. Relationship between CAPP/Scheduling and CAD/CAM 
 
Process planning is a production organization activity that translates 
the part design to a set of machining instructions (e.g., machines, cutters, 
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setups), through which the raw stock can be machined towards the designed 
part. Generally, the input of process planning consists of design information 
(e.g., specification data, quality requirement), raw material information and 
resource information; while the output includes the necessary information 
(operations, machining parameters, fixtures and cutters, etc.) to manufacture 
the designed part  (Ma et al., 2000; Wang, 2010; Zhang et al., 1997, 1999).  In 
the area of energy-efficient manufacturing, the earliest work was presented by 
Sheng et al. (1995), in which the authors investigated environmentally 
conscious manufacturing using a feature-based approach. In recent years, 
several frameworks were proposed for energy-efficient process planning 
(Newman et al., 2012; Singh et al., 2007). More specifically, Yin et al. (2014) 
investigated the impacts of operation selection and operation sequencing on 
carbon emissions. These works have shown that there exists a promising 
potential for improving energy efficiency in process planning itself. Despite of 
the close relationship between process planning and scheduling, they are often 
treated separately in the area of energy-efficient manufacturing. This may 
result in several problems. For example, process planning usually assumes 
unlimited machining resources in the shop floor. In reality, machines and 
cutters are not always available at any time in a shop. Process plans without 
consideration of the actual shop status would result in many problems, such as 
unbalanced resource utilization and poor delivery performance. Such problems 
will cause unnecessary waste of energy consumption and even make the 
process plans/schedule infeasible.  
To address these problems effectively, a feasible approach is to 
achieve the integration of process planning and scheduling (IPPS). Over the 
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last decades, IPPS has gained considerable research attention. Non-linear 
approach (Chryssolouris et al., 1985; Grabowik et al., 2005; Li et al., 2010; 
Yang et al., 2001), distributed approach (Cai et al., 2009; Wang and Shen, 
2003; Wang et al., 2003), and closed-loop approach (Wang et al., 2011; Zhang 
et al., 2003) are the most popular approaches to IPPS. However, most reported 
works on IPPS take traditional criteria as objectives (e.g., total tardiness and 
total machining cost). Research aiming at improving energy efficiency over 
the shop floor (i.e., reducing the total energy consumption) is still lacking. 
Therefore, it is worth investigating energy-sensible integration of process 
planning and scheduling in order to improve energy efficiency in discrete parts 
manufacturing.  
1.5. Research Motivation 
Improving energy efficiency in discrete parts manufacturing has been widely 
accepted as an indispensable role in addressing many global problems (e.g., air 
pollution, greenhouse gas emission, energy crisis) since it consumes a 
significant part of energy. However, there still exist some problems that need 
further addressing in the area of energy-efficient manufacturing.  
To begin with, major energy consumption models in the literature are 
developed using empirical approaches. The empirical nature prevents them 
from explaining the dynamic relationship between the material removal 
process and the energy consumption required by the machine tools. Besides, 
these models only consider several process parameters (MRR or rotation 
speed). This may lead to certain inaccuracy for predicting energy consumption 
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under different machining conditions. As a result, a new energy consumption 
model that can provide more accurate prediction results is needed. 
Meanwhile, though process parameters can be selected based on 
established energy consumption models, the improvement of energy efficiency 
should not be achieved at the sacrifice of part surface quality, especially 
surface roughness requirement. Reported surface roughness models usually 
suffer various problems like complicated implementation or inaccurateness. 
Therefore, a more straightforward and effective surface roughness prediction 
model should be developed. 
In addition, promising potential for improving energy efficiency at 
scheduling level has been revealed by research efforts in the literature. 
Unfortunately, the production models investigated in these works are 
relatively simple, which may limit their further application. As such, a more 
realistic and versatile production scenario should be covered in order to better 
facilitate energy-efficient manufacturing. 
Finally, despite of the close relationship between process planning and 
scheduling, these two functions are often considered separately in the reported 
works aiming at improving energy efficiency in discrete parts manufacturing. 
To address the possible problems caused by this and provide more intuitive 
feedback to real production, the integration of process planning and 
scheduling should be considered in order to better address energy efficiency 
issues. 
1.6. Research Objectives and Scope 
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The purpose of this study is to improve the energy efficiency in discrete parts 
manufacturing. To achieve this, four specific objectives are set as follows: 
(1) To develop a hybrid model for predicting energy consumption 
based on both analytical calculation and empirical regression. 
(2) To develop a novel model for more straightforward and accurate 
surface roughness prediction. 
(3) To reduce energy consumption in a more realistic production 
scenario (i.e., ultra-flexible job shop). 
(4) To develop an integrated process planning and scheduling 
approach for reducing total job tardiness and energy consumption, 
meanwhile keeping the machining cost for the involved jobs at low 
level. 
On the other hand, the research scopes are identified as follows: 
For the 1
st
 objective, the research scope covers: 
(1) The cutting power at the tool tip in a slot milling process will be 
derived based on existing milling force model. 
(2) The dynamic relationship between the calculated cutting power and 
the measured total power will be characterized. 
(3) The proposed hybrid model is to be validated and compared with 
other energy consumption models under new cutting conditions. 
For the 2
nd
 objective, the research scope covers: 
(1) The specific cutting energy consumption will be derived based on 
the developed cutting power model. 
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(2) The relationship between the calculated specific cutting energy 
consumption and the measured surface roughness under various 
cutting conditions will be characterized. 
(3) The proposed surface roughness model will be validated and 
compared with Taguchi methodology under new cutting conditions. 
For the 3
rd
 objective, the research scope covers: 
(1) Flexibility among operations within the precedence constraints will 
be considered in the ultra-flexible job shop. 
(2) A mixed-integer linear programming model will be developed to 
mathematically formulate the ultra-flexible job shop. 
(3) A genetic algorithm-based algorithm will be proposed to solve 
scheduling problems in the ultra-flexible job shop. 
For the last objective, the research scope covers: 
(1) A mixed-integer linear programming model will be proposed to 
formulate the multi-objective integration of process planning and 
scheduling problem. 
(2) A two-stage approach will be proposed for obtaining a good 
plans/scheduling solution for realistic problems. 
(3) A genetic-algorithm based distributed approach will be developed 
for the purposed of comparison. 
1.7. Organization of the Thesis 
In the remaining of this thesis, the four research objectives will be addressed 
accordingly from Chapter 2 to Chapter 5. In each of these chapters, the 
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presentation generally follows the following steps: (1) introduction and the 
state of the art, (2) illustration of the design of experiment (Chapter 2 and 
Chapter 3), or the proposed algorithm (Chapter 4 and Chapter 5), (3) results 
and discussion based on a set of case studies, and (4) a summary of the chapter. 
A brief overview of these chapters is provided as follows. 
Chapter 2 presents a hybrid energy consumption model in a slotting 
process based on the cutting power. A set of experiments under new cutting 
conditions are carried out to validate the proposed model. In addition, 
comparative studies are also performed to demonstrate the advantages of the 
proposed model over other models reported in the literature. Chapter 3 
proposes a surface roughness model based on specific cutting energy 
consumption when slotting Al-7075. The effectiveness of the proposed model 
is demonstrated through validating and comparative studies. Chapter 4 
addresses the energy-efficient scheduling problem in an ultra-flexible job shop. 
The problem is firstly formulated using mixed-integer linear programming, 
following which a GA-based algorithm is developed to obtain near-optimal 
solutions. Subsequently, small-sized and large-sized studies are performed to 
test the efficiency and efficacy of the GA-based algorithm. Chapter 5 makes 
contributions to the energy-sensible integration process planning and 
scheduling. A MILP model is developed to mathematically formulate the 
problem. Subsequently, a two-step approach is developed. A GA-based 
distributed approach is also presented for the purpose of comparison. A set of 
cases studies is conducted to test the effectiveness of the three developed 
approaches. 
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As a conclusion, Chapter 6 draws the conclusions by highlighting the 
achievements, as well as discussing the limitations of the research. Besides, 
recommendations for the future work are also presented. 
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CHAPTER 2  
ENERGY CONSUMPTION MODELLING BASED 
ON CUTTING POWER 
In order to improve energy efficiency in discrete parts manufacturing, accurate 
estimation of energy consumption at the manufacturing planning stage is 
needed. In this chapter, a new model for energy consumption prediction in 
machining processes is proposed.  
Firstly, the cutting force model is briefly introduced, followed by the 
derivation of cutting power in terms of process parameters. Further, the 
relationship between total power consumed by the machine tool and cutting 
power at the tool tip is empirically characterized through a set of designed 
experiments. To demonstrate the new model, this hybrid approach has been 
applied for machining power prediction in a slot milling process. A 
comparison study has also been conducted between the proposed model and 
existing models under various cutting conditions.  
2.1. State of the Art 
With the depletion of natural resources on the planet earth, affordable energy 
sources have been one of the major interests from industry. Environmental 
concerns and stringent legislations have also imposed pressure on 
manufacturing companies nowadays. It was reported that a large share of 
energy was consumed by the manufacturing industries (Duflou et al., 2012; 
Park et al., 2009). Improvement in energy efficiency will not only benefit 
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manufacturing enterprises, but also help alleviate the worldwide pollution 
problem in the long run. As a consequence, much research has been conducted 
to improve the energy efficiency in manufacturing.   
In general, energy efficiency in discrete parts manufacturing can be 
considered at three levels, i.e., operation, process planning, and scheduling. In 
order to achieve energy-efficient manufacturing, a good understanding of the 
energy consumption is required. Previous research in this area generally 
follows two directions: (1) identification or optimization of process parameters, 
and (2) energy consumption modelling of machine tools. 
In the first category, process parameters are identified and optimized to 
improve the energy efficiency in a certain unit process. Draganescu et al. 
(2003) investigated the efficiency surface response of various process 
parameters during a milling process based on which a statistic model was 
presented. Rajemi et al. (2010) derived an economic tool-life model for 
turning process meeting minimum energy requirements. Based on this model, 
several critical parameters were identified to minimize the total energy 
consumption. Oda et al. (2012) tried to optimize the tool angles and cutting 
speed to minimize the energy consumption in a 5-axis milling process. Hanafi 
et al. (2012) applied grey relational theory and Taguchi method to optimize 
the cutting parameters in the process of turning PEEK-C30 using TiN coated 
tools. Similarly, Taguchi methodology and ANOVA were employed by 
Camposeco-Negrete (2013) to analyze cutting parameters in turning of AISI 
6061 T6 for minimizing energy consumption. In CNC turning of Al alloy SiC 
particle composites, Bhushan (2013) optimized the cutting parameters by 
integrating energy consumption and tool life. Recently, Campatelli et al. (2014) 
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optimized the process parameters with response surface method in order to 
minimize the power consumption in a milling process. A systematic approach 
of process planning and scheduling for sustainable machining was presented 
by Wang et al. (2015). In their work, the process parameters in the milling 
process were optimized using several optimization algorithms to improve the 
energy efficiency. Research work in this category mainly focused on 
identifying critical parameters to reduce the total energy consumption. 
However, an accurate estimation method for power consumption of a specific 
process is lacking.  
In the second category, research aims at modelling the power 
consumption of a certain process on a particular machine. These models can 
be further classified into two types: machine state-based models and process 
parameter-based models. The machine state-based models deal with the 
energy consumption by considering various machine states, such as idle, air 
cut, and spindle acceleration/deceleration. Avram and Xirouchakis (2011) 
estimated the use phase energy requirements of a machine tool system as the 
sum of spindle energy requirements for acceleration, rotating without cutting, 
cutting, and deceleration, respectively. Similarly, Mori et al. (2011) modelled 
the energy consumption as a sum of different power demands corresponding 
to basic operation, cutting, and accelerating/decelerating the spindle, 
respectively. He et al. (2012) further divided total energy consumption for NC 
machining into energy consumed by spindle, feed, tool, coolant pump, and 
components in fixed state, respectively. An improved model for direct 
electrical energy requirements in machining was presented by Balogun and 
Mativenga (2013). Recently, Aramcharoen and Mativenga (2014) linked the 
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energy demand of a milling process to toolpaths by modelling key energy 
states of the milling machine tool. For these models to work accurately, an 
assumption is required, i.e., the power consumed by the common components 
in one stage would remain the same in other stages (e.g., the power 
consumption due to auxiliary components in idle stage would not change in 
cutting stage). However, since the working conditions are not necessarily the 
same in different stages, this assumption may not hold. Besides, 
implementation of these models in machining processes is not so 
straightforward.  
In the parameter-based models, a power consumption model is 
established as a function of certain process parameters. These models are 
promising due to their good accuracy and easy implementation in machining 
processes. The first power consumption model in this subcategory was 
introduced by Gutowski et al. (2006, 2007). The power consumption (P) in a 
unit process is broken down into a constant idle part (Pidle) and a variable part 
that is proportional to the material removal rate (MRR) and can be expressed 
as, 
idleP P k MRR    (2-1) 
where k is the coefficient related to the specific process. However, this model 
lacks experimental validation. For a specific process on a particular machine 
tool, it fails to give a clear definition of each factor, which limits its practical 
application. The first model that can be practically used for energy 
consumption prediction was presented by Li and Kara (2011). Using an 
empirical method, they found an inverse relationship between the specific 
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   (2-2) 
where C0 and C1 are the coefficients related to the specific machine tool. This 
model has since been validated in milling process (Diaz et al., 2011; Kara and 
Li, 2011) and grinding process (Li et al., 2012). Noting that the spindle speed 
contributes significantly to the total power for a machine tool with relatively 







    (2-3) 
where n is the spindle speed; k0, k1, and k2 are the coefficients related to the 
machine tool. Both of the above models have been proved to have good 
accuracy level in machining experiments (Li et al., 2013; Li and Kara, 2011). 
Although those existing models have decent accuracy level, there are 
some puzzling issues that need further study. These models take MRR (Li and 
Kara, 2011) or MRR and spindle speed (Li et al., 2013) as the only factors. 
However, the same MRR may come from different combinations of parameter 
and different tool-workpiece couples, even at the same spindle speed. 
Machining experiments show that SEC may change under different cutting 
conditions at the same MRR and spindle speed. Further, the prediction of 
cutting power consumed by the cutting forces has not been thoroughly studied. 
In previous research (Li et al., 2013; Li and Kara, 2011), it was generally 
believed that such cutting power was negligible because it only provided the 
minimal energy to remove the material. However, this was not validated by 
experiments. As the milling force model includes both the cutting component 
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due to material removal and the edge component caused by rubbing or 
ploughing (Budak et al., 1996; Lee and Altintas, 1996), the cutting power at 
the tool tip may contain not only the minimal energy to remove materials, but 
also other unproductive energy such as heat and sound. As such, the role of the 
cutting power in milling processes may not be negligible as previously 
perceived. Besides, due to the empirical nature of these studies, it is difficult to 
answer directly the energy decomposition of the machine tools.  
The work presented in this chapter was motivated by the following 
observations:  
(1) Power consumption of a machine tool at the same MRR and spindle 
speed changes with combinations of cutting parameters (e.g., 
rotation speed, depth-of-cut and feed rate). 
(2) Power consumption of a machine tool does not change 
significantly even when MRR changes sharply. 
(3) Power consumption using the same machine tool changes with 
tool-workpiece couples.  
Observation (1) contradicts with major existing models described in Eq. 
(2-1) to Eq. (2-3), according to which the predicted power and SEC should 
remain the same. Meanwhile, observations (2) and (3) cannot be explained 
directly by these existing models. Such observations indicate that there could 
be some hidden factors that affect the power consumption. In order to reveal 
these factors, energy consumption modelling is carried out from a new 
viewpoint of cutting power that reflects the nature of the material removal 
process. Based on cutting power, a hybrid energy consumption model is 
developed. The model can make full use of cutting power (analytical method) 
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and measured data (empirical method) in a slot milling process. The novel 
power/SEC prediction model is validated in experiments and can address most 
of the problems mentioned above. It could also help to achieve sustainable 
manufacturing at different levels (operation, process planning, and scheduling).  
2.2. Cutting Power in Slot Milling Process 
In the past decades, cutting force prediction models in milling process have 
been established. In this section, the adopted cutting force model is briefly 
introduced, followed by the derivation of cutting power in terms of process 
parameters. 
2.2.1. The cutting force model 
Figure 2.1 shows a flat-end mill in a slot milling process. The differential 
cutting forces (N) on an infinitesimal cutting edge in t-r-a coordinate frame 
are (Budak et al., 1996; Lee and Altintas, 1996) expressed in Eq. (2-4). 
d ( , ) d sin dt te tc tF z K S K s z    
(2-4) d ( , ) d sin dr re rc tF z K S K s z    
d ( , ) d sin da ae ac tF z K S K s z    
where Ktc, Krc, Kac (N/mm
2
) and Kte, Kre, Kae (N/mm) are the specific cutting 
and edge force coefficients; st (mm/rev) is the feed per tooth; ψ (rad) is the 
radial immersion angle of the infinitesimal cutting edge; dS (mm) is the length 
of the infinitesimal cutting edge; z (mm) is the position in axial direction; dz 
(mm) is the differential length in axial direction. To obtain the resultant 
cutting forces in Cartesian (x-y-z) coordinate frame, the cutting forces in Eq. 
(2-4) are resolved as 
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 (2-5) 
The total force can then be obtained by integrating all the infinitesimal cutting 
edges. 
 
Figure 2.1. A flat-end mill in slot milling process. 
 
2.2.2. Cutting power calculation 
In the slot milling process shown in Figure 2.1, power is consumed at each 
infinitesimal cutting edge to overcome the resistance due to material removal. 
There are mainly two kinds of motions related to a flat-end mill. One is 
rotation driven by the spindle motor and the other is feed driven by the feed 
motors. In order to calculate cutting power at the tool tip, the two motions are 
considered separately. 
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Since both dFr and dFa are perpendicular to cutting speed in rotation 
motion, no power will be consumed by them. At the same time, dFt is in line 
with cutting speed. Therefore, the differential powers (W) consumed at each 
infinitesimal cutting edge due to rotation in tangential, radial, and axial 
directions are, 
,d dn t tP F V   
(2-6) ,d 0n rP   
,d 0n aP   
where V (m/s) is the cutting speed and V=2πnr/60. The total power consumed 
by the infinitesimal cutting edge due to rotation motion can then be obtained 
as, 
d dn tP F V   (2-7) 
Similarly, in the feed motion, the differential powers are, 
,d d cos / 60000f t tP F f   
(2-8) ,d d sin / 60000f r rP F f   
,d 0f aP   
where f (mm/min) is the feedrate. The total power consumed by the 
infinitesimal cutting edge due to feed motion is, 
d d cos / 60000 d sin / 60000f t rP F f F f      (2-9) 
Considering Eq. (2-5), Eq. (2-9) can be represented as, 
d d / 60000f xP F f     (2-10) 
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Basically, dPn and dPf, Pn and Pf (W) can be obtained by integrating all 
the infinitesimal cutting edges engaged in cutting. Finally, the cutting power 
(W) at the tool tip can be given by, 
d d d / 60000 ( d )cutting n f n f t xP P P P P V F f F             (2-11) 
This is an instantaneous power at a certain rotation angle. In fact, however, it 
is the average power rather than the instantaneous power that is of concern 
because the rotation period is too short for the measurement device to capture. 
The average cutting power (W) during one period of the cutter rotation is, 
0
1 p
cutting cutting n f
p
P P P P


    (2-12) 
where p (rad) is the pitch angle defined by 2 /p N  with N denoting the 
number of flutes of the flat-end mill; 
nP , fP (W) are the average powers due 
to rotation and feed, respectively. 
2.3. Experiment Details 
The experiment was performed on a 3-axis CNC vertical milling center under 
various cutting conditions. Sections 2.3.1 and 2.3.2 describe the experimental 
design and measurement details, respectively. Section 2.3.3 shows how the 
hybrid energy consumption model is obtained. 
2.3.1. Design of experiment 
The experiments were carried out on a 3-axis CNC vertical milling center, 
Makino-V55, with an 18.5 kW spindle motor and a maximum spindle speed of 
14,000 rpm. As shown in Figure 2.2, a solid carbide flat-end mill (SSM 2000) 
was used in this experiment for the slot milling under dry cutting condition. 
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The 2-flute cutter has a helix angle of 30° and a radius of 5 mm. The 
workpiece used was a block of ASSAB 760 steel with a dimension of 273 
mm×50 mm×90 mm. ASSAB 760 steel has a hardness of about 200 HB, 
tensile strength of 640 MPa, and a 0.2% proof stress of 340 MPa. Its nearest 
equivalents are AISI 1148, SIS 1650, and En43. 
 
Figure 2.2. Specifications of SSM 2000 flat-end mill (Sumi Tool, 2014). 
 
Table 2.1 Three levels of cutting parameters used in Experiment-I. 
Parameters Level 1 Level 2 Level 3 
ap [mm] 2.0 3.0 4.0 
n [rpm] 1000 1500 2000 
f  [mm/min] 50 75 100 
 
In the first set of experiments (Experiment-I), depth-of-cut (ap), 
feedrate (f), and spindle speed (n) were varied in three levels (see Table 2.1). 
There are 27 combinations of parameter in total. Based on Taguchi L9 
orthogonal array, a total of nine parameter settings were selected for 
Experiment-I as shown in Table 2.2. In the second set of experiments 
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(Experiment-II), depth-of-cut and feedrate were varied under the same MRR 
(20 mm
3
/s) and spindle speed (1,500 rpm). As a result, a total of four 
parameter settings were selected. In all experiments, the force profile of the 
cutter and the power profile of the machine tool were collected. 
Table 2.2 Cutting parameters and power readings in Experiment-I. 
No. 
  ap 
[mm] 
   n 
[rpm] 






   Pair 
  [W] 
   P 
 [W] 




1 2 1000 50 16.67 1600 1620 97.20 
2 2 1500 75 25.00 1598 1630 65.20 
3 2 2000 100 33.33 1600 1630 48.90 
4 3 1000 75 37.50 1601 1633 43.55 
5 3 1500 100 50.00 1601 1640 32.80 
6 3 2000 50 25.00 1603 1630 65.20 
7 4 1000 100 66.67 1599 1652 24.78 
8 4 1500 50 33.33 1600 1633 48.99 
9 4 2000 75 50.00 1602 1645 32.90 
 
2.3.2. Measurement 
Figure 2.3 (a) shows the experiment setup in which the workpiece was 
mounted on the dynamometer (see Figure 2.3 (b) for an enlarged view). The 
slot milling process was conducted along x-axis. The forces in x-y-z 
coordinates were measured with a 3-channel dynamometer (Kistler 9265B) at 
a sampling frequency of 48 kHz. The signals captured by the dynamometer 
were filtered at a low pass frequency of 100Hz and then processed in a PC 
with an A/D board connected to the dynamometer. Figure 2.3 (c) shows an 
example of the measured force profiles within a period of time. 




   
   (b)  
 
(a)                                                                                                      (c)  
Figure 2.3. The experiment setup. (a): the workpiece mounted on the 
dynamometer table. (b): a closer view of the workpiece and the 
dynamometer. (c): an example of the measured three-component force data 
(Fx, Fy, Fz). 
The power consumption of Makino-V55 was measured with a 
Panasonic Eco-Power Meter KW9M. The installation block diagram is 
illustrated in Figure 2.4. At block A, it was installed directly to the 3P4W 
(three phases, four wires) mains while at block B it was connected via three 
current transformers (CTs). The CTs can produce reduced currents (secondary 
currents) proportional to the original currents (primary currents) accurately. 
They are widely used when the original current in a circuit is too high to 
measure directly. In this experiment, the CTs used are MICRO 19 split core 
CTs (200:5 Type) from HOBUT. With such installation, good measurement 
accuracy was guaranteed. The power profile was recorded at a frequency of 10 
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during steady states (excluding cutter entry and exit); Pair is the power reading 
during air cut mode and P is the power reading during cutting mode. 
 
Figure 2.4. The installation block diagram of Eco-Power Meter KW9M. 
 
2.3.3. Energy consumption modelling 
For the prediction of cutting power, both dPt and dPx are required according to 
Eq. (2-11). It is therefore essential to find the cutting force coefficients. This 
can be achieved by using the measured force data. The measured force profile 
consists of a large number of data points, with each corresponding to a force 
reading at a time instant. In this chapter, the standard linear least squares (LLS) 
method was applied to determine the cutting coefficients by using m selected 
points as, 
  1( )
T T T
te tc re rcK K K K K X X X d
   (2-13) 
where 
( ) d cos d cos sin d sin d sin sint tX i S s z S s z            with i 
= 1, 2, …, m; d is a m×1 vector with d(i)=Fx(ϕ); ϕ is the angular position of 
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the cutter. Kae and Kac are not considered because the axial force does not 
contribute to Ft. For implementation, 3000 data points of Fx from the collected 
data set under setting-1 in Experiment-I (ap = 2 mm; f = 50 mm/min; n = 
1000 rpm) were used to calculate the cutting force coefficients.  The result is 





Figure 2.5. Comparison between the predicted and measured profiles of Fx. (a): 
comparison conducted under setting 3 (ap = 2 mm; f = 100 mm/min; n = 2000 
rpm). (b): comparison conducted under setting 8 (ap = 4 mm; f = 50 mm/min; 
n = 1500 rpm). 
To validate the obtained K, the predicted profiles and measured 
profiles of Fx under two different cutting conditions (setting-3 and setting-8 in 
Experiment-I) were compared and the results are shown in Figure 2.5 (a) and 
2.5 (b), respectively. It is worth noting that data collected from these two 
settings were not used in the calculation of K. Clearly, the predicted profiles 
agree very well with the measured profiles. Using Eq. (2-5), Ft can be 
calculated based on the obtained K, which will have the same level of 
accuracy. With Ft and Fx, the cutting power can be obtained using Eq. (2-11) 
and Eq. (2-12). The overall procedure is described as follows: 
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Input: Measured cutting force profiles in x-y-z coordinates; cutting conditions 
Output: cuttingP  for each cutting condition 
Begin 
 Import the selected force profiles. 
 Select m data points along x-axis in steady state (excluding cutter entry and 
exit). 
 Determine the angular position for each data point. 
 Determine K using selected data and standard LLS method. 
    for each cutting condition 
        Calculate Ft and Fx according to Eq. (2-4) and Eq. (2-5); 
        Calculate cuttingP according to Eq. (2-11) and Eq. (2-12). 
    End-for 
End 
 
For the nine parameter settings in Experiment-I, the calculated cutting 
forces and powers are shown in Table.2.3, in which tF  and xF are the average 
cutting forces in tangential and feed direction; nP and fP are the average 
powers due to rotation and feed; cuttingP is the average cutting power at the tool 
tip; Pgap is the power gap between normal cut and air cut; /cuttingP P is the 
cutting power efficiency. 
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From Table.2.3, two interesting phenomena are observed. First, Pgap is 
smaller than cuttingP  in all settings, which contradicts with the perceptions in 
the existing literature (Li et al., 2013; Li and Kara, 2011). This indicates the 
power consumed by the unproductive components in air cutting stage will 
decrease when the machine is switched to cutting mode. Hence, machine 
power consumption under cutting mode cannot be simply treated as the sum of 
Pair and cuttingP . Further, the power due to feed motion is very small and nearly 
all the power consumption at the tool tip is caused by rotation motion. In 
addition, cutting power efficiency ( /cuttingP P ) increases from 3.85% to 13.67% 
as the cutting power gets larger. In other words, when cutting power increases, 
cutting efficiency also increases. We are still in the process to find 
explanations to these two phenomena. 
















/cuttingP P  
1 119.18 62.40 -50.42 0.04 62.44 20 1620 3.85% 
2 119.18 93.60 -50.42 0.06 93.66 32 1630 5.75% 
3 119.18 124.80 -50.42 0.08 124.88 30 1630 7.66% 
4 250.88 131.36 -103.63 0.13 131.49 32 1633 8.05% 
5 226.85 178.17 -94.29 0.15 178.32 39 1640 10.87% 
6 106.72 111.76 -47.61 0.04 111.80 27 1630 6.86% 
7 430.65 225.49 -175.51 0.29 225.78 53 1652 13.67% 
8 174.34 136.93 -75.93 0.06 136.99 33 1633 8.39% 
9 190.36 199.34 -82.16 0.10 199.44 43 1645 12.12% 
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On the other hand, there seems a strong linear relationship existing 
between P and cuttingP  (see Figure 2.6) from Table 2.3. Based on this 
observation, a new energy consumption model is proposed as, 
*






   (2-14b) 
There are two coefficients in the proposed power consumption model, C0 and 
C1.  C0 is closely related to the air cut power; and C1 is the proportionality 
coefficient of the cutting power. For this particular slot milling process, C0 = 
1609.56 and C1 = 0.18.  
For other slot milling processes with a new workpiece-tool couple, the 
proposed model is expected to be also applicable. It can be implemented with 
only a few runs of experiments. The cutting force coefficients are determined 
with cutting force readings, and C0 and C1 can then be obtained with the 
calculated cutting power and the corresponding measured machine power 
readings. 
 
Figure 2.6. The linear relationship between total power and cutting power. 
0 1 cuttingP C C P 
P=C0+C1Pcutting 
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Compared to those existing empirical models, cutting power is 
considered directly for the first time in the proposed model. In order to obtain
cuttingP , the specific parameter combination and workpiece-tool couple in the 
process must be considered, which differentiates the proposed model from 
other empirical models.  
2.4. Results and Discussions 
For effectiveness testing, the proposed model was firstly validated using the 
data from Experiment-II. Subsequently, a comparison between the proposed 
model and well-known existing models was conducted using data from both 
Experiment-I and Experiment-II.    
2.4.1. Model validation 
To validate the proposed model, a second set of experiments (Experiment-II) 
were carried out. All four parameter settings are shown in Table 2.4, together 
with the power readings of Pair and P under each setting.  




















1 1.0 1500 120 20 1601 1621 81.05 
2 2.0 1500 60 20 1600 1625 81.25 
3 3.0 1500 40 20 1600 1625 81.25 
4 4.0 1500 30 20 1601 1632 81.60 
 
It can be seen that, among all the settings, both MRR and spindle speed 
were kept unchanged while depth-of-cut and feedrate were varied in four 
levels. One can see that with the same MRR and spindle speed, P changes with 
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different parameter settings. On the other hand, for the same four settings, the 
calculated cutting power ( cuttingP ) and total machine power (P
*
) using the 
proposed model are shown in Table 2.5. It can be observed that a high 
prediction accuracy of over 99% is achieved for all four cases, indicating the 
effectiveness of the proposed energy consumption model. 



















1 88.38 69.41 -36.43 0.07 69.48 1622.07 1621 99.94% 
2 99.96 78.51 -42.95 0.04 78.55 1623.70 1625 99.92% 
3 111.53 87.59 -49.48 0.03 87.62 1625.33 1625 99.98% 
4 123.08 96.67 -56.02 0.02 96.69 1627.00 1632 99.70% 
 
2.4.2. Model comparison 
To further test the effectiveness of the proposed model, a comparative study 
was carried out against two well-known existing empirical models: model-A 
(Li and Kara, 2011) and model-B (Li et al., 2013), with data from both 
Experiment-I and Experiment-II. The coefficients of the two empirical models 
(A and B) were first obtained based on the experimental data in Experiment-I. 
The resultant formulae are shown in Table 2.6. 
Table 2.6 Model-A and model-B based on data in Experiment-I. 
Model Model-A (Li and Kara, 2011) Model-B (Li et al., 2013) 
Power 0.4571 1614.97
AP MRR   0.4365 0.0017 1613.18BP MRR n    
Chapter 2 Energy consumption modelling based on cutting power 
35 
 










*Error  AError  BError  
1 1620.80 1622.59 1622.16 1620 0.049% 0.16% 0.13% 
2 1626.42 1626.40 1626.64 1630 0.21% 0.22% 0.21% 
3 1632.04 1630.21 1631.13 1630 0.12% 0.01% 0.07% 
4 1633.23 1632.11 1631.25 1633 0.01% 0.05% 0.11% 
5 1641.66 1637.83 1637.56 1640 0.10% 0.13% 0.15% 
6 1629.68 1626.40 1627.49 1630 0.01% 0.22% 0.15% 
7 1650.20 1645.44 1643.98 1652 0.10% 0.40% 0.49% 
8 1634.22 1630.21 1630.28 1633 0.07% 0.17% 0.17% 
9 1645.46 1637.83 1638.41 1645 0.02% 0.44% 0.40% 
Mean Error  0.08% 0.20% 0.21% 
 
The proposed model is then compared with model-A and model-B 
using the collected data in Experiment-I and Experiment-II, respectively. The 
comparison results, based on relative prediction error and mean error, are 
shown in Table 2.7 and Table 2.8, respectively. In Table 2.7, where data from 
Experiment-I are used, it can be seen that the proposed model achieved lower 
mean error of 0.08% compared to model-A (mean error = 0.20%) and model-
B (mean error = 0.21%). Using the data from Experiment-II (see Table 2.8), 
the proposed model (mean error = 0.11%) also outperformed model-A (mean 
error = 0.20%) and model-B (mean error = 0.19%). Therefore, based on the 
two sets of experiments, the proposed model achieved smaller power 
prediction error than model-A and model-B. Nevertheless, it is also noted that 
model-A and model-B are fairly accurate, possibly because Makino V55 has a 
very large idle power (around 1600 W). 
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*Error  AError  BError  
1 1622.07 1624.11 1624.46 1621 0.06% 0.20% 0.21% 
2 1623.70 1624.11 1624.46 1625 0.08% 0.05% 0.04% 
3 1625.33 1624.11 1624.46 1625 0.02% 0.05% 0.03% 
4 1627.00 1624.11 1624.46 1632 0.30% 0.48% 0.46% 
Mean Error 0.11% 0.20% 0.19% 
 
Another interesting observation from Table 2.8 is that the power 
predicted by model-A and model-B remains the same for every parameter 
setting (due to the same MRR and n), while the actual power readings showed 
variation with different combinations of parameter (ap and f). Figure 2.7 shows 
the relative prediction errors of these three models for the four settings in 
Experiment-II. It can be seen that model-A and model-B are equally accurate 
as the proposed model when ap and f are in moderate level (see setting-2 and 
setting-3 in Figure 2.7). However, when ap and f are either too high or too low, 
model-A and model-B tend to be much less accurate. This reveals that MRR 
and n alone are not sufficient to predict the power effectively. In contrast, by 
making use of the cutting power at the tool tip, the proposed model effectively 
takes ap and f (as well as n) into consideration and is able to predict power 
consumption more accurately.  





Figure 2.7. Prediction errors of the three models using data from Experiment-
II. 
2.5. Summary 
This chapter presents a new machining energy consumption model as a 
function of cutting power at the tool tip. While cutting power can be obtained 
analytically through calculation of cutting forces, the relationship between 
total power and cutting power is obtained empirically using experiment data. 
This proposed model has been implemented and validated in a slot milling 
process (under dry cutting condition) on a 3-axis CNC vertical milling center 
(Makino V55). A comparison study showed that the proposed model could 
achieve better prediction accuracy than existing models considering either 
MRR only or both MRR and spindle speed. Moreover, the proposed model 
successfully addresses one major limitation of the existing models, which 
cannot explain the phenomenon that machining under the same MRR and 
spindle speed may result in different power consumption. 
The proposed model provides valuable information regarding the 
impact of cutting parameters on power consumption, which is important in 
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in terms of energy efficiency. It therefore offers great potential in developing 
optimization strategies to improve energy efficiency at various levels of 
manufacturing planning (i.e., operation, process planning, and scheduling). 
Meanwhile, effort remains to be made to extend the hybrid modelling method 
to other processes performed on the same and different machine tools. Besides, 
further study is needed in order to find a comprehensive mechanism behind 
the phenomena observed in Section 2.3.3. In addition, energy consumption 
with non-uniform machining on complex geometry, such as mould cavity, also 
remains to be investigated. 
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CHAPTER 3  
SURFACE ROUGHNESS MODELLING BASED ON 
SPECIFIC CUTTING ENERGY CONSUMPTION  
Energy efficiency improvement becomes meaningful only when technical 
requirements of the designed part can be satisfied. Among these requirements, 
surface roughness is widely accepted as one of the most important criteria. In 
this chapter, a novel model for predicting surface roughness is presented for 
slot milling Al-7075. 
In this chapter, a novel model for predicting surface roughness is 
developed from a new viewpoint of specific cutting energy consumption 
(SCEC). A series of machining experiments were designed and conducted to 
establish the model. To begin with, SCEC under each cutting condition is 
analytically calculated. Subsequently, the relationship between the surface 
roughness and SCEC is characterized. For model validation, the proposed 
model is validated through another set of experiments. Finally, it is compared 
with one of the most widely used design-of-experiment (DoE) methods, 
Taguchi Methodology.    
3.1. Selection of Machining Parameters in Energy-efficient 
Parts Manufacturing 
As is revealed in Chapter 2, cutting parameters have a significant influence on 
the energy consumption in a machining process. To this end, the proposed 
energy consumption model offers an excellent approach for machining 
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parameters selection in order to improve energy efficiency. On the other hand, 
as can be observed in machining experiment, different combinations of cutting 
parameters usually result in different part quality. Generally, a designed part 
has a series of technical requirements (machining accuracy, surface roughness, 
material properties, etc.) to meet. Violation of these requirements usually 
means the failure of the manufactured parts. This implies that energy 
efficiency improvement becomes meaningful only when such requirements 
can be satisfied. In other words, the recommended machining parameters by 
the energy consumption model must be subject to the technical requirements 
of the designed part; otherwise the machined part will not be acceptable. 
Among these requirements, surface roughness is generally considered as one 
of the most important criteria. As such, an accurate model for prediction 
surface roughness is of vital importance to improve energy efficiency discrete 
parts manufacturing. 
3.2. State of the Art in Surface Roughness Modelling 
Milling is one of the most widely applied machining processes in discrete 
parts manufacturing. Milled surfaces are extensively used to mate with other 
parts in order to achieve certain functions such as kinetic design and 
machinery behaviour. The quality of the surface usually has a great influence 
on the mechanical properties (e.g., tensile and fatigue strength) and 
mechanical performance (e.g., wear resistance) of a machined part. Surface 
roughness is therefore considered as a rigid technical requirement for a part in 
most of the cases. Traditional selection of conservative process parameters 
neither guarantees the part surface quality nor attains high metal removal rates 
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(Benardos and Vosniakos, 2003). Thus, an accurate prediction and effective 
control of the surface roughness is needed for improving machining efficiency 
as well as reducing machining cost in production. 
Over the past decades, numerous studies have been carried out towards 
establishing a suitable model for predicting and/or controlling surface 
roughness in various machining processes. For milling processes, the previous 
works can be approximately classified into two categories, theoretical 
approach and experimental approach. 
In the first category, surface roughness models are developed by 
considering setup errors, tool-workpieces properties, process kinematics, 
dynamics, etc. Based on machining theory, mathematical equations are then 
established to predict the surface geometry of the machined part. Kim and Chu 
(1999) calculated the roughness of milled surface by considering the mixed 
effects of cutter marks, runouts, and conventional scallops. Subsequently, 
Baek et al. (2001) developed a surface roughness model for face milling by 
considering insert runout errors and feedrate variation. Lee et al. (2001) found 
that vibration in high speed milling deteriorates the quality of machined 
surface. To address this, acceleration signal was used to simulate the machined 
surface. Bouzakis et al. (2003) proposed an algorithm by considering milling 
kinematics, based on which the surface topography can be determined. 
Incorporating several sources of machining errors (e.g., cutter runout, tool 
deflection, machine-tool-workpiece dynamics), Omar et al. (2007) proposed a 
model that can simultaneously predict the conventional cutting forces along 
with 3D surface topography during side milling. Recently, based on 
geometrical analysis of the tool trail recreation, Muñoz-Escalona and 
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Maropoulos (2015) developed a geometrical model for surface roughness 
prediction when face milling with square inserts. The strong theoretical 
background of these models offers valuable information regarding the effects 
of certain process parameters and/or sources of machining errors on the 
surface roughness, and experiment results seem to agree with these models 
reasonably well. However, the factors leading to the formation of surface 
roughness are usually complex and complicated. As generally accepted, the 
milling force includes both cutting component due to material removal and 
edge component caused by rubbing or ploughing (Budak et al., 1996; Lee and 
Altintas, 1996). Thus, the tool tip is not only used to remove materials, but 
also generate other phenomena such as heat and sound (Liu et al., 2015). 
These phenomena usually interact with each other, making it nearly 
impossible to find a comprehensive theoretical model (Benardos and 
Vosniakos, 2003). Moreover, these theoretical models usually utilize theories 
from different backgrounds and require measurement of many parameters 
regarding the tool-workpiece couple (e.g., modal parameters, mechanical 
properties of tool-workpiece couple, setup errors, runout errors). This makes 
their implementation neither easy nor straightforward.  
Actually, most previous research efforts belong to the experimental 
approach, in which surface roughness is investigated through a set of 
systematically designed experiments. Typically, the response surface 
methodology (RSM) is a powerful design-of-experiment (DoE) technique 
when dealing with surface roughness in milling process. In RSM, a 
polynomial model is established based on the most relevant factors. Using 
RSM, Wang and Chang (2004) built the surface roughness models for both 
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dry cutting and coolant conditions for a slot end milling process. Öktem et al. 
(2005) coupled RSM with a genetic algorithm to obtain the minimum surface 
roughness in milling of mold surfaces. Similarly, Subramanian et al. (2014) 
developed a statistical model in end milling process using RSM to predict 
surface roughness in terms of tool geometry and machining parameters. 
Besides RSM, artificial intelligence (AI) based techniques are also widely 
applied in the literature. Using Artificial Neural Network (ANN), Oktem et al. 
(2006) established a model for surface roughness in end milling of mold parts. 
A gene expression programming method was proposed and applied by Çolak 
et al. (2007) for predicting surface roughness of milling surface. Particle 
Swarm Optimization (PSO) was used by Raja and Baskar (2012) to develop a 
model for surface roughness prediction for face milling. These studies 
demonstrate the effectiveness of the experimental approach for the extremely 
complicated problem of surface roughness, and the results are usually 
acceptable. However, due to their strong statistical characteristics, these 
studies need a huge number of expeiments (data sets) to perform regression 
and/or training in order to establish a reliable model, making these methods 
very time-consuming to implement. To address this issue, Taguchi 
methodology is often used as a more efficient DoE technique. Zhang et al. 
(2007) presented a study on optimization of surface quality in a face milling 
operation by applying Taguchi methodology. Hamdan et al. (2012) applied 
Taguchi L9 orthogonal array (OA) and S/N ratio analysis for the optimization 
of surface roughness in a slot milling process. Similarly, Taguchi L9 OA was 
used by Sadiq et al. (2014) for optimizing the milling parameters of OHNS 
steel. However, as an emiprical approach, these studies still cannot provide a 
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straightforward insight into the mechanism behind the formation of the surface 
roughness. 
In summary, thus far, the surface roughness prediction problem has not 
been solved to a satisfactory degree, and further effort is needed for a more 
comprehensive solution. The study presented in this chapter investigates the 
surface roughness from a new viewpoint of energy consumption. The concept 
of specific energy consumption (SEC) was firstly defined as the energy 
consumed to remove a unit volume of material by Li and Kara (2011). A 
proportion of SEC is cutting energy consumed at the tool tip, which is named 
the specific cutting energy consumption (SCEC) here. Through various slot 
milling experiments, a close and straightforward relationship has been 
identified between the surface roughness and SCEC. Subsequently, a new 
surface roughness predicton model based on SCEC is proposed and validated.  
The chapter is organized as follows. Firstly, the SCEC is analytically 
calculated based on the cutting parameters and tool-workpiece couple, as is 
described in Section 3.3. Section 3.4 describes the experiment details and 
procedure for the modelling surface roughness based on SCEC. In Section 3.5, 
the proposed model for surface roughness prediction is validated and 
compared to Taguchi methodology. Finally, Section 3.6 summarizes this 
chapter. 
3.3. Specific Cutting Energy Consumption in Slot Milling 
Process  
As is described in Chaper 2, the cutting power in slot milling proces can be 
obtained by considering rotation and feed separately in the slot milling process. 
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The instantaneous cutting power is derived as shown in Eq. (2-11). SCEC is 
defined as the cutting energy consumed at the tool tip to remove 1 mm
3
 of 












where Ecutting is the cutting energy consumed at the tool tip; Q is the material 
removal volume; MRR is the material removal rate. In this study, since each 
slot milling process is conducted under constant cutting paramters, both MRR 
and the average cutting power over a revolution are kept constant. Therefore, 




  (3-2) 
where cuttingP is the average cutting power obtained by averaging the 
instantaneous cutting power over one revolution. It is pointed out by Liu et al. 
(2015) that contribution of the feed motion to the total power is negligible. 
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nP  is the average rotation power; n (rpm) is the rotation speed; ap (mm) 
is the depth-of-cut; i0 is the helix angle; Nf is the number of flutes of the flat 
end mill; zi1 and zi2 are the lowest and highest position of the infinitesimal 
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cutting edges engaged in cutting in axial direction on the i-th flute, 
respectively. 
As can be seen from Eq. (3-3), SCEC can be obtained under any 
cutting condition for a given tool-workpiece couple. It characterizes the 
interaction of tool-workpiece couple during the slotting process from a view 
point of energy consumption. 
3.4. Experiment for Modelling Surface Roughness based on 
SCEC 
In order to characterize the relationship between surface roughness and SCEC, 
a set of slot milling experiments were performed. The experimental design and 
measurement details are described in Section 3.4.1. Section 3.4.2 describes the 
procedure to obtain the cutting force coefficients. In Section 3.4.3, the close 
relationship between surface roughness and SCEC was identified and 
modelled based on the experiment results. 
3.4.1. Design of experiments 
The workpiece material used in the experiments is Al-7075, which is widely 
used in aerospace industry. A 2-flute solid carbide flat-end mill with a 
diameter of 10 mm (SSM 2000 Type) was used for the slot milling process 
along x-axis. As cutting force coefficients are required in the calculation of 
SCEC, the force profile of the workpiece was measured with a 3-channel 
dynamometer (Kistler 9265B) in the experiment. The force registration 
together with experimental setup is shown in Figure 3.1 (a). The force signals 
were captured at a sampling frequency of 12 kHz by the dynamometer. The 
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low pass frequency was set as 100Hz since the highest flute frequency is 









Figure 3.1. The experimental details. (a): The experiment setup and force 
registration with Kistler 9265B. (b): An example of the measured three-
component force data (Fx, Fy, Fz). (c): Measurement of surface profile with 
Form Talysurf 120. (d): An example of the measured surface profile. 
The arithmetic mean roughness (Ra) is adopted to describe surface 
roughness of the slotted surface due to its wide application in engineering 
practice. The surface profile was measured with a Surface Profiler (Form 
Talysurf 120), as shown in Figure 3.1 (c). The data points were collected over 
a sampling length of 5mm at a stylus speed of 0.5mm/s. The value of Ra was 





Stylus of  Form Talysurf 
120 
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reduce measurement error, Ra is averaged over three separated measurements 
whose measuring points were uniformly distributed on the slotted surface. 
In order to investigate the relationship between SCEC and Ra, a set of 
experiments (named Experiment-I) were performed. The cutting parameters 
are shown in Table 3.1, where depth-of-cut (ap) was varied in two levels; 
feedrate (f) and spindle speed (n) were varied in three levels. A total of 18 
parameter combinations were generated. For each combination, a slot milling 
(in dry cutting mode) was carried out. 
Table 3.1 The levels of cutting parameters. 
Variables Level 1 Level 2 Level 3 
n [rpm] 1000 1500 - 
ap [mm] 1 2 3 
f [mm/min] 50 75 100 
 
3.4.2. Calculation of cutting force coefficients 
Using Eq. (2-13) in Chapter 2, the cutting force coefficients for the tool-
workpiece couple in this experiment can be determined as K = [4.30 545.73 -
8.66 -1177.57]
 T
. The result was obtained based the force profile under a 
randomly chosen cutting condition (n = 1000 rpm, ap = 1 mm, f = 100 
mm/min) during steady state excluding cutter entry and exit. The predicted 
cutting force using the obtained K is then compared with the measured cutting 
force profiles under other cutting conditions, with the results shown in Figure 
3.2. As can be seen, the prediction results agree quite well with the measured 
force profile, indicating the cutting force coefficients are quite accurate.  
 






(a) (b) (c) 
Figure 3.2. Comparison between the predicted and measured profiles of Fx 
under other cutting conditions. (a): n = 1500 rpm, ap = 1 mm, f = 50 mm/min. 
(b): n = 1000 rpm, ap = 2 mm, f = 100 mm/min. (c): n = 1000 rpm, ap = 3 
mm, f  = 75 mm/min. 
 
3.4.3. Identifying the relationship between surface roughness and 
SCEC 
With the obtained cutting force coefficients, SCEC for each slot milling 
process can be calculated according to Eq. (3-4). For the 18 experiment 
settings shown in Table 3.1, the calculated and measured results are shown in 
Table 3.2, excluding the last column. According to Wang and Chang (2004), 






  (3-4) 
where κ is the concavity angle. For the flat-end cutter used in this chapter, κ is  
2.5° by measurement. The predicted surface roughness based on Eq. (3-4) is 
presented in column “Ra
κ” in Table 3.2, with column “Error” showing the 
prediction errors. As can be seen, the prediction results obtained by Eq. (3-4) 
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mechanism behind the formation of the surface roughness is far beyond the 
simplified geometric description in Eq. (3-4). Thus, a more accurate prediction 
approach is needed.   






MRR SCEC Ra Ra
κ 
Error 
[rpm]   [mm] [mm/min] [mm3/s] [J/mm3] [μm] [μm] 
1 1000 1 50 8.33 0.86 0.209 0.273 30.56% 
2 1000 1 75 12.50 0.75 0.249 0.409 64.38% 
3 1000 1 100 16.67 0.70 0.302 0.546 80.71% 
4 1500 1 50 8.33 1.01 0.160 0.182 13.70% 
5 1500 1 75 12.50 0.86 0.206 0.273 32.46% 
6 1500 1 100 16.67 0.78 0.222 0.364 63.89% 
7 1000 2 50 16.67 0.86 0.195 0.273 39.93% 
8 1000 2 75 25.00 0.75 0.205 0.409 99.66% 
9 1000 2 100 33.33 0.70 0.248 0.546 120.06% 
10 1500 2 50 16.67 1.01 0.136 0.182 33.76% 
11 1500 2 75 25.00 0.86 0.194 0.273 40.66% 
12 1500 2 100 33.33 0.78 0.205 0.364 77.48% 
13 1000 3 50 25.00 0.86 0.169 0.273 61.46% 
14 1000 3 75 37.50 0.75 0.219 0.409 86.90% 
15 1000 3 100 50.00 0.70 0.275 0.546 98.45% 
16 1500 3 50 25.00 1.01 0.126 0.182 44.38% 
17 1500 3 75 37.50 0.86 0.168 0.273 62.42% 
18 1500 3 100 50.00 0.78 0.203 0.364 79.23% 
        Average Error = 62.78% 
 
Similarly, if one considers the cutting parameters (n, ap and f), the 
relationship between Ra and the cutting condition also seems complicated. 
However, when the perspective of SCEC is taken, a more straightforward 
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relationship can be observed. To have a better view, the relationships between 
measured Ra and SCEC in Table 3.2 are plotted (at constant ap) in Figure 3.3. 
Several interesting findings are observed as follows:  
(1) Under the same ap, Ra generally becomes smaller with the increase of 
SCEC.  
(2) For the same SCEC under a constant ap, the values of Ra are almost the 
same (see the two overlapping points as circled in Figure 3.3 (a), 
Figure 3.3 (b) and Figure 3.3 (c), respectively).  
Based on these findings, an assumption can be made that Ra is a function of 
SCEC at a given ap. Following this assumption, a new model for predicting 
surface roughness can be developed by empirically characterizing the 
relationship between Ra and SCEC. As for the result, three kinds of regression 
models were used (i.e., exponential model, linear model, and power model). 
The expressions of these models together with their R
2
 values (coefficient of 
determination) are shown in Table 3.3. The closer R
2
 value is to one, the better 
the regression curve fits the data. To this end, the exponential model is the 
most suitable. The model is described as, 
2 SCEC
1
CRa C e  (3-5) 
where C1 and C2 are two coefficients. For different ap, C1 and C2 are not 
necessarily the same. 
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2 Linear R2 Power R2 
1 1.86 SCEC1.02Ra e  0.95 0.56 0.40 SCECRa    0.88 
1.590.16 SCECRa   0.94 
2 1.71 SCEC0.78Ra e  0.93 0.45 0.31 SCECRa    0.92 1.440.15 SCECRa   0.91 





0.95 0.90 0.94 
  
 
   
(a) (b) (c) 
Figure 3.3. Ra versus SCEC at different depth-of-cut. (a): ap = 1 mm. (b): ap 
= 2 mm. (c): ap = 3 mm. 
 
This new model provides a novel viewpoint to explain the surface 
roughness, i.e., for the same volume of material to be removed, a larger cutting 
energy would result in a smaller surface roughness. Specifically, for a given 
depth-of-cut, a high rotation speed and low feedrate will lead to better surface 
quality. The statistical nature of Ra makes it resemble the definition of entropy 
a lot, which is a measurement of the disorder level of an isolated system in 
thermodynamics. In this sense, the proposed model seems to be in line with 
the second law of thermodynamics: extra work (larger SCEC) from outside 
system is required to achieve lower entropy of the system (smaller Ra of the 
slotted workpiece). 
SCEC SCEC SCEC 
Ra Ra Ra 
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3.5. Model Validation 
To validate the proposed model for surface roughness prediction, another set 
of slotting experiments under new cutting conditions were performed. In 
addition, a comparative study against Taguchi methodology was also 
conducted to further demonstrate the efficacy of the proposed model. 
3.5.1. Model validation under new cutting conditions 
To test the effectiveness of the proposed surface roughness prediction model, 
another set of experiments (Experiment-II) were carried out with the same 
experiment setup. At a new rotation speed at 2,000 rpm, the depth-of-cut and 
feedrate are varied in three levels with a total of nine combinations. 











   [rpm] [mm] [mm/min] [J/mm3] [μm] [μm] Error Error 
1 2000 1 50 1.17 0.111 0.115 3.60% 
4.37% 
2 2000 1 75 0.96 0.153 0.171 11.76% 
3 2000 1 100 0.86 0.197 0.207 5.08% 
4 2000 2 50 1.17 0.095 0.105 10.53% 
5 2000 2 75 0.96 0.158 0.155 1.90% 
6 2000 2 100 0.86 0.190 0.184 3.05% 
7 2000 3 50 1.17 0.081 0.083 2.23% 
8 2000 3 75 0.96 0.136 0.136 0.04% 
9 2000 3 100 0.86 0.171 0.173 1.17% 
 
To predict Ra under a specific cutting condition, SCEC for each 
parameter combination was firstly calculated according to Eq. (3-3) using the 
same cutting force coefficients. Then, the proposed exponential models were 
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employed. The measured Ra and its correspondingly predicted Ra are shown in 
Table 3.4, with entries in column under “Ra
*” representing the predicted 
results. It can be seen that the predicted Ra agrees relatively well with the 
measured results (with the largest prediction error of 11.76% and the average 
prediction error as low as 4.37%). This clearly demonstrates the effectiveness 
of proposed model for predicting Ra under new cutting conditions. 
3.5.2. A comparative study against Taguchi methodology 
Taguchi methodology is a widely used approach to optimize the parameters 
for obtaining the minimum surface roughness. By using OA, the total number 
of experiments can be effectively reduced. In this study, a comparative study 
was carried out based on the conducted experiments against Taguchi 
methodology. Each cutting parameter was varied in three levels and L9 (3
3
) 
OA were used to design the experiments, as shown in Table 3.5. The signal-to-
noise (S/N) ratio is calculated according to: 
2/ 10log( / )iS N y N    (3-6) 
where yi is the individual measured Ra for the i-th experiment and N the 
number of the repeated experiments. The calculated S/N ratios for each 
experiment and different levels of cutting parameters are shown in Tables 3.5 
and 3.6, respectively. 
To predict Ra under new cutting conditions, the new S/N ratio is firstly 
calculated as, 
* ( )m i m       (3-7) 
where η* is the predicted S/N ratio for the predicted cutting condition; ηi is the 
corresponding mean S/N ratio in Table 3.6; ηm is the mean of the nine S/N 
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ratios in Table 3.5. With η*, the surface roughness can be predicted using Eq. 
(3-8) and the results are shown in Table 3.7. 
** /2010Ra   (3-8) 












[rpm] [mm] [mm/min] [μm] [dB] 
1 1000 1 50 0.209 13.60 
2 1000 2 75 0.205 13.81 
3 1000 3 100 0.275 11.21 
4 1500 1 75 0.206 13.72 
5 1500 2 100 0.205 13.76 
6 1500 3 50 0.126 17.99 
7 2000 1 100 0.197 14.11 
8 2000 2 50 0.095 20.45 
9 2000 3 75 0.136 17.33 
 
 





1 12.86 13.81 17.35 
2 15.16 15.99 14.94 
3 17.30 15.51 13.03 
Delta 4.44 2.18 4.32 
Rank 1 3 2 
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[rpm] [mm] [mm/min] [μm] [dB] [μm] Error Error 
1 1000 1 75 0.249 11.40 0.269 8.11% 
9.85% 
2 1000 1 100 0.302 9.49 0.335 11.05% 
3 1000 2 50 0.195 15.99 0.159 18.59% 
4 1000 2 100 0.248 11.67 0.261 5.20% 
5 1000 3 50 0.169 15.51 0.168 0.73% 
6 1000 3 75 0.219 13.10 0.221 1.05% 
7 1500 1 50 0.16 16.11 0.157 2.15% 
8 1500 1 100 0.222 11.79 0.257 15.91% 
9 1500 2 50 0.136 18.29 0.122 10.45% 
10 1500 2 75 0.194 15.88 0.161 17.18% 
11 1500 3 75 0.168 15.40 0.170 1.07% 
12 1500 3 100 0.203 13.49 0.212 4.20% 
13 2000 1 50 0.111 18.22 0.123 10.53% 
14 2000 1 75 0.153 15.82 0.162 5.78% 
15 2000 2 75 0.158 18.00 0.126 20.32% 
16 2000 2 100 0.19 16.09 0.157 17.45% 
17 2000 3 50 0.081 19.93 0.101 24.52% 
18 2000 3 100 0.171 15.61 0.166 3.06% 
 
From Table 3.7, several findings are worth noting: 
(1) In terms of predicting accuracy, Taguchi methodology is not as 
accurate as the proposed model. As can be seen, the prediction results 
have a largest prediction error of 24.52% and an average prediction 
error of 9.85%, both higher than that of the proposed model. 
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(2) According to Taguchi methodology, the setting with the highest S/N 
ratio (n = 2000 rpm, ap = 2 mm, 50 mm/min), i.e., setting-8 in Table 
3.5, should produce the smallest Ra. However, as can be seen from 
Table 3.5 and Table 3.7, the smallest Ra is not under this cutting 
condition. This indicates that Taguchi methodology does not always 
guarantee the optimal parameter setting. In contrast, via more accurate 
prediction of surface roughness, the proposed model has no problem in 
finding the optimal parameter combination among the tested cases as 
(n = 2000 rpm, ap = 3 mm, f = 50 mm/min), which agrees with the 
experiment results. 
Based on the above findings, it can be concluded that the proposed model is 
more accurate than Taguchi methodology in terms of predicting surface 
roughness when slot milling Al-7075. This indicates the proposed model may 
provide better insight into the effects of cutting parameters on surface 
roughness. 
3.6. Summary 
This chapter investigates the surface roughness from a novel viewpoint of 
specific cutting energy consumption (SCEC) when slot milling Al-7075. The 
SCEC is defined as the cutting power required to remove 1 mm
3
 of workpiece 
material. The experiment results reveals that Ra is probably a function of 
SCEC at a given depth-of-cut. Based on this finding, a new surface roughness 
prediction model has been proposed. Model validation was carried out under 
new cutting conditions. Comparison between the predicted results and the 
measured results shows that this model works effectively with a fairly high 
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accuracy level. Subsequently, a comparative study was carried out against 
Taguchi methodology. Comparision results show that the proposed model 
outperformed Taguchi methodology in terms of prediction accuracy. 
The proposed model provides a new viewpoint for surface roughness 
prediction. It may help to better understand the phenomena of surface 
roughness in milling process. The implementation is relatively easy and 
straightforward, without requiring too many parameters or too many data sets. 
Thus, an effective control of the surface roughness may be achieved in slot 
milling process, which shows huge potential for improving machining 
efficiency as well as reducing machining cost.  
With the proposed energy consumption model in Chapter 2 and surface 
roughness model in this chapter, machining parameters in a slot milling 
process can be selected in such a manner that the energy efficiency can be 
effectively improved without sacrificing surface roughness. As such, the 
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CHAPTER 4  
REDUCING ENERGY CONSUMPTION IN AN 
ULTRA-FLEXIBLE JOB SHOP 
Improving energy efficiency has been one of main objectives in modern 
manufacturing enterprises. To this end, various approaches have been 
proposed/developed, among which minimizing energy consumption by 
energy-sensible production scheduling has emerged as a promising one. 
However, the types of workshops (e.g., flow shop and job shop) that have 
been addressed so far are still quite simple and limited. This chapter studies 
the energy-efficient scheduling issue for a more realistic workshop model 
called ultra-flexible job shop (uFJS). Compared with the classic FJS, the uFJS 
has one more flexibility, i.e., the sequence among operations for a job can be 
changed subject to certain constraints. To formulate this energy-efficient 
scheduling problem, a mixed-integer linear programming (MILP) model was 
developed. To deal with large-sized problems efficiently, a specially designed 
genetic algorithm (GA) was subsequently proposed and implemented. The 
parameters of the proposed GA were determined using grey relational analysis. 
4.1. Background 
Generally, in discrete parts manufacturing, energy efficiency issues can be 
considered at three levels: operation planning (i.e., determining parameters for 
executing a particular process), process planning (i.e., translating the part 
design into machining instructions for manufacturing a particular part), and 
scheduling (i.e., allocating machining resources over the shop floor for 
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producing a set of jobs). Accordingly, related research on maximizing energy 
efficiency generally follows three directions: (1) optimization of machining 
parameters for a particular process, (2) optimization in process planning for 
producing a particular part, and (3) optimization in scheduling for producing a 
set of jobs. 
In the first category, the specific parameters in a process are identified 
and controlled to achieve maximum energy efficiency. Rajemi et al. (2010) 
identified the critical parameters to reduce energy consumption for a turning 
process based on a derived tool-life model. Oda et al. (2012) minimized 
energy consumption in a 5-axis milling process by optimizing the tool angles 
and cutting speed. Hanafi et al. (2012) and Camposeco-Negrete (2013) applied 
Taguchi method to optimize the turning parameters to improve energy 
efficiency. Recently, using the response surface method, Campatelli et al. 
(2014) optimized the process parameters to minimize power consumption in a 
milling process. The aforementioned efforts have made valuable contributions 
for improving energy efficiency at the operation level. However, since 
machining itself usually takes up only a small portion of the total energy 
consumption, optimization at this level may have limited energy saving 
potential. For example, the cutting efficiency in a slot milling process could be 
as low as 13.67% (Liu et al., 2015). Thus, approaches at higher level should be 
considered. 
In the second category, energy efficiency is considered in process 
planning, in which a set of operational instructions (machines and cutters) are 
selected and sequenced to convert the workpiece from raw material to the 
designed part. Some pioneer research work can be found in feature-based 
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process planning (Sheng et al., 1995). Recently, this area has attracted certain 
attention and several frameworks were proposed for energy-efficient process 
planning (Newman et al., 2012; Singh et al., 2007). More specifically, the 
impacts of operation selection and operation sequencing on carbon emissions 
was investigated by Yin et al. (2014). Although energy-efficient process 
planning has shown some promising potential, it is still at an early stage. 
Besides, the energy saving potential is hard to quantify.   
The last category represents a high level approach to address energy 
efficiency issue when scheduling the production of a set of jobs over a period 
of time. The energy saving potential is revealed by systematic determination 
of machining activities. It was pointed out by Mouzon et al. (2007) that energy 
savings could be achieved by turning off non-bottleneck machines instead of 
leaving them idle. Subsequently, Mouzon and Yildirim  (2008) presented a 
framework to minimize total energy consumption and total tardiness on a 
single machine (SM). Similarly, in SM environment, Shrouf et al. (2014) 
minimized the total energy consumption costs by avoiding high-energy price 
periods. On the other hand, Fang et al. (2011) presented a mathematical model 
for mimimizing power consumption and carbon footprint in a flow shop (FS). 
A more realistic form of FS is the hybrid or flexible FS, where an operation 
can be processed by more than one machine. For this kind of production 
model, Du et al. (2011) minimized both makespan and energy consumption, 
while Luo et al. (2013) addressed both production efficiency and electric 
power consumption. Similarly, Dai et al. (2013) proposed an evolutional 
algorithm to obtain an energy-efficient schedule in a flexible FS. Compared to 
a FS, a job shop (JS) has an extra flexibility, i.e., each job has a fixed route, 
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but different jobs may have different routes. For JS scheduling, Liu et al. 
(2014) presented a model for minimizing total electricity consumption and 
weighted tardiness. These works have shown that substantial potential exists 
in scheduling for reducing energy consumption. However, the workshop 
models investigated by these works are relatively simple and far from realistic. 
For example, Liu et al. (2014) assumed that an operation can only be 
processed by one particular machine. This is not typically the case in real 
production. In fact, it is common to find alternative machines for the same 
operation (e.g., a hole can be produced by a drill press/vertical milling 
machine/CNC machine center). Therefore, it is necessary to consider a more 
versatile or more flexible workshop model to reflect real manufacturing 
activities. 
The work presented in this chapter addresses energy-efficient 
scheduling issue by treating a traditional workshop as an ultra-flexible job 
shop environment (uFJS). Compared to a classic JS, an uFJS has two extra 
flexibilities: (1) an operation can be processed by more than one machine, i.e., 
machine assignment to a process is not pre-determined, and (2) the rigid and 
non-rigid precedence relationships among operations are considered, i.e., the 
route for a job is not fixed. It is worth noting that the first flexibility actually 
characterizes a classic FJS, while the second flexibility distinguishes the uFJS 
from a classic FJS. At the same time, the proposed scheduling algorithm has 
two different optimization objectives: minimum tardiness and minimum 
energy consumption. Only when tardiness can be avoided, the energy 
consumption minimization becomes meaningful. 
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In Section 4.2, the uFJS scheduling problem is introduced and then 
formulated using mixed-integer linear programming (MILP). For solution 
methods in large-sized problems, a genetic algorithm (GA) based algorithm is 
proposed in Section 4.3. Section 4.4 describes the determination of GA 
parameters using grey relational analysis. Section 4.5 describes several 
comparative studies based on which the proposed methods are discussed. 
Finally, Section 4.6 gives a summary of the chapter. 
4.2. Problem Definition 
In this section, the classic FJS is firstly described, followed by the introduction 
of the uFJS. Then, a typical energy consumption model is presented, based on 
which the energy consumption in a schedule can be estimated. Finally, MILP 
is employed to formulate the energy-efficient scheduling problem. 
4.2.1. The classic FJS model 
A classic FJS scheduling problem can be described as follows (Wang, 2010). 
A set of jobs { }iJ J  is dispatched onto a set of machines specified as 
{ }kM M . Ji consists of a set of operations { }i ijO O , which must be 
sequentially performed according to a predefined route. Oij is allowed to be 
processed on any machine from a given machine set aijM (
aijM M ). Ji has a 
due date di. Without loss of generality, the FJS scheduling problem makes the 
following assumptions: 
(1) Each machine can only process one operation at a time. 
(2) Each machine is continuously available for production. 
(3) An operation cannot begin until its predecessors are completed. 
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(4) Once an operation is begun on a machine, it must not be interrupted. 
(5) All jobs are available at time zero. 
(6) The setup time and the machine change-over time between operations 
are included in the processing time for each operation. 
4.2.2. The uFJS model 
Compared with the FJS, the uFJS allows one more flexibility, i.e., the 
sequence of operations for a job can be changed subject to the rigid 
precedence constraints (e.g., drilling is performed before deburring). In any 
given process plan for a job, where a set of ordered operations are present, it is 
common that the order among some operations can be changed without 
violating the rigid precedence constraints. More specifically, the precedence 
relationships among a set of operations in a process plan can be represented by 
a precedence matrix (PM)  (Ma et al., 2000).  
Table 4.1 An example of precedence matrix and its modified disjunctive graph. 








An example of PM for J0 is shown in Table 4.1, where “entry (OX, OY) 
= 1” means OX must be performed before OY; “entry (OX, OY) = -1” means OX 
must be performed after OY; and “entry (OX, OY) = 0” means there is no 
precedence constraints between OX and OY. For example, O02 must be 
performed after O00 and before O03, but it can be processed either before or 
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disjunctive graph in Table 4.1.  Apparently, there exist several feasible process 
plans for this simple example, e.g., “O00→O01→O02→O03”, 
“O00→O02→O03→O01”, and “O00→O02→O01→O03”. 
Compared with JS scheduling problems, the two added flexibilities in 
uFJS extend the schedule solution space tremendously, and thus may lead to 
better solutions in terms of any given objective. This finding is also in line 
with the work of Wang et al. (2009). They found that the inflexibility on 
machine assignment and operation sequencing might cause severe unbalanced 
resource loading and tardiness. By considering these two flexibilities in 
scheduling, they successfully developed a solution in minimizing tardiness 
and/or balanced machine utilization rate. In terms of energy consumption, it is 
also believed that an uFJS will enlarge the scheduling solution space than its 
counterpart FJS, thus leading to a scheduling solution with better energy 
efficiency. For illustration, the example shown in Table 4.1 is extended to 
qualitatively demonstrate this effect, as shown in Figure 4.1. Figure 4.1 (a) 
shows a schedule by treating the problem in a classic FJS, where the sequence 
among operations is fixed. It can be seen from the Gantt chart that idle 
intervals exist on both M1 and M2, resulting in a considerable amount of 
unproductive energy consumption. By contrast, by treating this problem in an 
uFJS, the newly ordered operations as shown in Figure 4.1 (b) are also 
considered feasible. As a result, the original idle interval on M1 is reduced to 
zero, and at the same time, the original idle interval on M2 is reduced to a 
shorter one. In this way, the unproductive energy consumption in Figure 4.1 (b) 
is much lower than that in Figure 4.1 (a), leading to a higher energy efficiency. 
 







(a)  (b)  
Figure 4.1. An example showing effects on energy consumption in different 
workshop models. (a):  A schedule in a classic FJS. (b): A schedule in an 
uFJS. 
4.2.3. Energy consumption estimation in a schedule 
 
Figure 4.2.  Energy consumption profile of two operations on the same 
machine. 
In order to perform energy-efficient scheduling, one must be able to assess the 
total energy consumption of a given schedule. The energy consumption profile 
of a certain machine can be accessed using a power meter (Liu et al., 2015). 
For any machine in a Gantt chart, there are two kinds of usage intervals: (1) 
the processing interval during which an operation is being processed on the 
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assigned machine; (2) the transition interval when the machine is waiting for 
an operation to process. The energy consumption of these intervals can then be 
worked out based on the machine’s energy consumption profiles (Li et al., 
2013). An example is shown in Figure 4.2 in which the energy consumption 
profile is obtained using a power meter with a sampling frequency of 10 Hz. 
Mk performs Oij (with time PTijk) and Oi’j’ (with time PTi’j’k), and is “waiting” 
in between. The average processing powers for Oij and Oi’j’ are PPijk and PPi’j’k, 
respectively. The total amount of processing energy consumed by Mk is 
represented by the shaded areas of Figure 4.2. When Mk is “waiting”, it takes 
one of the following two states:  
(1) idle - it consumes idle power IPk; 
(2) off-on - Mk is firstly turned off (energy consumption: Ek,off). Before Mk 
can be used for production, it needs to be turned on and warmed up 
(energy consumption: Ek,on). These two events are combined into a 
single one called off-on transition with energy consumption Ek,off-on = 
Ek,off + Ek,on. At the same time, an off-on transition takes a minimum 
amount of time Tk,off-on for its completion.  
For a given transition interval of total time TI, the first task is to determine its 
states: idle or off-on. The method introduced by Mouzon et al., (2007) is 
adopted and slightly modified. Firstly, the critical off-on time (CTk) of Mk is 








  (4-1) 
Secondly, the state of the transition interval is determined by the following: 
(1) If TI < CTk, the transition interval is assigned idle. 
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(2) If TI > Tk,off-on,  the transition interval is assigned off-on. 
(3) If
,  k k off onCT TI T  , the transition interval is assigned off-on. At the 
same time, the interval must be extended to Tk,off-on. The original 
schedule must be updated accordingly. 
Once the state of every transition interval is assigned, the total energy 
consumption can be assessed. 
4.2.4. Energy-efficient scheduling problem formulation 
In this section, the uFJS scheduling problem is formulated using MILP. The 
following supplementary assumptions and notations are used: 
(1) All machines are idle at time zero. 
(2) Energy consumption due to technical building service (TBS) is 
considered constant. Therefore, the total energy consumption to be 
minimized can be seen as the total electricity consumed by all 
machines over the shop floor. 





PTijk the processing time required by Mk to process  Oij 
PPijk the average processing power required by Mk to process  Oij 
IPk the idle power of Mk 
Ek,off-on the energy consumed by Mk during an off-on process 
TPE the total processing energy of a schedule 
CTk the critical off-on time of Mk 
ITk the total idle time of Mk in a schedule 
Ωk the number of off-on transitions on Mk 
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TTE the total transition energy of a schedule 
TEC the total energy consumption of a schedule 
L a large positive number, set as 100 
Decision variables 
STijk the starting time of Oij on Mk; STijk≥0 
ETijk the ending time of  Oij on Mk; ETijk≥0 
TIijk the length of transition interval immediately before Oij on Mk; TIijk≥0 
xijk if Oij is assigned to Mk, xijk=1;  otherwise, xijk=0 
yijk-i’j’k’ if Oij on Mk precedes Oi’j’ on machine k’, yijk-i’j’k’ =1; otherwise, yijk-
i’j’k’=0 
zijk if TIijk is assigned off-on state, zijk=1; otherwise zijk=0 
For a given schedule, TPE is obtained by summing up the processing energy 




i J j O k M
TPE PP PT x
  
     (4-2) 
TTE is obtained by summing up the transition energy of all operations as, 
,( (1 ) )
aij
i
k ijk ijk k off on ijk
i J j O k M
TTE IP TI z E z
  
        (4-3) 
With the above analysis, the energy-effcient uFJS scheduling problem 
can be formulated as a MILP model to minimize TEC subject to a set of 
constraints, as described in Eqations (4-4) to (4-18). 
minimize:   TEC TPE TTE   (4-4) 
Subject to: 
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
      (4-5) 
  ,  ,   aijijk ijk ijk ijk iET ST PT x i J j O k M          (4-6) 
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Eq. (4-4) is the objective function. Constraint (4-5) ensures that each 
operation is assigned to and only to one machine. Constraint (4-6) states that 
once an operation is started on the assigned machine, it must not be interrupted 
until it is finished. Constraint (4-7) guarantees that if an operation is not 
assigned to a machine, the starting time and ending time on that machine 
should be zero. Constraints (4-8) and (4-9) make sure that no more than one 
operation can be processed by a machine at any time. Constraints (4-10) and 
(4-11) show that operations within the same job cannot be processed 
simultaneously by different machines. Constraints (4-12) and (4-13) define the 
decision variable yijk-i’j’k’ on different occasions. Constraint (4-14) ensures the 
precedence constraints in precedence matrices are not violated. Constraint (4-
15) defines the length of transition interval immediately before an operation. 
Chapter 4 Reducing energy consumption in an ultra-flexible job shop 
71 
 
Constraints (4-16) and (4-17) determine the status of the transition interval. 
Finally, constraint (4-18) imposes the due date constraint on each job. 
4.3. The Proposed GA-based Solution Algorithm 
Naturally, a MILP engine can be used to develop a solution algorithm to solve 
this uFJS scheduling problem. At the same time, it is obvious this problem is 
non-deterministic polynomial-time (NP) hard, and the MILP algorithm is only 
feasible to problems of small sizes. For large-sized problems, a search 
algorithm is needed to find high-quality solutions. Genetic algorithm is a well-
known evolutionary search algorithm designed for NP-complete problems (De 
Jong and Spears, 1989). With proper implementation (e.g., GA operators and 
reproduction mechanism), it could search the whole solution space effectively 
and efficiently. As a result, a GA-based search algorithm is developed for 
finding the optimal or “near-optimal” plans/schedule solution within a 
reasonable amount of time. 
4.3.1 Solution representation 
The uFJS scheduling has three simultaneous tasks to perform, i.e., operation 
routing within each job, machine assignment, and operation sequencing on 
assigned machines. A chromosome (representing a schedule solution) must be 
designed in such a way that the entire solution space can be traversed by 
modifying the chromosome. In this section, the proposed chromosome for a 
m-machine and n-job problem consists of two matrices:  




 , where li is the number of operations 
of Ji, 
Chapter 4 Reducing energy consumption in an ultra-flexible job shop 
72 
 





In a S-matrix, row-k represents Mk and its entries are the operations in 
sequence to be performed on Mk, i.e., S(k, j) is the j-th operation on Mk. When 
S(k, j) is empty, a dummy entry of “0” is used. An example of S-matrix is 
shown in Figure 4.3 (a) in which the fourth row means that two operations, 
O00 and O12, are assigned to M3, and O00 is performed before O12. On the other 
hand, row-i represents Ji and its entries are its operations in sequence (the 
process plan) in a R-matrix, i.e., R(i, j) is the j-th operation of Ji. When R(i, j) 
is empty, a dummy entry of “0” is used. For the S-matrix in Figure 4.3 (a), its 
corresponding R-matrix is shown in Figure 4.3 (b).  The first row means J0 
consists of two operations, O00 and O01, and O00 must be performed before O01. 
This R-matrix can be easily visualized in a disjunctive graph, as shown in 
Figure 4.3 (c). Finally, with the process time of each operation, the 
chromosome, i.e., S- and R-matrices, can be easily mapped to a Gantt chart 
(see Figure 4.3 (d)). 
With this solution representation, any changes on machine assignment 
and/or operation sequence can be easily made in the S-matrix; and any 
changes on routes of the jobs can be achieved in the R-matrix. Thus, this 
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Figure 4.3. A solution representation for an uFJS with 3 jobs/ 4 machines. (a): 
S-matrix. (b): R-matrix. (c): The disjunctive graph represented by the R-
matrix.  (d): The Gantt chart for the chromosome. 
4.3.2 Overal GA procedure 
To search for the optimal or near-optimal solution, the overall procedure of the 
proposed GA based algorithm, named as uFJS-GA in this thesis, is described 
as follows: 
(1) Randomly initialize P chromosomes in the first generation. 
(2) Check and repair to make all the chromosomes feasible.  
(3) Evaluate these P chromosomes in the current generation. 
(4) If the stopping criterion is met, go to step (5); otherwise, generate P 
chromosomes in the next generation according to the reproduction 
mechanism and go to step (2). 
(5) Output the obtained solution and stop. 
The detailed implementation of uFJS-GA is described in the following 
sections. 
4.3.3 First generation initialization 
Chapter 4 Reducing energy consumption in an ultra-flexible job shop 
74 
 
The procedure for random generation of a single chromosome is described in 
this section. For a given uFJS problem, the R-matrix is generated first. For the 
generation of the entries in a row (job), the following steps are carried out. 
(1) For the leftmost empty entry, randomly pick up one operation (from 
those of the job) that does not have any predecessor according to its PM.  
(2) Update the PM by deleting the picked operation from rows and columns. 
(3) If the PM becomes empty, go to (4). Otherwise, go to (1). 
(4) Fill up all the empty entries of the row with “0”. Stop. 
By applying the above procedures, one row at a time, a R-matrix can be 
randomly generated that satisfies the PM of the job automatically. 
For the same uFJS problem, a S-matrix can also be generated 
independently by randomly sequencing the operations of each row (machine). 
However, the S-matrix generated in such a way may not satisfy the routes in 
the already generated R-matrix, making the chromosome infeasible. For 
example, given four operations A, B, C, and D, if “D→A” and “B→C” are 
defined in R-matrix, a S-matrix of “(M1) A→B” and “(M2) C→D” will present 
a cyclic precedence conflict. Hence, the generation of S-matrix must be based 
on the already generated R-matrix. A procedure similar to the generation of R-
matrix is employed. For the generation of the entries in a row (machine), the 
following steps are carried out: 
(1) Randomly pick up one operation with no predecessor according to the 
generated R-matrix. 
(2) Randomly select one machine from the machine set that can process the 
picked operation, and assign the operation to the leftmost empty entry 
in the row representing the machine in S-matrix. 
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(3) Update the R-matrix by deleting the picked operation. 
(4) If there is no operation left in R-matrix, go to (5). Otherwise, go to (1). 
(5) Fill up all the empty entries in the S-matrix with “0” and restore the R-
matrix. Stop. 
By applying the above procedures, a S-matrix can be randomly generated that 
satisfies the already generated R-matrix automatically, which will guarantee 
its feasibility.  
The evaluation of a chromosome is carried out according to the 
following pseudo codes. 
Input: a chromosome (an S-matrix S and an R-matrix R), a set of operations O. 






: the first column of S and R, respectively; 
ST(Oij), ET(Oij): start time and end time of Oij, respectively; 
CT(k), E(k): Critical time and transition energy of machine k, respectively; 
Pre(Oij, R): the immediate predecessor of Oij in R; 
Pre(Oij, S): the immediate predecessor of Oij in S; 
PP(Oij): the processing power of the assigned machine when processing Oij; 
PT(Oij): the processing time of the assigned machine when processing Oij ; 
IP(Oij): the idle power consumed by the assigned machine when waiting for 
Oij; 
WT(Oij): the waiting time of the assigned machine for when waiting for Oij . 
Begin 
Initialize TEC, ST, ET, and WT to be 0/0; 
 While (O≠𝜙) do 
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 and Oij≠-1 
ST(Oij)=max{ET(Pre(Oij, R)), ET(Pre(Oij, S))}; 
ET(Oij)=ST(Oij)+PT(Oij); 
WT(Oij)=ST(Oij)-ET(Pre(Oij, S)); 
  If (WT(Oij)>CT(Oij)) 
  TEC=TEC+ PP(Oij) ∙ PT(Oij)+E(k); 
  Else 
  TEC=TEC+ PP(Oij) ∙ PT(Oij) + IP (Oij) ∙WT(Oij); 







4.3.4 Creation of offsprings 
In a general GA procedure, searching for the optimal solution is conducted 
based on the evolution of the chromosomes over generations. In this evolution, 
new chromosomes (called offsprings) need to be created by applying GA 
operations (crossover and mutation). Apparently, specially designed GA 
operators play an important role in the performance of the specific GA. 
Properly designed GA operators will not only help increase the possibility of 
obtaining a good solution, but also improve the searching efficiency.  
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For the uFJS scheduling problem, four kinds of GA operators are 
designed to achieve changes in job routes, machine assignment, and operation 
sequence on each machine. Besides, operators for R-matrix and S-matrix are 
independently designed and performed. These GA operators are briefly 
described as follows: 
 R-matrix crossover (RC). The mechanism of RC is illustrated in Figure 
4.4. A segment in a row, consisting of several entries, is randomly 
selected from Parent 1 (P1). The offspring inherits all entries from P1 
except those in the selected segment (see Offspring’). Then it inherits 
the missing entries in their appearing order from P2 (see Offspring) so 
that the offspring is feasible.  
 
Figure 4.4. R-matrix crossover operator. 
 R-matrix mutation (RM). The mechanism of RC is illustrated in Figure 
4.5. One entry and one position are randomly selected in a row. The 
offspring inherits all entries from the parent except those between the 
selected entry (inclusive) and position, as shown in Offspring’ in 
Figure 4.5. The missing entry at the selected position in the offspring is 
filled by the selected entry (see Offspring’’). Finally, the offspring 
inherits the other missing entries in their appearing order from its 
parent (see Offspring). The generated offspring will be checked to 
satisfy the PM before going to the next step. If not, the process is 
repeated until a feasible offspring is obtained.  
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Parent Offspring’ Offspring’’ Offspring 
00 01
10 11 12 13
20 21
0 0
   
0 0
O O
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20 21
0 0
   
0 0
O O








Figure 4.5. R-matrix mutation operator. 
 Two S-matrix crossovers: SC1 and SC2 (see Figure 4.6). The 
operations within the parents are transformed into a single row (called 
a line) to facilitate the operation. Entries of “0” in this line act as 
machine divider. For SC1, several discrete entries are randomly picked 
up in P1. For SC2, a segment consisting of several continuous entries 
is randomly picked up in P1. The offspring inherits all the entries from 
P1 except these picked entries (see Offspring’ of SC1). Then it inherits 
the missing entries in their appearing order in P2 (see Offspring’’ of 







line   
Selected 











SC 1 SC 2 
Figure 4.6. The two S-matrix crossover operators. 
 Two S-matrix mutations: SM1 and SM2 (see Figure 4.7). The S-matrix 
is first transformed into a line. For SM1, an entry and a position are 
randomly selected in the parent. A similar procedure to RM (see Figure 
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4.5) is applied to generate the offspring. For SM2, two discrete entries 
are randomly picked up and their positions are exchanged to form an 
offspring in line. At last, the offspring is transformed to S-matrix. 
Parent 
 
Parent in line  
Selected entries 
  
Offspring’   
Offspring’’   
Offspring 
  
S-matrix Mutation SM 1 SM 2 
Figure 4.7. The two S-matrix mutation operators. 
It is worth noting that S-matrix operator may not always lead to 
feasible offsprings. For infeasible chromosomes, the following pseudo codes 
can be applied for repair.  
Input:  an infeasible S-matrix S and its associated R-matrix R in the 
chromosome 






: the first column of S and R, respectively 
Oik: an operation in S
m×1
 but not in R
n×1 
𝜙’: a matrix with each element to be -1. 
Begin 
Initialize S’=S. 
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and Oij and Oij≠-1 
If there is no Oij in S
m×1
 
Change one Oik in S
m×1 
to Oij; 




End-For    
End While  
End 
4.3.5 Reproduction and stopping criterion 
In the process of reproduction, parents are randomly selected from the current 
generation. Each GA operator is assigned a probability according to which the 
GA operator is invoked. 
The selection scheme of uFJS-GA is based on the elitism principle. A 
parameter called generation gap (G < 1) is used to control the total number of 
newly generated offsprings. Specifically, G×P chromosomes from the current 
generation are randomly selected to generate G×P offsprings. Based on fitness 
competition between the offsprings and their parents, chromosomes with 
lower energy consumption are retained, forming one part of the next 
generation. Meanwhile, the other part is constituted by the other (1-G)×P 
chromosomes in the current generation that take no part in the reproduction. In 
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this way, elitism is automatically guaranteed, meanwhile the variety of 
chromosomes can also be reserved. The search algorithm stops when the best 
solution of a generation remains unchanged for a fixed number (Ns) of 
generations.  
4.4. Determination of GA Parameters using Grey Relational 
Analysis (GRA) 
In the uFJS-GA, there are a number of parameters, i.e., population size (P), 
GA operator probabilities (PRM, PRC, PSC1, PSC2, PSM1 and PSM2), generation 
gap (G) and stopping generation requirement (NS). A proper setting of these 
parameters is therefore necessary. Traditional trial-and-error method is not 
only tedious but also inefficient. Cheng and Chang (2007) successfully 
employed the traditional Taguchi experimental design and signal-to-noise 
(S/N) analysis in the parameter setting for a genetic algorithm. However, it is 
also noticed that Taguchi method can only deal with single objective. In fact, 
besides fitness value, repeatability/stability should also be considered as an 
important criterion in evaluating search algorithms. In other words, a search 
algorithm should be able to give solutions with high quality and low deviation 
over runs. To address these two objectives simultaneously, the grey relational 
analysis (GRA) that has been widely used in solving complicated 
interrelationships among the multiple performance characteristics is applied to 
set the GA parameters in this section. The details for implementing the GRA 
can be found in the work of Lin and Lin (2002). The process is briefly 
described as follows (Lin and Lin, 2002). 
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(1) Carry out numerical experiment using Taguchi orthogonal array. The 
ith experiment result in the jth experiment is noted as yij. 
(2) Apply grey relational generating (normalization) using, 
min














(3) Calculate the grey relational coefficient 
ij  using, 
0 0
0 0
min min max max
         
max max
i ij i ij
i j i j
ij
i ij i ij
i j
x x x x









ix is the ideal normalized results for the ith performance 
characteristic and  is the distinguishing coefficient which is normally 
taken as 0.5. 
(4) Calculate the grey relational grade using, 
1
1






   
(4-21) 
where  j  is the grey relational grade for the jth experiment and m is 
the number of performance characteristics. 
(5) Perform analysis based on the grey relational grade and determine the 
parameter settings. 
(6) Carry out the confirmation test using the determined parameter settings. 
In this section, the GA parameters are set using a relatively large 
instance of 8 jobs/8 machines with 27 operations in total (see Table 4.2). An 
entry under any column from M0 to M7 indicates the processing time and 
average processing power required by the assigned machine to perform the 
operation, e.g., “5 (6)” under M0 (for J0) means M0 needs 5 time units to 
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perform O00 with an average processing power of 6 power units. Besides, an 
entry of “-” means the machine cannot perform the operation. Column “d” 
represents the maximum allowable time for a job, which is converted from its 
due date. The energy consumed by these machines during their off-on process 
is
, {15,  21,  12,  16,  12,  2{ 4,  28} ,  10}k off onE   . 
Table 4.2 Data set for the instance with 8 jobs/8 machine and 27 operations. 
J O M0 M1 M2 M3 M4 M5 M6 M7 PM d 
J0 








30 O01 10 (7) - 5 (7) 8 (7) 5 (7) 9 (11) 9 (9) 6 (4) 
O02 - 10 (9) - 5 (5) - 2 (10) 4 (11) 5 (4) 
J1 
O10 5 (6) 7 (12) 3 (10) 9 (7) 3 (10) - 9 (12) - 
0 1 1 1
1 0 0 0
1 0 0 1









O11 - 8 (8) 5 (7) 2 (8) 5 (7) 7 (11) 10 (12) 9 (6) 
O12 - 10 (9) - 5 (8) - 4 (10) 1 (12) 7 (4) 
O13 10 (6) 8 (12) 9 (7) 6 (5) 9 (7) 7 (8) - - 
J2 






   
 
20 O21 - 10 (8) 6 (7) 4 (13) 6 (7) 9 (11) 10 (12) - 
O22 1 ( 8) 4 (12) 5 (10) 6 (10) 5 (10) 10 (10) - 7 (5) 
J3 








20 O31 12 (9) 11 (10) 7 (11) 8 (8) 7 (11) 5 (9) 6 (10) 9 (7) 
O32 4 (9) 6 (11) 2 (7) 10 (9) 2 (7) 9 (10) 5 (9) 7 (4) 
J4 
O40 3 (8) 6 (12) 7 (8) 8 (5) 7 (8) - 10 (12) - 
0 1 1 1
1 0 0 0
1 0 0 1









O41 10 (6) - 7 (9) 4 (7) 7 (9) 8 (8) 6 (10) - 
O42 - 9 (10) 8 ( 10 ) 7 (7) 8 (10) 2 (11) 7 (10) - 
O43 11 (6) 9 (12) - 6 (6) - 5 (11) 3 (11) 6 (5) 
J5 






   
 
20 O51 11 (9) - 9 ( 11 ) 9 (7) 9 (11) 7 (11) 6 (11) 4 (4) 
O52 10 (6) 5 (10) 9 ( 11 ) 10 (6) 9 (11) - 10 (9) - 
J6 






   
 
30 O61 - 9 (12) - 9 (10) - 9 (10) 10 (12) 5 (6) 
O62 - 8 (9) 9 ( 10 ) 3 (11) 9 (10) 6 (10) - 10 (7) 
J7 
O70 2 (10) 8 (10) 5 ( 9 ) 9 (13) 5 (9) 4 (11) - 10 (7) 
0 0 0 0
0 0 1 1
0 1 0 1









O71 7 (8) 4 (9) 7 ( 8 ) 8 (15) 7 (8) - 10 (12) - 
O72 9 (6) 9 (11) - 8 (8) - 6 (10) 7 (9) 1 (4) 
O73 9 (10) - 3 ( 7 ) 7 (9) 3 (7) 5 (9) 8 (11) - 
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1 100 0.3 1 1 1 1 0.3 1000 
2 200 0.5 2 2 2 2 0.5 2000 
3 300 0.7 3 3 3 3 0.7 3000 
 




A B C D E F G H ?̅? σ 
1 1 1 1 1 1 1 1 1 718.9 11.4 
2 1 1 1 1 2 2 2 2 678.3 7.6 
3 1 1 1 1 3 3 3 3 665.0 7.3 
4 1 2 2 2 1 1 1 2 664.1 7.2 
5 1 2 2 2 2 2 2 3 656.3 6.6 
6 1 2 2 2 3 3 3 1 687.7 13.4 
7 1 3 3 3 1 1 1 3 654.1 3.3 
8 1 3 3 3 2 2 2 1 679.9 11.4 
9 1 3 3 3 3 3 3 2 656.9 8.5 
10 2 1 2 3 1 2 3 1 766.1 32.2 
11 2 1 2 3 2 3 1 2 721.9 27.4 
12 2 1 2 3 3 1 2 3 685.9 13.8 
13 2 2 3 1 1 2 3 2 705.4 21.7 
14 2 2 3 1 2 3 1 3 673.3 12.3 
15 2 2 3 1 3 1 2 1 717.8 19.9 
16 2 3 1 2 1 2 3 3 678.5 11.1 
17 2 3 1 2 2 3 1 1 694.1 13.3 
18 2 3 1 2 3 1 2 2 671.6 9.9 
19 3 1 3 2 1 3 2 1 779.5 24.1 
20 3 1 3 2 2 1 3 2 702.6 17.5 
21 3 1 3 2 3 2 1 3 684.2 16.1 
22 3 2 1 3 1 3 2 2 701.9 18.3 
23 3 2 1 3 2 1 3 3 680.6 13.7 
24 3 2 1 3 3 2 1 1 702.9 13.1 
25 3 3 2 1 1 3 2 3 673.2 7.6 
26 3 3 2 1 2 1 3 1 707.0 17.9 
27 3 3 2 1 3 2 1 2 671.4 5.5 
** 1 3 1 1 3 1 1 3 653.9 2.7 
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The implemented uFJS-GA was used to solve this case for the 
experiment designed by Taguchi L27 (3
8
) orthogonal array with three levels of 
each factor as shown in Table 4.3. In Table 4.3, P is the population size and G 
is the generation gap. P’SC1, P’SC2, P’SM1, P’SM2 represent the relative 
probabilities for the four GA operators, respectively. The actual probability of 
a GA operator is calculated as '/ 'i i iP P P  , where 'iP  is the entry in a column 
at level i. PRC is the probability for R-matrix crossover and PRM is set as PRM 
=1- PRC. Ns is the stopping criteria requirement. Due to the non-deterministic 
nature of the GA, the experimental results of each parameter setting are 
averaged over 50 separate test runs. 
The numerical experiment results are shown in Table 4.4, with ?̅? 
representing the average fitness value and σ the standard deviation. Based on 
the results, the aforementioned GRA was carried out, with the grey relational 
grades calculated as shown in Table 4.5. According to GRA, a larger grey 
relational grade is preferred, thus giving the optimal combination as 
“A1B3C1D1E3F1G1H3”, which was not included in the 27 settings. To test 
the effectiveness of this parameter combination, a confirmation test was then 
conducted. Figure 4.8 shows the fitness evolution against generation in one of 
the confirmation tests, and the results are shown in the last row (marked as 
“**”) of Table 4.4. It can be seen that the optimal parameter setting achieved 
an average fitness of 653.9, slightly better than the best average fitness of 
654.1 in setting-7. Meanwhile, σ is also reduced to 2.7, which is lower than 
that of any above setting. The effectiveness of the GRA is thus clearly shown. 
 




Figure 4.8. The fitness evolution in one of the confirmation tests. 
 
Table 4.5 Grey relation grade for each level of the studied parameters. 
Level A B C D E F G H 
1 0.765 0.554 0.648 0.650 0.614 0.651 0.672 0.524 
2 0.559 0.632 0.642 0.644 0.629 0.642 0.639 0.655 
3 0.591 0.730 0.626 0.622 0.673 0.623 0.605 0.737 
4.5. Results and Discussions 
In this section, a comparative study between the implemented MILP algorithm 
and uFJS-GA is firstly conducted using a set of instances. Subsequently, 
another comparative study is carried out among several workshop models to 
demonstrate the advantage of the uFJS model. 
4.5.1. Comparative study between the proposed MILP algorithm 
and uFJS-GA 
The MILP algorithm and uFJS-GA were implemented with CPLEX 12.6 and 
JAVA on a PC (3.3GHz and 4GB RAM), respectively. A set of 12 instances 
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(see Table 4.6) were then used to test their performances. For each instance, 
50 separate runs were conducted. The performance of the two algorithms was 
also recorded in Table 4.6, in which  𝑇𝐸̅̅ ̅̅  and TEmin in energy units (EU) 
represent the average fitness and minimal fitness found, respectively,  𝑡̅ is the 
average search time and η is the success rate of finding TEmin. 
Table 4.6 Obtained results for the uFJS scheduling problems with different 
sizes. 
Instance settings MILP algorithm uFJS-GA 












1 3 3 6 216.0 0.3 216.0 216.0 100% 0.0 
2 3 4 7 293.0 2.1 293.0 293.0 100% 0.1 
3 3 4 8 323.0 6.2 323.0 323.0 100% 0.5 
4 4 4 9 336.0 8.0 336.0 336.0 100% 1.0 
5 4 4 10 354.0 19.1 354.0 354.0 100% 1.1 
6 5 5 13 425.0 657.5 425.5 425.0 88.0% 2.1 
7 6 5 14 460.0 5160.7 460.7 460.0 94.0% 2.9 
8 5 6 14 459.0 59384.4 461.6 459.0 56.0% 3.3 
9 6 6 17 − − 503.8 503.0 78.0% 5.4 
10 7 6 19 − − 564.9 563.0 28.0% 8.7 
11 7 7 21 − − 617.9 615.0 20.0% 9.2 
12 8 8 27 − − 653.6 651.0 14.0% 27.8 
 
It can be seen from Table 4.6 that the MILP algorithm was able to find 
the global minima (within a reasonable amount of time) for the first eight 
instances (up to 5-job/6-machine). The uFJS-GA also found the global minima 
of all eight instances, with much better computational efficiency compared to 
the MILP algorithm. For instances of large sizes, the success rates of uFJS-GA 
showed some decline, but still above a decent level (instance 6-88%, instance 
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7-94%, instance 8-56%). For the last four instances, the MILP algorithm failed 
to find a solution within a reasonable amount of time (set as 60,000s). In 
contrast, the uFJS-GA was able to find a solution for each instance within a 
very short amount of time. On the other hand, it is also noted that with the 
increase of the instance sizes, the success rate of the uFJS-GA also decreased 
(from 78% to 14%). Therefore, larger number of runs is recommended with 
instances of larger sizes. 
4.5.2. Comparative study among different workshop models 
In order to demonstrate the effectiveness of the proposed uFJS model in 
achieving better energy efficiency, a comparison study is made against the 
following three workshop models: 
(1) Classic FJS, where operations are allowed to be performed by 
alternative machines, but the operations in each job have to be 
sequentially performed according to a predetermined route. Compared 













(2) Ultra-job shop (uJS), where there is flexibility in the route of each job, 
but each operation can only be processed on one machine.  
(3) Classic job shop (JS), where the operations in each job have to be 
sequentially performed according to a predetermined route, and each 
operation can only be processed on one machine.  
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The same 12 instances in Table 4.6 were used for the comparative study and 
the average results over 50 separate runs were recorded in Table 4.7. 
Table 4.7 The results of the comparative study. 
No. 
Instance settings uFJS FJS uJS JS 
n m il  𝑇𝐸̅̅ ̅̅  (EU) 𝑇𝐸̅̅ ̅̅  (EU) 𝑇𝐸̅̅ ̅̅  (EU) 𝑇𝐸̅̅ ̅̅ (EU) 
1 3 3 6 216.0 225.0 286.0 301.0 
2 3 4 7 293.0 302.0 366.0 380.0 
3 3 4 8 323.0 332.0 449.0 463.0 
4 4 4 9 336.0 348.0 530.0 538.0 
5 4 4 10 354.0 374.0 580.0 585.0 
6 5 5 13 425.5 441.0 665.0 695.0 
7 6 5 14 460.7 472.3 680.5 698.3 
8 5 6 14 461.6 469.7 685.9 714.1 
9 6 6 17 503.8 516.8 788.5 813.9 
10 7 6 19 564.9 578.3 894.6 918.5 
11 7 7 21 617.9 632.1 1012.1 1034.2 
12 8 8 27 653.6 687.3 1815.5 1929.2 
 
Several interesting findings are observed from the results in Table 4.7: 
(1) Compared to JS and uJS, FJS and uFJS consumed much less energy in 
all instances. This indicates that enabling alternative machines for an 
operation can achieve better energy saving.  
(2) Compared to FJS, lower energy consumption is achieved in uFJS in all 
instances. To have a better insight, the two best schedules for instance-
12 from FJS and uFJS are shown in Figure 4.9 (a) and (b), respectively. 
Clearly, there are four idle intervals in the FJS schedule, while there is 
only one idle interval in the uFJS schedule. This was achieved by 
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Figure 4.9. The Gantt charts for instance 12. (a): The best schedule for a FJS 
(TE=686 EU). (b): The best schedule for an uFJS (TE=651 EU). 
Obviously, the uFJS model is superior to the other three workshop 
models in achieving better energy efficiency. The main reason is that in the 
uFJS model, process planning and scheduling are no longer two separate tasks. 
Instead, they are partially integrated by the introduction of the flexibility in 
determining the routes for the jobs. This integration therefore provides extra 
solution space compared to other workshop models. However, it becomes a 
much more difficult challenge to find a good solution from such an enlarged 
solution space. The proposed GA-based scheduling algorithm is able to obtain 
high-quality solutions in a reasonable amount of time, proving to be an 
effective and efficient solution algorithm for uFJS scheduling problems.  
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The results presented in this paper show that considering the flexibility 
in determining the job routes would bring certain gains in terms of energy 
efficiency. However, process planning and scheduling are traditionally treated 
as two separate and sequential tasks (Wang et al., 2011), so this flexibility is 
usually ignored. Based on the findings in this paper, these two tasks should be 
treated in a more integrated manner. 
4.5.3. Trade-off between energy consumption and tardiness 
As shown in Table 4.7, the current implementation of the algorithms assumes 
that the job tardiness for a given problem can be reduced to zero. However, 
there may be some problems where job tardiness is inevitable, i.e., the delivery 
time cannot be met for all jobs. With such cases, minimizing tardiness usually 
has the top priority. In other words, saving in energy consumption becomes 
meaningful only when job tardiness can be effectively minimized. With slight 
modification, the proposed uFJS-GA is also able to address such problems. 
The solution procedure is described as follows: 
(1) For uFJS-GA, change the fitness to F = T, where T is the total tardiness 
of the current solution.  The uFJS-GA is then run to find the achievable 
minimal tardiness Tmin. 
(2) For uFJS-GA, change the fitness to F = TEC + p(T – Tmin), where p is 
an extreme large penalty factor and T is the total tardiness of the 
current solution. The uFJS-GA is then run to find the optimal solution 
with the minimum energy consumption while the overall tardiness is 
maintained as Tmin. 
 




Energy efficiency is of vital importance in manufacturing nowadays. Related 
energy saving techniques are key to energy-efficient manufacturing. However, 
the workshop models investigated by existing literature are relatively simple 
and far from realistic. To address this problem, this thesis investigates a more 
realistic production environment, i.e., the uFJS model. By considering 
flexibilities in process planning and scheduling, this workshop model can 
better characterize the real production activities. Distinguished from other 
workshop models (e.g., classic FJS and classic JS), the uFJS has three 
simultaneous tasks to perform, i.e., operation routing in each job, machine 
assignment, and operation sequencing on the assigned machines. To formulate 
and solve the energy-efficient scheduling problem in the uFJS, a MILP 
algorithm has been developed. For large-sized instances, a genetic algorithm 
(named uFJS-GA) has been designed. The parameters were determined with 
grey relational analysis to improve the uFJS-GA in terms of solution quality 
and standard deviation. Testing results showed that the MILP worked 
effectively in small-sized problems and uFJS-GA worked more efficiently in 
large-sized instances. By allowing operation sequencing flexibility (for any 
particular job) in the scheduling stage, the integration of process planning and 
scheduling is effectively achieved in the uFJS. As a result, the solution space 
is tremendously enlarged and more energy-efficient solutions can be expected. 
Therefore, if possible, job shops should be treated as uFJS in order to achieve 
more significant energy consumption reduction. 
In the next phase of our study, some of the constraints and assumptions 
will be relaxed to better characterize real production, e.g., machine may not be 
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continuously available and material supply may be delayed. Meanwhile, work 
is underway towards energy-efficient rescheduling in the uFJS to deal with 
machine breakdown/recover and urgent job arrivals. 
. 
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CHAPTER 5  
ENERGY-SENSIBLE INTEGRATION OF PROCESS 
PLANNING AND SCHEDULING 
Energy-efficient manufacturing techniques plays an indispensable role in 
addressing worldwide problems like air pollution, greenhouse emissions and 
climate change. Despite of the close relationship between process planning 
and scheduling, reported research efforts in the existing literature often 
consider energy efficiency issues by treating these two functions separately. 
This may cause various problems, limiting the application of these efforts. To 
address this, this chapter investigates energy-sensible integration of process 
planning and scheduling (ESIPPS). To formulate this problem, a MILP model 
is successfully developed. To solve more realistic large-sized problems, a 
heuristic-based two-stage approach is proposed, which consists of two 
heuristic-based algorithms: (1) Algorithm HAOpWT at Stage 1 aiming at 
reducing total tardiness, and (2) Algorithm HAOpEC-OpWT at Stage 2 aiming at 
reducing the total energy consumption. Comparative studies show that the 
proposed two-stage approach works more efficiently and effectively than a 
GA-based distributed approach (GADA). Through intuitive modification of 
the solution space, the proposed approach can effectively reduce the total 
tardiness and total energy consumption; meanwhile the machining cost of 
individual process plans can also be kept at low level. ESIPPS could allocate 
the machining resources over the shop floor in a more reasonable manner. As 
such, this chapter may be a valuable supplement to the reported efforts aiming 
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at developing energy-efficient manufacturing techniques or multi-objective 
IPPS.  
5.1. Background 
Improving energy efficiency in discrete parts manufacturing has been widely 
accepted as an indispensable role in addressing many worldwide problems 
(e.g., greenhouse emission, air pollution, energy crisis)  since it consumes a 
significant part of energy (Duflou et al., 2012a). As is reported in Chapter 4, 
research on improving energy efficiency in discrete parts manufacturing 
generally follows three directions: (1) optimization of machining parameters 
for a particular process, (2) optimization in process planning for producing a 
particular part, and (3) optimization in scheduling for producing a set of jobs. 
Direction (2) and (3) aim at addressing energy efficiency problems by 
investigating two of the most important functions in a manufacturing system, 
i.e., process planning and scheduling. Despite of their close relationship, these 
two functions are generally treated separately and sequentially by the reported 
works. This may result in several problems. For example, process planning 
usually assumes unlimited resource regardless of the actual availability. Such 
inconsiderateness can easily make a schedule infeasible due to the change of 
actual situation in the shop floor. In addition, the plan is often generated 
without paying much attention to other jobs in the shop. As such, the machine 
with the best performance may be excessively selected and thus causing 
unbalanced resource loading, low resource utilization and poor delivery 
performance (Wang, 2010; Wang et al., 2011).  
Chapter 5 Energy-sensible integration of process planning and scheduling 
96 
 
To address the aforementioned shortcomings effectively, it is 
necessary to achieve integration of process planning and scheduling (IPPS). 
Over the last decades, IPPS has attracted considerable research attention. 
According to their approaches, research in this area can be mainly classified 
into three categories (Li et al., 2010), non-linear approach (NLA), distributed 
approach (DA), and closed-loop approach (CLA).  
Generally, NLA generates and ranks all possible process plans for each 
job, following which a feasible plan is selected according to the current status 
of the shop floor. As such, it is also called flexible process planning or 
alternative process planning (Li et al., 2010). The earliest approach in the 
literature is reported by Chryssolouris et al. (1985). In their work, a 
manufacturing decision–making approach was presented to solve the 
integration problem. Later, Yang et al. (2001) proposed a feature-based 
multiple-alternative process planning system with scheduling verification. 
Grabowik et al. (2005) presented an integration methodology using multiple 
process plans in order to respond in disturbances during manufacturing. 
Recently, Li et al. (2010) proposed a hybrid approach synthesizing advantage 
of genetic algorithm and tabu search. NLA-based IPPS is easy for 
implementation, but the number of alternative process plans would grow 
exponentially when the jobs become complex, making it inefficient due to a 
large number of superfluous plans.  
To avoid superfluous plans, DA carries out process planning and 
scheduling in a simultaneous way, trying to find a solution from the overall 
solution space combining process planning and scheduling. For example, 
Wang et al. (2003) proposed an approach called distributed process planning 
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using machining feature-based reasoning according to the concept of design 
for machining. Wang and Shen (2003) presented an agent-based approach for 
distributed process planning. A multi-machine setup planning approach was 
proposed by Cai et al. (2009) that utilized a genetic algorithm taking 
advantage of the adaptability of setup-associated process plan. Theoretically, a 
global optimal or near-optimal solution can be obtained by DA. However, as is 
known to all, both process planning and scheduling are NP hard problems in 
nature. As a result, DA-based IPPS may suffer a combinatorial-explosive 
problem, i.e., the resulted solution space will become much larger than that of 
process planning or scheduling. Thus, it may be already a challenging task to 
find a good solution within a reasonable amount of time from such a vast 
solution space, let alone a global optimal or near-optimal solution.  
To address this challenge, CLA integrates process planning and 
scheduling through dynamic feedback of production scheduling and real-time 
resources over the shop floor. A representative CLA-based IPPS was proposed 
by Zhang et al. (2003). In their work, the integration of the process planning 
and scheduling was achieved by exploring the flexibility of process planning. 
Later, Wang et al. (2011) extended the work of Zhang et al. (2003) by 
proposing heuristic-based algorithms in order to reduce job tardiness. 
Compared to NLA and DA, this approach is more promising due to its ability 
to find a satisfactory solution effectively and efficiently. However, most 
reported IPPS take traditional criteria as objectives (e.g., total tardiness, total 
machining cost). Research aims at improving energy efficiency over the shop 
floor (i.e., reducing the total energy consumption) is still lacking.  
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The work presented in this chapter is motivated by the following 
aspects. Firstly, energy efficiency issues have attracted intensive research 
attention in process planning level and scheduling, but they are often 
considered separately in the existing literature. This may cause severely 
unbalanced allocation of the machining resources, resulting in infeasible 
solutions and low energy efficiency. Secondly, although IPPS has been 
intensively investigated, few IPPS-based systems address the energy 
efficiency issues. As such, this chapter investigates the energy-sensible 
integration of process planning and scheduling (ESIPPS) in order to better 
achieve energy-efficient manufacturing. 
This chapter is organized as follows. In Section 5.2, the ESIPPS is 
introduced, following which the problem is mathematically formulated using 
mixed-integer linear programming (MILP). Subsequently, a two-stage 
approach to ESIPPS is developed in Section 5.3. To test the effectiveness and 
efficacy of the proposed approach, a set of case studies are carried out in 
Section 5.4. Finally, Section 5.5 concludes the chapter. 
5.2. Integration of Process Planning and Scheduling  
The IPPS consists of two sub-problems, process planning and scheduling. The 
solution to process planning is called a process plan, where the machines (M), 
tools (T), tool approach directions (TAD) for the required operations and their 
sequence are systematically determined in order to transform a raw material 
into a designed part (of a particular job). The solution to scheduling is called a 
schedule, according to which the machining resources over the shop floor are 
allocated to execute the process plans. The overall solution to IPPS, i.e., the 
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process plans for all jobs and the schedule for executing the process plans, is 
called a plans/schedule solution. This section begins with introduction of 
process planning and scheduling, after which the ESIPPS is mathematically 
formulated using MILP.  
5.2.1. Process planning 
In this chapter, the definition of process planning (PP) is consistent with the 
scheme reported in previous works (Ma et al., 2000; Wang et al., 2009; Zhang 
et al., 1997).  
Generally, the process planning problem can be described by the stock, 
part and available machining resources (machines and tools). The delta 
volume represents the materials to be removed from the stock in order to 
manufacture the designed part. A typical example (AHMADI, 2008) with a 
pre-machined cylinder stock is given in Figure 5.1.  
   
(a) (b) (c) 
Figure 5.1. An example of the stock, part, and delta volume. (a): The stock 
model. (b): The part model. (c): The delta volume. 
The delta volume can be further decomposed into s set of volumetric 
features (VFs), each of which can be removed by a set of machining 
operations alone one or several tool approach directions (TADs). Figure 5.2 
shows the extraction results for the example in Figure 5.1. In Figure 5.2 (a), all 
the four possible TADs to the part are shown. TAD 4 is eliminated due to 
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redundancy. Among the other three possible TADs, there are six possible 
sequenced routes in total. The sequenced route of TAD 1→TAD 2→TAD 3 is 
selected here for illustration. The VFs extracted from these three TADs are 
shown in Figure 5.2 (b), (c), and (d), respectively. Each VF can be converted 
into the volume formed by the trajectory of the cutter. These VFs are called 






Figure 5.2. Volumetric features extraction from different TADs. (a): Possible 
TADS to the part. (b) Extracted VFs along TAD 1. (c): Extracted VFs along 
TAD 2. (d): Extracted VFs along TAD 3. 
After VF extraction, the process planning problem can be represented 
in a hierarchical structure as shown in Figure 5.3. The stock and part models 
are at the first level and the extracted VFs are placed in the second level. 
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Level-3 stores the feature type and technological requirements (e.g., tolerance, 
surface finish), based on which the required operation types (OPTs) are 
determined for each VF. Therefore, each VF could lead to several sets of 
OPTs and the number could be different. To make every OPT set for a VF 
have the same number of OPTs, the concept of dummy OPT is introduced, 
which incurs no energy consumption or machining cost and imposes no 
precedence relationships with other OPTs. Up to this point, each VF 
corresponds to the same number of OPTs. For each OPT, all the feasible 
operation methods (OPMs) are formed by the combination of specific machine 
(M), cutter (T), and TAD, which is placed at level-4. Furthermore, the 
precedence relationship between different OPTs is also generated based on 








Figure 5.3. The hierarchical representation of process planning problem. 
 
Based on the above description, the objective of process planning is 
defined as to select a set of OPMs for each VF from the available resources 
and sequence them in such a manner that the overall process plan has the best 
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performance in terms of a certain objective (e.g., total machining cost) while 
satisfying the precedence constraints. 
5.2.2. Scheduling 
The scheduling problem in ESIPPS can be described as follows. A set of jobs 
{ }iJ J  is to be dispatched onto a set of machines specified as { }kM M . Ji 
consists of a set of operations { }i ijO O , which must be performed within the 
precedence constraints. Oij is allowed to be processed with M, T and TAD 
from a given machine set aijM (
aijM M ), a given tool set aijT (
aijT T ), 
and a given TAD set aijTAD (
aijTAD TAD ), respectively. Ji has a due date di. 
Each operation requires a processing time
ijkmnPT  and an average processing 
power
ijkmnPP , where i, j k, m and n represent the job, operation, machine, tool, 
and TAD, respectively. Without loss of generality, the scheduling problem 
makes the following assumptions: 
(1) Each machine can only process one operation at a time. 
(2) Each machine is continuously available for production. 
(3) All machines are idle at time zero. 
(4) An operation cannot begin until its predecessors are completed. 
(5) Once an operation is begun on a machine, it must not be interrupted. 
(6) All jobs are available at time zero. 
(7) Processing time of an operation with (M, T, TAD) includes the setup 
time and the machine changeover time. 
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(8) Energy consumption of due to technical building service (TBS) is 
considered constant. The total energy consumption is considered as the 
total electricity consumed by all machines. 
(9) The shop has 24-h capability. 
(10 
ijkmnPT  and ijkmnPP can be acquired before real production, and they are 
independent of the process plan of Ji.  
5.2.3. Assessment of the energy consumption in a plans/schedule 
solution 
In order to perform energy-sensible IPPS, one must be able to assess the total 
energy consumption of a given schedule. For any machine in a Gantt chart, 
there are two kinds of usage intervals: (1) the processing interval during which 
an operation is being processed on the assigned machine; (2) the transition 
interval when the machine is waiting for an operation to process. The energy 
consumption of these intervals can then be worked out based on the machine’s 
energy consumption profiles (Li et al., 2013). When Mk is “waiting”, it takes 
one of the following two states:  
(1) idle - it consumes idle power IPk; 
(2) off-on - Mk is firstly turned off (energy consumption: Ek,off). Before Mk 
can be used for production, it needs to be turned on and warmed up 
(energy consumption: Ek,on). These two events are combined into a 
single one called off-on transition with energy consumption Ek,off-on = 
Ek,off + Ek,on. At the same time, an off-on transition takes a minimum 
amount of time Tk,off-on for its completion.  
For a given transition interval of total time TI, the first task is to 
determine its states: idle or off-on. The method introduced by Mouzon et al., 
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(2007) is adopted and slightly modified. Firstly, the critical off-on time (CTk) 








  (5-1) 
Secondly, the state of the transition interval is determined by the following: 
(1) If TI < CTk, the transition interval is assigned idle. 
(2) If TI > Tk,off-on,  the transition interval is assigned off-on. 
(3) If
,  k k off onCT TI T  , the transition interval is assigned off-on. At the 
same time, the interval must be extended to Tk,off-on. The original 
schedule must be updated accordingly. 
Once the state of every transition interval is assigned, the total energy 
consumption can be assessed. 
5.2.4. Mathematical Formulation of ESIPPS 
In ESIPPS, three objectives are considered: (1) minimizing total tardiness (TT) 
of all jobs, (2) minimizing total energy consumption (TEC) over the shop floor, 
and (3) keeping the total machining cost (TMC) for individual process plans at 
low level. In real production, objective (1) usually has the top priority. 
Reduction in energy consumption and machining cost becomes meaningful 
only when the total tardiness can be effectively minimized. It is also noted that 
machining cost and energy consumption can be combined using an energy 
cost index TECw . As such, objective (2) and (3) can be represented by 
minimizing the combined cost ( TECw TEC TMC ) due to energy consumption 
and machining. The following symbols and variables are used in order to 
formulate the ESIPPS. 
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n tool approach directions 
Parameters 
PTijkmn the processing time required to process  Oij with (Mk, Tm, 
TADn) 
PPijkmn the average processing power required  to process Oij with 
(Mk, Tm, TADn) 
IPk the idle power of Mk 
Ek,off-on the energy consumed by Mk during an off-on process 
TPE the total processing energy of a schedule 
CTk the critical off-on time of Mk 
ITk the total idle time of Mk in a schedule 
TTE the total transition energy of a schedule 
TEC the total energy consumption of a schedule 
L a large positive number 
MCIk machine cost index of Mk   
MCCI machine change cost index 
TCIm tool cost index of Tm  
TCCI tool change cost index 
SCCI setup change cost index 
p an extreme large penalty factor 
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TTmin the smallest achievable total tardiness 
TECw  energy cost index 
(Oij, Oij’) elements in precedence matrices: when (Oij, Oij’)=1, Oij must 
be performed before Oij’ 
Decision variables 
STijkmn the starting time of Oij with (Mk, Tm, TADn); STijkmn≥0 
ETijkmn the ending time of  Oij with (Mk, Tm, TADn); ETijkmn≥0 
TIijkmn the length of transition interval immediately before Oij with 
(Mk, Tm, TADn); TIijkmn≥0 
xijkmn if Oij is assigned with (Mk, Tm, TADn), xijkmn=1;  otherwise, 
xijkmn=0 
yijkmn-i’j’k’m’n’ if Oij with (Mk, Tm, TADn) precedes Oi’j’ with (Mk’, Tm’, 
TADn’), yijkmn-i’j’k’m’n’=1; otherwise, yijkmn-i’j’k’m’n’=0 
zijkmn if TIijkmn is assigned off-on state, zijkmn=1; otherwise zijkmn=0 
Ti tardiness of Ji; Ti ≥0 
OpWTijkmn operation waiting time, i.e., the length of the interval between 
an operation and  its immediate predecessor in the process 
plan of  Ji 
MCijkmn if Mk is different from the machine assigned to its immediate 
predecessor in the process plan of Ji, MCijkmn=1; otherwise, 
MCijkmn=0 
SCijkmn if TADn is different from the TAD assigned to its immediate 
predecessor in the process plan of Ji and the machines are the 
same,  SCijkmn=1; otherwise, SCijkmn=0 
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TCijkmn if Tm is different from the tool assigned to its immediate 
predecessor in the process plan of Ji and the machines are the 
same,  TCijkmn=1; otherwise, TCijkmn=0 
For a given plans/schedule solution, TPE is obtained by summing up the 




i J j O k M m T n TAD
TPE PP PT x
    
       (5-2) 
TTE is obtained by summing up the transition energy of all operations as, 
,( (1 ) )
aij aij aij
i
k ijkmn ijkmn k off on ijkmn
i J j O k M m T n TAD
TTE IP TI z E z
    
          (5-3) 
With TPE and TTE, TEC can be obtained as TPE=TTE+TPE. 










k m ijkmn ijkmn ijkmn ijkmn
i J j O k M m T n TAD
TMC MCI TCI MCCI MC TCI TC SCCI SC x
    
             (5-5) 
With the above analysis, the energy-effcient IPPS can be formulated as 
a MILP model subject to a set of constraints described in Eq. (5-6) to Eq. (5-
24). 
Minimize: F TT  (5-6a) 
Minimize: 






k M m T n TAD
x
  
 , ii J j O     (5-7) 
   
ijkmn ijkmn ijkmn ijkmnET ST PT x   ,  ,  , ,  
aij aij aij
ii J j O k M m T n TAD           (5-8) 
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ijkmn ijkmn ijkmn ijkmn ijkmn ijkmn ijkmnST ET TI MC TC SC x L        (5-9) 
,  ,  , ,  aij aij aijii J j O k M m T n TAD           
  
' ' ' ' ' ' ' 'ijkmn i j km n ijkmn i j km nST ET y L    (5-10) 
' ' ' ' ' '
',  ' , , ' ,  ' , , , ' , , '
aij ai j aij ai j aij ai j
i ii i J j O j O j j k M M m T m T n TAD n TAD                   
  
' ' ' ' ' ' ' '(1 )  i j km n ijkmn ijkmn i j km nST ET y L     (5-11) 
' ' ' ' ' '
',  ' , , ' ,  ', , , ' , , '
aij ai j aij ai j aij ai j
i ii i J j O j O j j k M M m T m T n TAD n TAD                   
  
' ' ' ' ' ' ' '  ijkmn ij k m n ijkmn ij k m nST ET y L    (5-12) 
' ' ' ' ',  , ' ,  ,  ' , ' , ' , , 'aij aij aij ai j aij ai jii J j j O k M k M k k m T m T n TAD n TAD                  
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 Eq. (5-6) is the objective function. Specifically, Eq. (5-6a) is firstly set 
as the objective to find the smallest achievable tardiness TTmin. Subsequently, 
Eq. (5-6b) is set as the objective. In this way, the combined cost due to energy 
consumption and machining can be minimized; meanwhile the total tardiness 
can be kept as TTmin. 
Constraint (5-7) ensures that each operation is processed with and only 
with one combination of (M, T, TAD). Constraint (5-8) states that once an 
operation is started with the assigned (M, T, TAD), it must not be interrupted 
until it is finished. Constraint (5-9) guarantees that if an operation is not 
assigned to a certain OPM, its starting time, ending time, transition interval, 
machine change, tool change and setup change should be zero. Constraints (5-
10) and (5-11) make sure that no more than one operation can be processed by 
a machine at any time. Constraints (5-12) and (5-13) show that operations in 
the process plan of a job cannot be processed simultaneously by different 
machines. Constraints (5-14) and (5-15) give the definition of the decision 
variable yijkmn-i’j’k’m’n’. Constraint (5-16) ensures the precedence relationships 
are not violated. Constraint (5-17) defines the length of transition interval 
immediately before an operation. Constraint (5-18) defines the operation 
waiting time of a certain operation. Constraints (5-19), (5-20) and (5-21) 
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identify the machine change, tool change and setup change, respectively. 
Constraints (5-22) and (5-23) determine the status of the transition interval. 
Finally, constraint (24) defines the tardiness of each job. 
5.3. A Two-stage Approach to ESIPPS 
It is well known that both process planning and scheduling are NP hard 
problems. The integration will make the solution space much larger than either 
of the original ones. As a result, it is extremely difficult, if not impossible, to 
obtain a good solution using direct means from such a vast solution space. In 
addition, ESIPPS includes objectives in different domains, resulting a trade-
off problem. To address these problems, a two-stage approach is proposed in 
this section. 
5.3.1. System overview 
The ESIPPS is developed on basis of the IPPS proposed by Zhang et al. 
(2003). As shown in Figure 5.4, the ESIPPS consists of three modules, i.e., 
computer-aided process planning (CAPP) module, scheduling module, and 
facilitator module. These modules are to be described in the following sections. 
The CAPP module generates a process plan for a given job based on a 
given criterion. In this module, the criterion in process planning is minimum 
TMC, i.e., the sum of machine cost (MC), tool cost (TC), machine change cost 
(MCC), set-up change cost (SCC), and tool change cost (TCC). A genetic 
algorithm (GA) similar to that reported by Zhang et al. (1997) is applied for 
finding an optimal or near-optimal solution. Subsequently, the scheduling 
module generates a schedule aiming at minimum total tardiness. The 
integration is then achieved using heuristic-based algorithms in the facilitator 
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module, which provides intuitive feedback for process planning solution space 
modification. Those process plans involving processing planning solution 
space modification are then re-generated and fed to the scheduling module to 
generate a new plans/schedule solution. Although this plans/schedule 
generation procedure is iterative in nature, the overall objective is expected to 
become better in an efficient and effective manner. This ESIPPS is different 
from the previous IPPS (Zhang et al., 2003) with the following distinguished 
characteristics: 
(1) In addition to reducing total tardiness and total machining cost, 
reducing total energy consumption is also considered to improve the 
energy efficiency over the shop floor. 
(2) Instead of employing the earliest due date (EDD) rules, the scheduling 
module in ESIPPS obtains a satisfactory solution by employing a GA-
based algorithm, which could obtain solution with higher quality. 
(3) In the facilitator module, the solution space will be restored if previous 
modification cannot improve the quality of the plans/schedule solution. 
In this way, excessive modification of the solution space could be 
effectively avoided. 
(4) The ESIPPS uses a two-stage approach. Stage 1 aims at reducing 
tardiness, while Stage 2 aims at reducing energy consumption. 
Accordingly, two sets of heuristic-based algorithms are developed in 
the facilitator module. 
 




Figure 5.4. The structure of the two-stage approach to ESIPPS. 
5.3.2. Stage 1: minimizing total tardiness using algorithm HAOpWT 
At Stage 1, the facilitator module reduces the total tardiness of the jobs using 
the developed heuristic-based algorithm. The heuristic is developed based on 
the concept of operation waiting time (OpWT) in a generated schedule solution 
and is thus called Algorithm HAOpWT. As illustrated in the Gantt chart in 
Figure 5.5, the OpWTij is defined as the time between Oij and its immediate 
predecessor in the process plan of Ji.  
 
Figure 5.5. Definition of operation waiting time. 
As is pointed out by Wang et al. (2011), the OpWT explains the basic 
cause of the tardiness. If the OpWT is reduced, it is probable that the makespan 
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of the tardy job can also be shortened, thus providing great potential for 
tardiness reduction. Using this guideline, Algorithm HAOpWT identifies 
Jcritical/Ocritical/Mcritical iteration by iteration for process planning solution space 
modification. Here, Jcritical is the identified job. Generally, it is the job with the 
smallest tardiness. Ocritical is the operation with the largest OpWT among the 
operations in Jcritical. Mcritical is the machine assigned to process Ocritical in the 
current plans/schedule solution. The algorithm is modified from HA-tardy 
(Wang et al., 2011) and is described as follows. 
Algorithm HAOpWT: 
Input: Current plans/schedule solution, tardy job set Jtardy, 
Jcritical’/Ocritical’/Mcritical’ in last iteration (if re-identification is needed) 
Output: Jcritical/Ocritical/Mcritical and modified process planning solution space 
Procedure: 
(1) Identify Jcritical. 
(a) Check each Jtardy in Junsolvable. If it is not solvable (i.e., the sum of 
minimal processing time of all operations exceeds the maximum 
allowable time of the job). Set Jtardy= Jtardy\ {Jcritical}, Junsolvable= 
Junsolvable∪{Jcritical}; 
(b) Sort Jtardy in an ascending order of tardiness as Jtardy={Jtardy-1, Jtardy-
2, …, Jtardy-n};  
(c) Set the first job as Jcritical. If Jtardy=ϕ, go to step 5; 
(2) Calculate the OpWT for each operation in the process plan of Jcritical in the 
current plans/schedule solution. 
(3) Find Ocritical and Mcritical. 
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(a) Sort the OpWT of these operations in a descending order as 
OpWT= {OpWT 1, OpWT 2, …, OpWT n} ;  
(b) Select the first OpWT as OpWTcritical, set the corresponding 
operation and processing machine as Ocritical and Mcritical, 
respectively. If OpWT =ϕ, go to step 4; 
(c) If Ocritical/Mcritical is the same with Ocritical’/Mcritical’, set OpWT= 
OpWT\{OpWTcritical}and go to Step 3 (b); 
(d) Check whether Ocritical has a nonzero OpWT and can be processed 
on alternative machines. If not, set OpWT =OpWT \ {OpWTcritical} 
and go to step 3 (b). 
(4) Set Jtardy= Jtardy\{Jcritical} and go to Step 1 (c). 
(5) If Junsolvable =ϕ, exit; otherwise, set Jtardy= Junsolvable, Junsolvable =ϕ, and go to 
Step 1 (b). 
(6) Modify the process planning solution space of Jcritical. 
(a) Remove Mcritical from the machine list of Ocritical; 
(b) Delete all OPMs that use Mcritical. 
(7) Output the Jcritical/Ocritical/Mcritical. 
With Algorithm HAOpWT, Jcritical/Ocritical/Mcritical can be obtained for 
process planning space modification by updating the solution space of Jcritical. 
Subsequently, the CAPP module and scheduling module are invoked again to 
generate a new plans/schedule solution. At this stage, the solution space will 
be restored to the previous one if the algorithms fail to make improvement in 
total tardiness. The process planning-scheduling-solution modification process 
continues until the stopping criterion is met, i.e., no improvement can be made 
for a certain number (Ns1) of consecutive iterations. 
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5.3.3. Stage 2: minimizing energy consumption using algorithm 
HAOpEC-OpWT 
At Stage 2, the input is the latest plans/schedule solution together with the 
updated solution space obtained in Stage 1. The objective at this stage is to 
minimize the total energy consumption over the shop floor without sacrifice of 
the obtained job tardiness at Stage 1. 
At this stage, the operation energy consumption (OpEC) is considered 
as the main thread in the heuristic-based algorithm for reducing energy 
consumption. Similar to Algorithm HAOpWT, HAOpEC-OpWT at Stage 2 also 
identifies Jcritical/Ocritical/Mcritical at each iteration for solution space 
modification.  
For a certain operation, there exist various combinations of (M, T, 
TAD). Due to the difference in the efficiency of machine tools and cutters, the 
amount of energy required by a certain combination of (M, T, TAD) may be 
different. For Oij, ΔOpECij is defined as, 
' ' ' ' '' , ' , '
max
aij ai j aijij ijk m n ijkmnk M m T n TAD
OpEC OpEC OpEC
  
    (5-25) 
where 
' ' ' ' '' , ' , '
max
aij ai j aij ijk m nk M m T n TAD
OpEC
  
 represents the largest OpEC for Oij among 
all OPMs; 
ijkmnOpEC represents the OpEC in the current plans/schedule 
solution. 
Essentially, ΔOpECij can be considered as a reflection of the energy 
saving potential for Oij in the current plans/schedule solution. The smaller 
ΔOpECij is, the larger potential it may provide by processing Oij on an 
alternative machine. To illustrate this, an example is given in Figure 5.6. 
Originally, the Gantt chart of the schedule is shown in Figure 5.6(a) in which 
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O21 is processed on M1 with an OpEC of 51 kJ. If it is processed on M2, both 
its OpWT and OpEC can be reduced. Subsequently, O22 and O31 would be 
shifted leftwards and the new schedule is shown in Figure 5.6(b). By doing 
this, the energy consumption can be reduced in the following two aspects: 
(1) OpEC21 is reduced to a lower processing energy consumption (40 kJ).  






Figure 5.6. Heuristic to reduce total energy consumption. (a) Original solution. 
(b): Modified solution. 
On the other hand, reducing tardiness often has the top priority in 
realistic production scenario. Therefore, energy consumption should not be 
reduced at the sacrifice of job tardiness. It is worth noticing that if an 
operation has a zero OpWT, processing it on another machine may cause 
unnecessary increase of the job completion time or job tardiness. So OpWT 
should also be considered when developing the heuristic-based algorithm. As 
a result, the heuristic-based algorithm is called Algorithm HAOpEC-OpWT. The 
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critical operation, Ocritical, is identified as the operation with the smallest 
ΔOpEC among all operations and, at the same time, with a nonzero OpWT.  
Jcritical is the job Ocritical belongs to and Mcritical is the machine Ocritical is 
assigned to.  
Algorithm HAOpEC-OpWT 
Input: Current plans/schedule solution, modified process planning solution 
space obtained by Stage 1, Jcritical’/Ocritical’/Mcritical’ in last iteration (if re-
identification is needed) 
Output: Jcritical/Ocritical/Mcritical and modified process planning solution space 
Procedure: 
1. Calculate the OpWT for all operations in the current plans/schedule 
solution. 
2. Calculate ΔOpEC for all operations in the current plans/schedule solution. 
3. Find Ocritical and Mcritical. 
(a) Sort the ΔOpEC of all operations in an ascending order as 
ΔOpEC= {ΔOpEC1, ΔOpEC2, …, ΔOpECn} ; 
(b) Select the first ΔOpEC as ΔOpECcritical, set the corresponding 
operation and processing machine as Ocritical and Mcritical, 
respectively. If ΔOpEC=ϕ, exit; 
(c) If Ocritical/Mcritical is the same with Ocritical’/Mcritical’, set ΔOpEC= 
ΔOpEC\{ΔOpECcritical} and go to step 3(b); 
(d) Check whether Ocritical has a nonzero OpWT and can be processed 
on alternative machines. If not, set ΔOpEC=ΔOpEC\ {ΔOpECcritical} 
and go to step 3 (b). 
4. Update the process planning solution space for Jcritical. 
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(a) Remove Mcritical from the machine list of Ocritical; 
(b) Delete all OPMs that use Mcritical. 
5. Output the Jcritical/Ocritical/Mcritical. 
 
Similarly, the solution space will be restored to the previous one if no 
improvement can be made by previous modification. The iterative process 
stops when the fitness value remains unchanged for Ns2 iterations. 
5.4. Testing Results and Discussion 
In this section, another approach for the ESIPPS, i.e., a GA-based distributed 
approach, is briefly introduced. Subsequently, the performances of the three 
developed approaches are compared using a set of designed cases. 
5.4.1. A GA-based distributed approach for ESIPPS 
To test the efficacy of the proposed two-stage approach, a GA-based algorithm 
was also developed for the purposed of comparison. As an illustration, the GA 
solution representation for a 3 jobs/4 machines IPPS is shown in Figure 5.7. 
The solution chromosome consists of a P-matrix storing the process plans of 
all jobs (see Figure 5.7 (a)), and a S-matrix storing the schedule (see Figure 
5.7 (b)). Once the P-matrix and S-matrix are given, the information regarding 
each operation (processing time, processing power, etc.) can be determined. 
As a result, the chromosome can be easily mapped to a Gantt chart, as shown 
in Figure 5.7 (c). Based on the Gantt chart, the fitness for the chromosome can 
be assessed according to Eq. (5-6a)/Eq. (5-6b). 
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Figure 5.7. A solution representation for an IPPS with 3 jobs/ 4 machines. (a): 
P-matrix. (b): S-matrix. (c): The Gantt chart for the chromosome. 
The overall procedure of the GA-based algorithm for minimizing a 
certain objective is briefly described as follows: 
(1) Randomly initialize P chromosomes in the first generation according to 
the precedence relationships in each job. 
(2) Check and repair to make all the chromosomes feasible.  
(3) Evaluate these P chromosomes in the current generation. 
(4) If the stopping criterion is met, go to step (5); otherwise, generate P 
chromosomes in the next generation using one P-matrix operator and 
one S-matrix operator according to their probabilities, and go to step 
(2). Four crossover and mutation operators have been designed. They 
are briefly described as follows: 
- P-matrix crossover with probability PPC. Two parent chromosomes 
(P1 and P2) are randomly selected from the current generation. 
Several positions in the same process plan are randomly selected 
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from P1. The offspring inherits all entries from P1 except those at 
the selected positions. Then it inherits the missing entries in their 
appearing order from P2 so that the offspring is feasible (see Figure 
5.8).  
 
Figure 5.8. P-Matrix crossover. 
- P-matrix mutation with probability PPM. One parent chromosomes 
(P1) is randomly selected from the current generation. One 
operation is randomly selected from P1. The offspring inherits all 
entries from P1 except those at the selected position. The missing 
entries at the selected position are changed to another OPM (M, T, 
TAD) from the alternative OPMs (see Figure 5.9). 
 
 
Figure 5.9. P-Matrix mutation. 
- S-matrix crossover with probability PSC. Two parent chromosomes 
(P1 and P2) are randomly selected from the current generation. 
Then each S-matrix is transformed into a line with entry “0” 
denoting machine change. Subsequently, several positions in P1 
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line are randomly selected. The offspring inherits all entries from 
P1 line except those at the selected positions. Then it inherits the 
missing entries in their appearing order from P2 line (see Figure 
5.10). 
 
Figure 5.10. S-Matrix crossover. 
- S-matrix mutation with probability PSM. A chromosome is 
randomly chosen and then transformed into a line (P line). The 
offspring is generated by inserting a randomly selected entry before 
another randomly chosen entry (see Figure 5.11). 
 
Figure 5.11. S-Matrix Mutation. 
(5) Output the obtained solution and stop. 
With the four GA operators, the GA-based algorithm could be 
expected to traverse the whole solution space of process planning and 
scheduling in a simultaneous manner. Therefore, this GA-based algorithm 
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belongs to distributed approach, and it is called GADA (GA-based distributed 
approach) in the rest of the chapter. 
The selection scheme of GADA is based on the elitism principle. A 
parameter called generation gap (G < 1) is used to control the total number of 
newly generated offsprings. Specifically, G×P chromosomes from the current 
generation are randomly selected to generate G×P offsprings. Based on fitness 
competition between the offsprings and their parents, chromosomes with 
better fitness values are retained, forming one part of the next generation. 
Meanwhile, the other part is constituted by the other (1-G)×P chromosomes in 
the current generation that take no part in the reproduction. In this way, elitism 
is automatically guaranteed, and the variety of chromosomes can also be 
reserved. The search algorithm stops when the best solution of a generation 
remains unchanged for a fixed number (Ns) of generations.  
It is worth noticing that GADA also has two objectives, i.e., Eq. (5-6a) 
and Eq. (5-6b). Similar to the procedure of the MILP model, GADA also 
minimizes the combined cost due to energy consumption and machining 
subject to the minimal achievable total tardiness, TTmin. 
5.4.2. Case study with small-sized problems 
Up to now, the three approaches have been developed to solve the ESIPPS. 
The MILP algorithm was implemented with CPLEX 12.6, while both GADA 
and HAOpWT-HAOpEC-OpWT were implemented with JAVA on NetBeans IDE 7.4. 
The PC has a 3.3GHz processor and a 4GB RAM. The three algorithms were 
firstly tested using a set of designed small cases and their performances are 
compared. The energy cost index ( TECw ) is set as 10, and the penalty factor (p) 
Chapter 5 Energy-sensible integration of process planning and scheduling 
123 
 
is set as 10,000. Other parameters for the three algorithms are shown in Table 
5.1. Due to the stochastic nature of GADA and HAOpWT-HAOpEC-OpWT, their 
results were averaged over 20 separate runs. The results are shown in Table 
5.2, where entries under column J, M, T and O represent the total number of 
jobs, machines, tools and operations, respectively; column C stores the 
combined cost (i.e., TECC w TEC TMC   ). 
Table 5.1 Major parameters for the three approaches. 
MILP  GADA HAOPWT-HAOpEC-OpWT 
L P PPC PPM PSC PSM G NS NS1 NS2 
100 100 0.7 0.7 0.6 0.4 0.7 500 5 5 
 
It can be seen that the MILP algorithm managed to find the solutions in 
the first five cases, but it failed to find a solution for case-6 and case-7 within 
a reasonable amount of time (set as 5, 000s in this study). This is probably 
because ESIPPS is NP hard. Even though case-6 and case-7 are relatively 
small cases, their solution space is already too large for the MILP solver to 
find the optimal solution in a reasonable amount of time. Meanwhile, for all 
seven cases, the proposed GADA managed to find the optimal/near-optimal 
solutions, and at the same time, in a much shorter time than MILP, showing its 
effectiveness and efficiency.  
It is worth noticing that although the proposed HAOpWT-HAOpEC-OpWT 
also managed to find solutions in a short time, the solution quality were not as 
good as that of MILP or GADA. This is expected because the two-stage 
approach searches the solution from a solution space that is modified iteration 
by iteration. The solution space may be excessively narrowed down even by a 
few modifications when the case is too small, making it nearly impossible to 
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find an optimal solution. In fact, the proposed HAOpWT-HAOpEC-OpWT is not 
designed for searchIing for a so-called optimal solution. Instead, it aims at 
offering a satisfactory solution for realistically large-sized ESIPPS problems. 
In the seven cases shown in Table 5.2, the average number of operations in a 
job is fewer than three. Such jobs hardly exist in real production. The small-
sized cases are designed mainly for testing the effectiveness of the GADA. It 
clearly shows that for small-sized problems, the GADA is able to find the 
optimal or near-optimal solution in a reasonable amount of time. 
Table 5.2 Results for the small-sized cases. 
Instance settings MILP algorithm GADA HAOpWT-HAOpEC-OpWT 
No. J M T O TTmin C t [s] TTmin  C t [s] TTmin C t [s] 
1 2 2 4 4 9.0 3075.0 0.6 9.0 3075.0 0.1 12.0 4100.1 0.3 
2 3 2 4 7 25.0 3936.0 1.7 25.0 3936.0 0.7 28.0 4258.2 0.8 
3 3 3 4 7 10.0 4271.0 4.5 10.0 4271.0 1.3 15.0 5600.3 1.6 
4 4 3 4 10 22.0 5605.0 481.1 22.3 5606.1 2.1 30.2 6500.9 2.9 
5 4 3 4 11 26.0 5988.0 1405.9 26.1 5988.6 2.1 32.3 5647.6 2.9 
6 5 3 4 13 − −  − 23.6 6548.3 3.8 25.9 7421.3 4.2 
7 5 4 4 14 − − − 20.5 7342.3 7.9 25.1 7123.3 9.8 
 
5.4.3. Case study with large-sized problems 
In this section, a more complex and realistic problem is studied. In this case, 
eight prismatic parts (J0-J7) as shown in Figure 5.12 are to be manufactured in 
a job shop. The available machining resources in the job shop and the related 
cost indexes are shown in Table 5.3.  The job information of the eight jobs is 
shown in Table 5.4. Other information (e.g., processing time, processing 
power, due date) is randomly generated. 
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Table 5.3 The available machining resources and cost indexes in the job shop. 
M Machine Type MCI Tool Tool Type TCI MCCI SCCI TCCI 
M0 drill press 10 T0 Drill 3 
300 90 10 
M1 vertical CNC 50 T1 Drill 3 
M2 horizontal milling  40 T2 Reamer 8 
M3 vertical milling  35 T3 Boring tool 15 
M4 vertical milling  45 T4 Milling cutter 10 
   T5 Milling cutter 15 
   
T6 Chamfer tool 10 
   
T7 Slot mill 10 
   T8 Drill 5 
   T9 Drill 4 
   T10 Side mill 12 
 
In order to solve this ESIPPS, the developed GADA and the proposed 
HAOpWT-HAOpEC-OpWT were invoked to search for a plans/schedule solution. 
GADA were implemented with a set of different stopping criteria (Ns), while 
algorithm HAOpWT-HAOpEC-OpWT was implemented when Ns1 = Ns2 = 10. The 
MILP algorithm was not considered for this case because it failed to find any 
solution within 5,000s.  
The results are averaged over 20 separate runs, as shown in Table 5.5. 
It is worth noticing that the results in column “C” under HAOpWT-HAOpEC-OpWT 
are not obtained directly by the two-stage approach. Instead, they are 
calculated using TECC w TEC TMC   for the purpose of comparison. 
  











Figure 5.12. The eight prismatic parts in the studied case. 
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Table 5.4 Process information for the jobs. 
J VFs OPTs Ms Ts TADs Predecessors 
0 
F1 OPT1 M0, M1, M2, M3, M4 T0, T1 ±z OPT2, OPT3, OPT4, OPT11 
F2 
 
OPT2 M0, M1, M2, M3, M4 T0, T1 ±z OPT11 
OPT3 M1, M2, M3, M4 T2 ±z OPT2, OPT11 
OPT4 M1, M2, M3, M4 T3 ±z OPT2, OPT3,OPT11 
F3 OPT5 M1, M2, M3, M4 T4, T5 +x - 
F4 OPT6 M0, M1, M2, M3, M4 T0, T1 -z - 
F5 OPT7 M1, M2, M3, M4 T4, T5, T7 -y OPT5, OPT8,OPT11 
F6 OPT8 M1, M2, M3, M4 T4, T5 -y,-z OPT5,OPT11 
F7 OPT9 M0, M1, M2, M3, M4 T0, T1 ±z OPT5, OPT8,OPT11 
F8 OPT10 M1, M2, M3, M4 T0, T1 ±z OPT5 
F9 OPT11 M1, M2, M3, M4 T4, T5 -y OPT5 
F10 OPT12 M0, M1, M2, M3, M4 T0, T1 -y OPT5, OPT11 
1 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x, -y, -z OPT1 
F2 OPT2 M1, M2, M3, M4 T7, T10 ±y OPT1 
F3 OPT3 M1, M2, M3, M4 T7, T10 ±y OPT1 
F4 OPT4 M1, M2, M3, M4 T7 ±x OPT1 
F5 OPT5 M1, M2, M3, M4 T7 -y OPT1 
F6 OPT6 M0, M1, M2, M3, M4 T0, T1 ±y OPT1 
F7 OPT7 M0, M1, M2, M3, M4 T0, T1 -x OPT1, OPT5 
F8 OPT8 M0, M1, M2, M3, M4 T0, T1 +x OPT1, OPT5 
F9 OPT9 M1, M2, M3, M4 T4, T5, T7 ±z OPT1 
F10 OPT10 M1, M2, M3, M4 T6 ±x OPT1 
2 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x, -y, -z         - 
F2 OPT2 M1, M2, M3, M4 T7 -z OPT1 
F3 OPT3 M1, M2, M3, M4 T7 ±x OPT1 
F4 OPT4 M0, M1, M2, M3, M4 T0, T1 ±z OPT1 
 OPT5 M0, M1, M2, M3, M4 T8 ±z OPT1, OPT4 
F5 OPT6 M0, M1, M2, M3, M4 T0, T1 ±z OPT1 
 OPT7 M0, M1, M2, M3, M4 T8 ±z OPT1, OPT6 
F6 OPT8 M1, M2, M3, M4 T4, T5, T7 ±z OPT1 
F7 OPT9 M1, M2, M3, M4 T7 ±z OPT1, OPT8 
3 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x, ±z - 
F2 OPT2 M1, M2, M3, M4 T4, T5 ±x, -z - 
F3 OPT3 M1, M2, M3, M4 T7 ±x OPT2 
F4 OPT4 M0, M1, M2, M3, M4 T0, T1 ±y OPT1, OPT2 
 OPT5 M0, M1, M2, M3, M4 T9 ±y OPT1, OPT2, OPT4 
F5 OPT6 M0, M1, M2, M3, M4 T0, T1 ±y OPT1, OPT2 
 OPT7 M0, M1, M2, M3, M4 T9 ±z OPT1, OPT2, OPT6 
F6 OPT8 M1, M2, M3, M4 T7, T10 ±x OPT2 
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Table 5.4 (continued) Process information for the jobs. 
J VFs OpTs Ms Ts TADs Predecessors 
4 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x - 
F2 OPT2 M1, M2, M3, M4 T7, T10 ±x OPT1 
F3 OPT3 M1, M2, M3, M4 T7, T10 ±x OPT1 
F4 OPT4 M1, M2, M3, M4 T7, T10 ±x OPT1 
F5 OPT5 M1, M2, M3, M4 T7, T10 ±x OPT1 
F6 OPT6 M0, M1, M2, M3, M4 T0, T1 ±y OPT1, OPT2 
F7 OPT7 M0, M1, M2, M3, M4 T0, T1 ±z OpT1 
 OPT8 M1, M2, M3, M4 T7 ±z OPT1, OPT7 
F8 OPT9 M0, M1, M2, M3, M4 T0, T1 -y OPT1 
 OPT10 M1, M2, M3, M4 T7 -y OPT1, OPT3, OPT9 
5 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x - 
F2 OPT2 M1, M2, M3, M4 T7, T10 ±x OPT1 
F3 OPT3 M1, M2, M3, M4 T7, T10 ±x OPT1 
F4 OPT4 M0, M1, M2, M3, M4 T0, T1 -z - 
 OPT5 M1, M2, M3, M4 T9 -z OPT4 
F5 OPT6 M0, M1, M2, M3, M4 T0, T1 -z - 
 OPT7 M1, M2, M3, M4 T9 -z OPT6 
F6 OPT8 M0, M1, M2, M3, M4 T0, T1 -z OPT1 
 OPT9 M1, M2, M3, M4 T2 -z OPT1, OPT8 
 OPT10 M1, M2, M3, M4 T3 -z OPT1, OPT8, OPT9 
6 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x, ±y - 
F2 OPT2 M1, M2, M3, M4 T4, T5 ±x, ±y - 
F3 OPT3 M0, M1, M2, M3, M4 T0, T1 ±x OPT1, OPT2 
F4 OPT4 M0, M1, M2, M3, M4 T4, T5 ±x OPT1, OPT2 
F5 OPT5 M0, M1, M2, M3, M4 T4, T5 ±x OPT1, OPT2 
F6 OPT6 M1, M2, M3, M4 T7, T10 ±x OPT1, OPT2 
F7 OPT7 M1, M2, M3, M4 T7, T10 ±x OPT1, OPT2 
F8 OPT8 M1, M2, M3, M4 T7 ±x - 
7 
F1 OPT1 M1, M2, M3, M4 T4, T5 ±x, -y - 
F2 OPT2 M1, M2, M3, M4 T4, T5 ±x, -y OPT1 
F3 OPT3 M1, M2, M3, M4 T7, T10 ±x - 
F4 OPT4 M0, M1, M2, M3, M4 T0, T1 -z - 
 OPT5 M1, M2, M3, M4 T9 -z OPT4 
F5 OPT6 M0, M1, M2, M3, M4 T0, T1 -z OPT 
 OPT7 M1, M2, M3, M4 T9 -z OPT1, OPT6 
F6 OPT8 M1, M2, M3, M4 T7 -y OPT1, OPT2 
F7 OPT9 M1, M2, M3, M4 T4, T5, T7 ±x - 
 
As can be seen in Table 5.5, the searching time required by GADA 
increased with Ns. When Ns is set as 10,000, the required searching time 
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increased to 3,265.7s, which is nearly an unreasonable amount of time. In 
addition, a close relationship between the solution quality and Ns is also 
observed, i.e., the solution quality improved with Ns. However, the solution 
quality is not so satisfactory even at the largest Ns since the total tardiness is 
too large (TTmin=58.4). This makes the gains on combined cost (C=30,826.3) 
meaningless.  
Table 5.5 Results for the large-sized case. 
GADA HAOpWT-HAOpEC-OpWT (Ns1=Ns2=10) 
Ns TTmin C t TTmin C t 
500 418.2 45576.4 60.5 
31.4 38751.2 510.2 
1000 321.4 43756.4 242.4 
2000 242.0 41002.5 398.8 
5000 200.5 34385.2 989.3 
8000 104.7 32472.1 2634.7 
10000 58.4 30826.3 3265.7 
 
In contrast, Algorithm HAOpWT-HAOpEC-OpWT achieved a much better 
performance. In terms of solution quality, the total tardiness is reduced to 31.4, 
much smaller than the results obtained by GADA. In terms of searching 
efficiency, Algorithm HAOpWT-HAOpEC-OpWT also outperforms GADA. As can 
be seen, the average searching time is 510.2s, nearly 85% less than the 
searching time required by GADA at the largest Ns. The reason for this is 
probably that the solution space for this realistically large-sized ESIPPS is too 
vast for GADA to obtain a good solution efficiently. In sharp contrast, the 
proposed two-stage approach could shed more light on the problem by 
identifying Jcritical/Ocritical/Mcritical and modifying the solution space iteration by 
iteration, thus making the searching more intuitive and efficient.  
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Table 5.6 Valid modifications at each stage. 
   Stage 1    Stage 2 
Iteration Modification Iteration Modification 
1 J1/O13/M2 13 J0/O00/M1 
2 J5/O50/M2 14 J0/O00/M0 
3 J5/O53/M1 15 J2/O20/M2 
4 J5/O55/M2 16 J2/O25/M2 
5 J7/O74/M2 17 J4/O40/M2 
6 J6/O62/M2 18 J4/O44/M2 
7 J6/O60/M0   
8 J6/O63/M2   
9 J0/O00/M2   
10 J0/O03/M2   
11 J5/O58/M1   
12 J3/O33/M1   
 
To have a better insight into the proposed Algorithm HAOpWT-HAOpEC-
OpWT, the valid modifications (modifications that were not restored) for one 
obtained solution are listed in Table 5.6. The fitness evolution against 
modifications is shown in Figure 5.13. As can be seen in Figure 5.13 (a), the 
total tardiness is reduced iteration by iteration. The effectiveness of Algorithm 
HAOpWT is clearly shown. Besides, it is well known to all that there often exist 
solutions with same fitness value in one criterion but different in another. As 
such, it may cause a difficult trade-off problem. By suggesting heuristic-based 
modifications at Stage 2, Algorithm HAOpEC-OpWT could work effectively 
towards obtaining solutions with lower energy consumption without 
sacrificing the total tardiness (see Figure 5.13 (b) and Figure 5. 13 (c)).  









Figure 5.13. Fitness evolution versus modification. (a): Total tardiness 
evolution at Stage 1. (b): Total enegy consumpton evolution at Stage 2. (c): 
Total tardiness evolution at Stage 2. (d): Total machining cost at Stage 1 
(modification 1-12) and Stage 2 (modification 13-18). 
It is also worth noticing that the total machining cost increases as the 
modifications continue (see Figure 5. 13 (d)). Technically, this is because the 
CAPP module can only find process plans from a smaller and smaller solution 
space caused by the modifications. In another sense, this increasing machining 
cost also implies that reduction of job tardiness and energy consumption does 
not come for free. 
5.5. Summary 
Improving energy efficiency in discrete parts manufacturing plays an 
indispensable role in addressing worldwide problems like greenhouse 
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emissions, climate change, and energy crisis. Over the past decades, many 
efforts have been made in the area of energy-efficient process planning and 
energy-efficient scheduling. Although process planning and scheduling are 
closely related, they are often considered separately when improving energy 
efficiency in manufacturing. This may cause various problems, limiting the 
practical application of these efforts. To address this, energy-sensible 
integration of process planning and scheduling (ESIPPS) is considered in this 
chapter. The ESIPPS have three objectives, i.e., total tardiness, total energy 
consumption, and total machining cost. A MILP model is firstly developed to 
formulate this ESIPPS, following which a heuristic-based two-stage approach 
(Algorithm HAOpWT-HAOpEC-OpWT) is proposed to solve realistically large-sized 
ESIPPS. The proposed two-stage approach consist of two heuristic-based 
algorithms: (1)Algorithm HAOpWT at Stage 1 aiming at minimizing total 
tardiness, and (2) Algorithm HAOpEC-OpWT at Stage 2 aiming at minimizing the 
total energy consumption. As is revealed by small-sized case studies, the 
approach is not designed for searching for so-called optimal/near-optimal 
solutions. Instead, it aims at finding satisfactory solutions within a reasonable 
amount of time. The results obtained from a realistic large-sized case study 
show that the proposed Algorithm HAOpWT-HAOpEC-OpWT works more 
efficiently and effectively than the developed GADA or MILP. Through 
intuitive modification of the solution space, the proposed two-stage approach 
manages to reduce the total tardiness and total energy consumption over the 
shop floor; meanwhile machining costs of individual process plans can also be 
kept at low level. 
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ESIPPS could allocate the machining resources over the shop floor in a 
more reasonable manner. As such, this chapter may be a valuable supplement 
to the reported efforts aiming at improving energy efficiency in discrete parts 
manufacturing. In the next phase of the study, machine breakdown/recover 
and urgent job arrivals will be investigated using the proposed approach. 
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CHAPTER 6  
CONCLUSIONS AND FUTURE WORK 
In this thesis, research efforts have been made to address existing problems in 
improving energy efficiency in discrete parts manufacturing. Research efforts 
presented in this thesis can be approximately categorized into four parts: 
energy consumption modelling, surface roughness prediction, energy-efficient 
scheduling in ultra-flexible job shop (uFJS), and energy-sensible integration of 
process planning and scheduling (ESIPPS). In this chapter, the research 
achievements will be firstly summarized, following which several possible 
directions for future work are also highlighted.  
6.1. Conclusions 
The research achievements presented in this thesis are summarized as follows. 
  Energy consumption modelling 
Unlike other energy consumption models reported in the literature that 
employ purely empirical approach, the proposed model characterizes and 
predicts the energy consumption in a slotting process using a hybrid approach 
from the perspective of cutting power at the tool tip. Based on the reported 
milling force model, the cutting power in a slotting process is analytically 
derived as a function of various cutting parameters (e.g., depth-of-cut, feedrate, 
rotational speed) and tool-workpiece couple (e.g., cutter radius, flutes number, 
helix angle, cutting coefficients). Subsequently, the dynamic relationship 
between total power and cutting power is empirically characterized using 
experiment data. The proposed model has been validated in machining 
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experiments under new cutting conditions. Comparative studies show that the 
proposed model can achieve higher prediction accuracy than existing models 
in the literature. Moreover, the proposed model successfully explains the 
phenomenon that machining under the same MRR and spindle speed may 
result in different power consumption. 
By considering cutting power at the tooltip, the proposed model 
provides valuable information regarding the impact of cutting parameters on 
the total power consumption in a slot milling process. This may contribute to 
evaluating operation parameters, process plans, and even production schedule 
in terms of energy efficiency. Therefore, it offers great potential in developing 
optimization strategies at various levels of manufacturing planning (e.g., 
operation, process planning, and scheduling). 
 Surface roughness prediction 
A new surface roughness prediction model has been proposed based on 
the expeimental finding that Ra is probably a function of specific cutting 
energy consumption (SCEC) at a given depth-of-cut when slot milling Al-
7075. Slotting expeiments under new cutting conditions has validated the 
effectiveness and effecacy of the proposed model. A comparative study 
against Taguchi methodology shows that the proposed model could achieve 
higher prediction accuracy. 
From a new viewpoint of SCEC, the proposed model may help to 
better understand the phenomena of surface roughness in milling process. The 
implementation is relatively easy and straightforward, without requiring too 
many parameters or too many data sets. With the developed model, an 
effective control of the surface roughness may be achieved in slot milling 
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process. In another sense, the proposed model could also make a contribution 
to improving machining efficiency as well as reducing machining cost.  
 Energy-efficient scheduling in uFJS 
A more flexible and realistic production environment, i.e., the uFJS 
model, is investigated in energy-efficient scheduling. The uFJS can better 
simulate the real production environment by considering the precedence 
relationships among operations in the same job. Accordingly, three tasks (i.e., 
operation routing in each job, machine assignment, and operation sequencing 
on the assigned machines), have to be performed simultaneously which 
differentiates the ultra-flexible job shop from traditional production models 
such as job shop and classical flexible job shop. To formulate the energy-
efficient problem, a MILP model has been developed. The developed MILP 
model could also be used to find optimal solutions in small-sized cases. A GA-
based algorithm (uFJS-GA) has been developed to find optimal or near-
optimal solutions in large-sized cases.  
Numerical experiments show that both the MILP model and uFJS-GA 
work effectively in small cases. Meanwhile, the proposed uFJS-GA works 
more efficiently when the size of the problem increases. In addition, 
comparative studies among different workshop models show that uFJS could 
achieve higher energy efficiency by considering precedence constraints at 
process planning stage. The reason is probably due to the fact that the 
integration of process planning and scheduling is partially achieved in the 
uFJS. As a result, the solution space is tremendously enlarged and more 
energy-efficient solutions can be expected.  
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 Energy-sensible integration of process planning and scheduling 
Unlike most works in the area of energy-efficient manufacturing that 
treat the process planning and scheduling separately, this thesis addresses 
energy efficiency issues from the perspective of integration of these two 
functions. Three objectives are considered in ESIPPS, i.e., total tardiness, total 
energy consumption, and total machining cost. In order to formulate this 
ESIPPS and offer an approach for searching optimal solutions, a MILP model 
is firstly developed. For solving more realistic problems, a heuristic-based 
two-stage algorithm, HAOpWT-HAOpEC-OpWT, is proposed, which consists of two 
heuristic-based algorithms: (1) HAOpWT aiming at reducing total tardiness at 
Stage 1, and (2) HAOpEC-OpWT aiming at reducing the total energy consumption 
at Stage 2. Besides, a GA-based distributed approach (GADA) is also 
developed for the purpose of comparison. 
As revealed by small-sized case studies, the proposed two-stage 
approach is not designed for finding so-called optimal/near-optimal solutions. 
Instead, it aims at finding satisfactory solutions for large-sized realistic 
problems within a reasonable amount of time. The results in large-sized case 
show that HAOpWT-HAOpEC-OpWT worked more efficiently and effectively than 
the developed GADA or MILP. Through intuitive modification of the process 
planning solution space, the total tardiness and total energy consumption over 
the shop floor are effectively reduced at Stage 1 and Stage 2, respectively. 
Meanwhile, the machining costs of individual process plans can also be kept at 
low level. 
ESIPPS could allocate the machining resources over the shop floor in a 
more reasonable manner. As a result, this thesis may be a valuable supplement 
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to the reported efforts aiming at improving energy efficiency in discrete parts 
manufacturing or achieving multi-objective IPPS.  
6.2. Recommendation for Future Works 
Possible directions for future research can be recommended based on existing 
limitations in this thesis, as described as follows: 
(1) The machining process for the proposed energy consumption model 
and surface roughness model is slot milling process with flat-end mill. 
For model extension, more complicated milling processes should be 
investigated, such as milling with non-uniform geometry (e.g., mould 
cavity) and milling with different tool-workpiece couples. On the other 
hand, the models are also subject to validation in other machining 
processes performed on the same and different machine tools. As 
different processes possess different characteristics, the energy 
consumption model and surface roughness model may not be 
necessarily the same. As such, it is worth making research efforts to 
validate and extend the proposed models in other machining processes 
with different tool size and material. 
(2) In energy-efficient scheduling in uFJS, the objective is to minimize the 
total energy consumption within due date constraints. In fact, there also 
exist some scheduling scenarios where the due date constraints cannot 
be satisfied. In such cases, minimizing total job tardiness or reducing 
tardy jobs should also be a scheduling objective in addition to total 
energy consumption. Therefore, it is a good direction for future 
research to investigate multi-objective optimization in uFJS. 
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(3) Although the assumptions made in the scheduling problems are 
consistent with typical assumptions in the literature, they may limit the 
practical applications of these scheduling models. In future work, some 
of the assumptions can be relaxed to incorporate more flexibility in the 
realistic production. For example, the transportation time between two 
adjacent operations should be considered.  
(4) This thesis investigated scheduling problems with deterministic 
characteristics. In reality, there may be various kinds of stochastic 
disruptions. To this end, future work can be recommended to consider 
some of the stochastic disruptions in the scheduling model, such as 
stochastic machine breakdown/recover and new job arrivals. Moreover, 
to make the ESIPPS more realistic, specific cutting conditions should 
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