We present a new polynomial time approximation scheme (PTAS) for tree alignment, which is an important variant of multiple sequence alignment. As the existing PTAS's in the literature, the basic approach of our algorithm is to partition the given tree into overlapping components of a constant size, and then apply local optimization on each such component. But the new algorithm uses a clever partitioning strategy, and achieves a better efficiency for the same performance ratio. For example, to achieve approximation ratios 1.6 and 1.5, the best existing PTAS has to spend time O(kdn5) and O(kdng) respectively, where n is the length of each leaf sequence and d, k are the depth and number of leaves of the tree, while the new PTAS only has to spend time O(kdn4) and O(kdn"). Moreover, the performance l Work done at UC Davis.
Introduction
Multiple sequence alignment is one of the fundamental and most challenging problems in computational molecular biology [l, 2, 51 . It plays an essential role in the solution of many problems such as searching for highly conserved subregions among a set of biological sequences and inferring the evolutionary history of a family of species from their molecular sequences. For example, most practical methods for phylogeny reconstruction based on sequence data assume a given multiple sequence alignment.
An important approach to multiple sequence alignment is the tree alignment method. Suppose that we are given k sequences and a rooted phylogenetic tree containing I; leaves, each of which is labeled with a unique sequence. The goal is to construct a sequence for each internal node of the tree such that the cost of the resulting fully labeled tree is minimized. Here, the cost of the fully labeled tree is the total cost of its edges and the cost of an edge is the mutational distance (or weighted edit distance) between the two sequences labeling the ends of the edge.
The biological interpretatZion of the model is that the given tree represents the evolutionary history (known from means other than sequence analysis) which has created the molecular (DNA, RNA or amino acid) sequence written at the leaves of the tree. The leaf sequences are ones found in organisms existing today and the sequences to be determined for the internal nodes of the tree represent inferred sequences that may have existed in the ancestral organisms. It should be emphasized that the tree is almost always binary in biological applications.
Tree alignment is known to be NP-hard [14] . Many heuristic algorithms have been proposed in the literature [l, 7, 8, 10 , II] and some approximation algorithms wit,h guaranteed relative error bounds have been reported recently.
In particular, a polynomial time approximation scheme (PTAS) is presented in [15] and an improved version is given in [16] . i.e. it produces a fully labeled tree with cost at most 1 + + -& times the optimal cost, when the run-
where Ic is the number of the given sequences, n is the length of each given sequence, d is the depth of the given phylogeny, and t is a parameter to control the number of sequences involved in a local optimization as well as the performance ratio. For any fixed t, a local optimization aligns a tree with 2t-1 + 1 leaves (i.e. sequences), which takes O(nz'-'+I) time [9] . Thus the more accurate the algorithm is, the more time it consumes. Since in practice n is at least 100, the bottleneck of the time efficiency is the time spent on local optimization.
At present, we can expect to optimally align up to 8 sequences of length 200 at a time, as demonstrated by the software package MSA for a similar multiple alignment problem [4] . Thus, the above PTAS's are still far from being practical.
In this paper, we further improve the PTAS in [16] .
The new approximation scheme adopts a more clever partitioning strategy and has a better time efficiency for the same performance ratio. For any fixed r, where r = 2'-' +l-qand0 <q 5 2'-'-1, thenew PTAS runs in t,ime O(lcdnP) and achieves an approximation ratio of zt--1
Here the parameter r represents the "size" of local optimization. In particular, when r = 2t-1 + 1, its approximation ratio is simply &.
A comparison of the performance of the new PTAS and the PTAS in [16] for small values of t and r is given in Remark. There are many ways to define the mutational distance D(s, s') between sequences s and s'. In this paper, we need only assume that the distance is a metric. either every internal node at that level receives its sequence label from its left child or every internal node at that level receives its sequence label from its right child.
In other words, the lifting choices for the internal nodes at the same level are uniform. The following results are proven in [16] . Let T m'n denote an optimal loaded tree for T.
Theorem
1 The average cost of the 2d uniformly lifted trees for T is at most twice the cost of T"'".
Corollary 2 There exist.9 c1 uniformly lifted tree for T with a cost at most twice the cost of T"'".
A direct proof of the corollary appears in [6] . An optimal uniformly lifted tree can be computed in O(kd + kdn2) time by a straightforward bottomup dynamic programming, where k is the number of leaves in T and n is the length of each given sequence [16] .
Observe that given any lifted tree, we may further reduce its cost by keeping the lifted sequences on some nodes and reconstructing the sequences on the other (internal) nodes Let T be a phylogeny, V a uniform lifting choice vector, and T(V) the corresponding uniformly lifted tree. Suppose that r is an integer such that 2t--2 + 1 5 r 5 gtml + 1. We can obtain t partitions PO, PI, . . , Pt-1 of T(V) as follows.
Observe that to define a partition, it suffices to specify the heads of the basic components involved and the type of each basic component. First consider i = 0, 1, . . . , t -2. In other words, the basic component is of Ltype iff its head receive its sequence from the left child.
The partition Pt-1 is defined similarly except that its top basic component part is a complete binary tree with r -1 leaves instead. Figure 3 gives an example of the partition PO when r = 4.
Given a partition P,, if we preserve the sequences uniformly lifted to all the boundary nodes and optimally reconstruct the sequences on rest of the nodes (i.e. the internal nodes of each basic component)
to minimize the cost of each basic component, we obtain a loaded tree, which will simply be called an (r,i)-tree.
We use T(V),,, to denote the (r, i)-tree obtained from the uniformly lifted tree T(V). An optimal r-tree is some (r, i)-tree T(V),,, with the smallest cost among all possible i and V. For any loaded tree TI, C(Tl) denotes its cost. For any tree Tl, denote the set of internal nodes of Tl as Z(Tl) and the set of leaves of TI as L(TI ), and for each a E L(Tl), Tf denotes the unique (r,O)-tree for TI such that t,he sequence label of leaf a is lifted to the root of Tl. Now let us begin to describe our algorithm.
We will first assume that T is a full binary tree, and then extend the construction to arbitrary binary trees. Let v be a node of T. The subtree of T rooted at v consisting of all descendants of u is denoted as T,. Note that, since we assume that, T is a full binary Observe that a uniquely determines the sequences lifted to the boundary nodes of T'. The cost of the (r, 0)tree for Tt can be computed using the following recurrence equation
GL(T')
where a(u) is the leaf whose sequence is lifted to u and Q(U) is uniquely determined by a. (See Figure   4 .)
Hence we can compute the values C(T,") for all v and a inductively by traversing the tree bottomup.
Note that, for each pair u and a computing the equation
( 1) requires O(r + nr) time, where n is the lengt,h of the sequences, given the value of C(Tz"'"') for each u E L(T') and the value of C(Tz,). . 'XC:,) = CCC') + c C(Ti+)),
vGL (T,') where T: is the the top basic component of partition P, and a(~) is the leaf whose sequence is lifted to v as determined by the choice of a. leaf-labeled tree TJ if (i) the structure of 7'1 extends the st,ructure of Tz; (ii) for each leaf u of T2, the subtree of Ti corresponding to u has all its leaves assigned the same label as that of II.
Now we are ready t,o generalize the algorithm to an arbitrary binary tree 7'. Let u be an internal node of T. Denote as Tu,t-l the tree consisting of the top t levels of the subtree T,. To compute C(Tt) for each a E L(T,), we first extend the tree ?'v,t-l, which is general a partially leaf-labeled tree, to a full (1) bimary (partially leaf-labeled) tree with 2t-' leaves. Let vr , , ~t--l be the leaves of this extended tree.
For each oI, i = 1,. , 2t-1, we extend T,, to obtain a leaf-labeled tree T:, such that the structure of 
The Analysis of the Algorithm
Given an arbitrary binary phylogeny T, we can extend T into a full binary tree i?'. Obviously, any loaded tree for T can be extended to a loaded tree with the same cost for ?.
Conversely, given any loaded tree for ?, we can obtain a loaded tree for T with equal or smaller cost by pruning appropriate subtrees and contracting nodes with only one child. The last operation will not increase the cost by the triangle inequality.
Thus, for the analysis we may assume that the given tree T is in fact a full binary tree. For convenience, we number the levels from top to bottom.
That is, the root is at level 0, and the level under level i is level i + 1.
First, let us find a good upper bound for the cost of an (r, i)-tree T(V),.,, for an arbitrary uniform lifting choice V. Again let T"'" be an optimal loaded tree for T. For each node 21 E T, let s(u) denote the sequence label of w in T"'". We can modify T(V),,, by replacing the sequence label of each non-terminal node with the sequence s(w) to obtain a loaded tree T(V):,, . Clearly, the cost of T(V):,, is at least that of T(V),,;.
So, it suffices to upper bound the cost of T(V):,, .
There are four types of edges in the loaded tree 6. for each u E T,,t-l 7. Compute C(ET(w)z) for each a E L(ET(zl),) using equation 3.
for each leaf a E L( ET( w))
9. Compute C(ET,") using equation 1.
10. for each leaf a E IQ(w)) 11.
Compute C(T,") using equation 4. 12. end 13. for each i = 0, 1, , t -1 14.
Compute C(T:,) for every a E L(T).
15. Find i,a so that C(T,?,) is minimized.
16. Compute a loaded tree from C(T,?,) by back-tracing.
17. end. 
II is a lifted node
To further bound t,he total cost of the lift,ing pat,hs, we need the following lemmas.
Lemma 3 [15, 161 Let T be a binary tree such that every internal node has exactly two chzldren. For
there exists a mapping ~1 from the internal nodes of 'I' to its leaves such that (i) for c,ach internal node u, x(t)) is a descendant leaf oj u.
(hi) the paths from nodes v to thczr images ~(21) rlr( r,dye-disjoint, and (izi) moreover. thert 2s an UINSCYI path from the root of T to the leaf 1 that is edgedisjoint from all the paths in (ii).
In other words, Lemma 3 says that a binary tree can be decomposed into a set of edge-disjoint paths from internal nodes to leaves, with one path for each non-root internal node and two paths for the root. Let C(X) denote the cost of the paths induced by mapping x in the tree T"'".
where cl is the depth of T.
Since, there are 2d distinct uniform lifting choices, the average cost of each ~VEI (Tl C(PV,v) is at most C(Tmln).
Observe that Theorem 1 follows immediately from inequality (5) and Lemma 4, since in a uniformly lifted tree T(V), every internal node is a lifted node. Now we are ready to derive the required upper bound for an optimal r-tree and hence the performance ratio of our approximation algorithm.
To simplify the presentation, consider first the case when r = 2t-1 + 1 for some t 2 1.
4.1
The Performance Ratio When r = 2'-' + 1 Let y,(j) denote the number of boundary nodes at level j of an (r, i)-tree, where 0 5 i 5 t -1 and 0 < j 5 d. It is easy to see that ye(j) can be computed by the following recurrence equation 
where t 2 j 5 d. The initial values are x0(j) = 2-3 for each j = 0, 1, , t -1. Moreover, it is easy to see that
for any i 5 j 5 d and x,(j) = 0 for any 0 < j < i. The next lemma is a key to our bound. This gives a complete recurrence relation for all x,(j).
Lemma 5 The left-hand side of the above inequality consists of (t + 1)2d distinct (r, Q-trees. That is, the average cost of each of these (r, i)-trees is l+&C(T""").
Thus, we can conclude that there exists an (r, i)-tree with cost at most 1 + &C(T""").
Theorem
'7 When r = 2t-1 + 1, the preformance ratio of the algorithm in Figure 5 is 1 + 6.
The Preformance
Ratio for an Arbitrary r Assume that r = 2'-' + 1 -q for some integer q, 0 5 q < 2f-2. Define variables y,(j) and x1(j) as before, and consider ye(j) and xo (j), j 1 t first. There are three types of boundary nodes at level j. Recall that each basic components consists of a head and a complete binary tree with r -1 leaves.
1. There are (2t-1 -2q)yo(j -t) boundary nodes which are at the lowest level of some basic components.
2. There are qyo (j -t + 1) boundary nodes which are at the second lowest level of some basic components.
3. There are ye(j -1) remaining boundary nodes which are on some lifting paths.
The above three types of boundary nodes are disjoint.
(Note that, each node in classes 1 and 2 is always shared by two adjacent basic components, whereas each node in class 3 is only involved in one basic component.) Therefore, we have recurrence equation !/o(j) = yo(j-1)+svo(j-t+1) + (2t-l -%)YO(.i -t)> for j 2 t. Hence.
x0(j) = ;xo(j -1) + $ro(j -t + 1)
+ 2+1 -2q 2f xo(j -t),
for j 2 t. The initial values are 2.0(j)=& forj=O,l,..., t-2, cl+1 xo(t -1) = -. p-1
Again, it is easy to see that
for any i = 1,. . , t -2, and Y&l(j) = pt-l -2q)yo(j -t + 1) + qyo(j -t + 2).
From the last equation, we have Z&l(j) = 2'-' -2q
2t-1 xo(j-t+1) (12) 2q +-xo(j -t + 2).
'p-1
Observing that x.(j) = 0 for any j < i, the above gives a complete recursive definition of all x,(j).
Lemma 8 2'xo(j) + 2+-l Xl(j) + "' + 2f-1xt-3(j) +@-I -2q)xt-2(j) + 2 t-1xt-l(j)
