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Re´sume´ – La de´tection de changements significatifs entre deux images demeure un proble`me de´licat. Dans ce contexte, une
me´thodologie re´cemment propose´e dans [DMM03] e´merge : l’approche a contrario. Il s’agit d’une approche non parame´trique
pre´sentant l’avantage de prendre en compte dans le processus de de´cision l’information contextuelle et diffe´rentes valeurs de seuil
de de´tection. Nous e´tendons ici cette approche de manie`re a` traiter des images multimodales desquelles sont extraites diffe´rentes
images de mesure. Pour cela, deux re`gles de fusion sont de´veloppe´es de manie`re a` combiner l’information provenant des images
de mesure et celle provenant des diffe´rents seuils de de´tection. De plus, une nouvelle re`gle de de´cision, base´e sur des tests de
permutation, est propose´e. La me´thodologie a contrario est de´crite dans la Section 1. Nous proposerons ensuite un nouveau cadre
statistique dans la section 2. Enfin, la section 3 illustre l’application de la me´thode pour de la de´tection de changements dans des
images IRM dans le contexte de la scle´rose en plaques.
Abstract – Estimating significant changes between two images remains a challenging problem in medical image processing.
This paper proposes a non-parametric region based method to detect significant changes in 3D multimodal Magnetic Resonance
(MR) sequences. The proposed approach relies on an a contrario model [DMM03] which defines significant changes as events with
very low probability. We adapt the a contrario framework to deal with multimodal images from which are extracted measures
related to intensity and volume changes. Two fusion rules are carefully designed to handle a set of decision thresholds and a
set of image measures. The final decision is taken using a permutation framework to deal with multiple tests. The a contrario
approach is described in Section 1 and a new statistical framework is presented in Section 2. Finally, Section 3 presents results
in the context of multiple sclerosis (MS) lesion analysis over time in multimodal MR sequences.
1 Approche a contrario et relation
avec les tests d’hypothe`ses
La de´tection de changements significatifs entre deux
images d’une meˆme sce`ne demeure un proble`me de´licat
en imagerie me´dicale. Un e´tat de l’art en de´tection de
changements a re´cemment e´te´ propose´ par Radke et coll.
[RAAKR05] et de´compose la proble´matique de la fac¸on
suivante : 1) ajustement ge´ome´trique (ou recalage des images),
2) ajustement en intensite´, 3) comparaison des images
pour identifier les changements. Dans cet article, nous
nous focalisons sur l’identification des changements en uti-
lisant la me´thodologie a contrario recemment introduite
par Desolneux et coll. [DMM03] et applique´e en de´tec-
tion d’alignements [DMM03], en reconnaissance de formes
[CDDMS07] ou encore en de´tection de mouvement [VCB06].
Le mode`le d’observations en l’absence de changements
est appele´ mode`le a contrario. Dans ce mode`le, les chan-
gements significatifs sont de´finis comme e´tant des e´ve`ne-
ments de faible probabilite´ d’occurrence : un e´ve`nement
est dit ǫ-significatif si l’espe´rance du nombre d’occurrences
de cet e´ve`nement est infe´rieur a` ǫ dans le mode`le a contra-
rio [DMM03].
On note X la variable ale´atoire relie´e a` une mesure de
changement. Tout au long de l’article, on suppose que
cette mesure est grande en cas de changement. Soient
µi , i = 1, ..., Nµ un ensemble de seuils et R une re´-
gion de n voxels inde´pendants. On conside`re l’e´ve`nement
Eµi,R = { au moins ki points de R ont une mesure supe´-
rieure a` µi }, la probabilite´ de Eµi,R est
P (Eµi,R) =
n∑
j=ki
Cnj P (X > µi)
j(1 − P (X > µi))
n−j
(i.e. la queue de la binomiale). Conside´rant un ensemble
de NR re´gions, une re´gion R est dite ǫ-significative si :
NR.Nµ.min
i
P (Eµi,R) ≤ ǫ (1)
La quantite´ NR.Nµ.mini P (Eµi,R) correspond a` l’espe´-
rance du nombre de fausses alarmes sous l’hypothe`se nulle.
Il est important de remarquer certaines caracte´ristiques
de la me´thodologie a contrario. Tout d’abord, l’e´ve`nement
Eµi,R est de´fini par rapport a` une re´gion ce qui signifie que
la proce´dure de de´cision prend en compte le contexte spa-
tial. De plus, cette approche permet d’utiliser un ensemble
de seuils µi. Enfin, dans [VCB06], l’ensemble des P (Eµi,R)
est combine´ en prenant le minimum de cet ensemble, ce qui
peut eˆtre vu comme un ope´rateur OU puisque l’on consi-
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de`re uniquement le seuil qui permet de rejeter au mieux
l’hypothe`se H0.
L’approche a contrario consiste a` rejeter l’hypothe`seH0
pour la re´gion R si la re´gion est ǫ-significative. La me´tho-
dologie a contrario est en fait relie´e au cadre classique
des tests d’hypothe`ses. La de´tection de changements ap-
plique´e a` NR re´gions ne´cessite l’utilisation de NR tests.
Ainsi, conside´rant une erreur de type I (note´e α) pour
chaque test, l’application simultane´e de NR tests conduit
a` un nombre de fausses alarmes e´gal a` αNR sous H0.
Ainsi pour α e´gal a` 5% et une image contenant 100 000
re´gions, il faut s’attendre a` de´tecter 5000 re´gions pour des
donne´es respectant H0.
Un moyen simple de controˆler le nombre de faux posi-
tifs consiste a` choisir un seuil tel que le nombre de fausses
alarmes est controˆle´ pour toutes les re´gions de l’image.
Une approche possible consiste a` utiliser la correction de
Bonferroni : pour chaque test un nouveau seuil e´gal a` α di-
vise´ par le nombre de tests. La quantite´NR.Nµ.mini P (Eµi,R)
de´finie dans l’approche a contrario (Eq. 1) se re´ve`le ainsi
eˆtre e´quivalente a` la me´thode de correction de Bonferroni
dans la mesure ou` il y a implicitement NR.Nµ tests. Ce-
pendant, la correction de Bonferroni est conservative de`s
lors que les tests sont corre´le´s, ce qui peut conduire a` un
risque e´leve´ de non-de´tection. En mettant en lumie`re la
relation qui existe entre la me´thodologie a contrario et
le cadre classique des tests d’hypothe`ses, nous proposons
d’e´tendre le cadre a contrario en proposant des re`gles de
fusion capables de prendre en compte des donne´es mul-
timodales et en utilisant des proce´dures de comparaisons
multiples moins conservatives.
2 L’approche propose´e
La chaˆıne de traitement comple`te est re´sume´e dans la
figure 1. Le principe de la me´thode est le suivant : l’in-
formation contenue dans l’ensemble d’images de mesure
segmente´es est traduite statistiquement a` l’aide d’un en-
semble de NM ×Nµ p-valeurs. La de´cision finale est prise
par rapport a` une p-valeur (par re´gion), qui est obtenue
en combinant l’ensemble des NM ×Nµ p-valeurs.
Conside´rons NM images de mesure {Im}m=1,...,NM et
l’hypothe`se nulle suivante : les observations (Xi) sont inde´-
pendantes et identiquement distribue´es (iid). L’approche
que nous proposons est divise´e en sept e´tapes (note´es S1
a` S7 dans la figure 1).
Etape 1 : Cette e´tape consiste tout d’abord a` par-
titionner l’image en NR re´gions : {Ri}i=1,...,NR . Aucune
hypothe`se n’est ne´cessaire concernant la forme de ces re´-
gions (l’e´tape de segmentation est de´crite dans la section
3).
Etape 2 : La fonction de densite´ de probabilite´ (fdp)
de la mesure xm associe´e a` l’image Im est estime´e empi-
riquement sous H0 par des techniques non parame´triques.
En pratique, il n’est pas possible d’estimer ces densite´s
sousH0 directement puisque certains voxels correspondent
a` des changements. Pour circonvenir ce proble`me, nous
utilisons un sche´ma ite´ratif : a` chaque ite´ration, les re´-
gions identifie´es comme changements ne sont pas conside´-
re´es pour estimer la densite´ sous H0 [NH01].
Etape 3 : Dans l’e´quation 1, la de´finition de Eµi de´-
pend d’un certain seuil µi qui peut eˆtre relie´ a` la notion
de p-valeur. Etant donne´ un ensemble de Nµ p-valeurs
p′j , j = 1, . . . , Nµ, la troisie`me e´tape S3 consiste a` calculer
un ensemble de seuils µmj pour chaque mesure m a` partir
de l’e´quation suivante :
∫ +∞
x=µm
j
fm|HO(x)dx = p
′
j
Etape 4 : On calcule pour chaque re´gion Ri le nombre
de points kmi,j pour lesquels l’observation xm est supe´rieure
a` µmj . La probabilite´ p
m
i,j qu’au moins k
m
i,j points de la re´-
gion Ri de taille ni aient une mesure observe´e xm supe´-
rieure au seuil µmj est calcule´e de la fac¸on suivante :
pmi,j =
ni∑
l=km
i,j
Cnil p
′
j
l
(1− p′j)
ni−l
L’approche a contrario consiste a` calculer pour chaque
re´gion la quantite´ NµNRNMminj,mp
m
i,j . A la place, nous
proposons deux re`gles de fusion qui sont applique´es dans
les e´tapes S5 et S6. Le but de ces deux e´tapes est de com-
biner pour chaque re´gion l’ensemble de p-valeurs pmi,j afin
d’obtenir une p-valeur pi caracte´risant chaque re´gion Ri.
Etape 5 : La premie`re re`gle de fusion que nous pro-
posons repose sur le fait qu’un changement est significatif
s’il est pre´sent dans au moins un canal (ope´rateur OU).
Soit X∪ = mink(Yk) une variable ale´atoire ou` {Yk}k=1...n
est un ensemble de variables ale´atoires iid suivant une loi
uniforme sur [0, 1]. Soit x∪ = mink(yk) une re´alisation de
X∪. On peut montrer que la p-valeur associe´e a` x∪ est :
P (X∪ < x∪) = 1− (1− x∪)n
Cette re`gle de fusion est utilise´e pour combiner les p-
valeurs pmi,j (informations obtenues a` partir de l’ensemble
des seuils). L’e´tape S5 consiste donc a` calculer les p
m
i de la
fac¸on suivante : pmi = 1− (1 −minj(p
m
i,j))
Nµ (on rappelle
qu’une p-valeur est uniforme´ment distribue´e sous H0 sur
[0, 1]). L’ope´rateur OU permet ici de de´tecter diffe´rents
profils de liaison.
Etape 6 : La seconde re`gle de fusion repose sur le
fait qu’un changement est significatif s’il est pre´sent dans
tous les canaux (ope´rateur ET). Soit X∩ = maxk(Yk) une
variable ale´atoire. La p-valeur associe´e a` x∩ est
P (X∩ < x∩) = (x∩)n
Cette re`gle de fusion est utilise´e pour combiner les p-
valeurs pmi (informations obtenues a` partir des diffe´rentes
images). L’e´tape S6 consiste alors a` calculer les pi de la fa-
c¸on suivante : pi = (maxm p
m
i )
NM . Dans le contexte de de´-
tection de changements dans des images IRM, l’ope´rateur
ET permet de combiner les informations provenant des
diffe´rentes modalite´s en se fondant sur l’hypothe`se que les
changements doivent eˆtre de´tecte´s dans tous les canaux.
Etape 7 : La dernie`re e´tape consiste a` calculer un
masque binaire des changements de´tecte´s a` partir de
l’ensemble des p-valeurs non corrige´es {pi}i=1,...,NR . Pour
cela, nous proposons d’utiliser deux me´thodes : le false
discovery rate (FDR) [BH95] qui permet de controˆler la
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Fig. 1 – Synoptique de l’approche propose´e.
proportion de faux positifs parmi les de´tections et une
me´thode de permutations [NH01] dont l’objectif est d’es-
timer sous H0 la distribution de maxipi.
3 Application a` l’analyse de le´sions
en scle´rose en plaques
L’IRM est un outil fondamental pour l’analyse tempo-
relle quantitative et qualitative de la scle´rose en plaques.
Dans ce cadre, l’utilisation de la multimodalite´ est essen-
tielle afin d’extraire et de suivre l’e´volution des le´sions
dans le temps. La de´tection de changements est alors un
outil indispensable pour le suivi des patients.
Il est tout d’abord ne´cessaire de choisir des caracte´ris-
tiques de l’image pertinentes pour la proble´matique de
de´tection de changements. La premie`re caracte´ristique ex-
traite est le rapport de vraisemblance ge´ne´ralise´ (GLR).
La seconde caracte´ristique apporte des informations concer-
nant le changement local de volume en reposant sur l’uti-
lisation du jacobien d’un champ dense estime´ a` l’aide d’un
algorithme de recalage non rigide applique´ entre deux images
successives.
L’un des e´le´ments importants de l’approche a contra-
rio re´side dans le fait que c’est une approche re´gion. Il
est donc ne´cessaire de fournir une carte de segmentation
en entre´e de l’algorithme (e´tape S1). Dans l’approche a
contrario, il n’est pas possible d’utiliser n’importe quelle
carte de segmentation. En effet, pour pouvoir appliquer la
correction de Bonferroni ou le FDR, il est ne´cessaire que
la segmentation soit inde´pendante des donne´es. Dans le
cas contraire, les p-valeurs doivent eˆtre corrige´es en consi-
de´rant le nombre total de re´gions possibles [DMM03]. Ce
nombre, meˆme connu, serait trop grand et l’algorithme
ne de´tecterait alors plus rien. Ainsi, pour ces deux types
de corrections, nous utiliserons des re´gions cubiques de
taille 3×3×3. En revanche, les me´thodes de permutations
permettent l’utilisation d’une segmentation quelconque.
Ainsi, pour chaque permutation effectue´e, l’algorithme de
segmentation est relance´ et la p-valeur pi est calcule´e pour
chaque re´gion. Ce processus permet d’obtenir une estima-
tion de la densite´ de max(pi) sous l’hypothe`se nulle. En
pratique, nous appliquons un algorithme de segmentation
utilisant le principe du mean shift [FH75].
La validation d’un algorithme de de´tection de change-
ments en imagerie me´dicale est de´licat de par l’absence
de ve´rite´ terrain. Ainsi, afin de pouvoir e´valuer les per-
formances de la me´thode, nous avons tout d’abord utilise´
des images simule´es ponde´re´es en T1 et en T2 provenant
de BrainWeb (3% de bruit et 1mm d’e´paisseur de coupe).
La premie`re image ne contient pas de le´sion et la seconde
contient des le´sions mode´re´es de type pe´ri-ventriculaires
pour la plupart. Nous utilisons l’index kappa KI pour
calculer le recouvrement entre la ve´rite´ terrain et la carte
de de´tection :
KI ,
2♯(CD ∩ V T )
♯CD + ♯V T
(CD : carte de de´tection, VT : ve´rite´ terrain). Les para-
me`tres de notre me´thode utilise´s pour tous les re´sultats
sont : {p′j} = {0.01, 0.001}, α = 0.01. Le tableau 1 re-
groupe les re´sultats obtenus. On peut noter que, graˆce
a` l’utilisation d’une meilleure segmentation, les re´sultats
obtenus avec la me´thode de permutation (M3) sont si-
gnificativement meilleurs que ceux obtenus avec le crite`re
a contrario original de Desolneux et coll. (M1) ou avec
le FDR (M2). En utilisant des approches par segmenta-
tion pour les meˆmes donne´es synthe´tiques, des me´thodes
de´crites dans la litte´rature obtiennent des valeurs de KI
proches de 0.7 et de 0.75 (KI ≥ 0.7 repre´sente un re´sultat
tre`s satisfaisant [Bar91]).
L’algorithme a e´galement e´te´ teste´ sur des donne´es cli-
niques re´elles (la figure 2 pre´sente ces re´sultats pour un
patient). Les donne´es IRM longitudinales ont e´te´ acquises
avec un scanner Philips (image ponde´re´e en T2 : temps
de re´pe´tition (TR) TR = 8693ms, echo time (TE) TE =
90ms, 2mm d’e´paisseur de coupe ; FLAIR : TR = 11909ms,
TE = 100ms, temps d’inversion (TI) TI = 2000ms, 2mm
d’e´paisseur de coupe) et l’intervalle entre deux acquisi-
tions e´tait de trois mois. La me´thode a e´te´ applique´e sur
des donne´es FLAIR et des donne´es ponde´re´es en T2. Les
images de mesures ont e´te´ calcule´es avec le GLR et les
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Fig. 2 – Donne´es cliniques (images FLAIR), a` gauche : premier examen, a` droite : deuxie`me examen. Deux changements
signale´s par les fle`ches ont e´te´ de´tecte´s pour cette coupe (les contours des le´sions sont en noir). Une le´sion pre´sente a`
l’examen 1 a disparu a` l’examen 2 (en haut a` gauche) et une le´sion apparaˆıt au deuxie`me examen (en bas a` droite).
O1 O2 O3
M1 0.60 0.60 0.54
M2 0.60 0.60 0.55
M3 0.70 0.78 0.71
Tab. 1 – Re´sultats pour l’index kappa (M repre´sente l’al-
gorithme et O les images de mesures utilise´es) M1 : a
contrario classique, M2 et M3 : me´thodes propose´es avec
FDR (M2) et permutations (M3), O1 : GLR calcule´e sur
les images ponde´re´es en T2 (1 mesure), O2 : GLR et me-
sure lie´e au jacobien calcule´s sur les images ponde´re´es en
T2 (2 mesures), O3 : GLR et mesure lie´e au jacobien cal-
cule´s sur les images ponde´re´es en T2 et en T1 (4 mesures).
jacobiens extraits des champs de de´formation. La figure 2
montre des re´sultats de de´tection de changements pour de
petites le´sions. Les premiers re´sultats sur donne´es re´elles
ont e´te´ tre`s encourageants et une proce´dure de validation
sur plusieurs sites cliniques est actuellement en cours.
Ainsi, les re´sultats obtenus montrent que notre approche
permet de de´tecter de manie`re efficace des changements si-
gnificatifs dans des se´quences d’images IRM (notamment
graˆce a` l’utilisation rigoureuse de carte de segmentation
et a` l’introduction de re`gles de fusion adapte´es). De plus,
il est a` noter que le cadre propose´ ame´liore nettement
les re´sultats obtenus par rapport a` l’approche a contrario
originelle. Cependant, les re´sultats obtenus avec quatre
images de mesure (O3) re´ve`lent que le comportement de
l’ope´rateur de fusion ET n’est peut eˆtre pas assez flexible.
Aussi, l’utilisation de nouvelles re`gles de combinaison des
p-valeurs sont a` l’e´tude.
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