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1. INTRODUCTION 
Let G be a group with presentation (A; R) and let H and F be free groups 
freely generated, respectively, by A and by a countably infinite set X disjoint 
from A. By an equation over G we mean an expression W = 1, where W is 
an element of F * H, the free product of F and H. A solution to an equation 
W = 1 over G is a homomorphism 4: F * H + H which fixes each element of 
H and such that W# defines the identity in G. (An element U of H defines an 
element 0 of G if the canonical map from H to G sends U to 0.) A class of 
equations over G is called solvable (with respect to the presentation (A; R)) 
if there is an algorithm which, given any equation in the class, determines 
whether or not that equation has a solution in G. Since an isomorphism 
between finitely generated presentations of groups can be described by 
specifying the images of a finite set of generators, solvability of a class of 
equations is invariant among finitely generated presentations of G. 
An early result on solvability of classes of equations over free groups was 
obtained by Lyndon [5], who showed that the class of one-variable equations 
over a free group is solvable, and in fact characterized all solutions. Subse- 
quent work has focused on the substitution problem, which is the problem of 
solving for a given W in F the class of equations ( WCJ-’ = 1 ] U E H} over 
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G. In the special case that G = H, this is called the endomorphism problem 
for W. The endomorphism problem has been solved affirmatively by Wicks 
[lo] for W= x;‘x;‘x,x, and by Schupp [9] for W any two-variable word. 
Edmunds [ 1 ] solved the endomorphism problem for quadratic words, that is, 
words in which each generator occurs exactly twice, each time with exponent 
+l or -1. 
In Section 2, we extend the methods introduced by Edmunds in [2] to 
study more general quadratic equations over free groups. An equation W = 1 
over G is called quadratic if each of the generators of F which occurs in W 
occurs exactly twice, each time with exponent +l and -1. We show that 
over a free group the class of all quadratic equations is solvable. 
Equations over free products were first studied by Grifliths [3,4 ], who 
showed that if g, ... g, is an element of the free product G = G, * a.. * G, 
with gi a nonidentity element of Gi for i = l,..., n, then g, . . . g, is not a 
product of fewer than n commutators in G. When Wicks [lo] solved the 
class of equations (x;‘x;‘x,x2 = II 1 U E H) (the commutator problem) for 
free groups, he also showed that these equations are solvable over a free 
product provided that the conjugacy and commutator problems are solvable 
over the free factors. Wicks also proved in [ 1 l] that the class of equations 
{x:x: = iJ 1 U E H) (the two-squares problem) is solvable over a free product 
if the two-squares problem, the one-square problem, and the conjugacy 
problem are solvable over the free factors. 
In this paper, we prove a rather general result about quadratic equations 
over free products, which states that one can solve all quadratic equations of 
a particular “form” and “simpler forms” (these terms are made precise later) 
over a free product if and only if there is a uniform algorithm for solving the 
same class of equations over the free factors. The theorems of Wicks cited 
above are special cases of this result. We shall also obtain by our methods a 
theorem of Lyndon [6] which generalizes the work of Grifftths. 
Our theorem about quadratic equations over free products is proved in 
Section 4. Section 3 contains results about “canonical forms” of quadratic 
words and other preliminaries to our main theorem. 
We have tried to make this paper reasonably self-contained and to be 
consistent with the terminology and notation of [2] wherever possible. Unex- 
plained terms and basic information about free groups and free products may 
be found in [7] or [S]. 
2. EQUATIONS OVER FREE GROUPS 
We begin this section with some notation and terminology which will be 
used throughout this paper. Let H be the free group freely generated by a set 
A = {a,, a,,...}, and let F be the free group freely generated by X= 
{x,, xz ,...}. We call the elements of A and their inverses H-letters or 
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constants, and call elements of X and their inverses F-letters or variables. 
The term letter means H-letter or F-letter. 
A finite sequence of letters is called an ordinary word, and a finite 
sequence of letters written around a circle is called a cyclic word. The 
unmodified term word means cyclic word. We shall use capital letters for 
ordinary and cyclic words and lowercase letters for letters. The notation 
WE y, . . . yn indicates that the letters of the word W are y, ,..., yn in cyclic 
order, while Wr A, ... A, indicates that the letters of W are, in cyclic 
order, the letters of the ordinary word A,, followed by the letters of the 
ordinary word A,, etc. If W c y, ... y,, , we call n the length of W, written 
1 WI. We use = for equality of ordinary words or of cyclic words in F * H. 
An ordinary word consisting of a string of consecutive letters from a word 
W is called a subword of W. A part of W is any subword of W* ‘; in the 
special case that W consists of only one letter y, yy and yP ‘y- ’ are also 
parts of W. An ordinary or cyclic word in F * H is called reduced if it has 
no parts yy-’ with y a letter, that is. if it is freely reduced relative to the free 
generating set XV A for F * H. 
An endomorphism of F * H whose restriction to H is the identity on H is 
called an H-map. If U and V are reduced words in F * H and V= Ud for 
some H-map 4, we say that V is the image of U under $ or merely that V is 
an H-image of U. (Here I.@ denotes the cyclic word obtained by replacing 
each variable x which occurs in U by the ordinary word x4.) If each of two 
words U and V is an H-image of the other, we say that U and V are 
equivalent. The reader will note that this is an equivalence relation. 
The significance of this notion of equivalence in solving equations over 
groups lies in the following lemma. 
LEMMA 2.1. Suppose that U and V are reduced words in F * H and that 
G = H/N for some normal subgroup N of H. If U and V are equivalent, the 
equation U = 1 has a solution in G if and only if V = 1 has a solution in G. 
Proof Let us suppose that V is the image of U under an H-map $ and 
that V = 1 has a solution in G, that is, that there is an H-map w: F * H + H 
such that VW defines the identity in G. Since U& = VW, it follows that 
U = 1 has a solution in G. Similarly, we tind that if U = 1 has a solution in 
G, V = 1 does also. 
In analyzing an equation U = 1, our first step will be to replace U by an 
equivalent word V which is in some sense as simple as possible. To this end, 
we say that a word U is F-redundant if it contains one or more parts (xy)” 
where x and y are F-letters, x # y * ‘, and x* ’ and y* ’ occur in U only in 
such parts; we call xy a F-redundancy. Similarly, we say that U is H- 
redundant if it contains a part (xa)” where x is an F-letter, a is an H-letter, 
and X* ’ occurs in U only in such parts; we call xa an H-redundancy. A 
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word is said to be irredundant if it is reduced and is neither F-redundant nor 
H-redundant. 
LEMMA 2.2. Every word U in F * H is equivalent to an irredundant 
tvord. 
Proof: We use induction on 1 U/. We may first of all assume that CJ is 
reduced. If (I is F-redundant and .uq’ is an F-redundancy in U, we let CJ’ be 
the image of U under the H-map which replaces J by the empty word. Note 
that U’ is equivalent to U, for U is the image of u’ under the H-map which 
replaces x by xy. Since 1 U’I < 1 UI, our inductive hypothesis yields the desired 
result. 
If U is H-redundant and xa is an H-redundancy in U, we let U’ be the 
image of U under the H-map which sends x to xa-‘. Again, 1 U’I < 1111 and 
U’ is equivalent to U, for U is the image of U’ under the H-map which sends 
x to xa. This concludes the proof of the lemma. 
In light of Lemma 2.2, we lose no generality when seeking solutions to an 
equation W = 1 by assuming that W is irredundant. The reader will note that 
the process described in the proof of this lemma for obtaining an irredundant 
word equivalent to an arbitrary word in F * H is effective. 
In seeking to determine whether or not an equation W = 1 has a solution 
in H. we find it convenient to look at the more general question of finding 
out whether or not a given reduced word U in F * H is an H-image of W. 
(The equation W = 1 has a solution in H if and only if 1 is an H-image of 
W.) We shall show that if U is the image of W under an H-map 4, it is 
possible to modify W and 4 into W’ and 4’ in such a way that U is a 
“cancellation-free” image of IV’ under 4’. To make this precise, we say that 
U, a reduced word in F * H, is a cancellation-free image (abbreviated c-free 
image) of a reduced word W in F * H under an H-map $ if ,I$ is a reduced. 
nonempty ordinary word for each variable x in W and the word obtained by 
replacing each variable x in W by x4 is reduced as it stands and is equal 
to (I. 
We shall show that if U is an H-image of an irredundant word W, U is a 
c-free image of some element of a set D, which will be defined below. The 
elements of D, will be obtained from W by applying certain sequences of 
specific kinds of H-maps. These maps will be denoted by rxr P~,~,;, and px,a, 
where x, J, and z are F-letters and a is an H-letter, and are defined as 
follows: 
5, : xk+ 1, 
Pr.,.* : x b+ xz, y  k+ yz (x f  I'* '). 
Px.x-l.z: xl-+-t-'xz, 
P : x.a xk-+xa. 
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Here, and throughout this paper, an H-map is assumed to fix all variables 
whose images are not explicitly specified. 
We now define what it means for a map rI, P~,~,~, or px,a to be admissible 
for a reduced word W. A map r, is admissible for W if x is part of W and 
either W is irredundant or x is one of the variables in an F-redundancy in W. 
A map Px.y,z is admissible for W if W is irredundant and xy-’ is a part of W 
but z is not. A map ,u~,~ is admissible for W if xa-’ is a part of W and either 
W is irredundant or xa-’ is an H-redundancy in W. 
With a reduced word W in F * H we associate a set D, of words in F * H 
by specifying that a word W’ is in D,. if and only if W’ is irredundant and 
there is a finite sequence WS W,, W, ,..., W, = IV’ of words such that for 
each i, 1 < i < n, Wi is the image of Wi- , under a map rX, pX,,,;, or ,u,,, 
which is admissible for W,-, . Further, we regard two words in D, as 
defining the same element of D, if each is the image of the other under a 
feuel map, that is, an H-map which merely permutes F-letters. 
THEOREM 2.3. If II and W are reduced words in F * H, U is an H- 
image of W if and only if II is a c-free image of some W’ in D,. 
Proof. We begin by supposing that U is a c-free image of some element 
W’ of D, under some H-map ,JJ. By the definition of D,, W’ is the image of 
W under some H-map q which is, in fact, a composition of maps of type r, p, 
and ,u. It follows, then, that U is the image of W under the H-map VW. 
Now suppose that U is the image of W under an H-map $. We shall show 
that U is a c-free image of some W’ in D,. by double induction on a quantity 
L( W, 4) to be defined below and on 1 WI. First, if V is a reduced word in 
F * H and x is an F-letter, we let a,(I’) be the number of distinct occurrences 
of the letter x in V. Note that we are counting occurrences of x and x- ’ 
separately. If I(/ is an H-map, we define L( V, w) by L( V, w) = 
) VI f ,7J a,(V)(lxw\ - 1) where the summation is taken over all F-letters x 
which are parts of V and where xv is an reduced ordinary word for each F- 
letter x. The reader will note that L(V, w) is the length of the possibly 
unreduced word which results from replacing each F-letter x in V by xv, but 
not reducing. 
We shall show that if either W fails to be irredundant or U is not a c-free 
of W under 4, we can produce a reduced word W, which results from W by 
application cf a single admissible map of type r, p, or p and an H-map 4, 
such that U is the image of W, under 6, and either L( W, , 4,) < L( W, +) or 
L( W,, 4,) = L(W, $) and 1 W, 1 < I WI. In all cases below, 4, agrees with $ 
except as specified. 
If W contains an F-redundancy xy, let W, = Ws, and let 4, : 
xw (xd)(yti). This yields L(W,,#,)<L(W,$) and 1 W,\ < IWJ. If W 
contains an H-redundancy xa, we let W, = Wp,,,+ and let $,: x ++ (x$)a 
FREE GROUPS AND FREE PRODUCTS 281 
andfindthatL(W,,O,)~L(W,~)andIW,I<IW(.If Wisirredundantand 
x4 E 1 for some F-letter x which is part of W, let W, = Wr, and 4, = 4; in 
this event, L(W,,#,)<L(W,#) and ] W,I < 1 WI. 
Now suppose that W is irredundant and that x$ f 1 for all F-letters which 
are parts of W. If U is not a c-free image of W under 4, W contains either a 
part XJ with x and ~7 F-letters and (x#)(y#) not reduced, or a part xu with x 
an F-letter, a an H-letter, and (xd)a not reduced. In the first case, x$ = BC 
and yd z C-ID with C f 1 and with the product BD reduced if x # J, and 
x$ z C-‘BC with B and C nonempty if x = 4’. We let W, = WP~.~+,,~, where 
z is an F-letter which is not part of W and let 4,: x ++ B and z tc C and, if 
yfx, yt+D; this yields L( W, , 4,) < L( W, 4). In the second case, 
x@ = Ba-‘; letting W, = Wp,,,-, and 4,: .~t-+ B we have L( W,, 4,) < 
L( W, 4). This concludes the proof of Theorem 2.3. 
Since the empty word is a c-free image only of itself, Theorem 2.3 tells us 
that an equation W= 1 has a solution in H if and only if 1 is in D,.. 
Motivated by this, we define a measure of complexity, A, for words in F * H 
and relate A( W’) to A(W) for W’ in D,. 
We begin by defining the star graph or co-initial graph T(V) associated 
with a word V (not necessarily reduced) in F * H. The vertices of r( V) are 
the F-letters which are part of I’ and an additional vertex denoted by *. We 
connect vertices labeled by F-letters x and y with an edge if x)1-’ (or. 
equivalently, yx-‘) is a part of V, and connect the vertex labeled by an F- 
letter x with vertex * if ~a (or, equivalently, a-‘~-‘) is a part of V for some 
H-letter a. Note that r(V) will contain a loop at a vertex x, x an F-letter, if 
and only if XX-’ is a part of V, and will contain no loops at vertex *. We 
now define A(V) by A(V) =f(V) - c(V), where f(V) is the number of 
elements of the generating set (x,, .Y, ,... } for F which are part of I’, and c(V) 
is the number of components of r(V). Note that if contains H-letters and 
only H-letters, A(V) = -1, and also that A( 1) = -1. 
THEOREM 2.4. If V’ results from V by deletion of a part ss-‘, with s an 
F-letter or an H-letter, or by application of a map rx, P~,,~,-, or pxvo which is 
admissible for V, then A( V’) < A(V). 
COROLLARY 2.5. If W is a reduced word in F * H and W’ is in D,., 
then A(W’)<A(W). 
Proof of Theorem 2.4. First suppose that V = ss- ’ V’, where s is either 
an F-letter or an H-letter. If s is an F-letter, we find that A(V’) is A(V) or 
A(V) - 1 just as in the proof of Lemma 3.5 of [2]. Ifs is an H-letter, we note 
that f(V’) can differ from f(v) only if V’ s 1, V’ = x, or V’ = XV”)!, where 
x and 4’ are F-letters. If V’ = 1, A(V’) = A(V) = -1, while if V’ =x, 
A(V’) = -1 = A(V) - 1. If V’ E xV”y, the only possible change in passing 
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from r(V) to r( V’) would be deletion of edges joining * with x-’ and y with 
*. and introduction of an edge joining y with x-‘. It follows that d(V’) is 
either d(V) or d(V) - 1. 
Now suppose that I” results from V by application of an admissible map 
r.r* P.V,S.Z~ or Px.a* Our definition of admissibility requires that V be reduced. 
The cases that V’ = Vt, or V’ = VP~~,~,~ are handled just as in the proofs of 
Lemmas 3.6 and 3.7 of 121. If V’ = @X.0, the only changes possible in 
transforming r(V) into r( V’) are deletion of edges joining F-letters x and y 
accompanied by introduction of edges joining x with * and * with 4’ or 
possible deletion of edges joining x with * and/or * with y accompanied by 
introduction of an edge joining .Y with J. Since the admissibility of P,,~ for V 
implies that .Y and * lie in the same component of r(V), c( V’) > c(V) and so 
3( I”) < d(V). This concludes our proof. 
A further piece of useful information about A is: 
LEMMA 2.6. If W is it-redundant and is not a power of a varidble, 
f(W)<3A(W)+3. 
Proof. We shall first show that no component of T(w), except possibly 
the component of *, can contain fewer than three vertices. Our definition of 
r(W) does not allow isolated vertices, except possibly for *. Suppose that 
some component of r( IV) contains only two vertices, the F-letters x and 4’. If 
J’ = ?I-‘. it must be that W is a power of x, contrary to hypothesis. If 
~‘#.u-‘,.y-’ is an F-redundancy in W. 
Since each component of f( IV) which does not contain * has at least three 
vertices, and since there are 2f(w> vertices other than * in T(w), c( IV) < 
2f( W)/3 + 1. Thus A(W) = f( IV) - c(W) > f( W)/3 - 1, and the conclusion 
follows. 
The methods that we have developed in this section are particularly 
fruitful when applied to quadratic equations over free groups. 
THEOREM 2.7. There is an algorithm for determining whether or not 
quadratic equations over a free group H have solutions in H. 
Proof In view of the fact that an equation W= 1 has a solution in H if 
and only if the empty word is in D,, it suffices to show that if W is a 
reduced quadratic word in F * H, the set D, is finite and effectively 
calculable. By Lemma 2.2 we may assume without loss of generality that W 
is irredundant. 
If A( IV) < 0, one may readily verify that W is either an element of H or a 
power of a variable. In the first case, D,, = ( WI, while in the second case, 
D, = ( W, 11. We shall assume, then, that A(W) > 0. Combining Lemma 2.6 
and Corollary 2.5, we find that f( W’) < 34(W) + 3 for all W’ in D,,. This 
bound on f( W’) for W’ in D,, together with the fact that application of an 
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admissible map of type r, p, or ,U to a quadratic word yields a quadratic word 
and does not increase the total number of H-letters, leads us to conclude that 
if W is quadratic, D, is finite. 
To establish that D, is effectively calculable, we need one more fact. We 
shall show that if W is irredundant, A( IV) > 0, and V results from W by 
applying a finite sequence of admissible r-, p-, and p-maps, then f(V) < 
34(W) + 4. When W is also quadratic, this bound, together with the fact that 
admissible r-, p-, and p-maps never increase the total number of H-letters in 
a quadratic word, shows that we may generate the elements of D, by simply 
applying all possible sequences of admissible r-, p-, and p-maps to W. 
stopping whenever we get a repetition. The set D, will be the subset of 
irredundant words of the finite set of words generated in this way, and so is 
effectively calculable. 
We use induction on the length n of the sequence W = W,,, W, ,..., W, G V, 
where Wi is the image of W,-, under a map r, p, or ,U which is admissible for 
wi-l. If n = 0, we obtain our inequality from Lemma 2.6. Let us assume 
that n>O and that f(W,_,)<3A(W)+4. Iff(W,-,)=3A(W)+4, the 
work of the previous paragraph shows that W,-, is not in D,, and so is not 
irredundant. Since no map of type p is then admissible for W, _ , , it must be 
that f( W,,) < 3d(W) + 4. On the other hand, if f(W,-,) < 
34(W) + 3f( W,,) < 34(W) + 4 regardless of whether W, results from W, _, 
by application of a map of type r, p, or ,D. 
We record one modest generalization of Theorem 2.7. Since one can effec- 
tively recognize nth powers in a free group and since nth roots in a free 
group, when they exist, are unique, we have: 
COROLLARY 2.8. If H is a free group, there is an algorithm for deter- 
mining whether or not equations of the form W” = U, where W is quadratic, 
U is in H, and n is an integer, have solutions in H. 
3. CANONICAL FORMS OF QUADRATIC WORDS 
Many decision problems for groups are phrased in terms of solving all 
equations of a certain “form.” For example, if G is a quotient group of a free 
group H, the word problem for G is the problem of solving the equations 
(U = 1 1 U E H) over G, and the conjugacy problem for G is the problem of 
solving (x-‘UxV-’ = 1 ) U, VE H} over G. In these cases, the arrangement 
of the variables is fixed, while the consecutive products of constants range 
over all elements of H. With this in mind, we say that an ordinary or cyclic 
form is a finite sequence or finite cyclic sequence of F-letters and the symbol 
x with the property that no inverse pair of F-letters or pair of *‘s occur 
consecutively. If C is an ordinary or cyclic form, we say that a reduced 
481/68/?-4 
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ordinary or cyclic word U of F * H has form Z if it is possible to substitute 
a reduced ordinary word of H for each symbol * in H in such a way that the 
resulting ordinary or cyclic word equals U in F * H. It is permissible to 
replace * by the empty word. Thus, xyabx-‘cyd has form xy * x-’ * y *, 
andalsohasformsx*y*x-‘*y*,x~*x-‘*~*z*z-’*,etc.Ifwecan 
obtain U from .S by replacing each * in Z: by a nonempty reduced ordinary 
word of H, we say that U has primitive form C. The empty word has as 
primitive form the empty form. Note that an ordinary or cyclic reduced word 
of F * H has a unique primitive form. 
We shall classify forms of ordinary quadratic words up to equivalence, 
and then do the same for cyclic quadratic words. The reader will note that 
the notions of H-image and equivalence have meaning for ordinary words, 
just as for cyclic words. 
An ordinary reduced quadratic word is said to be in canonical form if its 
primitive form is one of the following: 
O(g, k): [x,, y,] -** [xg, v,] z;’ * Zl a*. Zk=ll * Zk-I * (g>OO,k> I), 
o+(g, k): [x,, ,‘,I “* [x8, 4’,] z;’ * z~ *-’ z;’ * zk (g 2 f-4 k 2 Oh 
N+(g, k): X; .-* X;Z;’ * Z, **. Z;’ * zk (g> Lk>O). 
Here [x,, ~7~1 is x; ’ y; ‘xi y,. 
Thus, for example, by O+( 1,0) we mean [x, , y,], by O(0, 1) we mean *, 
and by 0 + (0,O) we mean the empty form. 
We call a quadratic word W orientable if the exponent sum on each F- 
letter of W is zero; otherwise, W is nonorientable. These properties are 
preserved under equivalence for quadratic words. We call the forms O(g, k) 
and 0+ (g, k) above orientable, and N(g, k) and N+(g, k) nonorientable. 
If W is a reduced ordinary or quadratic word, the F-length of W, 1 WI,, is 
the number of occurrences of F-letters in W, and the H-length of W, 1 WI,, is 
the number of occurrences of H-letters in W. We see, then, that ( WI = 
I WI, + I ww 
THEOREM 3.1. If W is a reduced ordinary quadratic word, then W is 
equivalent to a reduced ordinary quadratic word W’ which is in canonical 
form and which satisfies I W’ IF < ) WI, and ) W’ jH < 1 W(, . 
Proof We use induction on ( WI,. If ( WI, = 0, then W is in H and is 
itself in canonical form O(0, 1) or O+(O, 0). We assume, then, that ] WI, > 0 
and divide the proof into two cases, depending on whether or not W is orien- 
table. 
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Case 1: W orientable. We begin by selecting an F-letter x occurring in 
CY so that if Wr Ax-‘BxC, ]B], is minimal. If (B], = 0, then B is a 
nonempty ordinary word in H. Applying the H-automorphism x ti XC-‘, we 
find that W is equivalent to ACx-‘Bx. By our inductive hypotheses, AC is 
equivalent to an ordinary word U’ of form O(g, k) or O+(g, k). If I/’ has 
form O+(g, k), CJ’x-‘Bx has form O+(g. k + 1) and the conclusion follows. 
If (I’ has form Ok, kh u’= [x,, y,] -** [xq, y,] z;‘u,z, a’. 
z;?, U,-, zk-, U,. where U, ,..., U, are nonempty reduced words of H. In this 
event. U’.u-‘Bx is equivalent to W’ = Ix,, y,] --- [xg, y,] z;‘U,z, ... 
zi-!,Li. z k ~, km, x-‘BxU, under the H-automorphism x t-+ xUk, and again the 
conclusion follows. 
Case 2: W nonorientable. Let x be an F-letter which has the same 
exponent in its two occurrences in W, that is, such that WE AxBxC. Then 
W is equivalent to xZAB-‘C under the H-automorphism x I-+ A-‘xAB-‘. By 
the hypotheses of induction, AB-‘C is equivalent to an ordinary word II’ 
which is in canonical form. If U’ has form O(0, k), O’(0, k), N(g, k), or 
N+(g, k), then xzU’ is in canonical form and we are finished. 
It remains to consider the cases that Y has form O(g, k) or O+(g, k) with 
g > 1. We have, then, that II’ E [x,, y,] .a. [xs, ~~1 D, where D is either 
z,-‘U,z, -*a z ;J1 Uk,_,z,-, U, or z;‘U,z, ... z;‘U,z,, with (I, ,..., U, 
nonempty ordinary words in H. To put x2(/’ into canonical form, we shall 
use an H-map a defined by a: r-t--+ rst, s I+ t-‘s-‘r-‘strst, t t+ t-‘s-‘r-It. 
The reader may verify that a(r’[s, t]) = r2sZtZ and that the map given by 
r Hrzs ‘r-l, s F-P rsr-‘(-‘r-l, t H rt is the inverse of a. Thus, by repeated 
application of the map a, first with r = x, s = x, , t = JJ,, next with r = y,, 
s = x2, t = y2, etc., we find that x2U’ is equivalent to W’ =x2x:4’: ... xiyi D, 
which is in canonical form. This concludes our proof. 
We are now ready to make our classification of cyclic quadratic words. A 
reduced cyclic quadratic word is in canonical form if its primitive form is 
one of the following: 
Ok* 0): lx,, v*l a** 1xp 4’,1 k 2 Oh 
O(g, k): [xl,y,] ... [xg, y,] z;’ * z, .-a 2~1~ * zk-, * (gZO,k& I), 
N(g, 0): x; *.. x,’ kZ 11, 
N(g,k): x~~~~x,~z;‘*z,~~~z~~,*z~~,* (g> l,k& 1). 
Again, we call forms O(g, k) orientable and N(g, k) nonorientable. Form 
O(O.0) is the empty form. 
THEOREM 3.2. I” W is a reduced cyclic quadratic word, then W is 
equivalent to a reduced cyclic quadratic word W’ which is in canonical form 
and satisfies ) W’ JF < 1 W(, and 1 W’ IH < ( WI,. 
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Proof. Let W, be an ordinary word which, when viewed cyclically, 
equals W. By Theorem 3.1, W, is equivalent to reduced ordinary word W’, 
which is in canonical form and satisfies 1 Wi IF Q 1 W, IF and ) w, IH < 1 W, 1”. 
Let W’ be the cyclic word which results from cyclically reducing W’, and 
writing it cyclically. If W’, has form O(g, k), Of (g, 0), O+(O, 1), N(g, k), or 
Nt(g, 0), then W’ is in canonical form and we are finished. If W{ has form 
O+ (g, k) or Nf (g, k) with g > 1 and k 2 1, we notice that W’rzk is in 
canonical form. Further, W’rzk is equivalent to W’, and hence to W, since 
W’ is the image of W’T+ under the H-map given by zi I--+ ziz;’ for 
i = l,..., k- 1 and xit-+ zkxiz;‘, yi++ zkyiz;’ for i= l,..., g. This 
completes our proof. 
In what follows, we shall need a somewhat more stringent notion of 
“irredundant.” We call a reduced word of F * H strongly irredundant if it is 
not F-redundant and has a minimal number of H-letters in its equivalence 
class. A strongly irredundant word is clearly ii-redundant. The results which 
follow will demonstrate that for quadratic words, we can do all of the things 
that we did in Section 2 using “strongly irredundant” instead of 
“irredundant,” while getting somewhat sharper results. For example, the 
reader may compare the next lemma with Lemma 2.2. 
LEMMA 3.3. If W is a quadratic word, there is a strongly irredundant 
quadratic word to which W is equivalent. Moreover, all strongly irredundant 
quadratic words which are equivalent to W lie in D,.. 
Proof. Choose U in the equivalence class of W so that 1 U(, is minimal 
and, subject to that condition, 1 U(, is minimal. Clearly U is strongly 
irredundant and equivalent to W. We must show that U is quadratic. Since U 
is an H-image of W, there is a W’ in D, and an H-map 4 such that U is the 
c-free image of W’ under 4. Now W’ must itself be equivalent to W, so our 
choice of U ensures that XQ is a variable for each variable x in W’. Thus U is 
quadratic since W’ is quadratic. 
To establish the second assertion of the lemma, let us suppose that V is a 
strongly irredundant quadratic word equivalent to W, we shall show that V 
is in D,. As above, V is a c-free image of an element W’ of D, under an H- 
map 4. Since V and W’ are both equivalent to W and since V is strongly 
irredundant, x4 cannot contain H-letters for any variable x in W’. Also, x4 
cannot contain a part yz with y and z variables, for V is both quadratic and 
irredundant. Hence V is the image of W’ under a level map and so is itself a 
member of D,. 
In view of this lemma and the fact that for a quadratic word W, D, is 
finite and effectively calculable, we may effectively determine whether or not 
a quadratic word is strongly irredundant. 
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We now prove a uniqueness result about canonical forms for quadratic 
words. 
THEOREM 3.4. Every quadratic word W is equivalent to a strongly 
irredundant quadratic word @ which is in canonical form. We call I@ a 
canonical equivalent for W. Any two canonical equivalents for W have the 
same canonical form. 
ProoJ We know by Lemma 3.3 and Theorem 3.2 that W is equivalent to 
a strongly irredundant quadratic word W’, which is in turn equivalent to a 
quadratic word &’ which is in canonical form and satisfies 1 ?@I, < ] W’ JH. 
No quadratic word in canonical form is F-redundant, so it follows that I@ is 
strongly irredundant. 
If (I is a quadratic word in canonical form O(g, k) or N(g, k), we shall 
use g(U) and k(U) to denote g and k, respectively. It is easy to see that if U 
has primitive form O(g, k), d(U) = 2g(U) + k(U) - 2, while if U has 
primitive form N(g, k), d(U) = g(U) + k(U) - 2. The primitive form of a 
quadratic word U in canonical form is therefore determined by its orien- 
tability or nonorientability, by d(U), and by g(U). 
Now suppose that U and V are two canonical equivalents to W. Since 
orientability is preserved by equivalence, it is clear that U and V are either 
both orientable or both nonorientable. By Lemma 3.3, U is in D, and V is in 
D,,, so by Corollary 2.5, d(U) = d( V). We may conclude that U and V have 
the same primitive form, then, if we can show that g(U) = g(V). 
Let 7~ denote the projection of F * H onto F. Since U and V are images of 
one another under H-maps, that is, endomorphisms of F * H which fix H, it 
follows that UT and Vn are images of one another under endomorphisms of 
F. From this we may conclude that g(U) = g(V); cf. Corollary 6.7 and 
Proposition 6.8 of 17, p. 551. This ends our proof. 
We are now in a position to define the genus g( IV) and the index k(W) of 
a reduced quadratic word W by g( IV) = g(I@) and k(W) = k( Lf’), where I@ 
is a canonical equivalent of W. We also define d(W) by d(W) = A( Lf’). These 
are all well defined by Theorem 3.4 and are related by d(W) = 2g( W) + 
k(W) - 2 if W is orientable and d(W) = g(w) + k(W) - 2 if W is nonorien- 
table. We also note that d( E’) < d( IV) by Lemma 3.3 and Corollary 2.5. 
We next make some refinements, for W a quadratic word, in the process 
used to construct the set D,.. We first say what it means for a map rs, 
P.x.,,r * or P’x.a to be strongly admissible for a reduced quadratic word W. A 
map r, is strongly admissible for W if x is part of W and either W is 
strongly irredundant or Ws, is equivalent to W. For maps p,,,,; and ,LI~,~, 
strong admissibility has the same meaning as admissibility. If W is a reduced 
quadratic word, we define 8,. to be the set of all strongly irredundant words 
W’ for which there is a finite sequence W = W,, W, ,..., W,, = W’ of words 
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such that Wi is the image of Wi- , under a map rXr P~,,,,~, or px,a which is 
strongly admissible for Wipl. As we did for D,, we regard two words of 
6, which are images of one another under level maps as defining the same 
element of B,.. 
The following result, an analogue of Theorem 2.3, indicates that d,. is as 
effective a tool as D, for studying quadratic equations. 
THEOREM 3.5. If W is a reduced quadratic word, a reduced word U of 
F * H is an H-image of W if and only if U is a c-free image of some W’ in 
&. 
Proof. Since each element of Bw is an H-image of W, one direction is 
trivial. Suppose, then, that U is the image of W under an H-ma 
4 
4. We shall 
show that there is a W’ in 8,. and an H-map qS such that is the c-free 
image of W’ under 0’. To do this, we use triple induction on 1 WI,, L( W, 4) 
(defined during the proof of Theorem 2.3), and 1 WI. 
If W is not irredundant, we may proceed to remove a redundancy from W 
as in the proof of Theorem 2.3, producing W, and 4, so that U is the image 
of W, under 4,, IW,I,<lWl,, UW,,h)<UW,(6), and IW,I<lW. If 
W, = Wr,, x is part of an F-redundancy in W, and so W, and W are 
equivalent. Thus, the p-map or r-map used to obtained W, from W is 
strongly admissible for W, and we are finished by our hypotheses of 
induction. 
Now suppose that W is irredundant but not strongly irredundant. By 
Lemma 3.3, there is a strongly irredundant word W, in D, to which W is 
equivalent. Necessarily, ) W,\, < 1 WI,. Also, W, is in 8,, since any r-map 
applied in deriving W, from W must have preserved equivalence. Since W, is 
equivalent to W and since U is an H-image of W, U is the image of W, 
under some H-map $, . Thus, this case is disposed of. 
Finally, suppose that W is strongly irredundant but that U is not a c-free 
image of W under 4. As in the proof of Theorem 2.3, we find a W, and a #, 
such that U is the image of W, under (,, 1 W,I, = I WI,, and L(W,, 41) < 
L( W, 4). The word W, is the image of W under a map of type r, p, or ,u; any 
such map is strongly admissible for W. This concludes our proof. 
A consequence of Theorem 3.5 is that a quadratic equation W = I has a 
solution in H if and only if the empty word is in fi,,. Hence in seeking 
solutions to quadratic equations, we may work with 6, instead of Dw . We 
next obtain rather detailed information about the kinds of words that can 
occur in L5w. 
If U and V are quadratic words, we say that U is simpler than V if: 
(9 dv> ,< g(Vl 
(ii) k(V) = 0 implies k(U) = 0, 
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(iii) V orientable implies that U is orientable and k(U) - k(V) < 
g(V) - g(U), and 
(iv) V nonorientable implies that either iJ is nonorientable and 
k(U) - k(V) < t(g(V) - g(U)) or CJ is orientable, g(U) < fg(V), and 
k(U) - k(V) < 4dV) - g(U). 
This definition induces in a natural way a notion of “simpler” for 
canonical forms of quadratic words. To illustrate our definition, we give 
some examples of canonical forms C and the nonempty canonical forms 
which are strictly simpler. 
EXAMPLE 1. c = .r-‘y-‘xy *; x-‘y-‘xy, z-1 * z *, *. 
EXAMPLE 2. .X=x2 *;x’,*. 
EXAMPLE 3. Z=x2y2 *; x2y2, x2 *, x2, z-’ * z *, *. 
EXAMPLE 4. .?Y=x~~'~z~ *; x2y2z2, x2y2 x, x2$, x~z-~ *Z *, x2 *, x2. 
: I*; *. x -'y-'Xj' *, c'y-'xy, *. 
The reader will note that the problems of solving equations of the form 
* = 1. z-1 * z * = 1, and x- ‘y - *.uy * = 1 over a group are, respectively, the 
word, conjugacy, and commutator problems for the group. We may refer to 
the problems of solving equations xt ..a xi * = 1 and [x,, y,] ... 
Ix,,. y,] * = 1 as th e n-squares problem and the n-commutators problem. 
THEOREM 3.6. If W is a quadratic word and W’ is in Bw, then W’ is 
simpler than W. 
Before proving this theorem, we establish two preliminary results. 
LEMMA 3.1. If II is a reduced quadratic word, U & x2, V = Us,, and V 
is not equivalent to U, then A(V) < A(U). 
ProoJ Since cancellations cannot increase the value of A by 
Theorem 2.4, we may assume that V is the result of simply deleting x from U 
and not performing any cancellations. Since V has one variable fewer than 
U, we have A(V) < A(U) unless I’(V) has fewer components than T(U). This 
can occur only if x and x-’ are in different components of r(U). In that 
case, one of x and x-‘, say x, is in a component C of T(U) which does not 
contain vertex *. If the vertices of C are, in order, x, y,,..., y,, the H-map 
defined by yi I-+ yix- ’ if yi # y; ’ for all j and by yi I-+ x>lix- ’ if yi = y,: ’ for 
some j, 1 ,< j < k, sends V to U, and so U and V are equivalent, a con- 
tradiction. 
LEMMA 3.8. If U is a reduced quadratic word, V is a strongly 
irredundant quadratic word, and V is an H-image of U, then A(V) < A(U). 
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Proof: There is an element U’ of D, and an H-map 4 such that V is the 
c-free image of CJ’ under 4. We know that A(U’) < A(U), so it suffices to 
show that A(V) < A(U’). 
Our hypotheses that both U’ and.V are quadratic and that V is strongly 
irredundant preclude parts yz or ya, with y and z F-letters and a an H-letter, 
in A$ for any F-letter x in CJ’. Thus A$ is either an F-letter or a nonempty 
ordinary word of H for each variable x in U’. We see, then, that T(V) is 
obtained from T(U’) by possibly identifying certain vertices of T(U’) with the 
vertex *. To show that A(V) <A(V), we shall show that the reduction in the 
number of components in passing from T(U’) to T(V) does not exceed the 
reduction in the number of variables. 
Suppose that C is a component of T(U’) which does not contain *, but 
which has a vertex x such that x$ is an element a of H. Let the vertices of C 
be, in order, x, y1 ,..., all. If no other vertex of C is sent to an element of H by 
4, let yi# = zi, where z, ,..., zk are variables. We then find that the H-map 
defined by zi I+ zia if zi # z,:’ for all j and by zi t-+ a-‘z,a if zi = z/’ for 
some j, 1 < j < k, reduces the H-length of V. This violates the strong irredun- 
dancy of V. Thus C has at least two vertices which are identified with * in 
r(V), and so our proof is complete. 
Proof of Theorem 3.6. Let W G W,, W, ,..., W, E W’ be a finite sequence 
such that for i= l,..., n, Wi is the image of Wi- , under a map rX, pX,,,, , or 
P x,(1 which is strongly admissible for W,-, . Since the relation of being 
simpler than is transitive, it sufftces to show that Wi is simpler than W,-, for 
i=l n. ,**-, 
It is obvious from the definition that equivalent quadratic words are 
simpler than one another. If Wi= Wi--lpx.y,z or Wi= Wi-,px,a, then 
Wi- , = Wi 5, or Wi- , = Wipu,,,-, and so Wi and W,-, are equivalent. Thus 
we may assume that Wi = Wi-, r, and that Wi is not equivalent to Wi-, . By 
the definition of strong admissibility, W,-, must be strongly irredundant. 
It is clear that if W,-, is orientable, Wi is also. If k( Wi- ,) = 0, the strong 
irredundancy of W,-, implies that W,-, contains no H-letters. Thus, Wi 
contains no H-letters, and k(W,) = 0. 
Next we show that g( Wi) < g( Wi- i) and that g( W,) < fg( Wi- ,) if Wi is 
orientable and W,-, is not. Let @‘-, and qi be canonical equivalents for 
Wi- , and Wi, and let II be the projection from F * H onto F. For any j, 
g( Wj) = g( Wj) = g( mj7r,. w  e may establish the desired inequalities by using 
the corresponding relationships between g(pi7z) and g( qi-, z) given by 
Corollary 6.7 and Propositions 6.8 and 6.10 of [7, pp. 55 and 561. 
The reader may readily verify that the remaining inequalities required to 
show that Wi is simpler than Wi-l follow from 
k(Wi)-k(Wi-,)~d(Wi-,)-d(Wi). (1) 
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By Lemma 3.3 and Corollary 2.5, we find that A( Wi) > A( wi) and, since 
IV-, is strongly irredundant, A( IV- ,) = A( wi- ,). Since d( lVj) = A( mj) for 
each j by definition, Lemma 3.7 and the above facts yield 
d(W)),<d(Wi-,)- l* (2) 
Let rc be the projection of F * H onto F. The reader will note that for any j, 
d(mjlr) = d(W,) - k( Wj). We may thus rewrite (1) as 
A(@~-*~)-A(Wi~)<2(d(Wi-~)-d(wi))~ (3) 
and find that this may be established, in light of inequality (2), by proving 
A(bvi~,n)-A(kvi7r)~2. (4) 
We shall next demonstrate that for any j, 1 <j < n, 
A(l@j??)=A(Wjlc)* (5) 
We know that Wj and wj are equivalent, so it follows that Win and pjz are 
equivalent. Since cancellations of variables and deletions of variables to 
remove F-redundancies do not change the value of A for quadratic words of 
F (cf. Lemma 3.5 and 3.6 of [2]), we may assume that both Wjn and ej7z 
are strongly irredundant. Equation (5) then follows from Lemma 3.3 and 
Corollary 2.5. 
Equation (5) shows that inequality (4) is equivalent to 
A(Wi-,TC)-A(WiX)<2. (6) 
We shall complete the proof by establishing this inequality. Since, once 
again, cancellations of variables do not change the value of A for quadratic 
words of F, we may assume that Wi- ,z is the result of simply deleting x 
from Wir, performing no cancellations. The word Win has at most one 
generator fewer than Wi-,n; to prove (6) it is enough to show that T(Wilr) 
has at most one component more than Z( Wi _, n). The only way that Z-( Wi n) 
can have more components than f(Wi-,n) is for x and x-’ to lie in the 
same component of f(W,- ,7c), but not to constitute the entire component. 
When r, is applied to W,-, 71, this component is the only component of 
r( Wi- I 71) which is changed, and since both x and x-’ have degree two in 
r(Wi-, rr), this component can be transformed into at most two new 
components. This concludes our proof. 
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4. QUADRATIC EQUATIONS OVER FREE PRODUCTS 
In this final section, we shall apply the techniques developed in this paper 
to the solution of quadratic equations over free products of groups. We first 
extend the notation and terminology introduced at the beginning of Section 2. 
Let G be the free product of a collection of groups (Gi 1 i E I). Choose 
presentations (Ai; R,) for the groups Gi in such a way that the generating 
sets Ai are pairwise disjoint, and let Hi be the free group on Ai for each i E I. 
We let the group H be the free product of the groups (Hi 1 i E I}, which is the 
free group freely generated by a set A, the union of the sets Ai for i E I. We 
choose the natural presentation (A; R) for G, where R is the union of the sets 
Ri for i E I. An equation over G, then, is an expression W = 1 where W is a 
reduced element of F * H, with F as in Section 2. Elements of Ai and their 
inverses will be called Hi-letters. If W is a reduced word from F * H, a 
syllable of W will be a nonempty subword of W consisting only of F-letters 
or Hi-letters for some i E I and which is maximal with respect to this 
property. A reduced word in F * H is called G-reduced if it has no syllable 
consisting of Hi-letters which defines the identity in Gi. 
Our general approach in studying equations over free products will be the 
same as the approach we used in the free group case. Specifically, if U is the 
image of W under an H-map Q, we shall seek to modify W and 4 into W’ 
and 4’ so that U is a “cancellation-free” image of IV’ under 4’. We have a 
new kind of cancellation to deal with, however. We must adapt our technique 
to the possibility that some syllable of the image of W under our H-map 
which lies in Hi may define the identity in the corresponding group Gi. To 
this end, we associate with each reduced quadratic word W of F * H a new 
set 6, of words of F * H. 
We define 6, as the set of all strongly irredundant words W’ for which 
there is a finite sequence WE W,,, W, ,..., W,, = W’, where Wj is obtained 
from Wj-, by applying a map rX, pX,y,L or p,,, which is strongly admissible 
for Wj-13 or by another procedure which we now describe. If Wj-, is 
strongly irredundant, Wj-, E UV, where CJ and V are F-disjoint (i.e., have 
no F-letters in common), U lies in F * H, for some i E I but U is not in F, 
and if U = 1 has a solution as an equation over Gi, then we may let Wj = V. 
Our first theorem of this section is very much in the spirit of Theorems 2.3 
and 3.5. 
THEOREM 4.1. Let W be a quadratic word in F * H and let 0 be an 
element of F * G. There is a word U of F * H which defines u in F * G and 
which is an H-image of W if and only if there is a G-reduced word V of 
F * H which defines u in F * G and which is a c-free image of some W’ in 
b N” 
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Since the only G-reduced word of F * H which defines the identity in 
F * G is the empty word, we have: 
COROLLARY 4.2. If W is a quadratic word in F * H, the equation W = 1 
has a solution in G if and only if 1 is an element of D,. 
Proof of Theorem 4.1. It is apparent from our definition of 6, that any 
element of F * G which is defined by an H-image of an element W’ of 6, is 
also defined by an H-image of W itself. We assume, then, that there is an H- 
map 9 such that Wd defines ti in F x G and seek to show that there is an 
element W’ of D,+, and an H-map 4’ such that W’$’ is a c-free image of W’ 
under d’, W’Q’ is G-reduced, and W’#’ defines 0 in F * G. We proceed by 
induction on the number of syllables of U = W@ By Theorem 3.5, we may 
assume that W is strongly irredundant and that CJ is a c-free image of W 
under 4. 
If U is G-reduced, we are finished. Otherwise, let Uj be a syllable of U 
from Hi which defines the identity in Gi. Let T be the shortest subword of W 
whose image under 4 contains the syllable Uj. 
If 1 TI = I, T is either a single Hi-letter a or a single variable x. In the 
former case, we let W, be the word obtained by deleting a from W and let 
q, = 4. In the latter case, we let W, = W and defined x4, by deleting any 
syllables of x4 which define the identity in G. Replacing W by W,, 4 by 4,) 
and U by W, 4,) we find that W,$, still defines U in F * G and has fewer 
syllables than U. 
Next suppose that ( TI = 2. If T E ab, with a and b H-letters, it must be 
that a and b are both members of Hi and that ab defines the identity in Gi. 
The subword T is then F-disjoint from the rest of W. We let W, be the result 
of deleting T from W and let $, = 4. If T = XQ with x an F-letter and a an H- 
letter, then X@ E BC where C and a both lie in Hi, Ca defines the identity in 
Gi, and C is a syllable of ?cql. In this case, we let W, = W,,, .-, and let #, 
agree with 4 except that x4, = B. If T- xy with x and y’ F-letters, we 
consider the cases that y # x and y = x separately. If y # x, .r# = AB, and 
J$ E CD, where B and C are syllables of x4 and y#, respectively, B and C 
both lie in Hi, and BC defines the identity in Gi. We then let 
WI = WPx.y-Lz. z not part of W, and let 4, agree with 4 except that xQi =A, 
y#, = D and zq+, = B. If y = x and x# lies in Hi, (x4)’ defines the identity in 
Gi; we let W, = Wr, and +, = 4. If y = x and x$ is not in Hi, .u$ z ABC with 
A and C syllables of x4 which lie in Hi and with CA defining the identity in 
Gi. In this case, we let W, = Wpx,xml,z, z not part of W, and let 4, agree 
with 4 except that xq5, = B and z#, = C. In all of the above cases. 
W,#,defines fl in F * G and has fewer syllables than (I. 
Finally, suppose that 1 TJ = s > 2. Let TE y, ... ys, where each y, is either 
an F-letter or an H-letter. We have y, $ = AB,, yk@ = B, for 1 < k < s, and 
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y,# = B,C, where B ,,..., B, lie in Hi, B, and B, are syllables of y,# and y,$, 
and B, . . . B, defines the identity in Gi. First let us consider the case that 
A E 1 = C. If T is F-disjoint from the rest of W, we form W, by deleting T 
from W and let 4, = 4. If T is not F-disjoint from the rest of W, there is a k, 
1 < k < s, such that yk is an F-letter which occurs only once as a part of T; 
in this event, we let W, = W and let #, agree with Q except that yk$, = 
Bill a+. B;‘B;’ ... Bk;l,. 
Second, let us suppose that A f 1. It must be that y, is an F-letter and that 
yi#y:‘for l<k<s. Ify,#y;‘, we let W, = W and let 4, agree with 4 
except that y,# =AB;’ ... B;‘. If y, = y;‘, we find that B, E B;’ and so 
B, .a. B,-, defines the identity in Gi. In this case, we let W, be the result of 
deleting T from W and let 4, = 0 if T is F-disjoint from the rest of W, and 
otherwise let W, = W and obtain $, from 4 as above. The case that C f 1 is 
similar. This concludes our proof of Theorem 4.1. 
Before stating our main theorem on quadratic equations over free 
products, we record two more preliminary results.’ 
LEMMA 4.3. If W is a strongly irredundant quadratic word in F * H and 
W = W, W, with W, and W, F-disjoint, W, and W, each have simpler form 
than W. 
Proof. By Theorem 3.1, we may assume that W, and W, are both in 
canonical form as ordinary quadratic words. The proofs of Theorems 3.1 
and 3.2 and the strong irredundancy of W then show that k( W,) < k(W), 
k(W,) < k(w), and that if k(W) = 0, k(W,) = k(W,) =O. Further, 
g(W) = g( W,) + g( W,) if W, and W, are both orientable or both nonorien- 
table, while g( W’) = 2g( W,) + g( W,) if W, is orientable and W, is nonorien- 
table. From these facts, the result follows. 
LEMMA 4.4. If W is a reduced word in F * Hi for some i, the equation 
W = 1 has a solution in G if and only if it has a solution in Gi. 
Proof Suppose that W = 1 has a solution in G, that is, that there is an 
H-map I$: F * H-+ H such that W# defines the identity in G. It is a general 
fact about free products (cf. [8, Postulate V, p. 4101) that the diagram 
commutes, where rci and F are projections and v and vI are the canonical 
quotient maps. Hence if @’ is the restriction to F * Hi of &ri, W#’ defines the 
identity in Gi and so W = 1 has a solution in G,. 
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THEOREM 4.5. Let G be the free product of the groups (Gi 1 i E I}. There 
is an algorithm for solving all quadratic equations of a given form and all 
simpler forms over G tf and only tf there is a untform algorithm for solving 
the same class of equations over the groups Gi, i E I. 
The reader will note that if the index set I is finite, the word “uniform” 
above is superfluous, and the second condition of the theorem requires only 
that the given class of equations-be solvable over each of the groups Gi. 
Proof of Theorem 4.5. Lemma 4.4 shows that the first condition of this 
theorem implies the second. Let us suppose that there is a uniform algorithm 
for solving all quadratic equations of form C and simpler forms over the 
groups Gi. We shall show that if W= 1 is a quadratic equation of form C or 
of simpler form over G, the set 6,. is finite and effectively calculable. 
By the definition of Da. and Lemmas 3.8 and 4.3, ) W’ lH < ( WI, and 
d(W) <d(W) for any W’ in DH’. Thus, as in the proof of Theorem 2.7, D,,. 
is finite. We need only show that, for a quadratic V, we can tell which of the 
operations used to generate D,. we may apply to V. Since one can effectively 
recognize irredundant and strongly irredundant quadratic words and when 
two quadratic words are equivalent, one can decide which of the maps r,. 
Px..V.: px.a are strongly admissible for V. If V= V, VZ with V, and VI F- 
disjoint and with V, in F * Hi for some i but not in F, our hypotheses and 
Lemma 4.3 guarantee that we can tell whether or not V, = 1 has a solution 
in Gi. Thus. as in the proof of Theorem 2.7, Da. is effectively calculable. 
Some of the more interesting consequences of Theorem 4.5 are listed 
below. For parts (iii) and (iv), refer to Examples 1 and 3 in Section 3. 
COROLLARY 4.6. Let G be the free product of the groups { Gi j i E Z}. 
There is an algorithm for solving each of the following classes of equations 
over G if and only if there is a untform algorithm for solving the same class 
of equations over the groups Gi, i E I: 
(i) all quadratic equations; 
(ii) all orientable quadratic equations; 
(iii) the word, conjugacy, and commutator problems; 
(iv) the word, conjugacy, square, and two-squares problems. 
Part (i) of this corollary tells us, for example, that all quadratic equations 
are solvable over a free product of finitely generated abelian groups. Wicks 
obtained the results of parts (iii) and (iv) of this corollary in [lo] and [ 1 I]. 
respectively. 
Our methods may also be used to prove Lyndon’s generalization [6] of 
Griffiths’ result [4] on elements of free products as products of commutators. 
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COROLLARY 4.7 (Lyndon). Let G = G, * ... * G, and let g = g, ... g,, 
where for 1 < i < n, gi is a nonidentity element of Gi. Let F be the free group 
on (x,, x2 ,... ) and let Q be a quadratic word on x, ,..., x,. Zf g is the image of 
Q under a homomorphism from F to G, n’e must have m > 2n if Q is orien- 
table and m > n if Q is nonorientable. 
Proof: We may assume that Q is an irredundant cyclic word. By 
Theorems 3.2 and 3.4, m 2 2g(Q) if Q is orientable and m > g(Q) if Q is 
nonorientable. Thus, it suffices to show that g(Q) > n. 
Continuing the notation of this section, we take Gi to be a quotient group 
of a free group H, for 1 < i < n. By Theorem 4.1, there is an element 
U= U, -.a U,, of H, * ..a * H, with U, in H, for 1 < i < n, an element Q’ of 
fit, and an H-map # such that U defines g in G and U is a c-free image of 
Q’ under 4. Our conditions on U imply that Q’ s Q, .s. Q, with Q,,..., Q, 
pairwise F-disjoint. By Lemma 5.8 of [2], then, d(Q’) = xy=, d(Qi) + 
2(n - 1). (The reader will note that for a word of F, the value of A here is 
one less than the value of A in [2], since here we count the isolated vertex * 
as a component of the star-graph.) If Q is orientable so is each of Q, ,..., Q,, 
and so 2g(Q)-2=A(Q)>A(Q’)=~~=l(2g(Qi)-2)t2(n-1)>2n-2. 
If Q is nonorientable, A(Qi) > -1 for 1 < i <n, and so g(Q) - 2 = A(Q) > 
A(Q’) > n - 2. In either case, we have shown that g(Q) > n. This concludes 
our proof. 
A question which emerges from this work is that of investigating the 
relationship between the problems of solving quadratic equations of a 
particular form over a finitely generated group and of solving quadratic 
equations of simpler form over that group. It is clear, for example, that a 
group with solvable conjugacy problem has solvable word problem, but must 
a finitely generated group with solvable commutator problem necessarily 
have solvable conjugacy problem or even solvable word problem? Might it 
be that the ability to solve quadratic equations of a particular form over a 
finitely generated group implies the ability to solve quadratic equations of 
simpler form over that group? 
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