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Abstract
The goal of a speech enhancement algorithm is to reduce or eliminate background
noise without distorting the speech signal. Although speech enhancement is impor-
tant for practical scenarios, it is a di cult task especially when the noisy speech
signal is only available from a single channel. Although many single-channel speech
algorithms have been proposed that can improve the Signal-to-Noise Ratio (SNR) of
the noisy speech, in some cases dramatically, they also introduce speech distortion
and spurious tonal artefacts known as musical noise.
There has been evidence, both physiological and psychoacoustic, to support the
significance of the modulation domain, i.e. the temporal modulation of the acous-
tic spectral components, to speech enhancement. In this thesis three methods for
implementing single-channel speech enhancement in the modulation domain have
been proposed. The goal in all three cases is to take advantage of prior knowledge
about the temporal modulation of short-time spectral amplitudes. The first method
is to post-process the output of a conventional single-channel speech enhancement
algorithm using a modulation domain Kalman filter. The second method performs
enhancement directly in the modulation domain based on the assumption that the
temporal sequence of spectral amplitudes within each frequency bin lies within a low
dimensional subspace. The third method uses a modulation-domain Kalman filter
to perform enhancement using two alternative distribution families for the speech
and noise amplitude prior distributions. The performance of the proposed enhance-
ment algorithms is assessed by measuring the SNR and speech quality (using the
Perceptual Evaluation of Speech Quality (PESQ) metric) of the enhanced speech.
It is found that, for a range of noise types, the proposed algorithms give consistent
improvements in both metrics.
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1. Introduction
1.1. Speech Enhancement
In practical situations, clean speech signals are often contaminated by unwanted
noise from the surrounding environment or communication channels. As a result,
speech enhancement is often needed, the goal of which is to remove of the noise
and improve the perceptual quality of the speech signal. There are di erent types
of noise, which include additive acoustic noise, convolution noise, and transcoding
noise [1]. Additive noise that is uncorrelated with the clean speech signal in either
the acoustic or electronic domain. Its perceived e ect is to degrade the quality and
intelligibility, and may, in extreme cases, completely mask the clean speech signal.
Convolution noise is perceived as reverberation and poor spectral balance. Rever-
beration is normally introduced by acoustic reflections and can seriously degrade
intelligibility. This type of noise di ers from the additive noise in that it is strongly
correlated with the clean speech signal. Transcoding noise normally arises from
amplitude limiting or clipping in the microphone, amplifier or CODEC and it is
perceived as severe distortion that varies with the amplitude of the speech signal.
In this thesis the removal of additive acoustic noise will be concerned. Speech en-
hancement methods may be divided into two types. The first one is single channel
methods where the signal from unique acquisition channel is available. The second
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type is multi channel methods [2] where multi speech signals can be obtained from
a number of microphones, and the noise reduction can be achieved making use of
the information (e.g. noise reference, phase alignment) provided from each of the
microphones and thus the Signal-to-Noise Ratio (SNR) can be improved. Although
multiple channel methods often yield better performance than single channel meth-
ods, they also introduce additional costs, such as power usage, computational com-
plexity and requirement of size. As a result, single channel methods are necessary in
many devices where multi microphone methods cannot be applied, such as mobile
phones, hearing aids and cochlear implant devices, most of which have only a single
microphone due to the limit on the location and size of the devices. In this thesis,
on the single channel speech enhancement task will be focused.
Over the past three decades, numerous single channel speech enhancement algorithms
have been presented [3]. The main issues with the single channel speech enhance-
ment problem include: 1) need to attenuate noise without introducing artifacts or
distorting the speech; 2) need to distinguish between speech and noise on the basis
of their di ering characteristics; 3) varying acoustic noise arising from many sources,
such as car engine and factory machine, and so far no universal model which rep-
resents all possible noises well has been proposed.
1.2. Enhancement Domains
Speech enhancement can be performed in several alternative domains. The follow-
ing sections define these alternative domains and describe illustrative enhancement
algorithms. A more complete review of speech enhancement algorithms relevant to
this thesis is given in Chapter 2.
2
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1.2.1. Time domain
In the time domain, enhancement is normally achieved by making the use of static
or adaptive filtering techniques. Two types of the well known adaptation algorithms
are the Least Mean Squares (LMS) algorithm, or more commonly, the Normalized
Least Mean Squares (NLMS) gradient descent algorithm [4], and the Recursive Least
Squares (RLS) algorithm. The adaptive filtering for single channel speech enhance-
ment was introduced in [5] with two applications. The diagram of the algorithm is
given in Figure 1.1, in which t denotes the discrete time index. The noisy speech
signal, z(t), is firstly delayed by D samples, where D is an integer, and is processed
by an LMS adaptive filter to give the signal y(t), which is then subtracted from z(t)
to produce the error signal e(t). The output of the filter is generated by a mixture
of e(t) and y(t) which depends on whether the periodic signal components should be
suppressed or enhanced. When – = 1, it brings the first application that the filter
can be used for removing periodic noise from a broadband speech signal [5], because
a fixed delay is inserted in the input of the adaptive filter, which is obtained directly
from the original input. In this case, the delay needs to be long enough so that z(t)
and z(t ≠D) are uncorrelated. When – = 0 (e.g. sˆ(t) = y(t)), the function of the
filter turns into the reverse of the first application and it aims to remove broadband
noise from a periodic signal. Because both periodic and broadband components are
often present in both speech and noise, it is important to chose the parameters of
the filtering properly to enhance the wanted components.
1.2.2. Time-frequency domain
The enhancement can also be applied in the Time-Frequency (TF) domain. In
this domain, speech samples are divided into frames, which will be referred to as
3
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Figure 1.1.: Adaptive filtering for enhancement
acoustic frames in order to distinguish them from the modulation frames that will
be introduced in Section 1.2.3. The diagram of TF domain speech enhancement
algorithms is given in Figure 1.2. Let s(t) and w(t) denote the speech and noise in
the time domain, respectively. The noisy speech z(t) is given by
z(t) = s(t) + w(t) (1.1)
A Short Time Fourier Transform (STFT) is firstly applied to the noisy speech z(t),
which is defined as
Zn,k =
T≠1ÿ
t=0
z(nM + t)h(t)e≠2ﬁj tkT (1.2)
where n and k denote the time frames and frequency bins respectively. T is the
acoustic frame length in samples and M Æ T is the time increment between suc-
cessive frames. The frame length is a compromise between frequency and time
resolution and is typically chosen in the range 10≠30 ms therefore T is in the range
80 to 240 samples when the sampling frequency in 8000 Hz. h(t) is the window
(e.g. Hamming window) used to segment the time-domain speech into short-time
frames. The speech and noise can be transformed into the STFT domain in the
same way to obtain the STFT coe cients Sn,k and Wn,k, respectively. The general
framework of TF processing applies a real-valued TF gain function with the aim
4
1.2 Enhancement Domains
 
STFT 
 
Spectral Gain 
!     Noise  
   Estimation 
 
ISTFT 
sˆ(t)z(t) | Zn,k |
νn,k
2
θn,k
| Sˆn,k |
Figure 1.2.: Diagram of time-frequency domain speech enhancement
of suppressing noise-dominated TF regions while preserving the speech-dominated
TF regions. From the STFT, the noisy amplitude spectrum |Zn,k| and phase spec-
trum ◊n,k = \Zn,k for frame n is obtained. Since the phase information is widely
considered to be unimportant in the perception of speech signals [6], only the noisy
amplitude spectrum is processed by a spectral attenuation gain which is derived
under assumptions on the statistical characteristics of the time-frequency signals of
speech and noise [7, 8]. The calculation of the gain function typically depends on
the noise power spectrum ‹2n,k = E(|Wn,k|2), where E(· ) is the expectation operator.
Noise power can be estimated using the methods reviewed in Section 2.2. After
the estimated amplitude spectrogram of the clean speech, Sˆn,k, is obtained, which
is combined with the phase spectrum of the noisy speech, ◊n,k. The inverse STFT
(ISTFT) is then applied to give the enhanced speech signal sˆ(t). The reconstruction
properties can be controlled by the choice of the window and the ratio M/T . It is
found that a three-quarters overlap (M = T/4) is needed to avoid aliasing in the
spectral coe cients when a Hamming window is used [9, 10].
The reason why the TF domain processing works is that speech is sparse, as shown
in the left spectrogram in Figure 1.3 which obtained from a sentence in the TIMIT
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database [11]. Although the TF enhancement can dramatically improve the SNR
of the noisy speech, it usually introduces “musical noise” artefacts, which can be
illustrated in the middle and right spectrograms in Figure 1.3. In the middle spec-
trogram, the clean speech is corrupted by factory noise at ≠5 dB SNR and the right
spectrogram shows the spectrogram of the enhanced speech using a Minimum Mean
Squared Error (MMSE) based TF domain enhancement algorithm in [7] (for details
see Section 2.4). It can be seen that although the speech enhancement has greatly
reduced the level of the noise, isolated spectral components of the noise remain
throughout the spectrogram. This is due to the fact that, after the TF domain pro-
cessing the spectrogram now consists of a succession of randomly spaced spectral
peaks corresponding to the maxima of the original spectrogram. Thus, the resid-
ual noise consists of sinusoidal components with random frequencies which exist in
between each short-time frame. They manifest as brief tones in the enhanced speech
and are known as “musical noise” [12]. This problem will be discussed in more detail
in Chapter 3.
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Figure 1.3.: Spectrogram of clean speech (left), noisy speech (center) and enhanced
speech (right), where the speech signal is corrupted by factory noise at -5 dB and
the speech enhancement uses the algorithm from [7].
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1.2.3. Modulation domain
The diagram of modulation-domain processing is given in Figure 1.4. The first step
is to segment the temporal sequence of spectral amplitudes into modulation frames.
For speech enhancement, the noisy spectral amplitudes envelope of each frequency
band |Zn,k| is segmented into overlapped modulation frames Zl(n, k) of length L
with a frame increment Q multiplied by a window function, which is
Zl(n, k) = hˇn|ZlQ+n,k| n = 0 · · ·L≠ 1 (1.3)
where |· | denotes the absolute value of a complex number, l is the modulation frame
index and hˇn is the window applied to segment the envelope of the speech STFT
amplitudes. In this thesis, the acoustic frame index, n, and acoustic frequency
index, k, will be put in the subscript to save space. A graph showing about the pro-
cess to obtain Zl(n, k) is shown in Figure 1.5. Because there are L acoustic frames
forming one modulation frames and one acoustic frame is constructed by T time-
domain speech samples, one modulation frame is constructed by TL time-domain
samples. The acoustic frame increment M determine the sampling frequency for
the modulation-domain signal. If the time-domain sampling frequency is 8000Hz,
then the modulation sampling frequency is 8000M Hz. An estimator is then applied to
each modulation frame of noisy speech Zl(n, k) to estimate the modulation frames
of clean speech Sˆl(n, k), which are then used to give the spectral envelopes |Sˆn,k|
by overlap-add. The time-domain estimated clean speech sˆ(t) can then be obtained
by combining |Sˆn,k| with the phase spectrum ◊n,k and applying an ISTFT. The
enhancement processing can be applied either directly to the amplitude envelope,
Zl(n, k), or to the amplitude spectrum of each modulation frame (known as either
the modulation spectrum or the amplitude modulation spectrum) [13, 14, 15]. The
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essential di erence between time-frequency domain processing and modulation do-
main processing is that for the later, the long-term correlation between the samples
of time-frequency amplitudes within each frequency bin is considered in the devel-
opment of models or techniques.
Speech modulation is closely related to speech intelligibility. For instance, the Speech
Transmission Index (STI) measure, which is designed to predict the intelligibility of
both linear and nonlinear distortions [16], is based on the e ect on the modulation
depth, which is defined as the ratio of the modulation singal amplitude to the carrier
signal amplitude, within several frequency bands at the output of the communication
channel. STI has been proven to be successful in predicting intelligibility for a variety
of practical situations such as noisy and reverberant environment. As an extension of
the STI measure, the Short-Time Objective Intelligibility Measure (STOI) measure,
proposed in [17], calculates the sample correlation coe cient between the spectral
modulations of the clean speech and that of the noisy speech as the intermediate
intelligibility measure, which shows higher correlation with speech intelligibility than
the STI measure for TF-weighed speech.
The modulation frequency components represent the rate of change of human speech
production which is caused by the dynamics of the glottal source and those of the
vocal tract, since the airflow generated by the lungs is modulated by this overall dy-
namics, the modulation components will convey the information which can separate
speech from other interference such as noise or reverberation. Most of the modula-
tion energy of speech is distributed at modulation frequencies 4 to 16Hz while other
modulation frequencies has most of the energy for noise [18, 19].
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Figure 1.5.: Steps to obtain modulation frames Zl(n, k)
1.3. Goal of Research
Based on the observation on the importance of the modulation of the spectral am-
plitudes of the speech signal and noise, the main research aim is to develop single-
channel speech enhancement algorithms for speech corrupted by acoustic additive
noise using the modulation-domain characteristics of speech and noise signals.
1.4. Speech and Noise Databases
There have been a number of publicly or commercially available speech and noise
databases which may be suitable for evaluating speech enhancement algorithms.
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This section gives a brief overview of the speech and noise databases which will be
used to assess the performance of di erent algorithms in this thesis, and the acoustic
and modulation spectral characteristics of typical speech and noise will be shown.
The long-term and short-term acoustic spectrograms and modulation spectrograms
of speech will be shown and typical types of noises are given as follows.
1.4.1. Speech database
1.4.1.1. TIMIT
The TIMIT database was designed jointly by the Massachusetts Institute of Technol-
ogy (MIT), SRI International (SRI) and Texas Instruments, Inc. (TI). The TIMIT
database consists of broadband recordings of 630 speakers of eight major dialects of
American English, each of whom speaks 10 sentences lasting a few seconds each and
the length of the entire database is about 5.4 hours [11]. The database is recorded us-
ing a microphone at 16 kHz rate with a 16 bits sample resolution. All the recordings
are manually segmented at the phone level. TIMIT has been widely used in speech
related research for more than two decades. For evaluating the speech enhancement
algorithms proposed in this thesis, the core test set of the TIMIT database will be
used which contains 16 male and 8 female speakers each reading 8 sentences for a
total of 192 sentences all with distinct texts. This test set is the abridged version
of the complete TIMIT test set which consists of 1344 sentences from 168 speakers.
Also, in order to optimize the parameters of the algorithms, a development set is
formed which consists of 200 speech sentences randomly selected from the test set
of the TIMIT database and does not have any overlap with the core test set. The
speech sentences in the development set are corrupted by white noise, car noise,
factory noise, F16 noise and babble noise at SNRs between -10 and 15 dB at a
10
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interval of 5 dB. All the the speech sentences used in this thesis are downsampled
to 8000Hz.
1.4.1.2. LTASS and spectrogram of speech
The Long Term Average Speech Spectrum (LTASS) [20] has a characteristic shape
that is often used as a model for the clean speech spectrum and has been used in a
wide range of speech processing algorithms, such as blind channel identification [21].
The LTASS of speech signal can be estimated by the average smoothed STFT power
spectrum of all the acoustic frames that are mostly active. The LTASS averaged
over 65 seconds of speech sentences from the TIMIT database is given in Figure 1.6
and the spectrogram of one speech sentence is given in Figure 1.7.
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Figure 1.6.: LTASS of speech from the TIMIT database, which is obtained by
averaging over about 65 seconds of speech sentences.
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Figure 1.7.: Spectrogram and the time domain signal of one speech sentence from
the TIMIT database.
1.4.1.3. LTASMS and spectrogram of speech
Compared with the acoustic spectral characteristics of speech, the Long Term Av-
erage Speech Modulation Spectrum (LTASMS) and the corresponding short-time
modulation spectrogram are given in Figure 1.8 and 1.9, respectively. The modu-
lation spectra are taken for the acoustic frames sequence at acoustic frequency of
500Hz. As shown in the modulation spectra, most of the speech modulation energy
concentrates at low modulation frequencies, which is consistent with the observation
described in Section 1.2.3.
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Figure 1.8.: LTASMS of one acoustic frequency bin (500Hz), which is obtained by
averaging over about 65 seconds of speech sentences.
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Figure 1.9.: Modulation spectrum of one acoustic frequency bin (500Hz), the
speech sentence is from the TIMIT database.
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1.4.1.4. Modulation domain LPC of speech
Linear Predictive Coding (LPC) model has been widely used in the speech analysis
and synthesis fields [22]. The basis of the LPC model is that the speech signal is
generated by a low-order autogressive process and therefore its covariance matrix
is rank-deficient [23]. The conventional LPC model is applied on the time-domain
speech signal and because the signal is non-stationary, it is normally segmented
into short-time frames before the LPC analysis. In the following chapters, the LPC
model will be applied in the modulation domain when using a modulation-domain
Kalman filter for speech enhancement. To validate that the speech modulation
of each frequency bin can be predicted using a LPC mode, the prediction gain of
di erent LPC order is shown in Figure 1.10. The prediction gain is defined as [24]
Gp ,
E (|Sn,k|2)
E
31
|Sn,k|≠ | ‚Sn,k|224 (1.4)
where E (· ) is the expectation operator. | ‚Sn,k| is the predicted amplitude. The
expectation is taken over all acoustic frames, n, at frequency bin k, and Figure 1.10
was formed using 100 speech sentences from the core test set of the TIMIT dataset.
The speech signals are segmented into acoustic frames of 32ms with 4ms increment.
The LPC coe cients are estimated from modulation frame of 128ms (thus there are
32 acoustic frames in one modulation frame). All the speech signals are downsampled
from 16000 Hz to 8000 Hz. From Figure 1.10 it can be seen that, when the order
of the modulation domain LPC model is Ø 2, the prediction gain for most of the
acoustic frequencies are larger than 10 dB. For the acoustic frequencies with most of
the speech power (500 ≠ 1000Hz), the prediction gain is larger than 15 dB. In this
thesis 3-order LPC models are used for a balance between the modeling capability
and computational complexity. It is worth nothing that in the algorithms presented
14
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in this thesis, a positive-valued floor has been applied to the speech amplitudes
predicted by the modulation-domain LPC models by imposing the constraint
| ‚Sn,k| = max(| ‚Sn,k|, 0.1|Zn,k|)
The same floor is also imposed to the predicted noise amplitudes when a noise
modulation-domain LPC model is also applied.
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Figure 1.10.: Prediction gain of modulation-domain LPC model of di erent orders
for speech. The speech power and prediction error power are averaged over all
the acoustic frames of 100 speech sentences from TIMIT database.
The predictability of the modulation envelope of the speech signal is one of the
primary motivations of the work in this thesis. Most existing enhancement algo-
rithms do not take it into account explicitly although using a decision directed SNR
estimate as in MMSE does implicitly assume correlation between adjacent acoustic
frames of the clean speech.
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1.4.2. Noise databases
1.4.2.1. RSG-10 noise database
The RSG-10 noise database is produced by the NATO Research Study Group on
Speech Processing [25], which consists of 18 types of noises representative of military
situations plus some more situations in addition to some civilian noises such as car
and multitalker babble noise. The noises are recorded at 19.98 kHz with a 16 bits
sample resolution. In this thesis, five of the noises from the RSG-10 database are
primarily used: white noise, car noise, factory noise, F16 noise and babble noise and
all the noises are downsampled to 8000Hz.
1.4.2.2. ITU-T test signals
The ITU-T test signals are comprised of di erent test signals with di erent levels
of complexity and designed for di erent types of applications, which includes fully
artificial signal, speech-like signals and speech signals. In the fully artificial signals
set and speech-like signals set there includes random noise (e.g. white noise, pink
noise) and speech-like modulated noise, which consists of monaural noises (e.g. cafe-
taria noise, street noise). The nosies are recorded at 16 kHz with a 16 bits sample
resolution. In this thesis, street noise from the ITU-T test signals is primarily used
and it is downsampled to 8000Hz.
1.4.2.3. LTANS and spectrogram of noise
The Long Term Average Noise Spectrum (LTANS) and the corresponding spectro-
grams for three di erent types of noises from the RSG-10 noise database and ITU-T
test signals are given from Figure 1.11 to Figure 1.16. The mean of the frames of the
noise signals are removed after the windowing and before the STFT applied. The
16
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three noises have di erent spectral characteristics: the white noise has a constant
power spectrum which does not depend on the frequency, while the power spectra of
car and street noises is not stationary. The LTANS spectrum of shown in Figure 1.11
decreases at high and low frequencies because of the frame segmentation and the
windowing. It is also worth noting that the intensity scale of spectrograms in this
thesis is in Power/Decade rather than Power/Hz in which the power spectral density
at a frequency f is multiplied by ln(10)◊f . This pre-emphsis makes high frequency
spectral components more visible in the spectrograms. Thus the intensity of the
white noise in Figure 1.12 is increased at high frequencies. Most of the power of
the car noise, as shown in Figure 1.14, concentrates at the low acoustic frequencies
while the power of the street noise is more widely distributed over frequencies.
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Figure 1.11.: LTANS of white noise, which is obtained by averaging over about 65
seconds of white noise signal.
17
1.4 Speech and Noise Databases
Time (s)
Fr
eq
ue
nc
y 
(kH
z)
White Noise Spectrogram
 
 
0.5 1 1.5 2 2.5
−0
0.5
1
1.5
2
2.5
3
3.5
4
Po
w
er
/D
ec
ad
e 
(dB
)
−65
−60
−55
−50
−45
−40
−35
−30
Figure 1.12.: Spectrogram and the time domain signal of white noise from RSG-10
noise database.
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Figure 1.13.: LTANS of car noise from RSG-10 noise database, which is obtained
by averaging over about 65 seconds of car noise signal.
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Figure 1.14.: Spectrogram and the time domain signal of car noise from RSG-10
noise database.
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Figure 1.15.: LTANS of street noise from ITU-T test signal database, which is
obtained by averaging over about 65 seconds of street noise signal.
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Figure 1.16.: Spectrogram and the time domain signal of street noise from ITU-T
test signal database.
1.4.2.4. LTANMS and modulation spectrogram of noise
The Long Term Average Noise Modulation Spectrum (LTANMS) and the corre-
sponding modulation spectrograms for the three di erent noises are shown from
Figure 1.17 to Figure 1.22, which are calculated by taking the Fourier transform of
the acoustic frames sequence at 500Hz acoustic frequency. Compared to the mod-
ulation spectrograms of the speech, the modulation power of the noises are more
widely distributed and more power contained at high modulation frequencies. The
figures also show that the distribution of the modulation power of di erent types of
noise are fairly consistent.
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Figure 1.17.: LTANMS of white noise from RSG-10 noise database, which is ob-
tained by averaging over about 65 seconds of white noise signal.
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Figure 1.18.: Modulation spectrum of white noise from RSG-10 noise database.
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Figure 1.19.: LTANMS of car noise from RSG-10 noise database, which is obtained
by averaging over about 65 seconds of car noise signal.
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Figure 1.20.: Modulation spectrum of car noise from RSG-10 noise database.
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Figure 1.21.: LTANMS of street noise from RSG-10 noise database, which is ob-
tained by averaging over about 65 seconds of street noise signal.
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Figure 1.22.: Modulation spectrum of street noise from RSG-10 noise database.
Apart from the noises in the RSG-10 noise dataset and ITU-T test dataset, there is
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another kind of noise which is referred to as speech-shaped noise [26]. The speech-
shaped noise is a random noise that has the same long-term spectrum as a given
speech signal, which is a stationary noise with colored characteristics. The spectro-
gram of the speech-shaped noise is shown in Figure 1.23. The LTANS, LTANMS and
modulation spectrum are given in Figure 1.24, 1.25 and 1.26 respectively. Because
speech-shaped noise is generated by filtering white noise with a filter whose spectrum
equaled the long-term spectrum of the speech, its LTANS and LTANMS are similar
as that of the speech. However in a short-time modulation frame, the speech-shaped
noise has the similar characteristics as colored noise, thus its modulation spectrum
in 1.26 is similar to that of noise.
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Figure 1.23.: Spectrogram of speech-shaped noise
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Figure 1.24.: LTANS of speech-shaped noise, which is obtained by averaging over
about 65 seconds of speech-shaped noise signal.
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Figure 1.25.: LTANMS of speech-shaped noise, which is obtained by averaging
over about 65 seconds of speech-shaped noise signal.
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Figure 1.26.: Modulation spectrum of speech-shaped noise.
1.4.2.5. Modulation domain LPC of noise
The prediction gain of di erent LPC orders over acoustic frequencies are given from
Figure 1.27 to Figure 1.29. The gains are calculated for white noise, car noise and
street noise. The acoustic and modulation domain framing parameters are set in
the same vein as the parameters for speech LPC model in Section 1.4.1.4. The
length of the noises are 60 seconds and the acoustic frame increment is 4ms, thus
each kind of noise has 15000 acoustic frames involved in the averaging in (1.4). As
can be seen from the figures, the LPC models with of order Ø 3 orders are able to
model the noises in the modulation domain. The prediction gains of white noise
are about 15 dB over acoustic frequencies, which are fairly stable because of the
stationary power distribution of white noise (the sudden drop of prediction gain at
very low and very high frequencies results from the framing and windowing in the
time domain). It worth nothing that the predictability of the spectral amplitudes
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of the white noise results from the amplitudes correlation that is introduced by the
overlapped windowing when doing the STFT. The derivation of the autocorrelation
sequence of the spectral amplitude of white noise will be given in Section 4.3 in
Chapter 4. For car noise, because nearly all of acoustic spectral power is distributed
at low acoustic frequencies, the temporal acoustic sequences within these frequency
bins are easier to predict from the previous acoustic frames, therefore the prediction
gains are clearly higher at low frequencies than those at high frequencies, which are
about 13 dB. For the street noise, the gains are fairly stable as was the case with
white noise except at low frequencies (10 to 200Hz), where the prediction gains are
higher (over 15 dB) than those of higher frequencies. In the following chapters a
modulation-domain LPC model of order 4 will be used when a noise LPC model is
needed in the tested algorithms.
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Figure 1.27.: Prediction gain of modulation-domain LPC model of di erent orders
for white noise. The noise power and prediction error power are averaged over
15000 acoustic frames.
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Figure 1.28.: Prediction gain of modulation-domain LPC model of di erent orders
for car noise. The noise power and prediction error power are averaged over 15000
acoustic frames.
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Figure 1.29.: Prediction gain of modulation-domain LPC model of di erent orders
for street noise. The noise power and prediction error power are averaged over
15000 acoustic frames.
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1.5. Thesis Structure
The focus in this thesis is on designing speech enhancement algorithms with better
performance in improving speech quality, by incorporating the modulation domain
characteristics into the time-frequency domain processing. The following chapters
will describe the details of the algorithms which have been proposed:
Chapter 2 will give a literature review of speech enhancement algorithms including
well-known and state-of-the-art algorithms. The types of the enhancer reviewed
include time-frequency domain enhancers, subspace enhancers, modulation domain
enhancers and post-processor-based enhancers. A number of relevant techniques,
such as noise estimation and speech quality assessment, are also reviewed in this
chapter.
Chapter 3 will describe a number of di erent post-processors using a modulation-
domain Kalman filter. In the first part of the chapter, the modulation domain
Kalman filter is introduced in the post-processing and two modified LPC models
are also derived and incorporated into the Kalman filter. In the second part of the
chapter, a Gaussian mixture noise model is incorporated in the Kalman filter which
models the prediction error of the noise in the output spectral amplitude of a MMSE
enhancer and based on this model.
Chapter 4 will present a speech enhancement algorithm using a subspace decom-
position technique in the short-time modulation domain. In this algorithm, the
modulation envelope of the noisy speech signal is decomposed into a signal space
and a noise space. This decomposition is motivated by the predictability of the
modulation envelope of the speech signal shown in Section 1.4.1.4.
Chapter 5 will propose two MMSE spectral amplitude estimators which incorporate
the temporal dynamics of amplitude spectrum of speech and noise in the MMSE
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estimation making use of a modulation domain Kalman filter. In the first part of
the chapter, a MMSE spectral amplitude estimator assuming a generalised Gamma
model for speech amplitude and Gaussian noise model is derived, the noise spec-
trum is pre-computed using a noise estimator. In order to incorporate the temporal
dynamics of the noise amplitudes as well, in the second part of the chapter, a ‘Gauss-
ring’ model is proposed under the assumption that the speech and noise amplitudes
follow a Nakagami-m distribution and their phases are uniformly distributed..
Chapter 6 will summarise the thesis and give the possible ideas for extending the
works.
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2.1. Speech Enhancement
The objective of this chapter is to give an overview of the speech enhancement
problem and the commonly used quality assessment methods. Speech enhancement
is necessary in many applications, such as communication systems and hearing-
aid devices. Over the past three decades, several classes of algorithm have been
developed using a variety of mathematical models and techniques. Comprehensive
overviews of speech enhancement are available in review papers [27, 3] and textbooks
[1, 28]. Speech degradations may involve a combination of additive noise, convolutive
e ects and non-linear distortion. The research in this thesis focuses on solving the
single-channel speech enhancement problem where speech signals are corrupted by
additive noise. The aim is to solve the problem when only one signal channel is
available.
2.2. Noise Power Spectrum Estimation
Noise estimation plays a important role in speech enhancement algorithms and the
performance of most enhancers is significantly a ected by the noise estimation tech-
nique. For many speech enhancement methods, a necessary first step is to estimate
31
2.2 Noise Power Spectrum Estimation
the time-averaged power spectrum of the interfering additive noise. The estimation
of the noise is often performed in the spectral domain because 1) the spectral compo-
nents of speech and noise can be partially decorrelated; and 2) Because most of the
spectral power of speech and most of the types of noise lies within specific frequency
bands, the speech and noise are often sparse in the spectral domain which makes
them easier to separate. In order to distinguish between the speech and noise com-
ponents of the single input channel, it is necessary to use prior information about
how they di er. The most common assumptions are the speech has higher energy
than the noise and/or that the speech is less stationary than the noise. There are
several classes of noise estimation algorithm based on di erent techniques, which
will be reviewed in the following.
2.2.1. Voice activity detection
A straightforward way to estimate the noise spectrum is to use a Voice Activity
Detector (VAD) to identify when speech is absent and to update the noise estimate
during these periods. The update of the noise often relies on a smoothing constant
and is given by
|„Wn,k|2 = Ÿn,k|„Wn≠1,k|2 + (1≠ Ÿn,k)|Zn≠1,k|2 (2.1)
where |„Wn,k|2 is the estimate of the noise power spectrum. Ÿn,k is the smoothing
constant, which is named forgetting factor. The smoothing operation is applied in
order to reduce the variance in the estimated noise power spectrum. The value of the
forgetting factor, which is normally in the range 0.5 to 0.9, determines the number of
frames involved in the averaging of the noise estimate. For instance, when Ÿ = 0.9,
the noise estimate is averaged over 20 acoustic frames [29]. Therefore, the forgetting
factor can be used to control the trade-o  between the tracking capability and the
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variance of the noise estimation. For noise that is non-stationary across time and
frequencies, Ÿn,k is normally selected di erently for each time-frequency cell, as will
be explained later in this section.
A VAD normally operates by extracting features (e.g. energy levels, pitch, zero
crossing rate and cepstral features) from the noisy speech and, based on these,
determining the speech absence using specified decision rules. The performance of
the VAD depends on the SNR of the noisy speech and when the SNR is very low and
the noise is non-stationary its performance is normally degraded [30]. Many VADs
have been proposed for speech enhancement based on a range of features, models
and decision rules. The short-time signal energy is one of the earliest features in the
design of VADs [31]. The frame energies of the noisy speech signal are calculated
and compared with a threshold, under the assumption that the energy of the frames
where speech is present will be significantly larger than those where there is no
speech. The threshold can either be predetermined or else chosen adaptively. In [32],
the threshold is selected to be at the 80th centile of the histogram of the energies
that are below an upper preset maximum threshold. In addition to the short-time
energy, two other features which were often used in a VAD are zero crossing rate
and period. The zero-crossing rate is the number of times the successive samples
in a speech signal passes through the value of zero; this is e ective at identifying
noise that has significant energy at high frequencies but can also falsely identify
some speech sounds as noise. The VAD defined in the G.729 standard [33] is widely
used in speech processing applications, and is based on four features: low-band and
full-band energy, line spectral pairs and zero-crossing rate. In the G.729 codec, an
initial VAD is firstly obtained which is then smoothed according to the stationary
nature of the speech and interference. Additionally, periodicity of the signals can
also be used in the design of a VAD because unlike speech signal, most of noise
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signals are aperiodic. The main di culty in using periodicity is that the VAD does
not work for periodic noises [34].
Rather than the feature-based VAD methods, it is also possible to design VADs
by modelling the transformed coe cients of the signals. The VAD presented in
[30] employs Gaussian distributions to model the complex STFT coe cients of the
speech, noise and clean speech and the decision rule is based on likelihood ratio test.
The parameters in the models are estimated using a decision directed method. It is
shown in [30] that this method performs consistently better than G.729 for di erent
kinds of noise at low SNRs for speech frame detection .
Instead of making a hard decision for VAD, there is also a class of methods which
applies a soft-decision VAD using a forgetting factor Ÿn,k that varies according to
the Speech Presence Probability (SPP). The reason for applying a SPP is that
speech may not be present in every spectral component of a frame. The SPP can
be estimated for di erent time frames based on the features such as averaged SNR
over all frequencies [35] and the ratio between the local energy of the noisy speech
and its minimum within a specified time frame [36]. The method in [35] proposes a
frequency-dependent factor which depends on the estimated speech presence com-
bined with the estimated SNR averaged over a short time to control the forgetting
factor. In [36], a speech probability is estimated depending on the ratio between
the power in the current frame and its minimum within a specified frame. This
approach is extended in [37] which suggests a two-step procedure that modifies
an initial speech presence estimation. This method is further extended in [38, 39]
which have a lower latency and a frequency-dependent threshold on the ratio of
noisy speech power to minimum power in order to estimate the speech presence
probability.
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2.2.2. Minimum statistics
Since voice activity detection is di cult in non-stationary noise scenarios, especially
at low SNR scenarios, there are other noise estimation approaches which do not
make use of a VAD. One representative method is the Minimum Statistics (MS)
method proposed in [40] and modified in [41]. The assumption in this method is
that, in any given frequency bin, there will be times when there is little speech
power and that the power of the noisy signal will then be dominated by the noise.
The noise power can therefore be estimated by tracking the minimum power within
a past time period (typically 0.5 to 1.5 seconds). As discussed in Section 2.2.2.1,
because the output of the minimum filter underestimates the true noise power, a bias
compensation factor is needed and in [41], an approximation of the compensation
factor which varies with time and frequency is proposed. A more complete analysis
of the factors that contribute to the bias of the MS estimate is given in [42] and a
number of e cient approximations are proposed therein.
2.2.2.1. MMSE estimation
The main drawback of the MS algorithm is that when the noise power increases
during the interval over which the minimum is taken, it will be underestimated
or tracked with some delay [43]. More recently, a number of MMSE-based noise
estimation algorithms have been proposed [44, 43]. In [44], an MMSE noise estimator
and an associated bias compensation factor are derived under the assumption that
the complex STFT coe cients follow a complex-Gaussian distribution. The bias
factor is derived as a function of the a priori SNR, which is estimated using the
direct-decision method [7]. Compared to the MS algorithm [41], this method not
only has a lower computational complexity, but also gives better performance in
noise tracking and speech enhancement [44]. A more recent MMSE-based approach
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extending this algorithm is proposed in [43]. In this work, it is shown that the noise
estimator in [44] can actually be interpreted as a hard VAD-based estimator where
the VAD is determined by the comparison between the spectral power of the noisy
speech at current frame and that of the noise at previous frame. The estimator
in [43] improves the performance of [44] by replacing the VAD by a soft speech
presence probability with fixed priors. Additionally, because this estimator does not
need the evaluation of a biased factor, it is more computationally e cient than [44]
where an incomplete Gamma function needs to be evaluated to determine the bias
compensation factor.
2.3. Subspace Enhancement
The subspace method of speech enhancement was firstly proposed in [23]. Its key
assumption is that speech is generated by a low-order autogressive model and that
the samples in a frame of speech therefore lie within a low-dimensional subspace.
The space of T -dimensional noisy speech vectors can be decomposed into a M -
dimensional (M < T ) signal subspace containing both speech and noise and a
(T ≠M)≠dimensional noise subspace containing only noise; the aim of the subspace
enhancement is to identify this subspace and constrain the clean speech samples to
lie within it. If the noise is white, the decomposition can be obtained by applying
the Karhunen-Loe´ve Transform (KLT) [45] to the noisy speech covariance matrix.
KLT components represent the variance along each of the principle components,
which are the eigen-vectors of the covariance matrix of the signal. After the KLT
components representing the signal subspace and noise subspace are obtained, the
KLT components representing the signal subspace are modified by a gain function
determined by the estimator. The linear estimator minimizes the speech signal dis-
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tortion while applying either a Time Domain Constraint (TDC) or Spectral Domain
Constraint (SDC) to the residual noise energy. The TDC and SDC criterion di er
in the domains where the constraint is applied when making the optimal estimation
[23]. If T -dimensional vector of speech and noise signal of frame n are defined as sn
and wn respectively, and assume that the estimator for the frame is a T ◊T matrix,
Hn, thus the estimate of the clean speech vector is obtained as
sˆn = Hn (sn +wn) = Hnzn
The residual signal is defined as the di erence between the clean speech and its
estimation
rn = sˆn ≠ sn
= (Hn ≠ I) sn +Hnwn
, rs + rw
where rs represents signal distortion and rw represents the residual noise. The
optimal estimation is derived by minimizing the signal distortion energy of the frame,
‘2s and for the TDC, this subjects to the constraint that the residual noise energy,
‘2w, is smaller than a preset value, which are defined as
min ‘2s
H
subject to 1
N
‘2w Æ –‡2w (2.2)
where N is the length of the speech signal frame, ‡2w is the noise variance and
0 Æ – Æ 1 is a constant controlling amount of the residual noise. The solution to
this optimization problem, known as the TDC estimator, is given by [23]
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HTDC = RS (RS + ÷RW )≠1 (2.3)
where RS is the covariance matrix of the clean speech and RW is the covariance
matrix the noise. ÷ is the Lagrange multiplier, which satisfies
– = 1
N
tr
;
R2S
1
RS + ÷‡2wI
2≠2<
. (2.4)
For white noise, the estimator in (2.3) becomes
HTDC = RS
1
RS + ÷‡2wI
2≠1
and applying the eigen-decomposition RS = U UT , where U represents the matrix
of eigenvectors and   is a diagonal matrix with elements being the corresponding
eigenvalues ⁄i where ⁄i > 0 for i = 1 · · ·M and ⁄i > 0 for i = M + 1 · · ·T . The
estimator now becomes
HTDC = U 
1
 + ÷‡2wI
2≠1UT (2.5)
As can been seen from the estimator in (2.5), ÷ can determine the residual noise and
signal distortion more intuitively than –. As a result, ÷ is normally specified instead
of –. In order to compromise between residual noise and signal distortion, ÷ can
be set according to the SNR [23, 46]. Good estimate of RZ and RW is important
for calculating the estimator in (2.5). The estimate of RZ can be obtained from
the empirical covariance of non-overlapping vectors of the noisy speech signal in the
neighborhood of the current sample, zn. RW is often estimated from vectors of the
noisy speech signal during which speech is absent [23, 46]. In Section 4.3, a new
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method to estimate RW in the modulation domain will be proposed.
The above equations are derived for white noise. If the speech is degraded by colored
noise, it can be firstly whitened using a linear transform R≠
1
2
W based on an estimate
of RW . In this case, the TDC estimator in (2.5) becomes
HTDC = R
1
2
WU  ( + ÷I)≠1UTR
≠ 12
W (2.6)
For the SDC estimator, the constraint in (2.2) is applied to the spectrum of the
residual noise. The estimator is proposed as
min ‘2s
H
subject to E
1
uTi rw
2
Æ –i‡2w i = 1, . . . ,M
and E
1
uTi rw
2
= 0 i =M + 1, . . . T
where rw is the time-domain residual noise vector and ui is the ith column of the
eigen-vector matrix U, thus uTi rw is the ith KLT components of rw. The solution
of the SDC estimator, HSDC, is given by
HSDC = UVUT
V = diag (v11 . . . vTT )
vii =
Y___]___[
Ô
–i i = 1, . . . ,M
0 i =M + 1, . . . , T
–i can be selected independently of the statistics of the speech and noise. Two
possible choices for –i are given by [23]
–i =
1
⁄i
⁄i+‡2w
2g
and –i = exp
Ó≠c‡2w
⁄i
Ô
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where g Ø 1 and c Ø 1 are experimentally determined constant.
Although the estimator for the white noise shown above can be used to remove
colored noise making the use of pre-whitening, the covariance matrix of some noises,
such as narrowband noise, is rank deficient. To solve this problem, an approach is
proposed in [47]. In this approach, the noisy speech frames are classified into speech
dominated frames and noise dominated frames. For the noise dominated frames, the
eigenvectors of the noise covariance matrix and those of the speech can be assumed to
be identical because speech spectrum is flatter in these frames. This approach does
not require noise whitening and provides better noise shaping. In a generalization
of the method, [46] applies a non-unitary transformation to the noisy speech vectors
that simultaneously diagonalizes the covariance matrices of both speech and colored
noise. However, unlike the algorithm in [48], it does not give an explicit solution to
the SDC estimator. The SDC estimator in [48] extends the subspace algorithm in
[49] to colored noise and derives the explicit solution for the SDC estimator.
2.4. Enhancement in the Time-Frequency Domain
Two influential enhancers in the time-frequency domain are the spectral subtraction
method in [50] and MMSE spectral amplitude estimator in [7]. The spectral sub-
traction method is still one of the most popular methods of noise reduction, where
the estimated magnitude or power spectrum of the noise is subtracted from that of
the noisy speech. The general gain function in the STFT domain is given as
Gss(n, k) = max
I
(|Zn,k|r ≠ |Wˆn,k|r)1/r
|Zn,k| , 0
J
(2.7)
where |Wˆn,k| is the estimated noise amplitude spectrum and r determines the domain
of the subtraction operates. It has been found that when r = 2 the method performs
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the best [51]. However, r = 1 is more commonly used and gives more noise reduction
at poor SNRs. Although this algorithm can reduce the unwanted noise dramatically,
residual broadband noise and musical noise remain in the enhanced speech. To
improve the performance of the spectral subtraction method, a spectral floor and
oversubtraction is introduced, which leads to a modified STFT-domain gain
Gss(n, k) = max
I
(|Zn,k|r ≠ –|Wˆn,k|r)1/r
|Zn,k| ,Â|
„Wn,k|
J
(2.8)
where – Ø 1 and 0 Æ Â π 1 are factors controlling the oversubtraction and the noise
floor respectively. The oversubtraction leads to an attenuation of the residual noise
by reducing the spectral excursions in the speech spectrum, but it may introduce
distortion of the speech if it is set too high. The parameter Â controls the spectral
floor of the enhanced speech, which retains a small amount of the original noisy
signal to reduce the perception of the musical noise. This is because, as mentioned
is Chapter 1, in the time-frequency domain, musical noise exists as isolated spectral
peaks; applying a spectral floor can fill the valley between the large peaks and thus
reduce the apparent musical noise. Because the noise power is often assumed to
be constant and the speech power is non-stationary in di erent frames, – is often
varied in each frame according to the SNR in each frame so that less subtraction
is performed in frames with high SNR [52]. The algorithm in [29] extends this
method, it controls both the oversubtraction and the noise floor adaptively based
on a perceptual threshold function, which is more closely correlated with speech
perception than the SNR.
Another influential algorithm in the time-frequency domain is the MMSE spectral
amplitude estimator in [7]. In this algorithm, the assumptions about the speech and
noise models in the time-frequency domain are:
1. The complex STFT coe cients of speech and noise are additive,
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2. The spectral amplitudes of speech follow a Rayleigh distribution (prior distri-
bution),
3. The additive noise is Gaussian distributed (observation distribution).
Under these assumptions, the posterior distribution of the spectral amplitudes of
speech has a Rician distribution. The estimator can be derived by minimizing the
mean-square error between the estimated amplitude and the clean speech amplitude,
which is given by the mean of the posterior distribution. The gain function of each
time-frequency bin is given by [7]
Gmmse(n, k) =  (1.5)
Ô
‚n,k
’n,k
M(≠0.5; 1;≠‚n,k)
=  (1.5)
Ô
‚n,k
’n,k
exp
3
≠‚n,k2
4 5
(1 + ‚n,k)I0
3
‚n,k
2
4
+ ‚n,kI1
3
‚n,k
2
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where  (·) is the gamma function and M is the confluent hypergeometric function
(see Appendix A). I0 and I1 denote the modified Bessel function of zero and first
order, respectively. ‚n,k is defined as
‚n,k =
›n,k
1 + ›n,k
’n,k (2.10)
where ›n,k is interpreted as the a priori SNR, which is defined as the ratio of the
variances of the kth spectral component of the speech to that of the noise, ‹2(n, k)
while ’n,k is referred to as the a posteriori SNR which is the ratio R
2(n,k)
‹2(n,k) . As can be
seen, central to calculation of the gain in (2.9) is the estimation of the a priori SNR
and in [7] a “decision directed” approach is proposed, where ›n,k is estimated as
›ˆn,k = ·
Aˆ2(n≠ 1, k)
|Wˆ (n≠ 1, k)|2 + (1≠ ·)max (’n,k ≠ 1, 0) , 0 Æ · < 1 (2.11)
42
2.4 Enhancement in the Time-Frequency Domain
where Aˆ(n, k) is the estimated amplitude of the kth signal spectral component in
the nth frame and · is a temporal smoothing constant. The MMSE enhancer in [7]
is improved in [53] by using the mean-square error of the estimated log amplitude as
the distortion measure, and it has been found that this gives slightly improved speech
quality. Assuming the same statistical models as those in [7], the gain function of
the logMMSE estimator is derived as
Glogmmse(n, k) =
›n,k
1 + ›n,k
exp
I
1
2
ˆ Œ
‚n,k
e≠t
t
dt
J
(2.12)
It is claimed that this estimator can give low background noise levels without intro-
ducing additional distortion.
The drawback of the MMSE enhancer is that when the correlation length of the
speech signal is longer than the frame length, the spectral coe cients of the speech
do not follow a Gaussian distribution and the spectral outliers will therefore intro-
duce artefacts. A number of papers, based on di erent statistical models, are pro-
posed to model the spectral amplitude or complex-valued coe cients. The papers
[54, 55] derived estimators based on the MMSE and Maximum a Posteriori (MAP)
criterion, respectively. The main contribution of [54] is that, instead of using Gaus-
sian Probability Density Function (PDF), it introduces super-gaussian distributions
(complex Laplacian and Gamma PDF) to model the PDF of the real and imaginary
parts of the complex STFT coe cients of speech and complex Gaussian and Lapla-
cian PDF for the coe cients of the noise. It is found that the estimators based on
the supergaussian models outperform the amplitude-domain MMSE estimators [7]
since they give higher SNR improvements. However, when both speech and noise
are modeled by supergaussian PDFs, there is no exact analytic solution given in [54]
for amplitude estimation. To solve this problem, a computationally simpler MAP
magnitude estimator is derived in [55] which approximates the MMSE estimator in
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this case. It is found that the introduction of the supergaussian models can result
in less musical noise in the estimated speech. In the same vein, a three-parameter
generalized Gamma prior is assumed in [56] when estimating the STFT magnitude
and complex-valued STFT coe cients, which is given by
p (a) = da
d“≠1
—2“  (“) exp
A
≠a
d
—2
B
(2.13)
where “ > 0, — > 0 and d > 0 are the three parameters. The distribution in
(2.13) includes some special cases, for example, when “ = 1 it becomes the Weibull
distribution and when d = 2 and “ = 1, it becomes the Rayleigh distribution.
Therefore, the complex STFT estimators and spectral amplitude estimators derived
using (2.13) in [56] can be seen as a generalized case that includes the estimators in
[7] and [54] as special cases. In [56], the two cases d = 1 and d = 2 are exploited in
deriving the MMSE estimators for the amplitudes and the real and imaginary parts
of the speech STFT coe cients and when estimating the complex STFT coe cients,
a two-sided version of the distribution in (2.13) is considered. For d = 1, a closed
form cannot be obtained and thus two approximations are proposed in [56] under
di erent SNR conditions while for d = 2 a closed form is derived. It is shown
that the amplitude estimators derived using the distributions in (2.13) are slightly
better than MAP estimator in [57] in that the speech distortion that is introduced
is slightly less. In Chapter 5, the distribution when d = 2 will be used in deriving
an MMSE estimator.
Rather than assuming di erent statistical models for the speech and noise, some
methods have been proposed which modify the cost function used in the derivation
of the estimators. The mean squared-error cost function used in [7, 53] is not
perceptually meaningful in that it does not necessarily produce estimators that
emphasize spectral peak information or estimators which take into account auditory
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masking e ects [58]. Therefore, the cost functions proposed are normally designed
to reflect the perceptual characteristics of speech and noise. For example, in [59,
8], masking thresholds are incorporated into the derivation of the optimal spectral
amplitude estimators. The threshold for each time-frequency bin is computed from
a suppression rule based on an estimate of the clean speech signal. It is shown that
this estimator outperforms the MMSE estimator [7] with less musical noise. On
the other hand, in [58] di erent distortion measures are used in the cost function,
which include four types of measures: weighted Euclidean (WE) distortion measure,
Itakura-Saito (IS) measure, COSH measure [60] and Weighted Likelihood Ratio
(WLR) measure. The definition of the three measures are given by:
dWE
1
|Sn,k|, | ‚Sn,k|2 = |Sn,k|u 1|Sn,k|≠ | ‚Sn,k|22 (2.14)
dIS
1
|Sn,k|2, | ‚Sn,k|22 = |Sn,k|2| ‚Sn,k|2 ≠ log
A |Sn,k|2
| ‚Sn,k|2
B
≠ 1
dCOSH
1
|Sn,k|, | ‚Sn,k|2 = 12
C |Sn,k|
| ‚Sn,k| +
| ‚Sn,k|
|Sn,k|
D
dWLR
1
|Sn,k|, | ‚Sn,k|2 = 1log|Sn,k|≠ log| ‚Sn,k|2 1|Sn,k|≠ | ‚Sn,k|2
where u is a power exponent. When u > 0, the distortion measure dWE emphasizes
spectral peaks, while when u < 0, this distortion measure emphasizes spectral val-
leys. It is found that the amplitude estimators that emphasize spectral valleys more
than the spectral peaks performed the best in terms of having less residual noise
and better speech quality among all the estimators. When u = ≠1, the resultant
estimators outperform the MMSE estimator with a 70% preference in a subjective
listening test. A generalized cost function is proposed in [61], based on which a
—-order MMSE estimator is derived. Here — represents the order of the spectral
amplitude used in the calculation of the cost function. In this work, the relation
between — and the spectral gain function is firstly investigated. Also, they propose
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an adaption method for —, which is calculated according to the SNR of the frame.
The performance of this estimator is shown to be better than both the MMSE esti-
mator and the logMMSE estimator in that it gives better noise reduction and better
estimation of weak speech spectral components. The estimators in [58] and [61]
are extended in [62], where a weighted —-order MMSE estimator is proposed. It
employs a cost function which combines the —-order compression rule and the WE
cost function. The parameters — and u are selected based on the characteristics
of the human auditory system. It is shown that the modified cost function leads
to a better estimator giving consistently better performance in both subjective and
objective experiments, especially for noise having strong high-frequency components
and at low SNRs.
2.5. Enhancement in the Modulation Domain
There is increasing evidence, both physiological and psychoacoustic, to support the
significance of the modulation domain in speech enhancement. Drullman et al. con-
ducted experiments to study the intelligibility of speech signals with temporally
modified spectral envelopes by applying low-pass and high-pass filters and they
found that modulation frequencies between 4 Hz and 16 Hz have high contributions
to the intelligibility of speech [18, 19], and that there is no significant linguistic infor-
mation in either the very slow or the very fast components of the spectral envelopes
of speech. Based on this observation, Hermansky et al. proposed a relative spec-
tral (RASTA) technique which suppresses the fast and slow spectral components of
speech signal by employing band-pass filtering of time trajectories of each frequency
channel [63]. In 2007, Singh and Rao extended the technique which combined the
framework of spectral subtraction with RASTA filtering and it is stated that this
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approach can outperform both the spectral subtraction method and the RASTA
speech enhancement method [64]. Additionally, Paliwal et al. recently proposed
a series of speech enhancement algorithms which extended time-frequency domain
algorithms to the modulation domain based on STFT analysis [65, 66, 67]. These
methods involve spectral subtraction, Kalman filtering and MMSE estimation. They
claim in the papers that these methods can outperform the original enhancers that
apply the corresponding methods in the time-frequency domain and there is less
musical noise in the speech enhanced by these methods. The modulation domain
is also important in the area of speech intelligibility metrics where Taal et al. [17]
proposed recently a STOI metric. This metric calculates the sample correlation co-
e cient between the short-time temporal envelope of the clean speech and that of
the noisy speech as an intermediate intelligibility measure. This intelligibility mea-
sure shows high correlation with the intelligibility of time-frequency weighted noisy
speech which outperforms four widely used measures in predicting the intelligibility.
In the rest of the section the modulation domain Kalman filter and the modulation
domain spectral subtraction will be introduced in detail because it will be used in
subsequent chapters.
2.5.1. Modulation domain Kalman filtering
In [66], the author assumes an additive model of the noisy speech amplitude, which
is
|Zn,k| = |Sn,k|+ |Wn,k| (2.15)
where n denotes the acoustic frame and k denotes the acoustic frequency bin. To
perform Kalman filtering in the modulation domain, each frequency bin is processed
independently; for clarity, the frequency index, k, will be omitted in the description
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that follows.
Assuming that the temporal envelope, |Sn|, of the amplitude spectrum of the speech
signal can be modeled by a linear predictor with coe cients b =[b1 b2 · · · bp] in each
modulation frame:
|Sn| = ≠
pÿ
i=1
bi|Sn≠i|+ e˜n (2.16)
where e˜n is assumed to be a random Gaussian excitation signal with variance ‡˜2.
Since any type of noise is colored in the modulation domain because of the overlap
between the acoustic frames, in [66] a Kalman filter for removing a colored noise is
used [68]. The state vector of speech is augmented with the state vector of noise,
and both of the speech and noise components are estimated simultaneously.
Within each frequency bin, the authors use autoregressive models for the speech and
the noise of orders p and q respectively and so the state vector in the Kalman filter
has dimension p + q. The dynamic model of the state space is given by
SWWU s˜n
s˘n
TXXV =
SWWU ÊAn 0
0 A˘n
TXXV
SWWU s˜n≠1
s˘n≠1
TXXV
+
SWWU d˜ 0
0 d˘
TXXV
SWWU e˜n
e˘n
TXXV , (2.17)
where s˜n = [|Sn| · · · |Sn≠p+1|]T is the speech state vector, d˜ = [1 0 · · · 0]T is a p-
dimensional vector and the speech transition matrix has the formÊA(n) =
SWWU ≠b˜T
I 0
TXXV
where b˜ = [b1 · · · bp]T is the LPC coe cient vector, I is an identity matrix of size
(p ≠ 1) ◊ (p ≠ 1) and 0 denotes an all-zero column vector of length p ≠ 1. The
quantities d˘, s˘n and A˘n are defined similarly for the order-q noise model. (2.17) is
re-written as
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sn = Ansn≠1 +D1en, (2.18)
where sn, An and D1 represent the composite speech+noise elements of as (2.17).
The observation model is
|Zn| =
5
d˜T d˘T
6
sn = D2sn (2.19)
The equations of modulation domain Kalman filter are given by
 n|n≠1 = An n≠1|n≠1ATn +D1Qn≠1DT1 (2.20)
kn =  n|n≠1D2[DT2 n|n≠1D2]≠1 (2.21)
sn|n≠1 = Ansn≠1|n≠1 (2.22)
 n|n =  n|n≠1 ≠ knDT2 n|n≠1 (2.23)
sn|n = sn|n≠1 + kn[|Zn|≠D2sn|n≠1] (2.24)
where  n|n is the covariance matrix corresponding to the estimates, Q =
SWWU ‡˜2 0
0 ‡˘2
TXXV
is the covariance matrix of the prediction residual signal of speech and noise, and
where ‡˘2 is the noise prediction residual power. kn is denoted the Kalman gain which
relies on the ratio of prediction error of speech and noise at frame n. The notation
“n|n≠1” means the prior estimate at acoustic frame n conditioned on the observation
of all the previous frames 1, . . . , n≠1. Therefore, sn|n≠1 indicates the a priori estimate
of the state vector while sn|n indicates the a posteriori estimate. To determine the
speech and noise model parameters, the time-frequency signal is segmented into
overlapping modulation frames. For each frequency bin, a speech model
Ó
b˜, ‡˜2
Ô
is estimated by applying autocorrelation LPC analysis to the modulation frame.
However, the presence of noise will introduce bias in the LPC estimates, which
will degrade the performance of the modulation domain Kalman filter. To alleviate
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the e ect of the noise, the MMSE enhancer described in Section 2.4 is applied to
the noisy speech before the LPC model estimation in [66] . For the noise LPC
model, a separate SNR-based VAD is applied to each frequency bin and a noise
model,
Ó
b˘, ‡˘2
Ô
, is estimated during intervals where speech is absent. Unlike the
SNR-based VADs reviewed in Section (2.2.1), where the SNR is calculated in each
acoustic frame, the VAD is determined by the SNR in a modulation frame, which is
computed as
SNRmod(l, k) = 10log10
A q
m |Zl(m, k)|2q
m |„Wl≠1(m, k)|2
B
(2.25)
where |„Wl≠1(m, k)|2 denotes the estimated noise modulation power spectrum of the
previous modulation frame. If the SNRmod is larger than a preset threshold, the
frequency bin is regarded speech present and vice verse. The noise power of the
current modulation frame is estimated during speech absence using a forgetting
factor Ÿ , as given in (2.1)
|„Wl(m, k)|2 = Ÿ|„Wl≠1(m, k)|2 + (1≠ Ÿ) |Zl(m, k)|2 (2.26)
After the modulation power spectrum of noise is obtained, an ISTFT is applied
for each modulation frame to get the corresponding autocorrelation coe cients,
from which the LPC coe cients of noise can be estimated using Levinson-Durbin
recursion [22].
The authors compared their enhancement algorithm with MMSE algorithm [7] and
found that it consistently performed better in terms of Perceptual Evaluation of
Speech Quality (PESQ) [69] and in terms of listener preference.
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2.5.2. Modulation domain spectral subtraction
Apart from the modulation domain Kalman filter introduced in this subsection,
the spectral subtraction method presented in Section 2.4 is applied in the modula-
tion domain to estimate the modulation amplitude spectrum of the clean speech,
| ‚Sl(m, k)|2, which is calculated by [65]
| ‚Sl(m, k)|2 = Ó(|Zl(m, k)|r ≠ –|„Wl(m, k)|r)1/r,Â|„Wl(m, k)|Ô
where where – Ø 1 and 0 Æ Â π 1 represent factors controlling the oversubtraction
and the noise floor respectively as defined in Section 2.4. The noise modulation
amplitude spectrum |„Wl(m, k)| is estimated using a method similar to that described
in Section 2.5.1. The only di erence is that |„Wl(m, k)|, rather than |„Wl(m, k)|2, is
updated using (2.26).
Using objective and subjective measures, it shows that the applying spectral sub-
traction in the modulation domain results in improved speech quality over the time-
frequency domain spectral subtraction method [51] and the MMSE enhancer [7].
2.6. Enhancement Postprocessor
As explained in Chapter 1, although the time-frequency domain enhancement meth-
ods can improve the SNR of noisy speech signals, they also introduce spurious tonal
artifacts including musical noise and speech distortion. One widely used method to
remove the musical noise is by applying some form of post-processing to the output
of the baseline enhancer or to the time-frequency gain function that it utilizes. The
algorithm in [70] is proposed for post-processing the speech enhanced by spectral
subtraction enhancer. It firstly classifies the spectrogram of the enhanced speech
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into speech or musical-noise regions and for the musical-noise region, the spectral
components corresponding to musical noise are identified and attenuated. In or-
der to remove the musical noise in the subspace enhanced speech, a post-filtering
method is proposed in [71] which applies masking thresholds estimated by first pre-
processing the signal through spectral subtraction. This method is shown to be
able to largely reduce the musical noise comparing with the spectral subtraction en-
hancer. Based on the analysis in the cepstral domain, the idea of [72] is to smooth
the gain function in the cepstral domain, because the speech and unwanted noise
artefacts is more decorrelated in this domain than in the STFT domain. Because the
spectral peaks in the gain function caused by the artefacts are represented by higher
cepstral coe cients, smoothing the higher coe cients can reduce their temporal dy-
namics. It is shown by subjective listening tests that this algorithm outperforms the
enhancer in [35] which does not apply cepstral smoothing. Additionally, smoothing
the enhancer gain function is used in [73] to attenuate musical noise in the frames
in low SNR regions. The spectral gain function of an initial enhancer is smoothed
by a low-pass filter and this algorithm is shown to give better performance after
processing the gain function of the MMSE estimator in [74] and the MAP estima-
tor in [55]. Under the assumption that the modulation domain LPC model of the
clean speech is significantly di erent from that of the residual and musical noise, a
post-processor using a modulation domain Kalman filter is proposed in [75], where
the temporal dynamics of both speech and noise, are jointly modelled making use
of a Kalman filter to give a optimal estimate of the clean speech amplitudes. The
details of this post-processor will be given in Chapter 3.
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2.7. Speech Quality Assessment
Speech quality is a judgment of a perceived multidimensional construct that is inter-
nal to the listener and is typically considered as a mapping between the desired and
observed features of the speech signal. There are two types of speech quality assess-
ment method. The first type is subjective methods, in which listeners give either an
absolute ratings to one speech stimulus, or a preference to one speech stimulus over
others. The most widely used quality scores obtained from a subjective experiment
is referred as Mean Opinion Score (MOS) [76]. The MOS of the speech stimuli is
rated by the listeners with five categories shown in Table 2.1. A numerical value
(from 1 to 5) is assigned to each category. The score of the speech is obtained by
averaging the values rated by all the listeners, which represents an overall percep-
tual quality of the degraded speech. Although the quality of a speech signal can be
assessed in such a subjective experiment, it is time consuming and expensive when
the number of speech stimuli is large. The second type of assessment is objective
methods, which aim to overcome these issues by modeling the relationship between
the desired and perceived characteristics of the signal algorithmically, without the
use of listeners. Among the objective methods there are two main di erent types,
and those which require a reference (clean) speech signal in addition to the received
speech signal are referred to as intrusive methods, those which only use the received
speech signal are referred to as non-intrusive methods [77]. In this thesis only in-
trusive objective measures will be used and the most popular of these are reviewed
below.
The oldest and simplest type of intrusive measure are the SNR-based measures,
which are calculated in the time domain and have low computational complexity.
The classic SNR is calculated (in dB) as
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MOS Speech Quality Level of Distortion
5 Excellent Imperceptible
4 Good Perceptible but not annoying
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying
Table 2.1.: Categories of MOS [76].
SNR = 10log10
q
n
s2(n)q
n
{s(n)≠ sˆ(n)}2 (2.27)
where sˆ(n) denotes the processed speech, which has been accurately time-aligned
with the reference speech s(n). The time alignment can be found by shifting the
reference speech signal until the the correlation coe cient between s(n) and sˆ(n)
is maximized. The calculation of the ratio of power in (2.27) is averaged over the
entire signal. However, since the classic SNR is dominated by high energy portions
of the speech signal, it does not reflect the overall speech quality. Therefore, there
are variants of SNR based measures which have been proposed. In order to reflect
the fluctuations of speech signal, a short-time version of SNR, which is referred to
as segmental SNR (segSNR), is proposed. segSNR is calculated as the average of
short-time SNR over each frame and is given by [78]
SNRseg =
1
N
Nÿ
m=0
10log10
Tm+T≠1q
t=Nm
s2(t)
Tm+T≠1q
t=Tm
{s(t)≠ sˆ(t)}2
(2.28)
where N is the total number of frames and typically the frame length is 10-20 ms.
During the intervals of speech silence, segSNR can be negative because the speech
energy is very small and these regions do not represent the contribution to the speech
quality. Therefore, a VAD is often used before the calculation of the segSNR. In the
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same vein, the frames with overly large or small energy do not reflect the quality
well. As a result, a upper and lower bound are often set for segSNR, which is
typically 35 and -10 dB. In addition, another widely used variation to the SNR
measure, frequency-weighted SNR (fwSNR), is in the frequency domain and reflects
the contribution of di erent frequency bands, which is computed as [79]
fwSNRseg =
10
N
Nÿ
n=0
log10
Kq
k=1
Ên,klog10
|Sn,k|2
(|Sn,k|≠|Sˆn,k|)2
Kq
k=1
Ên,k
(2.29)
where K represents the number of frequency bands and Ên,k is the weight applied
on the kth frequency band. |Sˆn,k| is the spectral amplitude of the degraded speech.
The weights can be chosen in di erent ways and an example is to use the power of
the reference speech amplitude with a power exponent smaller than 1 [79].
Most of the recent objective speech quality measures are perceptually motivated
[69], among which the most popularly used in the evaluation of speech enhancement
algorithms is an ITU standard (P. 862) PESQ [69]. The diagram of PESQ is given
in Fig. 2.1. The aim of the PESQ measure is to model the signal processing in
the peripheral auditory system and it is designed for using across a wide range of
conditions. In PESQ, speech quality scores are calculated on a scale from -0.5 to 4.5
and a mapping function is then used to map the PESQ score to MOS. It has been
reported that MOS mapped from PESQ has a correlation coe cient of 0.935 with
the subjective MOS for a number of telecommunication relevant databases [80].
The Perceptual Objective Listening Quality Analysis (POLQA) metric is the succes-
sor of PESQ and is also an ITU standard (P. 863) measure [81], which is designed
to overcome the weaknesses of PESQ such as the delays and sensitivity to time
misalignment between the reference speech and processed speech. The major di er-
ences between POLQA and PESQ lie in the time alignment part and the perceptual
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model. The time alignment process of POLQA is carried out before the comparison
process. The output of this step is used for estimating the sampling frequency and
delay compensation in the comparison process. For the perceptual model, POLQA
uses both time and frequency masking which is significantly more accurate in imi-
tating human perception of various distortions. The quality perception module in
POLQA consists of a cognitive model which calculates the indicators of di erent
acoustic characteristics such as frequency response, noise and room reverberation.
The final POLQA score is determined by combining the di erent indicators which
give a overall listening quality assessment. It is found that POLQA has been de-
signed not only to provide an accurate MOS estimate for a large set of conditions
specific to new codec and network technologies, but to also ensure higher accuracy
for a wide range of degradations (e.g. various noise conditions).
In this thesis asses the enhancement quality will be assessed using segSNR and
PESQ.the segSNR measure is used to assess the e ect of the enhancement on the
level of noise and PESQ to assess the speech quality. PESQ rather than POLQA has
been used because the software for it was more readily available and because uncer-
tainties in time-alignment are not an issue for the algorithms which are concerned
with.
2.8. Conclusion
In this chapter, contributions in a number of fields related to single channel speech
enhancement have been reviewed. The fields include noise estimation, subspace en-
hancement, time-frequency domain enhancement, modulation domain enhancement,
postprocessor and speech quality assessment. In the following chapters of this thesis,
a postprocessor based on the modulation domain Kalman filter present in Section
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2.5.1 will be introduced in Chapter 3, a modulation subspace method based on the
subspace method described in Section 2.3 will be introduced in Chapter 4, and two
enhancers based on statistical models and the modulation domain Kalman filter will
be introduced in Chapter 5.
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Figure 2.1.: Block diagram on the PESQ speech quality metric (diagram taken
from [69]).
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Filtering
3.1. Introduction
As stated in Section 2.5, significant information in speech is carried by the modula-
tion of spectral envelopes in addition to the envelopes themselves. There have been
some speech enhancement algorithms extending models and techniques which were
used in the time domain to the modulation domain. So and Paliwal have proposed
applying the Kalman filter to the short-time modulation domain [66], the details of
which has been given in Section 2.5. This Kalman filter incorporates autoregressive
models for the temporal dynamics of the speech and noise spectral amplitudes in
each frequency bin; these are estimated using Linear Predictive Coding (LPC) anal-
ysis. Because the clean speech and the noise in the MMSE enhanced speech have
significantly di erent prediction characteristics in the modulation domain, in this
chapter the use of a Kalman filter in the modulation domain will be introduced as a
post-processor for speech that has been enhanced by an MMSE spectral amplitude
algorithm [7]. Because the spectral amplitudes include a strong DC component, the
gain of the corresponding LPC synthesis filter can be very high at low frequencies
and therefore two alternative ways of constraining the low frequency gain in order
59
3.2 Kalman Filter Post-processing
to improve the filter stability are proposed.
3.2. Kalman Filter Post-processing
The framework for our proposed speech enhancer is shown in Figure 3.1 and di ers
from that in [66] where the Kalman filter is applied not to the spectrum of the original
noisy speech signal but rather to that of the output of an enhancer that implements
the spectral amplitude MMSE algorithm from [7]. In our baseline system, denoted
Modulation Domain Kalman filter post-processor (KFMD) in Section 3.2.4, the
time-domain noisy speech, labelled z(t) in Figure 3.1, is first transformed into the
STFT domain and enhanced by the MMSE algorithm, from which the enhanced
amplitude spectrum, |Y (n, k)|, can be obtained. Because the e ect of the noise on
the LPC estimation has been largely alleviated after the initial MMSE enhancement,
the speech model is then estimated from the enhanced speech. The noise model is
estimated from the MMSE enhanced spectral amplitudes using the method described
in Section 2.5. The output from the Kalman filter is converted back to the amplitude
domain, combined with the noisy phase spectrum, ◊n,k, and passed through an
ISTFT to create the output speech.
LPC is conventionally applied to a zero-mean time-domain signal [82] but in the
modulation domain Kalman filter, it is applied to a positive-valued sequence of
spectral amplitudes within each frequency bin. As will be shown in Section 3.2.1,
when LPC analysis is applied to a signal that includes a strong DC component,
the resultant synthesis filter can have a very high gain at low frequencies and the
filter may, as a consequence, be close to instability. It has been found that this
near-instability significantly degrades the quality of the output speech and thus in
Section 3.2.2 and 3.2.3 two alternative ways of preventing it will be proposed.
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Figure 3.1.: Block diagram of KFMD algorithm
3.2.1. E ect of DC bias on LPC analysis
The speech amplitude spectrum |S(n)| is generated in the modulation domain as
the output of the modulation-domain LPC synthesis filter which is defined as
H(z) = 1
1 +qpi=1 b˜iz≠i (3.1)
where b˜i are the modulation-domain speech LPC coe cients defined in Section 2.5.
Here the e ect of a strong DC component on the results of LPC analysis is analyzed.
Suppose first that the temporal envelope of the speech power spectrum |S(n)| has
zero mean and that the speech LPC coe cient vector, b˜, for a frame of length L is
determined from the Yule-Walker equations
b˜ = ≠R≠1g (3.2)
where the elements of the autocorrelation matrix,R, are given by Ri,j = 1L
q
n |S(n≠
i)||S(n ≠ j)| for 1 Æ i, j Æ p and the elements of g are gi = Ri,0. The DC gain of
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the synthesis filter H(z), obtained by setting z = 1 in (3.1), is given by
GH =
1
1 + oT b˜
(3.3)
where o = [1 1 · · · 1]T is a p-dimensional vector of ones. For a filter, a very small
DC gain indicates that the filter have zeros which are very close to the unit circle.
On the other hand, a very large DC gain shows that the filter have poles which are
very close to the unit circle, therefore in this case, the filter has very large gains at
low frequencies and is near instability.
If now a DC component, ds, is added to each |S(n)|, the e ect is to add d2s onto
each Ri,j and the new LPC coe cients, b˜Õ, are given by
b˜Õ = ≠
1
R + d2sooT
2≠1 1g + d2so2
= ≠
A
R≠1 ≠ d
2
sR≠1ooTR≠1
1 + d2soTR≠1o
B1
g + d2so
2
where the second line follows from the Matrix Inversion Lemma [83]. Writing
x = d2soTR≠1o (3.4)
then it can be obtained that
oT b˜Õ = ≠o
TR≠1g≠ x
1 + x =
oT b˜≠ x
1 + x .
Thus the DC gain of the new synthesis filter is
1
1 + oT b˜Õ
= 1 + x
1 + oT b˜
(3.5)
From (3.5) it can be seen that the DC gain of the synthesis filter has been multiplied
by 1 + x where x, defined by (3.4), is proportional to the power ratio of the DC
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and AC components of |S(n)|. If this ratio is large, the low frequency gain of the
LPC synthesis filter can become very high which results in near instability and poor
prediction. Accordingly, in the following sections two alternative methods of limiting
the low frequency gain of the LPC synthesis filter are proposed.
3.2.2. Method 1: Bandwidth Expansion
The technique of bandwidth expansion is widely used in coding algorithms to reduce
the peak gain and improve the stability of an LPC synthesis filter [84]. If a modified
set of LPC coe cient is defined by b˙i = cibi, for some constant c < 1, then the poles
of the synthesis filter are all multiplied by c. This can be proved by substituting
bi with b˙i in (3.1) and it is equivalent to replacing z with zc . This moves the poles
away from the unit circle thereby reducing the gain of the corresponding frequency
domain peaks and improving the stability of the filter. In Section 3.2.4 the e ect
of using this revised set of LPC coe cients, b˜1, in the Kalman filter of Figure 3.1
(denoted the “BKFMD” algorithm) will be evaluated and find that it results in a
consistent improvement in performance.
3.2.3. Method 2: Constrained DC gain
Although the bandwidth expansion approach is e ective in limiting the low fre-
quency gain of the synthesis filter, it also modifies the filter response at higher
frequencies thereby destroying its optimality. This e ect can be seen in 3.2, where
the LPC analysis is applied on a modulation frame with strong speech power. An
alternative approach is to constrain the DC gain of the synthesis filter to a predeter-
mined value and determine the optimum LPC coe cients subject to this constraint.
As noted in Section 3.2.1, the DC gain of the LPC synthesis filter is given by GH in
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Figure 3.2.: Smoothed power spectrums of the modulation domain signal, original
LPC filter, the bandwidth expansion (BE) LPC filter. The LPC spectrums and
signal spectrum are calculated from the same modulation frame and c = 0.7.
(3.3) and GH = G0 can be forced by imposing the constraint
oT b˜ = 1≠G0
G0
, —G > ≠1.
The average prediction error energy in the analysis frame is given by
E = 1
L
ÿ
n
I
|S(n)|+
pÿ
i=1
bi|S(n≠ i)|
J2
and E is going to be minimized subject to the constraint oT b˜ = —G. Using a
Lagrange multiplier, ⁄, the solution, b˜2 to this constrained optimization problem is
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obtained by solving the p+ 1 equations
d
dai
1
E + ⁄oT b˜2
2
= 0
oT b˜2 = —G
and the solution is Qcca 0.5⁄
b˜2
Rddb =
Qcca 0 oT
o R
Rddb
≠1Qcca —G≠g
Rddb (3.6)
where R, g and o are as defined in Section 3.6. As shown in Figure 3.3, this
revised LPC model can lower the filter gains at low modulation frequencies when
keeping the gains at high modulation frequencies closed to the unconstrained LPC
model. In Section 3.2.4 the e ect of using this set of LPC coe cients, b˜2, in the
Kalman filter of Figure 3.1 (denoted the “CKFMD” algorithm) will be evaluated
and find that it results in a consistent improvement in performance both over the
KFMD algorithm, which uses the unconstrained filter coe cients, b˜, and also over
the BKFMD algorithm which uses the bandwidth expanded coe cients, b˜1.
3.2.4. Evaluation
In this section, the performance of the baseline MMSE enhancer [85] is compared
with that of the three algorithms that incorporate a Kalman filter post-processor.
The KFMD algorithm which uses an unconstrained speech model, the BKFMD
algorithm incorporates the bandwidth expansion from 3.2.2 while the CKFMD al-
gorithm uses the constrained filter from Section 3.2.3. In our experiments, the core
test set from the TIMIT database is used and the speech is corrupted by ‘white’
and ‘factory1’ noise from the RSG-10 database [25] at ≠5, 0, 5, 10, 15, and 20 dB
SNR. The algorithm parameters were determined by optimizing performance with
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Figure 3.3.: Smoothed power spectrums of the modulation domain signal, original
LPC filter, the LPC filter with a constrained DC gain (CDG). The LPC spectrums
and signal spectrum are calculated from the same modulation frame and —G =
≠0.8 in (3.6).
respect to PESQ on the development set described in Section 1.4.1.1. The parameter
settings have been listed in Table 3.1.
Using the new LPC models, the performance of the speech enhancers is evaluated
using both segSNR and PESQ measures. In all cases, the measures are averaged
over all the sentences in the TIMIT core test set. Figures 3.4 and 3.5 show how
the average segSNR varies with global SNR for white noise and factory noise for
the unenhanced speech, the baseline MMSE enhancer and the three Kalman filter
postprocessing algorithms presented in this subsection. It can be seen that at high
SNRs, all the algorithms have very similar performance. However at 0 dB SNR the
KFMD provides an approximate 2 dB improvement in segSNR over MMSE enhance-
ment and the BKFMD and CKFMD algorithms give an additional 0.5 and 1.5 dB
improvement respectively. The PESQ results shown in Figures 3.6 and 3.7 broadly
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Parameter Settings
Sampling frequency 8 kHz
Acoustic frame length 16 ms
Acoustic frame increment 4 ms
Modulation frame length 64 ms
Modulation frame increment 16 ms
Analysis-synthesis window Hamming window
Speech LPC model order p 3
Noise LPC model order q 4
Bandwidth expansion coe cient c 0.7
Constrained DC gain —G ≠0.8
Table 3.1.: Parameters settings in experiments.
mirror the segSNR results although the post-processing gives an improvement in
PESQ even at high SNRs. For both noise types, the constrained Kalman filter
postprocessor (CKFMD) gives a PESQ improvement of > 0.2 over a wide range of
SNRs. The consistent improvements in performance for both the stationary noise
(white noise) and non-stationary noise (factory noise) show that incorporating the
dynamical modelling of noise is beneficial for noise reduction for both types of noises.
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Figure 3.4.: Average segSNR values comparing di erent algorithms, where speech
signals are corrupted by white noise at di erent SNR levels.
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Figure 3.6.: Average PESQ values comparing di erent algorithms, where speech
signals are corrupted by white noise at di erent SNR levels.
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Figure 3.5.: Average segSNR values comparing di erent algorithms, where speech
signals are corrupted by factory noise at di erent SNR levels.
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Figure 3.7.: Average PESQ values comparing di erent algorithms, where speech
signals are corrupted by factory noise at di erent SNR levels.
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3.3. GMM Kalman filter
In the conventional Kalman filter introduced above, the prediction residual signal of
both speech and noise are assumed Gaussian distributed. However, after processing
noisy speech by an MMSE enhancer, most of the stationary noise has been removed
leaving behind some residual noise together with musical noise artefacts, especially
where the input noise power was high [12], as shown in Figure 1.3 in Chapter 1.
As described in Section 1.2.2, because the musical noise is characterized by isolated
spectral peaks in the spectrogram, it is di cult to predict in the modulation domain.
As a result, the prediction errors associated with the musical noise may be very large,
and the overall distribution of the prediction errors of the noise in the enhanced
speech does not follow a Gaussian distribution. To illustrate this, in Figure 3.8
the distribution of the normalized prediction error of the spectral amplitude errors
in the MMSE enhanced speech in all frequency bins together with a fitted single
Gaussian distribution (in red) and a 3-mixture Gaussian Mixture Model (GMM) (in
green) is shown. The histogram shows the distribution over all time-frequency bins
using the TIMIT core test set corrupted by additive car noise at SNRs between –10
and +15 dB using the framing parameters from Section 3.3.3. The estimated noise
amplitude trajectory in each frequency bin is represented by an autoregressive model
and the model parameters (LPC coe cients) are estimated in the corresponding
modulation frame. To obtain a general distribution that is independent of the noise
level, the normalized residual rather than the residual itself is modeled so that
the GMM parameters are independent of the speech and noise amplitudes. The
residual signals are normalized by the RMS power of the noise predictor residual in
the corresponding modulation frame. The figure shows that the overall prediction
residual signal is not zero mean and does not follow a Gaussian distribution.
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Figure 3.8.: Distribution of the normalized prediction error of the noise spectral
amplitudes in MMSE-enhanced speech. The prediction errors are normalized by
the RMS power of the noise predictor residual in the corresponding modulation
frame.
3.3.1. Derivation of GMM Kalman filter
Based on the empirical prediction errors, the conventional colored noise KF has
been extended to incorporate a GMM noise distribution. N (µ, ) is used to denote
a multivariate Gaussian distribution with mean vector µ and covariance matrix  
and use N (x;µ, ) for its probability density at x. The advantage of Gaussian
mixture model is twofold: first, it is flexible to fit various distributions; second, the
posterior distribution of the estimation is still Gaussian mixtures whose parameters
are e cient to compute.
The diagram of the proposed algorithm is shown in Figure 3.9. Following time-
frequency domain enhancement in the block marked MMSE, the spectral amplitude
of the STFT at time frame n and frequency bin k is given by |Yn,k| = |Sn,k|+ |Wn,k|,
where the amplitudes |Wn,k| here represents the “noise” arising from a combination
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of acoustic noise and the enhancement artefacts. The output from the Kalman filter
|Sˆn,k| is combined with the noisy phase spectrum ◊n,k and passed through an ISTFT
to create the output speech sˆ(t). In this and the next subsection the derivation of
the GMM Kalman filter and the parameter update procedure will be given. Because
each frequency bin, k, is processed independently and for clarity, the frequency index
will be omitted below.
STFT MMSE
z(t) |Zn,k| |Yn,k| KF'Update &
GMM'Update'
speech'
modulation
domain'LPC
noise'
estimation
noise'
modulation' '
domain'LPC
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 n|n 1
sn|n 1
sn 1|n 1
 n 1|n 1
A˜nb˜n
A˘nb˘n
ISTFT
θn,k sˆ(t)
Figure 3.9.: Diagram of the proposed GMM KF algorithm
The system model and the Kalman filter equations are given in Section 2.5.1, the
prediction residuals are represented as a 2-element vector en with a Gaussian mixture
distribution of J mixtures as
en ≥
Jÿ
j=1
‘(j)n N (µ(j)n , (j)n ) (3.7)
where ‘(j)n is the weight of each mixture j and the sum of ‘(j)n over all J mixtures
satisfies
Jq
j=1
‘(j)n = 1. µ(j)n and  (j)n are the mean vector and covariance matrix of each
mixture. As in a conventional Kalman filter, the augmented state vector sn at time
n≠ 1 based on observations up to time n≠ 1 is assumed to be Gaussian distributed
sn≠1 s N (sn≠1|n≠1, n≠1|n≠1). Following the time update, the distribution of sn|n≠1
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becomes a Gaussian mixture qj ‘(j)n≠1N (s(j)n|n≠1,  (j)n|n≠1) where
s(j)n|n≠1 = An≠1sn≠1|n≠1 +D1µ
(j)
n≠1
 (j)n|n≠1 = An≠1 n≠1|n≠1ATn≠1 +D1Q
(j)
n≠1DT1 .
Applying the observation constraint, DT2 sn = |Yn|, changes the Gaussian mixture
parameters as follows [83]
k(j)n =  
(j)
n|n≠1D2(DT2 
(j)
n|n≠1D2)≠1 (3.8)
s(j)n|n = s
(j)
n|n≠1 + k(j)n (|Yn|≠ s(j)n|n≠1) (3.9)
 (j)n|n =  
(j)
n|n≠1 ≠ k(j)n DT2 (j)n|n≠1. (3.10)
Finally, the GMM is collapsed into a single Gaussian for the estimation of the state
vector at time n, by calculating the overall mean and covariance matrix of the
posterior Gaussian mixture [86].
ﬁ(j)n =
‘(j)n≠1N (|Yn|;D2T s(j)n|n≠1,DT2 (j)n|n≠1D2)q
j ‘
(j)
n≠1N (|Yn|;DT2 s(j)n|n≠1,DT2 (j)n|n≠1D2)
(3.11)
sn|n =
Jÿ
j=1
ﬁ(j)n s
(j)
n|n (3.12)
 n|n =
Jÿ
j=1
ﬁ(j)n ( 
(j)
n|n + s
(j)
n|n(s
(j)
n|n)T )≠ sn|nsTn|n. (3.13)
The quantity ﬁ(j)n in (3.11) represents the posterior probability that sn belongs to
mixture j.
Thus the new Kalman filter can be used to process the residual noise in the MMSE
enhanced speech because the GMM can be used to model the spectral amplitude
errors in the enhanced speech. In this work, the initial GMM parameters are trained
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on speech sentences from the training set of TIMIT database using expectation
maximization algorithm [86]. A method for updating the parameters will be present
in the following subsection.
3.3.2. Update of parameters
The spectral amplitudes, |Yn,k| are divided into overlapping modulation frames and
autocorrelation LPC analysis [22] is performed in each modulation frame to obtain
a vector of modulation-domain LPC coe cients, b˜, and a residual power ‡˜2. To
obtain the corresponding noise coe cients, the sequence of spectral amplitudes,
|Yn,k|, is passed through a noise power spectrum estimator [43] before performing
LPC analysis to obtain the noise predictor coe cients, b˘, and the residual power
‡˘2.
Within the noise GMM, (3.7), the speech residual component e˜n ≥ N (0, ‡˜n2) is
identical in all mixture components but the normalized noise residual vn = e˘n/‡˘n is
modeled as a Gaussian mixture
vn ≥
ÿ
j
‘(j)n N (m(j)n , ﬂ2(j)n ). (3.14)
As mentioned above, the normalized residual rather than the residual itself is mod-
eled so that the GMM parameters are independent of the speech and noise ampli-
tudes.
In order to update the GMM parameters the noise predictor coe cients, b˘, from the
current modulation frame are applied to the sequence of estimated noise spectral
amplitudes to obtain a noise prediction error vn‡˘n for each acoustic frame n. The
probability that vn comes from mixture j is given by
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p(j)n =
‘(j)n≠1N (vn;m(j)n≠1, ﬂ2(j)n≠1)q
j ‘
(j)
n≠1N (vn;m(j)n≠1, ﬂ2(j)n≠1)
. (3.15)
Because now the probability of the mixture given the observation error is known,
the statistics accumulated from the previous frames can be update in the current
frame. The statistics include the e ective number of observations (O(j)), the sum
of the observations ( (j)) and the sum of the squared observations (T (j)) as O(j)n =
p(j)n +ŸO
(j)
n≠1,  (j)n = p(j)n vn+Ÿ 
(j)
n≠1 and T (j)n = p(j)n v2n+ŸT
(j)
n≠1, where Ÿ is a forgetting
factor. The parameters, m(j)n , ﬂ2(j)n and ‘(j)n , in (3.14) can now be updated adaptively
as [86]
m(j)n =  (j)n /O(j)n (3.16)
ﬂ2(j)n = T (j)n /O(j)n ≠m2(j)n (3.17)
‘(j)n =
O(j)nq
j O
(j)
n
= (1≠ Ÿ)O(j)n (3.18)
To initialize the model, a GMM with parameters m(j)0 , ﬂ2(j)0 and ‘(j)0 is trained o ine
on a large amount of data and set O(j)0 = m(j)0 /(1 ≠ Ÿ),  (j)0 = m(j)0 O(j)0 and T (j)0 =
(ﬂ2(j)0 +m2(j)0 )O(j)0 . To ensure stability of the update procedure, lower bounds on p(j)
and ﬂ2(j) are imposed to prevent them from becoming zero.
3.3.3. Evaluation
In this subsection, the performance of the proposed Kalman filter post-processor
with a GMM noise model (KFGM) is compared with the baseline MMSE enhancer
from [7] and the KFMD from Section 3.2. The constrained LPC model introduced in
3.2.3 is also combined with the algorithm and the resulting algorithm is referred to
as CKFGM. The initial GMM parameters are trained using a subset in the training
set of the TIMIT database comprising 500 sentences and using speech corrupted
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by white noise. The remaining algorithm parameters were chosen to optimize the
performance of the algorithms, with respect to PESQ, on the development set and
their values are listed in Table 3.2. In the experiments, the core test set from the
TIMIT database (details in Chapter 2) is used and the speech is corrupted by the
‘factory2’ noise from the RSG-10 database [25] and ‘street’ noise from the ITU-T
test signals database [87] at ≠10,≠1, 0, 5, 10 and 15 dB global SNR. The reason
street noise, rather than white noise that is used in Section 3.2.4, is used is that
in this section non-stationary colored noises are more appropriate to evaluate the
performance of the GMM noise model that is incorporated in the modulation domain
Kalman filter postprocessor.
Parameter Settings
Sampling frequency 8 kHz
Acoustic frame length 16 ms
Acoustic frame increment 4 ms
Modulation frame length 128 ms
Modulation frame increment 16 ms
Analysis-synthesis window Hamming window
Number of mixtures J 3
Speech LPC model order p 3
Noise LPC model order q 4
Forgetting factor Ÿ 0.9
Table 3.2.: Parameter settings in experiments.
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Figure 3.10.: Average segmental SNR of enhanced speech after processing by four
algorithms versus the global SNR of the input speech corrupted by factory noise
(CKFGM: proposed Kalman filter post-processor with a constrained LPC model
and a Gaussian Mixture noise model; KFGM: proposed KFGM algorithm; KFMD:
KFMD algorithm from [75]; MMSE: MMSE enhancer from [7]).
77
3.3 GMM Kalman filter
−10 −5 0 5 10 15
−25
−20
−15
−10
−5
0
5
10
15
Global SNR of noisy speech (dB)
se
gS
NR
 (d
B)
 
 
CKFGM
KFGM
KFMD
MMSE
Noisy
Figure 3.11.: Average segmental SNR of enhanced speech after processing by four
algorithms versus the global SNR of the input speech corrupted by street noise.
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Figure 3.12.: Average PESQ quality of enhanced speech after processing by four
algorithms versus the global SNR of the input speech corrupted by factory noise.
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Figure 3.13.: Average PESQ quality of enhanced speech after processing by four
algorithms versus the global SNR of the input speech corrupted by street noise.
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The performance of the algorithms is evaluated using both segmental SNR (segSNR)
and the Perceptual Evaluation of Speech Quality (PESQ) measure. All the measure-
ment values are averaged over the 192 sentences in the TIMIT core test set. The
average segSNR for the corrupted speech, baseline MMSE enhancer, the KFMD
algorithm, the proposed KFGM algorithm and the KFGM algorithm using the con-
strained LPC model derived in Section 3.2.3 (CKFGM) is shown for factory noise in
Figure 3.10 as a function of the global SNR of the noisy speech. It can be seen that
at 15 dB global SNR all the algorithms give the same improvement in segSNR of
about 5 dB. However, at 0 dB global SNR the KFGM algorithm outperforms both
reference algorithms by about 1 dB and 3 dB respectively, and CKFGM algorithm
gives an additional 1 dB improvement. The equivalent graphs for street noise are
shown in Figure 3.11. It can be seen the overall trend in the results is the same.
The corresponding graphs for PESQ are shown in Figure 3.12 for factory noise and
in Figure 3.13 for street noise. In Figures 3.12 and 3.13, the average PESQ scores
mirror the results seen for the segSNR. However, at high SNRs the KFGM algorithm
is also able to improve the PESQ, and an improvement of approximately 0.1 and
0.15 over the algorithm and MMSE enhancer respectively can be obtained over a
wide range of SNRs. By using the constrained LPC model it can get even better
performance at high SNRs as it can be seen that the CKFGM algorithm outperform
the KFGM algorithm by about 0.1 PESQ at 15 dB SNR. This shows that incorpo-
rating a better speech LPC model can also lead to better performance for KFGM
algorithm. In addition, informal listening tests also suggest that the proposed post-
processing methods is able to reduce the musical noise introduced by the MMSE
enhancer.
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3.4. Conclusion
In this chapter two di erent methods of post-processing the output of an MMSE
spectral amplitude speech enhancer by using a Kalman filter in the modulation do-
main have been proposed. Firstly, di erent speech LPC models in each modulation
frame is introduced and it is shown that the post-processors based on the LPC
models give consistent improvements over the MMSE enhancer in both segSNR and
PESQ, among which the best method, which performs LPC analysis with a con-
strained DC gain, improves PESQ scores by at least 0.2 over a wide range of SNRs.
Secondly, a post-processor in the modulation domain using a GMM for modeling
prediction error of the noise in the output spectral amplitude of MMSE enhancer
is introduced. The derivation of a Kalman filter that incorporates a GMM noise
model has been given and a method for adaptively updating the GMM parameters
has also been presented. The proposed post-processor has been evaluated using
segSNR and PESQ and shown that the proposed method results in consistently
improved performance when compared to both the baseline MMSE enhancer and a
modulation-domain Kalman filter post-processor. The improvement in segSNR is
over 3 dB at a global SNR of 0 dB while the PESQ score is increased by about 0.15
across a wide range of input global SNRs. The results show that a GMM is prefer-
able to a single Gaussian model in modelling the prediction residual of the spectral
amplitudes of the musical noise under non-stationary colored noise conditions.
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4. Subspace Enhancement in the
Modulation Domain
4.1. Introduction
Time-domain speech enhancement algorithms that are based on a subspace tech-
nique were introduced in Section 2.3. In these algorithms, the space of noisy sig-
nal vectors is decomposed into a signal subspace containing both speech and noise
and a noise subspace containing only noise. The decomposition is achieved by the
Karhunen-Loe´ve Transform (KLT), an invertible linear transform that can be used
to project the noisy signal vectors into a lower dimensional subspace that preserves
almost all the signal energy [45]. The key assumption underlying this approach is
that the covariance matrix of the clean speech vector is close to rank-deficient. The
validity of the assumption is a consequence of the Linear Predictive Coding (LPC)
model of speech production in which a speech signal is generated by a low-order
autogressive process. In this chapter it will be shown that it is possible to apply
a subspace enhancement approach successfully to the modulation domain rather
than the time domain. As was shown in Chapter 3, the speech spectral ampli-
tude envelope of each frequency bin can be well represented by a low-order LPC
model, and the modulation domain algorithms in [66, 75] implicitly make this as-
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sumption. The strong temporal correlation of the sequence of spectral amplitudes
with a frequency bin means that the vector of the spectral amplitudes may also
be decomposed into a signal subspace and a noise space. To confirm the validity
of this, the eigenvalues of the covariance matrix of the modulation domain speech
vector sl =
5
Sl(0, k) · · · Sl(L≠ 1, k)
6T
are examined, where Sl(n, k) is defined
in Section 1.2.3. It is shown in Figure 4.1 the ordered eigenvalues of the covariance
matrix of modulation-domain speech vector, RS = E
1
slsTl
2
, averaged over the en-
tire TIMIT core test set using the framing parameters defined in Section 4.4.1 with
a modulation frame length L = 32, where E (·) denotes the expected value. It can
be seen that the eigenvalues decrease rapidly and that most of the speech energy
is included in the first 10 eigenvalues. Based on this observation, this chapter will
extend the subspace enhancement approach to the modulation domain.
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Figure 4.1.: Mean eigenvalues of covariance matrix of clean speech from the TIMIT
database.
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4.2. Subspace method in the short-time modulation
domain
The block diagram of the proposed modulation-domain subspace enhancer is shown
in Figure 4.2. The noisy speech z(t) is first transformed into the acoustic domain
using a STFT to obtain a sequence of spectral envelopes |Zn,k|ej◊n,k where |Zn,k| is the
spectral amplitude of frequency bin k in frame n. The sequence |Zn,k| is now divided
into overlapping windowed modulation frames of length L with a frame increment Q
giving Zl(n, k) = hˇn|ZlQ+n,k| for n = 0, · · · , L≠ 1 where hˇn is a modulation-domain
window function. A Time Domain Constraint (TDC) subspace technique, which
is described in Section 2.3, is applied independently to each frequency bin within
each modulation frame to obtain the estimated clean speech spectral amplitudes
‚Sl(n, k) in frame l. The reason why the TDC estimator rather than Spectral Domain
Constraint (SDC) estimator is chosen for the enhancer is that it has been shown in
[46] that, for colored noise, the TDC estimator performs better than SDC estimator
and, as noted in Section 2.5, any type of noise in the time domain is colored in the
modulation domain because of the correlation introduced by the overlap between
the acoustic frames.
After the modulation domain speech vector is estimated by the TDC estimator,
the modulation frames are combined using overlap-addition to obtain the estimated
clean speech envelope sequence | ‚Sn,k| and these are then combined with the noisy
speech phases ◊n,k and an ISTFT is applied to give the estimated clean speech signal
sˆ(t).
As with the modulation domain Kalman filter described in Section 2.5, a linear
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model in the spectral amplitude domain is assumed
Zl(n, k) = Sl(n, k) +Wl(n, k) (4.1)
where S andW denote the modulation frames of clean speech and noise respectively.
Since each frequency bin is processed independently, the frequency index, k, will be
omitted in the remainder of this section. The modulation domain speech vector, sl,
has been defined in Section 4.1. In an analogous way, the noisy speech vector, zl,
and noise vector, wl, are defined. If RZ and RW are defined similarly to RS, and
because the spectral amplitudes of the speech and noise are assumed to be additive
in (4.1), the covariance matrices of the speech and noise are also additive, which is
RZ = RS +RW
Thus, if RW is known, the eigen-decomposition can be performed
R≠
1
2
W RZR
≠ 12
W = R
≠ 12
W RSR
≠ 12
W + I = UPUT (4.2)
where R
1
2
W is the positive definite square root of RW . From this the whitened clean
speech eigenvalues can be estimated as
  = max(P≠ I, 0) (4.3)
the operator max(·) is placed to prevent the eigenvalues becoming negative which
may otherwise happen due to errors in the estimate of P. The clean speech vector
from the noisy vector using a linear estimator, Hl, will be estimated as
sˆl = Hlzl (4.4)
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It has been shown in [48] that the optimal TDC linear estimator is given by
Hl = R
1
2
WU ( + ÷I)≠1UTR
≠ 12
W (4.5)
where ÷ controls the tradeo  between speech distortion and noise suppression.
The estimator in (4.5) has been given in (2.6) and a detailed derivation of (4.5) has
been given in Section 2.3. The action of the estimator in (4.5) can be interpreted as
first whitening the noise with R≠
1
2
W and then applying a KLT, UT , to perform the
subspace decomposition. In the transform domain, the gain matrix,  (  + ÷I)≠1,
projects the vector into the signal subspace and attenuates the noise components by
a factor controlled by ÷, discussed in Section 4.4.1 for the time-domain enhancer.
overlapping
segment
noisy/speech
z(t) STFT TDCestimator
overlap7add| Sˆn,k |ISTFTsˆ(t)
| Zn,k |
noise/
estimate
Hlv2n,k
θ n,k
zl
Figure 4.2.: Diagram of proposed short-time modulation domain subspace en-
hancer.
4.3. Noise Covariance Matrix Estimation
Now the estimation of the noise covariance matrix RW (k) is considered. For quasi-
stationary noise, RW (k) will be a symmetric Toeplitz matrix whose first column is
given by the autocorrelation vector ac(k) =
5
ac(0, k) · · · ac(L≠ 1, k)
6T
where
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ac(·, k) = E (|Wn,k| |Wn+·,k|). This section will begin by determining ac(·, k) for
the case when w(t) is white noise and then extend this to colored noise.
First suppose w(t) s N (0,‡2w) is a zero-mean Gaussian white noise signal. If the
acoustic frame length is T samples with a frame increment ofM samples, the output
of the initial STFT stage in Figure 4.2 is
ÊWn,k = T≠1ÿ
t=0
w(nM + t)h(t)e≠2ﬁj tkT (4.6)
where h(t) is the acoustic window function and the complex spectral coe cients,
ÊWn,k, have a zero-mean complex Gaussian distribution [7]. The expectation,
E
1ÊWn,kÊW ún+·,k2, where ú denotes complex conjugation, is given by
E
1ÊWn,kÊW ún+·,k2
= E
Qa T≠1ÿ
t,s=0
w(nM + t)h(t)w(nM + s+ ·M)h(s)e≠2ﬁj
(t≠s)k
T
Rb
= ‡2w
T≠1ÿ
t=0
h(t)h(t≠ ·M)e≠2ﬁj ·MkR (4.7)
since, for white noise,
E (w(nM + t)w(nM + s+ ·M)) = ‡2w” (t≠ s≠ ·M) .
By setting · = 0, therefore the spectral power of the white noise in any frequency
bin can be obtained as
‹2w = E
3---ÊWn,k---24 = ‡2w T≠1ÿ
t=0
h2(t). (4.8)
Defining
ﬂh(·, k) =
qT≠1
t=0 h(t)h(t≠ ·M)e≠2ﬁj ·MkTqT≠1
t=0 h
2(t)
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now (4.7) and (4.8) can be used to write
E
1ÊWn,kÊW ún+·,k2 = ‹2wﬂh(·, k) (4.9)
where ﬂh(·, k) depends on the window, h(t), but not on the noise variance ‹2w.
Now the autocorrelation sequence of the short-time Fourier coe cients, E
1ÊWn,kÊW ún+·,k2 ,
has been obtained. From [88, pp. 95-97] the autocorrelation sequence of their mag-
nitudes can be further obtained as
ac(·, k) = E
1---ÊWn,k--- ---ÊWn+·,k---2
= ﬁ4 ‹
2
w ◊ 2F1
3
≠12 ,≠
1
2 , 1; |ﬂh(·, k)|
2
4
(4.10)
where 2F1 (· · · ) is the Gauss hypergeometric function [89], the definition of which is
given in Section A.1.1 of Appendix A. The details of the derivation of 4.10 are given
in Section B.2 of Appendix B.
Therefore, if define
a0(k) = ‹≠2w
5
ac(0, k) · · · ac(L≠ 1, k)
6T
and R0(k) is a symmetric Toeplitz matrix with a0(k) as the first column, the noise
covariance matrix can be obtained as
RW (k) = ‹2wR0(k) (4.11)
where R0(k) does not depend on ‹2w.
Assuming that w(t) is quasi-stationary colored noise with a correlation time that
is small compared with the acoustic frame length, ÊWn+·,k will be multiplied by a
factor that depends on the frequency index, k, but not on · [90]. In this case, the
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previous analysis still applies but, for frame l, (4.11) now becomes
RW (k) = ‹2l (k)R0(k) (4.12)
where ‹2l (k) = E
1
|W (lQ, k)|2
2
is the noise power spectrum corresponding to the
modulation frame l and, as shown above, R0(k) is independent of the noise power
spectrum. This means that RW (k) can be estimated directly from an estimate of
‹2l (k) which can be obtained from the noisy speech signal, y(t), using a noise power
spectrum estimator such as [41] or [43].
Substituting (4.12) into (4.2)-(4.5), the following equations can be obtained
R≠
1
2
0 (k)RZ(k)R
≠ 12
0 (k) = U(k)P(k)UT (k)
 (k) = max(P(k)≠ ‹2l (k)I, 0)
Hl(k) = R
1
2
0 (k)U(k) (k)( (k) + ÷‹2l (k)I)≠1U(k)TR
≠ 12
0 (k)
in which the whitening transformation, R≠
1
2
0 (k), can be precomputed since it de-
pends only on the window, h(t), and is independent of the noise power spectrum.
In addition, because the matrix ( (k)+ ÷‹2l (k)I) is a diagonal matrix whose inverse
is straightforward to calculate, the computational complexity of the estimator is
greatly reduced.
To confirm the validity of the analysis given above, the autocorrelation vector, ac,
has been evaluated for the ‘F16’ noise in the RSG-10 database [25] using the framing
parameters given in Section 4.4.1 with a modulation frame length L = 32. Figure 4.3
shows the true autocorrelation averaged over all k together with the autocorrelation
from (4.10) using the true noise periodogram. It can be seen that the two curves
match very closely and that for · Ø RJ = 4, the STFT analysis windows do not
89
4.4 Evaluation and Conclusions
0 10 20 30
0.085
0.09
0.095
0.1
0.105
0.11
0.115
lags
a
u
to
co
rre
la
tio
n
 
 
estimate
true
Figure 4.3.: Estimated and true value of the average autocorrelation sequence in
one modulation frame.
overlap and so a(·, k) is constant.
4.4. Evaluation and Conclusions
4.4.1. Implementation and experimental results
In this section, the proposed Modulation Domain Subspace (MDSS) enhancer is
compared with the TDC version of the Time Domain Subspace (TDSS) enhancer
from [46] and the Modulation Domain Spectral Subtraction (MDST) enhancer from
[65] using the default parameters. Compared to the proposed MDSS enhancer,
TDSS enhancer applies the subspace method in the time domain instead of the
modulation domain, while MDST enhancer applies the spectral subtraction method
rather than subspace method in the modulation domain. In our experiments, the
core test set from the TIMIT database is used and the speech is corrupted by
‘white’, ‘factory2’ and ‘babble’ noise from [25] at ≠5, 0, 5, 10, 15 and 20 dB SNR
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(see Chapter 2 for more details). The algorithm parameters were determined by
optimizing performance on the development set described in Section 1.4.1.1 and the
parameters are listed in Table 4.1.
Parameter Settings
Sampling frequency 8 kHz
Acoustic frame length 16 ms
Acoustic frame increment 4 ms
Modulation frame length 128 ms
Modulation frame increment 16 ms
Analysis-synthesis window Hamming window
Table 4.1.: Parameter settings in experiments.
Additionally, the noise power spectrum was estimated using the algorithm in [43, 85]
and, following [46], the factor ÷ in (4.5) was selected as
÷ =
Y________]________[
5 SNRdB Æ ≠5
÷0 ≠ (SNRdB)/6.25 ≠5 < SNRdB < 20
1 SNRdB Ø 20
where ÷0 = 4.2, SNRdB = 10log10(tr( )/L) and the operator tr(· ) calculates the
trace of the diagonal matrix  .
To avoid any of the estimated spectral amplitudes in sˆl becoming negative, a floor
equal to 20 dB below the corresponding noisy spectral amplitudes in zl is set, so
that (4.4) now becomes
sˆl = max(Hlzl, 0.1zl) (4.13)
The performance of the three speech enhancers are evaluated and compared using
the segmental SNR (segSNR) and Perceptual Evaluation of Speech Quality (PESQ)
measure, averaged over all the sentences in the core TIMIT test set. The average
segSNR for the noisy speech, TDSS enhancer [46], MDST enhancer [65] and the
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proposed MDSS enhancer is shown for factory noise in Figure 4.4 as a function
of the global SNR of the noisy speech. It can be seen that MDSS enhancer and
TDSS enhancer give similar performance at low SNRs. At SNRs higher than 10 dB,
MDSS enhancer performs better than TDSS enhancer, giving segSNR improvement
of about 3 dB at 20 dB SNR. The equivalent figures for babble noise and white
noise are given in Figure 4.5 and Figure 4.6, respectively. For babble noise, it shows
a same trend in performance as that of the factory noise and at low SNRs, MDSS
enhancer also performs slight better than TDSS enhancer. For white noise, MDSS
enhancer gives a better performance than TDSS enhancer at SNRs higher than 15
dB and at 20 dB, it gives segSNR improvement of about 1.5 dB. However, at lower
SNRs, TDSS shows a better performance and at ≠5 dB it gives a improvement of
about 2 dB over the MDSS algorithm. The corresponding PESQ plots are shown
in Figures 4.8 to 4.9, for noisy speech corrupted by factory noise, babble noise and
white noise respectively at di erent global SNRs, and the corresponding enhanced
speech by the three enhancers mentioned above.
It can be seen that, as the results implied by the segSNR, for colored noise, the
proposed MDSS enhancer performs better than the other two enhancers, especially
at low SNRs which gives a PESQ improvement of more than 0.2 over a wide range
of SNRs. For white noise, however, the performance of the MDSS enhancer is not
as good as the TDSS enhancer, except at very low SNRs. In order to understand
why the TDSS algorithm is better for white noise than MDSS enhancer, the per-
formance of the TDSS and MDSS algorithms for speech-shaped noise is explored.
The speech-shaped noise is a random noise that has the same long-term spectrum as
a given speech signal, which is a stationary colored noise. The segSNR and PESQ
of the three algorithms are given in Figs. 4.10 and 4.11, respectively. It can be
seen that, although the segSNR of the TDSS enhancer is better than that resulting
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from the MDSS enhancer, the MDSS gives better performance in PESQ over the
TDSS enhancer, which is about 0.25 at low SNRs. By listening to the enhanced
speech utterance, it can be found that the although the TDSS enhancer can reduce
more background noise, it also introduce speech distortion making the speech more
perceptually uncomfortable than the speech enhanced by MDSS enhancer. This
finding is consistent with the results shown by the segSNR and PESQ. Based on
the performance of the algorithms for the di erent noises, it can be seen that the
MDSS algorithm, which makes use of the noise covariance estimation derived in Sec-
tion 4.3, performs best for colored noise regardless of whether the noise is stationary
(speech-shaped noise) or non-stationary (factory noise and babble noise). For white
noise, however, the performance of the MDSS algorithm is not as good as that of the
TDSS algorithms. This is not surprising because the time-domain whiteness satisfies
the assumptions made in the development of the TDSS algorithms and there is no
extra approximation.
Comparing the performance of the MDSS enhancer with the postprocessors proposed
in Chapter 3, it can be seen that the MDSS enhancer gives similar performance for
non-stationary colored noise and slightly worse performance for white noise.
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Figure 4.4.: Average segSNR values comparing di erent algorithms, where speech
signals are corrupted by factory noise at di erent SNR levels. (MDSS:proposed
modulation domain subspace enhancer; MDST: modulation domain spectral sub-
traction enhancer; TDSS: time domain subspace enhancer)
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Figure 4.5.: Average segSNR values comparing di erent algorithms, where speech
signals are corrupted by babble noise at di erent SNR levels.
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Figure 4.6.: Average segSNR values comparing di erent algorithms, where speech
signals are corrupted by white noise at di erent SNR levels.
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Figure 4.7.: Average PESQ values comparing di erent algorithms, where speech
signals are corrupted by factory noise at di erent SNR levels.
95
4.4 Evaluation and Conclusions
−5 0 5 10 15 20
1
1.5
2
2.5
3
3.5
Global SNR of noisy speech (dB)
PE
SQ
 
 
MDSS
MDST
TDSS
Noisy
Figure 4.8.: Average PESQ values comparing di erent algorithms, where speech
signals are corrupted by babble noise at di erent SNR levels.
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Figure 4.9.: Average PESQ values comparing di erent algorithms, where speech
signals are corrupted by white noise at di erent SNR levels.
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Figure 4.10.: Average segSNR values comparing di erent algorithms, where speech
signals are corrupted by speech-shaped noise at di erent SNR levels.
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Figure 4.11.: Average PESQ values comparing di erent algorithms, where speech
signals are corrupted by speech-shaped noise at di erent SNR levels.
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4.4.2. Conclusions
In this chapter a speech enhancement algorithm using a subspace decomposition
technique in the short-time modulation domain has been presented. It has been
shown that one consequence of processing the speech in the modulation domain is
that the covariance matrix is independent of the noise spectrum to within a scale
factor; this means that the whitening matrix can be precomputed. The perform-
ance of the proposed enhancer has been evaluated using segSNR and PESQ and
it has been shown that, for both stationary and non-stationary colored noise, it
outperforms a time-domain subspace enhancer and a modulation-domain spectral-
subtraction enhancer.
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5. Model-based Speech
Enhancement in the Modulation
Domain
5.1. Overview
An overview of conventional model-based enhancement in the Short Time Fourier
Transform (STFT) domain was given in Section 2.4. In this chapter, parametric
models are assumed for the complex STFT coe cients of the speech and noise. The
time-frequency gain function is then selected to optimize a chosen performance mea-
sure. In [7] and [53], the speech and noise STFT coe cients are both assumed to
follow zero-mean complex Gaussian distributions. The noise variance is assumed to
be known in advance and the ratio of the speech and noise variances, the prior SNR,
is estimated recursively using the “decision-directed” approach. The two methods
di er in minimizing the mean squared estimation error of either the spectral am-
plitude or the log spectral amplitude. A number of authors have extended the
work in [7, 53] by using super-gaussian distributions for the speech amplitude prior
distributions [55, 91, 54]. However the authors found that although the use of a
super-gaussian prior reduced the noise level, it often did so at the expense of in-
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creased speech distortion. Although these STFT-domain enhancement algorithms
are able to improve the SNR dramatically, the temporal dynamics of the speech
spectral amplitudes are not incorporated into the derivation of the estimator. In
this chapter, two algorithms, based on the modulation domain Kalman filter, will
be introduced, which combine the estimated dynamics of the spectral amplitudes
with the observed noisy speech to obtain an Minimum Mean Squared Error (MMSE)
estimate of the amplitude spectrum of the clean speech. Both algorithms assume
that the speech and noise are additive in the complex STFT domain. The di erence
between the two algorithms is that the algorithm introduced in Section 5.2 only
models the spectral dynamics of the clean speech while the second algorithm, pre-
sented in Section 5.3, jointly models the spectral dynamics of both speech and noise.
In this chapter, a tilde diacritic, ≥, will be used to denote quantities relating to the
estimated speech signal and a breve diacritic, `, will be used to denote quantities
relating to the estimated noise signal.
5.2. Enhancement with Generalized Gamma prior
In this section, an MMSE spectral amplitude estimator is proposed under the as-
sumption that the speech spectral amplitudes follow a generalized Gamma distri-
bution [56]. The advantages of the proposed estimator over previously proposed
spectral amplitude estimators [7, 56, 54] are, first, that it incorporates temporal
continuity into the MMSE estimator by the use of the Kalman filter, second, that
it uses a Gamma prior which is a more appropriate model for the speech spectral
amplitudes than a Gaussian prior that is used in Section (2.5.1) [66] and, third,
that the speech and noise are assumed to be additive in the complex STFT domain
rather than in the spectral amplitude domain.
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For frequency bin k of frame n, it is assumed that
Zn,k = Sn,k +Wn,k (5.1)
It can be seen that this assumption is di erent from that given in (2.15). Since
each frequency bin is processed independently within our algorithm, the frequency
index, k, will be omitted in the remainder of this chapter. The random variables
representing the spectral amplitudes are denoted as: An = |Sn|, Rn = |Zn| and
Fn = |Wn|. The prediction model assumed for the clean speech spectral amplitude
is the same as that defined in Section 2.5.1, which is given by
s˜n = ÊAns˜n≠1 + d˜en (5.2)
where s˜n denotes the state vector of speech amplitudes andÊAn denotes the transition
matrix for the speech amplitudes. d˜ = [1 0 · · · 0]T is a p-dimensional vector and the
speech transition matrix has the form
ÊAn =
SWWU ≠b˜Tn
I 0
TXXV (5.3)
where b˜ = [b1 · · · bp]T is the LPC coe cient vector, and 0 denotes an all-zero
column vector of length p≠1. The prediction residual signal, e˜n, is assumed to have
zero mean and variance ‡˜2.
5.2.1. Proposed estimator description
A block diagram of the proposed algorithm is shown in Figure 5.1. The noise es-
timator block uses the noisy speech amplitudes, Rn,k, to estimate the prior noise
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power spectrum, ‹2n,k, in each frame using one of the noise estimation algorithms
which are introduced in Section 2.2, such as [92] and [43]; this noise estimate is
then sent both to the Kalman Filter block and also to a conventional log-amplitude
MMSE (logMMSE) enhancer [53]. Within the “Modulation Domain LPC” block,
the enhanced speech from the logMMSE enhancer is divided into overlapping modu-
lation frames and Linear Predictive Coding (LPC) analysis is performed separately
in each frequency bin, k. Autocorrelation LPC [22] is performed on each modulation
frame to determine the coe cients, Âbn, and thence the transition matrix ÊAn defined
in (5.3).
STFT$
θn,k
KF$Update$$
$$$noise$$
es0mator$
logMMSE$
enhancer$
ν 2n,k
KF$Predict$$
Modula0on$
Domain$LPC$
ISTFT$
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Rn,k
!bn
!An
ν 2n,k
!sn|n−1
!∑n|n−1
1@frame$delay$$
!sn|n !∑n|n
!∑n−1|n−1!sn−1|n−1
Figure 5.1.: Diagram of KFMMSE algorithm
5.2.2. Kalman filter prediction step
The Kalman filter prediction step (“KF Predict” in Figure 5.1) estimates the state
vector mean and covariance at time n, s˜n|n≠1 and  ˜n|n≠1 , from their values at time
n≠ 1, s˜n≠1|n≠1 and  ˜n≠1|n≠1.
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First, the time update model equations are rewritten:
s˜n|n≠1 = A˜ns˜n≠1|n≠1 (5.4)
 ˜n|n≠1 = A˜n ˜n≠1|n≠1A˜Tn +ÊQn (5.5)
where ÊQn = end˜d˜T . The first element of the state vector, s˜n|n≠1, corresponds to the
spectral amplitude in the current frame, An|n≠1, and so its prior mean and variance
are given by
µ˜n|n≠1 , E(An|Rn≠1) = d˜T s˜n|n≠1 (5.6)
‡˜2n|n≠1 , V ar(An|Rn≠1) = d˜T Â n|n≠1d˜, (5.7)
where Rn = [R1 . . . Rn] represents the observed speech amplitudes up to time n and
d˜ = [1 0... 0]T .
5.2.3. Kalman filter MMSE update model
In this section, the Kalman filter MMSE update step (“KF Update” in Figure 5.1) is
described which determines an updated state estimate by combining the predicted
state vector and covariance, the estimated noise and the observed spectral amplitude.
Within the update step, the distribution of the prior speech amplitude An|n≠1 is
modeled using a 2-parameter Gamma distribution
p (an|Rn≠1) = 2a
2“n≠1
n
—2“nn   (“n)
exp
A
≠a
2
n
—2n
B
, (5.8)
where   (·) is the Gamma function. The distribution is obtained by setting d = 2
in the generalized Gamma distribution given in Section 2.13 in Chapter 2, and the
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two parameters, —n and “n are chosen to match the mean µn and variance ‡2n of
the predicted amplitude from (5.6) and (5.7). Examples of the probability density
functions from (5.8) with variance, ‡2 = 1 and means, µ, in the range 0.5 to 8
are shown in Figure 5.2, from which it can be seen that the distribution in (5.8)
is su ciently flexible to model the outcome of the prediction over a wide range of
µn/‡n. It worth nothing that the prior knowledge about An depends on the observed
speech amplitudes up to time n≠1, Rn≠1, rather than on the estimate of the speech
amplitude at time n≠ 1, An≠1.
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Figure 5.2.: Curves of Gamma probability density function for (5.8) with variance
‡2 = 1 and di erent means.
At frame n, the mean and variance of the Gamma distribution in (5.8) can be
expressed in terms of —n and “n [93] as
µ˜n|n≠1 = —n
  (“n + 0.5)
  (“n)
, (5.9)
‡˜2n|n≠1 = —2n
A
“n ≠  
2 (“n + 0.5)
 2 (“n)
B
. (5.10)
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— between (5.9) and (5.10) can be eliminated to obtain
 2 (“n + 0.5)
“n 2 (“n)
=
µ˜2n|n≠1
µ˜2n|n≠1 + ‡˜2n|n≠1
, ⁄n (5.11)
the non-linear equation (5.11) needs to solve to determine “n from the value of ⁄n
which can be calculated from µ˜n|n≠1 and ‡˜2n|n≠1 and which will always satisfy 0 <
⁄n < 1. Instead of dealing with “n directly, it is convenient to set Ïn = arctan(“n)
where Ïn lies in the range 0 < Ïn < ﬁ2 . The solid line in Figure 5.3 shows the function
Ïn(⁄n). This function can be approximated well with a low-order polynomial that
is constrained to pass through the points (0, 0) and (1, ﬁ2 ) and in the experiments in
Section 5.2.7 the quartic approximation is used
Ïn(⁄n) = ≠0.1640⁄4n + 2.3612⁄3n ≠ 1.2182⁄2n + 0.5918⁄n
which is shown with asterisks in Figure 5.3. Given ⁄n this polynomial can be used
to obtain Ïn and thence “n by the inverse transform “n = tan(Ïn).
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Figure 5.3.: The curve of Ï versus ⁄, where 0 < Ï = arctan(“) < ﬁ2 and 0 < ⁄ =
 2(“+0.5)
 2(“)“ < 1.
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5.2.4. Derivation of the estimator
The MMSE estimate of An is given by the conditional expectation
µ˜n|n = E(An|Rn) =
Œˆ
0
anp(an|Rn)dan. (5.12)
Using Bayes rule, the conditional probability is expressed as
p (an|Rn) = p(an|zn,Rn≠1) =
´ 2ﬁ
0 p (zn|an,„n,Rn≠1) p (an,„n|Rn≠1) d„n
p (zn|Rn≠1) (5.13)
where „n is the realization of the random variable  n which represents the phase of
the clean speech. Because Zn is conditionally independent of Rn≠1 given an and „n,
(5.13) becomes
p (an|Rn) =
´ 2ﬁ
0 p (zn|an,„n) p (an,„n|Rn≠1) d„n
p (zn|Rn≠1) . (5.14)
Following [7], the observation noise is assumed to be complex Gaussian distributed
with variance ‹2n = E(|Wn|2) leading to the observation prior model
p(zn|an,„n) = 1
ﬁ‹2n
exp
I
≠ 1
‹2n
|zn ≠ anej„n|2
J
. (5.15)
Under the assumption of the statistical models previously defined it is assumed that
the phase components and amplitude components,  n and An, are independent and
 n is uniformly distributed on the interval [0, 2ﬁ]. The posterior distribution of the
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speech amplitude, p(an|Rn,„n), can now be found and it is given by
p(an|Rn) =
´ 2ﬁ
0 p (zn|an,„n) p (an,„n|Rn≠1) d„n
p (zn|Rn≠1)
=
´ 2ﬁ
0 p (zn|an,„n) p (an,„n|Rn≠1) d„n´Œ
0
´ 2ﬁ
0 p (zn|an,„n) p (an,„n|Rn≠1) d„ndan
=
´ 2ﬁ
0
a2“n≠1n
ﬁ2 (“n)—2“nn ‹2n
exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„n´Œ
0
´ 2ﬁ
0
a2“n≠1n
ﬁ2 (“n)—2“nn ‹2n
exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan
. (5.16)
(0,0)
σ n|n−1
Zn
φn
p(an ) = Gam(γ n ,βn )
p(φn ) = unif(0,2π )
µn|n−1
ν 2n
2
an cosφn
an sinφn
p(zn | an ,φn ) = N ane jφn ;zn ,ν 2n( )
Figure 5.4.: Statistical model assumed in the derivation of the posterior estimate,
where blue ring-shape distribution centered on the origin represents the prior
model while the red circle centered on the observation, Zn, represents the obser-
vation model.
The model assumed in equation (5.16) is shown in Figure 5.4, where blue ring-shape
distribution centered on the origin represents the prior model, p (an,„n|Rn≠1), while
the red circle centered on the observation, Zn, represents the observation model
p (zn|an,„n). To illustrate the figure, it can be seen that the product of the two
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models gives
p (zn, an,„n|Rn≠1) = p (an,„n|Rn≠1) p (≠wn = an„n ≠ zn|Rn≠1)
= p (an,„n|Rn≠1) p (zn|an,„n) (5.17)
where the second term is the distribution of ≠Wn but o set by the observation Zn,
which is represented by the red circle in Figure 5.4.
Taking (5.16) into (5.12), a closed-form expression can be derived for the estima-
tor (5.12) using [94, Eq. 6.643.2 and 9.220.2]
µ˜n|n =
ˆ Œ
0
anp(an|Rn)dan (5.18)
=
´Œ
0
´ 2ﬁ
0 a
2“n
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan´Œ
0
´ 2ﬁ
0 a
2“n≠1
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan
=   (“n + 0.5)  (“n)
Û
›n
’n(“n + ›n)
M
1
“n + 0.5; 1; ’n›n“n+›n
2
M
1
“n; 1; ’n›n“n+›n
2 rn (5.19)
where rn represents a realization of the random variable Rn, M is the confluent
hypergeometric function [89], and
›n =
E(A2n|Rn≠1)
‹2n
=
µ˜2n|n≠1 + ‡˜2n|n≠1
‹2n
= “n—
2
n
‹2n
, ’n =
r2n
‹2n
(5.20)
are the a priori SNR and a posteriori SNR respectively. The details of the derivation
of (5.19) is given in Section B.1 of Appendix B. The variance of the a posteriori
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estimate is given by [94, Eq. 6.643.2 and 9.220.2]
‡˜2n|n = E
1
A2n|Rn,„n
2
≠ (E (An|Rn,„n))2
=
´Œ
0
´ 2ﬁ
0 a
2“n+1
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan´Œ
0
´ 2ﬁ
0 a
2“n≠1
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan
≠
1
µn|n
22
(5.21)
= “n›n
’n(“n + ›n)
M
1
“n + 1; 1; ’n›n“n+›n
2
M
1
“n; 1; ’n›n“n+›n
2 R2n ≠ 1µn|n22 (5.22)
which is derived in the same way as the derivation of (5.19).
5.2.5. Update of state vector
The final step is to update the entire state vector and the associated covariance
matrix, s˜n|n and Â n|n. Because the current element of the state vector has been
estimated, if it can be decorrelated with the rest elements of the state vector, the
whole state vector can then be updated based on the di erence between the posterior
and prior estimate. In order to decorrelate the current observation from the rest of
the state vector, the covariance matrix Â n|n≠1 is decomposed as
Â n|n≠1 =
SWWU ‡2n|n≠1 gTn
gn Gn
TXXV
where gn is a (p≠ 1)-dimensional vector and Gn is a (p≠ 1)◊ (p≠ 1) matrix. The
state vector is now transformed as
tn|n≠1 = Hns˜n|n≠1 (5.23)
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using the transformation matrix Hn =
SWWU 1 0T≠ gn‡2
n|n≠1
I
TXXV. The covariance matrix,
Un|n≠1, of the transformed state vector tn|n≠1 is given by
Un|n≠1 = E
1
tn|n≠1tTn|n≠1
2
= Hn Â n|n≠1HTn
=
SWWU ‡2n|n≠1 0T
0 Gn ≠ ‡≠2n|n≠1gngTn
TXXV .
It can be seen that the first element of tn|n≠1 is equal to µ˜n|n≠1 and uncorrelated with
any of the other elements and is therefore distributed asN (µ˜n|n≠1, ‡˜2n|n≠1). Using the
posterior mean and variance from (5.18) and (5.22), the transformed mean vector
and covariance matrix can be updated as
zn|n = zn|n≠1 +
1
µ˜n|n ≠ µ˜n|n≠1
2
d˜
Un|n = Un|n≠1 +
1
‡˜2n|n ≠ ‡˜2n|n≠1
2
d˜d˜T
Inverting the transformation in (5.23), the following update equations can be ob-
tained
s˜n|n = s˜n|n≠1 +
1
µ˜n|n ≠ µ˜n|n≠1
2 1
‡˜2n|n≠1
2≠1 d˜ (5.24)
Â n|n = Â n|n≠1 + 1‡˜2n|n 1‡˜2n|n≠12≠ 12 1‡˜2n|n≠12≠1 Â n|n≠1d˜d˜T Â n|n≠1 (5.25)
In this section the update equations for the KF has been derived. For each acoustic
frame of noisy speech, the a priori state vector s˜n|n≠1 is first calculated and the cor-
responding covariance Â n|n≠1, and solve (5.11) to find “n. (5.18) and (5.22) are then
used to calculate the a posteriori estimate of the amplitude and the corresponding
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variance respectively. Finally, the KF state vector and its covariance matrix are
updated using (5.24) and (5.25).
5.2.6. Alternative Signal Addition Model
The enhancement algorithm described in Section 5.2.4 and (5.2.5) above di ers
from that proposed in [66] in two aspects: the use of generalized Gamma prior in
(5.8) and the signal model in (5.1) that is additive in the complex STFT domain
rather than the spectral amplitude domain. To asses the relative benefits of these
two extensions, a version of our algorithm has also been implemented in which the
generalized Gamma prior is used with a signal model that is additive in the spectral
amplitude domain, i.e. Rn = An + Fn. Thus the model in (5.13) and now becomes
p (an|Rn) = p (an|rn,Rn≠1) = p (an, rn,Rn≠1)
p (rn,Rn≠1)
= p (rn|an,Rn≠1) p (an|Rn≠1) p (Rn≠1)
p (rn|Rn≠1) p (Rn≠1)
= p (rn|an,Rn≠1) p (an|Rn≠1)
p (rn|Rn≠1) . (5.26)
Because Rn is conditionally independent of Rn≠1 given an, (5.26) becomes
p (an|Rn) = p (rn|an) p (an|Rn≠1)
p (rn|Rn≠1)
Under the assumption that the signal model is additive in the spectral amplitude
domain, the Gaussian observation prior model is
p (rn|an) = 1Ò
2ﬁ‹2n
exp
I
≠(Rn ≠ an)
2
2‹2n
J
and the prior model of speech amplitude is also assumed to be the generalized
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Gamma distribution in (5.8). Thus the posterior distribution of the speech ampli-
tude is obtained as
p (an|Rn) = p (rn|an) p (an|Rn≠1)
p (rn|Rn≠1)
= p (rn|an) p (an|Rn≠1)´Œ
0 p (rn, an|Rn≠1) dan
= p (rn|an) p (an|Rn≠1)´Œ
0 p (rn|an) p (an|Rn≠1) dan
=
Ô
2a2“≠1n
ﬁ‹2n—2“ (“)
exp
Ó
≠ r2n2‹2n
Ô
exp
Ó
≠
1
1
2‹2n
+ 1—2
2
a2n + rn‹2nan
Ô
´Œ
0
Ô
2a2“≠1n
ﬁ‹2n—2“ (“)
exp
Ó
≠ r2n2‹2n
Ô
exp
Ó
≠
1
1
2‹2n
+ 1—2
2
a2n + rn‹2nan
Ô
dan
Thus the estimator of the amplitude (which is referred to as the ”intermediate”
estimator, KMMSEI) is given by
µ˜(I)n|n = E (An|Rn) =
ˆ Œ
0
anp(an|Rn)dan
=
´Œ
0
Ô
2a2“nn
ﬁ‹2n—2“ (“n)
exp
Ó
≠ r2n2‹2n
Ô
exp
Ó
≠
1
1
2‹2n
+ 1—2
2
a2n + rn‹2nan
Ô
dan´Œ
0
Ô
2a2“n≠1n
ﬁ‹2n—2“ (“n)
exp
Ó
≠ r2n2‹2n
Ô
exp
Ó
≠
1
1
2‹2n
+ 1—2
2
a2n + rn‹2nan
Ô
dan
(5.27)
and the closed-form of the intermediate estimator can be obtained using [94, Eq.
3.462.1] as
µ˜(I)n|n = ≠
A
1
2‹2n
+ 1
—2n
B≠ 12   (2“n + 1)
  (2“n)
D≠2“n≠1
Qcca≠ rn
‹2n
Ú
2
1
1
2‹2n
+ 1
—2
2
Rddb
D≠2“n
Qcca≠ rn
‹2n
Ú
2
1
1
2‹2n
+ 1
—2
2
Rddb
(5.28)
where D (· )is the parabolic cylinder function, the definition of which is given in
Section A.2 of Appendix A.
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By substituting the calculation of the a priori SNR and a posteriori SNR in (5.20)
into (5.28), it becomes
µ˜(I)n|n =
2“n
’n
Û
›n’n
›n + 2’n
D≠2“n≠1
1
≠
Ò
›n’n
›n+2’n
2
D≠2“n≠1
1
≠
Ò
›n’n
›n+2’n
2rn (5.29)
The corresponding variance of the estimate is given by [94, Eq. 3.462.1]
‡˜2(I)n|n = E
1
A2n|Rn
2
≠ (E (An|Rn))2
=
´Œ
0 a
2
np (rn|an) p (an|Rn≠1) dan´Œ
0 p (rn, an|Rn≠1) dan
≠
1
µ˜In|n
22
=
´Œ
0
Ô
2a2“n+1n
ﬁ‹2n—2“n (“n)
exp
Ó
≠ r2n2‹2n
Ô
exp
Ó
≠
1
1
2‹2n
+ 1—2
2
a2n + rn‹2nan
Ô
dan´Œ
0
Ô
2a2“n≠1n
ﬁ‹2n—2“n (“n)
exp
Ó
≠ r2n2‹2n
Ô
exp
Ó
≠
1
1
2‹2n
+ 1—2
2
a2n + rn‹2nan
Ô
dan
≠
1
µ˜In|n
22
= 2 (2“n + 1)
’2n
›n’n
›n + 2’n
D≠2“n≠2
1
≠
Ò
›n’n
›n+2’n
2
D≠2“n
1
≠
Ò
›n’n
›n+2’n
2 r2n ≠ 1µ˜In|n22 (5.30)
which is derived in the same way as the derivation of (5.29).
5.2.7. Implementation and evaluation
In this section, the performance of six enhancement algorithms is compared:
(i) logMMSE – the baseline enhancer from [53, 85] that is introduced in Section 2.4;
(ii) Perceptual Motivated MMSE (pMMSE) – the MMSE estimator from [58, 85]
that is introduced in Section 2.4 using a weighted Euclidean distortion measure with
a power exponent of u = ≠1 in (2.14);
(iii) MDST – the enhancer from [65] that is introduced in Section 2.5.2;
(iv) Modulation Domain Kalman filter that assumes white noise (MDKF) – the
version of the modulation-domain Kalman filter from [66] that assumes white noise
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and that extracts the modulation-domain LPC coe cients from enhanced speech
(using the logMMSE algorithm [53, 85]);
(v) Kalman filter based MMSE estimator (KMMSE) – the proposed enhancer de-
scribed in Section 5.2.4 and 5.2.5 that uses a generalized Gamma prior for speech
spectral amplitudes and a signal model that is additive in the complex STFT do-
main.
(vi) Intermediate KMMSE (KMMSEI) – the intermediate version of our proposed
algorithm that combines a generalized Gamma prior for the speech spectral ampli-
tudes with a signal model that is additive in the spectral amplitude domain. The
details of derivation of this estimator are described in Section 5.2.6.
The parameters of all the algorithms were chosen to optimize performance on the
development set described in Section 1.4.1.1. The sensitivity of the orders of LPC
models of speech and noise has been discussed in Section 1.4.1.4.
Parameter Settings
Sampling frequency 8 kHz
Acoustic frame length 16 ms
Acoustic frame increment 4 ms
Modulation frame length 64 ms
Modulation frame increment 16 ms
Analysis-synthesis window Hamming window
Speech LPC model order p 3
Table 5.1.: Parameter setting in experiments.
In the experiments, the core test set from the TIMIT database (for details see Chap-
ter 2) is used and the speech is corrupted by the noise from the RSG-10 database
[25] and the ITU-T test signals database [87] at ≠10,≠5, 0, 5, 10 and 15 dB global
SNR. The noise power spectrum, ‹2n,k, is estimated using the algorithm from [43]
as implemented in [85] and it is used in logMMSE, pMMSE, MDKF, KMMSE and
KMMSEI algorithms.
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The performance of the algorithms is evaluated using both segmental SNR (segSNR)
and the Perceptual Evaluation of Speech Quality (PESQ) measure. All the mea-
sured values shown are averages over all the sentences in the TIMIT core test set.
Figure 5.5 and 5.6 show respectively the average segSNR of speech enhanced by the
proposed algorithm (KMMSE) as well as by the logMMSE, pMMSE and MDKF
algorithms for car noise [25] and street noise [87]. It shows that for car noise, which
is predominantly low frequency, pMMSE gives the best segSNR especially at poor
SNRs where it is approximately 2 dB better than KMMSE, the next best algorithm.
For street noise however, which has a broader spectrum, the situation is reversed
and the KMMSE algorithm has the best performance especially at SNRs above 5
dB. Figure 5.7 and 5.8 show the corresponding average PESQ scores for car noise
and street noise, respectively. It can be seen that, with this measure, the KMMSE
algorithm clearly has the highest performance. For car noise, the PESQ score from
the KMMSE algorithm is approximately 0.2 better than that of the other algorithms
at SNRs below 5 dB while for street noise, the corresponding figure is 0.15. These
di erences correspond to SNR improvements of 4 dB and 2.5 dB respectively. To
assess the robustness to noise type, the algorithms has been evaluated using twelve
di erent noise types from [25] with the average SNR for each noise type chosen to
give a mean PESQ score of 2.0 for the noisy speech. In 5.9, the solid lines show
the median, the boxes the interquartile range and the whiskers the extreme PESQ
values for the 198◊ 12 speech-plus-noise combinations. Figure 5.10 shows box plots
of the di erence in PESQ score between competing algorithms and KMMSE. It
shows that in all cases the entire box lies below the axis line; this indicates that
KMMSE results in an improvement for an overwhelming majority of speech-plus-
noise combinations. The KMMSEI box plot demonstrates the small but consistent
benefit of using an additive model in the complex STFT domain rather than the
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amplitude domain.
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Figure 5.5.: Average segmental SNR of enhanced speech after processing by four
algorithms plotted against the global SNR of the input speech corrupted by ad-
ditive car noise.
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Figure 5.6.: Average segmental SNR of enhanced speech after processing by four
algorithms plotted against the global SNR of the input speech corrupted by ad-
ditive street noise
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Figure 5.7.: Average PESQ quality of enhanced speech after processing by four al-
gorithms plotted against the global SNR of the input speech corrupted by additive
car noise
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Figure 5.8.: Average PESQ quality of enhanced speech after processing by four al-
gorithms plotted against the global SNR of the input speech corrupted by additive
street noise
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Figure 5.9.: Box plot of the PESQ scores for noisy speech processed by six enhance-
ment algorithms. The plots show the median, interquartile range and extreme
values from 2376 speech+noise combinations.
−1
−0.5
0
0.5
Noisy logMMSE pMMSE MDST MDKF KMMSEI
∆P
ES
Q
 
 
KMMSE
Figure 5.10.: Box plot showing the di erence in PESQ score between competing
algorithms and the proposed algorithm, KMMSE for 2376 speech+noise combi-
nations.
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5.3. Enhancement with Gaussring priors
In deriving the KMMSE enhancement algorithm in Section 5.2, the noise was as-
sumed to be stationary and the Kalman filter tracked only the speech dynamics.
However, within the Kalman filter, it is possible to include the noise dynamics as
well, as was done in Chapter 3. The state vector of speech, s˜, and noise, s˘, are con-
catenated to form a single state vector s, and in the Kalman filtering the entire state
vector is estimated and propagated. The equations for estimating s have been given
in (2.20) to (2.24). For this case, the observation model, |Zn,k| = |Sn,k|+ |Wn,k|, can
be seen as a constraint applied to the speech and noise when deriving the MMSE
estimate for their amplitudes. In this section, as in Section 5.2, the speech and noise
are also assumed to be additive in the complex STFT domain and the speech and
noise STFT coe cients are assumed to have uniform prior phase distributions. To
derive the Kalman filter update, the mean and variance need to estimate. However,
in this case the denominator in (5.13) is now calculated as
p (zn|Rn≠1,Fn≠1)
=
ˆ Œ
0
ˆ 2ﬁ
0
ˆ Œ
0
ˆ 2ﬁ
0
p (zn|an,„n, fn,Ân) p (fn,Ân, an,„n, |Rn≠1,Fn≠1) d„ndandÂndfn
(5.31)
where Fn = [F1 . . . Fn] represents the observed noise amplitudes up to time n. The
derivation of the MMSE estimator is also under the constraint in (5.1). This deriva-
tion is mathematically intractable if a generalized Gamma distribution, as used in
Section 5.2, is assumed for both the speech and noise prior amplitude distributions.
In order to overcome the above problem, in this section a distribution, “Gaussring”,
is proposed for the complex STFT coe cients that comprises a mixture of Gaussians
whose centres lie in a circle on the complex plane.
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5.3.1. Gaussring properties
5.3.1.1. Gaussring distribution
From the colored noise version modulation-domain Kalman filter described in Sec-
tion 2.5.1, the prior estimate of the amplitude of both speech and noise can be
obtained. The real and imaginary part of complex STFT coe cients of clean speech
are denoted as r˜n|n≠1 and i˜n|n≠1 respectively, and those of noise as r˘n|n≠1 and i˘n|n≠1
respectively. The idea of the Gaussring model is, under the assumption that the
phase of the complex STFT coe cients of speech and noise is uniformly distributed,
to use a mixture of 2-dimensional circular Gaussians with the uniform weight to ap-
proximate the joint prior distribution p(r˜n|n≠1, i˜n|n≠1) and p(r˘n|n≠1, i˘n|n≠1). Without
loss of generality, in this and the following subsections the distribution of speech or
noise will be denoted as p
1
rn|n≠1, in|n≠1
2
.
The Gaussring model is defined as
p(rn|n≠1, in|n≠1) =
Jÿ
j=1
‘(j)n|n≠1N
1
µ(j)n|n≠1, 
(j)
n|n≠1
2
, (5.32)
where J is the number of the mixtures for the speech and noise, respectively. The
2-dimensional mean vector µ(j)n|n≠1and the 2 ◊ 2 covariance matrix  (j)n|n≠1 of each
mixture are given by
µ(j)n|n≠1 =
5
µ(j)r µ
(j)
i
6T
(5.33)
 (j)n|n≠1 =
SWWU ‡2(j)r 0
0 ‡2(j)i
TXXV . (5.34)
Because each Gaussian is circular on the complex plane, the variance of the real
part, ‡2(j)r , and that of the imaginary part, ‡
2(j)
i , are equal. Therefore both of them
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can be denoted as ‡2(j). In order to fit the ring distribution obtained from the prior
estimate, the number of the Gaussian components (circles), J , depends on the ratio
of the mean and standard deviation of the prior estimate and is chosen so that the
mixture centres are separated by 2‡ around a circle of radius µ; this gives
J =
G
ﬁµn|n≠1
‡n|n≠1
H
where Á· Ë is the ceiling function. When ‡n|n≠1 is much larger than µn|n≠1, a minimum
value 3 for J is set to ensure that the phase is uniformly distributed. Thus J is set
to be
J = max
AG
ﬁµn|n≠1
‡n|n≠1
H
, 3
B
(5.35)
The examples of Gaussring models matching the prior estimate are given from Fig-
ure 5.11 to Figure 5.13 for µn|n≠1 = 2, 10, 1, 0.1 and ‡n|n≠1 = 1. In these cases, the
models are assumed to be centered at the origin. The marginal amplitude distri-
bution (Rician) and phase distribution (uniform) of the Gaussring model are also
shown on the right of the figures. The white circles shown in the complex plane
represent the mean of each Gaussian component. For Rician distribution, the mean
µRician and standard deviation ‡Rician satisfies
‡Rician
µRician
Æ
Û
4
ﬁ
≠ 1 (5.36)
and when ‡RicianµRician =
Ò
4
ﬁ ≠ 1, it becomes Rayleigh distribution. As a result, when
‡Rician
µRician
>
Ò
4
ﬁ ≠ 1, the actual fitted mean and standard deviation deviate from the
actual values, which can be seen in Figures 5.13 and 5.14. In these cases, the model
will be fitted with a mean and standard deviation which obey the inequality. In the
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Kalman filtering, the constraint in (5.36) is placed on the prior estimate.
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Figure 5.11.: Gaussring model fit for µn|n≠1 = 2 and ‡n|n≠1 = 1.
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Figure 5.12.: Gaussring model fit for µn|n≠1 = 10 and ‡n|n≠1 = 1.
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Figure 5.13.: Gaussring model fit for µn|n≠1 = 1 and ‡n|n≠1 = 1.
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Figure 5.14.: Gaussring model fit for µn|n≠1 = 0.9 and ‡n|n≠1 = 0.5.
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5.3.1.2. Posterior distribution
(0,0)
Z(n)
r
i
p( !rn|n−1, !in|n−1) = !εn|n−1(i )
i=1
Js
∑ N !µn|n−1(i ) , !Σn|n−1(i )( )
p(⌣rn|n−1,
⌣in|n−1) = ⌣εn|n−1( j )
j=1
Jn
∑ N ⌣µn|n−1( j ) ,
⌣
Σn|n−1
( j )( )
Figure 5.15.: Gaussring model of speech and noise. Blue circles represent the
speech Guassring model and red circles represent the noise Guassring model.
Using the Gaussring distribution, a mixture of Gaussians can be fit for both the
speech and noise prior estimates. An example showing the combination of the
Gaussring models of the speech and noise is given in Figure 5.15. To guarantee
that the sum of the speech and noise in the complex STFT domain is the STFT
coe cients of the noisy speech, the Gaussring of speech is assumed to be centered
at the original and that of the noise is centered at the observation Zn. As shown
in (5.17), the posterior distribution is calculated as a product of the each pair of
the Gaussian components of speech and noise, which is normalized by a factor to
make the sum of the posterior distribution equal to 1. Thus, supposing there are
Js Gaussian components for the speech and Jn Gaussian components for the noise,
a total of JsJn Gaussian components will be obtained for the posterior distribution
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after combining the speech and noise prior model. The product of the ith component
of speech and jth component of noise, denoted as N
1
µ(ij)n|n , 
(ij)
n|n , ‘
(ij)
n|n
2
, is calculated
as [83]
 (ij)n|n =
A3 Â (i)n|n≠14≠1 + 3 ˘(j)n|n≠14≠1
B≠1
(5.37)
µ(ij)n|n =  
(i)
n|n
A
µ˜(i)n|n≠1
3 Â (i)n|n≠14≠1 + µ˘(j)n|n≠1 1 ˘(j)n|n≠12≠1
B
(5.38)
‘(ij)n|n = ‘˜
(i)
n|n≠1N
3
µ˜(i)n|n≠1,
Â (i)n|n≠14 ‘˘(j)n|n≠1N 3µ˘(j)n|n≠1,  ˘(j)n|n≠14 (5.39)
The optimal estimate of the amplitude of speech and noise is calculated as the mean
of the amplitude of posterior Gaussians as in (5.12). In the next subsections, how
the parameters of the Gaussring model are estimated by matching the moment of
the prior estimate will be described. Also, the calculation of the optimal estimate
of the amplitude, its variance and the covariance of the amplitudes of speech and
noise will be introduced.
5.3.2. Moment Matching
5.3.2.1. Amplitude distribution
Because each mixture component in the Gaussring model is a circular Gaussian, its
amplitude is Rician distributed [89] which is a 2-parameter distribution given by
p (x; ‚,–) = x
‚2
exp
A≠(x2 + –2)
2‚2
B
I0
3
x–
‚2
4
where I0 (· ) is the modified Bessel function of the first kind with order 0. Thus, the
parameters of the Rician distribution given the prior estimate of the modulation-
domain Kalman filter need to be estimated.. The mean and variance of the Rician
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distribution is given by
µRician = ‚
Ú
ﬁ
2 exp
A
≠ –
2
2‚2
BCA
1≠ –
2
2‚2
B
I0
A
≠ –
2
4‚2
B
≠ –
2
2‚2 I1
A
≠ –
2
4‚2
BD
(5.40)
‡2Rician = 2‚2 + –2 ≠ µ2Rician
where – Ø 0 and ‚ Ø 0 are the parameters of the Rician distribution. I1 is the
modified Bessel function of the first kind with 1. It can be seen that it is di cult to
invert (5.40) to determine – and ‚ from the prior mean µn|n≠1 and variance ‡2n|n≠1
because Bessel functions are involved in the calculation of the mean and variance. In
this section an e cient method to estimate the parameters of the Rician distribution
from the prior estimate will be introduced.
The Nakagami-m distribution [95] is used to approximate the Rician distribution.
The mean and variance of the Nakagami-m distribution are given by
µnakagami =
 (m+ 12)
 (m)
A
 
m
B1/2
(5.41)
‡2nakagami =  
Qa1≠ 1
m
A
 (m+ 12)
 (m)
B2Rb (5.42)
where   > 0 and m > 0.5 are the parameters of the distribution. The Nakagami-
m distribution is an accurate approximation of the Rician distribution when the
parameter in the Nakagami-m distribution m > 1 [96, 97, 98]. When 0.5 < m < 1,
Nakagami-m distribution is an accurate approximation of the Hoyt distribution [99],
which is a distribution for modeling the amplitude of complex-valued signals whose
real and imaginary parts have zero mean and unequal variance. Because the real
and imaginary parts of the complex STFT coe cients of both speech and noise
have equal variance, the Nakagami-m distribution can be used to approximate the
Rician distribution. The parameters of the Rician distribution can be obtained from
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the parameters of the corresponding Nakagami-m distribution by moment matching
[98], which is given by
2‚2
–2
= m≠
Ô
m2 ≠mÔ
m2 ≠m ,   (m > 1) (5.43)
2‚2 + –2 =   (5.44)
The equations for calculating the Rician distribution parameters from the corre-
sponding Nakagami-m distributions can be obtained:
– =
Ò
 /(1 +  ) (5.45)
‚2 = –2 /2 (5.46)
In Figure 5.16, the Rician distribution and Nakamai-m distribution are compared for
  = 0.1, 1, 10 and m = 2, and the parameters of Rician distribution are calculated
using (5.45) and (5.46). As shown in the graph, the Nakagami-m distribution is a
close approximation of the Rician distribution for a range of parameters.
Thus, the Nakagami-m distribution can be used to model the amplitudes. As will
be seen, there are two advantages of using the Nakagami distribution: Firstly the
parameters of the distribution can be estimated e ciently by moment matching of
the prior estimate; Secondly, the covariance of the amplitudes of the speech and
noise can be approximated e ciently.
From (5.41) and (5.42), it can be seen that it is not directly tractable to obtain m
and   from the prior estimate. However, because [97]
Ò
m≠ 1/4 <  (m+
1
2)
 (m) < m/
Ò
m+ 1/4, (5.47)
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Figure 5.16.: Comparison of Rician and Nakagami distribution for   = 0.1, 1, 10
and m = 2.
and the di erence between the upper and lower boundaries satisfies
m/
Ò
m+ 1/4≠
Ò
m≠ 1/4 < 0.077
The lower bounds in (5.47) can be used to approximate the ratio  (m+
1
2 )
 (m) and it
has been shown in [97] that, when using the low bound
Ò
m≠ 1/4, the resultant
estimators based on the Nakagami-m posterior model are close approximations of
these based on the Rician posterior model. Using the lower bound for the ratio
 (m+ 12 )
 (m) in (5.47), the parameters m and   can be calculated as
  = µ2n|n≠1 + ‡2n|n≠1 (5.48)
m =  /(4‡2n|n≠1). (5.49)
Thus, the parameters of the corresponding Rician distribution from can be calculated
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from   and m using (5.45) and (5.46). From the parameters – and ‚2, the mean
and covariance of each components of the Gaussring model in (5.33) and (5.34) can
be obtained as
µ(j)r = –cos (2ﬁj/J) (5.50)
µ(j)i = –sin (2ﬁj/J) (5.51)
‡2(j) = ‚2 (5.52)
In the next subsection, the posterior estimate of the amplitudes and speech and
noise, and also their covariance will be described.
5.3.2.2. Mean and covariance of amplitude
For each mixture of the posterior distribution, N (µ(j)n|n, (j)n|n), the parameters of its
amplitude,   and m, need to calculate. The real and imaginary part of the complex
STFT coe cients of speech and noise are denoted as R and I, respectively. The
first step is to calculate the mean and variance of the squared amplitude, which are
defined here as µ(j)ss , E
1
R2(j)n|n + I
2(j)
n|n
2
and ‡2(j)ss , Var
1
R2(j)n|n + I
2(j)
n|n
2
respectively.
The notation ss indicates sum of the squared real and imaginary parts. Supposing
that the origin of the Gaussring model in the complex domain is (r0, i0), for each
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mixture
µ(j)ss = E
1
R2(j)n|n
2
+ E
1
I2(j)n|n
2
= µ2(j)r + ‡2(j)r + µ
2(j)
i + ‡
2(j)
i ≠ 2
1
r0µ
(j)
r + i0µ
(j)
i
2
+
1
r20 + i20
2
(5.53)
‡2(j)ss = E
31
R2(j)n|n + I
2(j)
n|n
224≠ µ2(j)ss
= ‡2(j)r
1
2‡2(j)r + 4µ2(j)r
2
+ ‡2(j)i
1
2‡2(j)i + 4µ
2(j)
i
2
≠ ...
8(r0‡2(j)r µ(j)r + i0‡
2(j)
i µ
(j)
i ) + 4
1
r20‡
2(j)
r + i20‡
2(j)
i
2
(5.54)
The second step is to obtain the parameters of the amplitude distribution of each
mixture, pj(an),
 (j) = µ2(j)ss (5.55)
m(j) =  2(j)/‡2(j)ss (5.56)
Thus, the mean of the amplitude can be calculated as
µ(j)a , E
AÚ
R2(j)n|n + I
2(j)
n|n
B
=
 
1
m(j) + 0.5
2
  (m(j))
Û
 (j)
m(j)
(5.57)
After the mean, µ(j)a , is obtained, the third step is to calculate the overall mean and
variance of the a posteriori estimate of the amplitude. Because every mixture is
equally weighted, the overall mean and variance are given by
µn|n ,E
AÚ
R2(j)n|n + I
2(j)
n|n
B
=
JsJnÿ
j=1
‘(j)n|nµ
(j)
a (5.58)
‡2n|n , Var
AÚ
R2(j)n|n + I
2(j)
n|n
B
=
JsJnÿ
j=1
‘(j)n|n (j) ≠ µ2n|n (5.59)
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Defining the posterior estimate of the amplitude of the speech and noise as, ÂAn|n ,Ú ÂR2(j)n|n + ÂI2(j)n|n and A˘n|n , ÚRˇ2(j)n|n + I˘2(j)n|n , respectively. The problem remains un-
solved so far is the calculation of the covariance for the speech and noise amplitude,
E
1 ÂAn|nA˘n|n2≠ E 1 ÂAn|n2E 1A˘n|n2. For two Nakagami-m variables with di erent m,
there is no analytical solution for calculating the correlation coe cient, ﬂa, between
the variables. ﬂa is defined as
ﬂa =
E
1 ÂAn|nA˘n|n2≠ E 1 ÂAn|n2E 1A˘n|n2Ú
Var
1 ÂAn|n2Var 1A˘n|n2 (5.60)
To calculate ﬂa using (5.60) is not trivial. However, it is found that ﬂa can be approx-
imated accurately by the correlation coe cient between the squared Nakagami-m
variables [100], which is denoted as ﬂ“. Based on this observation, ﬂ“ can be cal-
culated instead of ﬂa. Under the assumption that the speech distribution is cen-
tered on the origin (0, 0) and the noise distribution is centered on the observation
(Zn , Zr + jZi) (as shown in Figure 5.15), the expectation of the product of the
squared amplitude of the speech and noise Es is calculated for each mixture j as
E(j)s , E
31
R2(j)n|n + I
2(j)
n|n
231
R(j)n|n ≠ Zr
22
+
1
I(j)n|n ≠ Zi
2244
= E
31
R2(j)n|n + I
2(j)
n|n
224
+ E
11
Z2r + Z2i
2 1
R2(j)n|n + I
2(j)
n|n
22
≠ 2E
1
ZrR
3(j)
n|n + ZiI
3(j)
n|n
2
= µ2(j)ss + ‡2(j)ss +
1
Z2r + Z2i
2
µ(j)ss ≠ 2ZrE
1
R3(j)n|n
2
≠ 2ZiE
1
I3(j)n|n
2
(5.61)
Since the real and imaginary parts, R(j)n|n and I
(j)
n|n, are both Gaussian distributed, the
expectation E
1
R3(j)n|n
2
and E
1
I3(j)n|n
2
can be calculated by making use of the moment
generating function. Thus the correlation coe cient ﬂ“ can be calculated as
ﬂ(j)“ =
E(j)s ≠ Â (j) ˘(j)Ò
‡˜2(j)ss ‡˘
2(j)
ss
(5.62)
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where
1Â , ‡˜2ss2 and 1 ˘, ‡˘2ss2 represent the parameters for speech and noise, respec-
tively. The correlation coe cient of each mixture, ﬂ(j)a , can then be approximated
by
ﬂ(j)a t ﬂ(j)“ (5.63)
The covariance of the a posterior estimate of speech and noise amplitudes can now
be calculated using statistics of the a posteriori estimate which have been derived
above:
E
1 ÂA(j)n|nA˘(j)n|n2 = ﬂ(j)a
Ú
Var
1 ÂAn|n2Var 1A˘n|n2+ E 1 ÂA(j)n|n2E 1A˘(j)n|n2
= ﬂ(j)a
Ú
E
1 ÂA2n|n2≠ E 1 ÂAn|n22
Ú
E
1
A˘2n|n
2
≠ E
1
A˘n|n
22
(5.64)
= ﬂ(j)a
Ò
µ˜2(j)ss ≠ µ˜2(j)a
Ò
µ˘2(j)ss ≠ µ˘2(j)a + µ˜(j)a µ˘(j)a (5.65)
va , E
1 ÂAn|nA˘n|n2≠ E 1 ÂAn|n2E 1A˘n|n2 =JsJnÿ
j=1
‘(j)n|n
Ó
E
1 ÂA(j)n|nA˘(j)n|n2Ô (5.66)
The expression in (5.65) is obtained by substituting (5.53) into (5.64). Thus, the a
posterior estimate of the speech and noise amplitudes have been obtained with the
mean vector, µn|n =
Ë
µ˜n|n µ˘n|n
ÈT
and the covariance matrix Vn|n =
SWWU ‡˜2n|n va
va ‡˘2n|n
TXXV.
In this section, the entire process of calculating the posterior estimate of both speech
and noise from their prior estimate. has been given. First, the parameters of a
Nakagami distribution are calculated by fitting to the prior estimate of speech and
noise using (5.48) and (5.49) and get the parameters of the corresponding Rician
distribution from them using (5.45) and (5.46). Thus, the mean and covariance
of each Gaussian mixture component are obtained from (5.50) to (5.52) and the
posterior distribution is obtained as the pairwise product of the components of
speech and noise. Second, the parameters of the amplitude distribution for each
132
5.3 Enhancement with Gaussring priors
component of the posterior distribution are calculated using (5.55) and (5.56) and
the overall mean and variance of the amplitude is obtained using (5.58) and (5.59).
Third, the covariance of the amplitudes of speech and noise is approximated by that
of the power of the amplitudes of speech and noise, which is given in (5.66).
5.3.2.3. Update of state vector
The final step is to update the entire state vector and the associated covariance ma-
trix, sn|n and  n|n. In this section a similar method is employed as in Section 5.2.5
and it is extended to the two-dimension case. Firstly, the prior state vector, sn|n≠1,
is permuted by swapping the second element and the p + 1th element to make the
first two elements corresponding to the speech and noise amplitudes, and the corre-
sponding rows and columns in the covariance matrix  n|n≠1. the covariance matrix
 n|n≠1 are then decomposed as
 n|n≠1 =
SWWU Vn|n≠1 MTn
Mn Tn
TXXV (5.67)
where Mn is a (p+ q ≠ 2) ◊ (p+ q) matrix and Tn is a (p+ q ≠ 2) ◊ (p+ q ≠ 2)
matrix. the state vector are now transformed using the matrix
Hn =
SWWU I2 0T≠MnV≠1n|n≠1 I(p+q≠2)
TXXV
where I2 is a 2 ◊ 2 identity matrix and I(p+q≠2) is the a (p + q ≠ 2) ◊ (p + q ≠ 2)
identity matrix.
zn|n≠1 = Hnsn|n≠1 =
SWWU I2 0T≠MnV≠1n|n≠1 I(p+q≠2)
TXXV sn|n≠1
133
5.3 Enhancement with Gaussring priors
The autocorrelation matrix of zn|n≠1 is given by
E
1
zn|n≠1zTn|n≠1
2
= HnE
1
sn|n≠1sTn|n≠1
2
HTn = Hn n|n≠1HTn
=
SWWU I2 0T≠MnV≠1n|n≠1 I(p+q≠2)
TXXV
SWWU Vn|n≠1 MTn
MTn Tn
TXXV
SWWU I2 ≠V≠1n|n≠1MTn
0 I(p+q≠2)
TXXV
=
SWWU Vn|n≠1 0T
0 Tn ≠MTn (V≠1n|n≠1)Mn
TXXV
It can be seen that the vector consisting of first two elements in the augmented state
vector is uncorrelated with other blocks and is distributed as N (CTzn|n≠1,Vn|n≠1)
with C =
SWWU I2
0
TXXV, where 0 is a (p+ q ≠ 2)◊ 2 matrix of zeros.
the posterior distribution of the current sample,
N (CTzn|n≠1;µn|n≠1,Vn|n), has been obtained, as a result, CTzn|n can be obtained
as
CTzn|n = CTzn|n≠1 + (µn|n≠1 ≠CTzÕn|n≠1)
Thus for the entire transformed state vector, zn|n
zn|n = zn|n≠1 +C
1
µn|n≠1 ≠CTzn|n≠1
2
(5.68)
sn|n≠1 = H≠1n
1
zn|n≠1 +C
1
µn|n≠1 ≠CTzn|n≠1
22
(5.69)
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The covariance matrix,  n|n, can be calculated as
 n|n = H≠1n
SWWU Vn|n≠1 0T
0 Tn ≠MTn (C≠1n|n≠1)Mn
TXXV (H≠1n )T
=
SWWU Vn|n≠1 Vn|n(V≠1n|n≠1)MTn
Mn(V≠1n|n≠1)Vn|n Tn ≠MTn (V≠1n|n≠1)Mn +Mn(V≠1n|n≠1)Vn|n(V≠1n|n≠1)MTn
TXXV
=  n|n≠1 ≠ n|n≠1CV≠1n|n≠1CT n|n≠1 + n|n≠1CV≠1n|n≠1Vn|nV≠1n|n≠1CT n|n≠1
(5.70)
5.3.2.4. Implementation and evaluation
In this section, the performance of the proposed Modulation Domain Kalman filter
based on a Gaussring model (MDKFR) are compared with logMMSE enhancer [53],
the Modulation Domain Kalman filter that assumes colored noise (MDKFC) from
[66] and the KMMSE algorithm introduced in Section 5.2, which, like MDKFR,
extract the modulation-domain speech LPC coe cients from the enhanced speech
using the logMMSE enhancer.
The parameters of all the algorithms were chosen similarly to those described in
Section 3.2.4 where an acoustic frame length of 16 ms with a 4 ms increment is
used which gives a 250 Hz sampling frequency in the modulation domain. The
modulation frame length is 64 ms with a 16 ms increment. The speech LPC model
is estimated from each modulation frame of the logMMSE enhanced speech and
the noise model is estimated from the noise modulation power spectrum which is
estimated using a VAD as in Section 2.5.1. The model orders for the speech and
noise are p = 3 and q = 4 respectively. The sensitivity of the orders of LPC models
of speech and noise has been discussed in Section 1.4.1.4 and 1.4.2.5. The test speech
and noise are selected in the same vein as Section 5.2.7. The speech are corrupted
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at ≠10,≠5, 0, 5, 10 and 15 dB global SNR.
As in the previous chapters, the performances of the algorithms are evaluated using
both segSNR and the PESQ measure. All the measured values shown are averages
over all the sentences (totalling 192 sentences) in the TIMIT core test set. Figures
5.17 and 5.18 show the average segSNR for car noise and street noise, respectively. It
can be seen that, for low SNRs, both MDKFR and MDKFC algorithms give similar
performance, which outperform the logMMSE enhancer by about 5 dB for car noise
and by about 4 dB for street noise. At high SNRs, the MDKFC algorithm performs
better than the MDKFR algorithm, and the MDKFR algorithm give similar perfor-
mance to the logMMSE enhancer at 15 dB SNR. The reason for this may be that, at
high SNRs, the speech distortion introduced by the approximation of Gaussring is
much more obvious, thus the MDKFR algorithm may give worse performance than
MDKFC algorithm for segSNR.
Figures 5.19 and 5.20 give the corresponding average PESQ performance at each
SNR. It shows that for car noise, all the enhancers give similar performance at
15 dB global SNR. At low SNRs, the MDKFR algorithm gives an improvement of
about 0.1 and 0.25 PESQ over the MDKFC algorithm and logMMSE algorithm,
respectively. The average PESQ values for street noise are given in Figure 5.20. It
can be seen that the overall trend is the same as that for the car noise, except that
at 15 dB the MDKFR and MDKFC algorithms also give better performance than
that of the logMMSE enhancer, which is about 0.1 and 0.2 respectively. Similar to
Figure 5.10, Figure 5.21 shows box plots of the di erence in PESQ score between
MDKFR and competing algorithms. It can be seen that in all cases the entire box
lies below the axis line; this indicates that MDKFR results in an improvement for
an overwhelming majority of speech-plus-noise combinations.
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Figure 5.17.: Average segmental SNR of enhanced speech after processing by four
algorithms plotted against the global SNR of the input speech corrupted by ad-
ditive car noise. The algorithm acronyms are defined in the text.
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Figure 5.18.: Average segmental SNR of enhanced speech after processing by four
algorithms plotted against the global SNR of the input speech corrupted by ad-
ditive street noise.
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Figure 5.19.: Average PESQ of enhanced speech after processing by four algo-
rithms plotted against the global SNR of the input speech corrupted by additive
car noise.
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Figure 5.20.: Average PESQ of enhanced speech after processing by four algo-
rithms plotted against the global SNR of the input speech corrupted by additive
street noise.
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Figure 5.21.: Box plot showing the di erence in PESQ score between competing
algorithms and the proposed algorithm, MDKFR for 2376 speech+noise combi-
nations.
5.3.3. Conclusion
In this chapter two di erent methods of estimating the spectral amplitudes of the
clean speech based on a modulation Kalman filter have been proposed. The first
methods incorporates the dynamics of spectral amplitudes of the speech, where the
spectral amplitudes are assumed to follow a form of generalized Gamma distribu-
tion while the noise is assumed be Gaussian distributed. The second method also
incorporates the spectral dynamics of the noise. To obtain the estimation of spectral
amplitudes of both the speech and noise, a Gaussring model is proposed where mix-
tures of Gaussians are employed to model the prior distribution of the speech and
noise in the complex Fourier domain, which leads to the proposed MDKFR algo-
rithm. At low SNRs (< 5 dB), MDKFR gives consistently better PESQ results than
all the competing algorithms. However at higher SNRs its performance degrades for
reasons that may be related to the approximations made when using the Gaussring
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prior.
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6. Conclusions and Further Work
6.1. Summary of contributions
In this thesis we have investigated three approaches for implementing single-channel
speech enhancement in the modulation domain. The goal in all three cases is to take
advantage of prior knowledge about the temporal modulation of short-time spectral
amplitudes. The first approach, described in Chapter 3, is to post-process the
output of a conventional MMSE time-frequency domain enhancer using a Kalman
filter in the modulation domain. The second approach, described in Chapter 4,
performs enhancement directly in the modulation domain under the assumption
that, within each frequency bin, the time-series of spectral amplitudes lies within a
low dimensional subspace. Finally the third approach, described in Chapter 5, uses
a modulation-domain Kalman filter to perform enhancement using two alternative
distribution families for the speech and noise amplitude prior distributions.
6.1.1. Modulation domain post-processing
In Chapter 3, we have proposed two di erent methods of post-processing the output
of an MMSE spectral amplitude speech enhancer by using a Kalman filter in the
modulation domain. In the first part of the chapter, di erent modulation-domain
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LPC models are introduced for speech and it shows that the post-processors based
on the LPC models give consistent improvements over the MMSE enhancer, where
the postprocessor using the original LPC model is denoted as KFMD algorithm.
In the second part of the thesis, a post-processor in the modulation domain is
introduced (KFGM) which uses a GMM for modeling prediction error of the noise in
the output spectral amplitude of MMSE enhancer. The derivation of a Kalman filter
that incorporates a GMM noise model has been given and a method for adaptively
updating the GMM parameters during the processing has also been presented
6.1.2. Modulation domain subspace enhancement
In Chapter 4, a speech enhancement algorithm using subspace decomposition tech-
nique in the short-time modulation domain (MDSS) has been presented. A method
to precompute the whitening matrix has also been proposed. The performance of the
proposed enhancer has been evaluated using segSNR and PESQ and it shows that,
for both stationary and non-stationary colored noise, it outperforms a time-domain
subspace enhancer and a modulation-domain spectral-subtraction enhancer.
6.1.3. Modulation domain Kalman filtering
In Chapter 6, two di erent methods of estimating the spectral amplitudes of the
clean speech based on a modulation Kalman filter have been proposed. In the first
part of the chapter, an algorithm (KMMSE) which incorporates the dynamics of
spectral amplitudes of the speech into the MMSE amplitudes estimation, in which
the speech spectral amplitudes are assumed to follow a form of generalized Gamma
distribution and the noise is assumed be Gaussian distributed. The second method
(MDKFR) also incorporates the spectral dynamics of the noise by introducing a
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novel prior distribution, Gaussring, in which mixtures of Gaussians are employed to
model the prior distribution of the speech and noise in the complex Fourier domain.
6.2. Comparison of proposed algorithms
The three methods proposed in this thesis can be applied for di erent environmental
conditions. For noisy speech of very low SNRs (< -15 dB), it is better to firstly pre-
enhance the noisy speech and secondly post-process the initially enhanced speech
using the CKFGM algorithm, which, as shown in Section 3.3.3, improves the segSNR
by about 17 dB and the PESQ by about 0.5 over the noisy speech at ≠10 dB under
non-stationary noise conditions. For noisy speech corrupted by stationary noise at
low SNRs, the MDKFR algorithm should be used because under this circumstance,
the modulation-domain LPC model of noise is easier to estimate which will bring
great benefits together with the LPC model of the speech. However, the performance
of the MDKFR algorithm degrades at high SNRs (> 10 dB) as shown in Section
5.3.2.4. For non-stationary noise conditions, it is better to use KMMSE or MDSS
algorithms because the noise LPC model is di cult to estimate using the VAD-
based method and only the acoustic-domain power of the noise should be made use
of. Comparing to the MDSS algorithm, KMMSE algorithm may be better for colored
noise because of the assumption made in the derivation of the noise covariance matrix
in calculating the MDSS estimator. In Section 4.4.1 and Section 5.2.7, it can be seen
that MDSS algorithm gives PESQ improvement of about 0.5 over noisy corrupted
by factory noise at ≠10 dB, while the KMMSE algorithm gives PESQ improvement
of about 0.6 for car noise and 0.8 for street noise at ≠10 dB. However, the MDSS
estimator is more e cient to calculate because the autocorrelation sequence of the
noise spectral amplitudes can be precomputed.
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The Real-Time Factor (RTF) is introduced to compare the computational complex-
ity of the proposed algorithms. The RTF is defined as the algorithm processing
time divided by the duration of the speech signal for each algorithm determined
by measuring the elapsed processing time using the Matlab cpu time function for
each call on a 2.9 GHz Intel i5 Core processor with 8 GB 1.60 GHz DDR3 memory,
and calculating the mean time per algorithm divided by the mean speech file dura-
tion. The RTFs of the proposed algorithms are listed in Table 6.1. It shows that
KFMD, KFGM and KMMSE algorithms have similar computations while KFGM
and MDKFR algorithms are much more computationally complex.
Algorithm KFMD KFGM MDSS KMMSE MDKFR
RTF 4.11 13.42 4.03 4.02 12.92
Table 6.1.: RTFs of proposed algorithms.
6.3. Future Work
In this section, we describe a number of ways in which the work described in this
thesis could be extended.
6.3.1. Better noise modulation power spectrum estimation
In order to estimate the modulation-domain LPC model of the noise, in this thesis
we need to estimate its modulation power spectrum and the LPC coe cients of the
noise amplitude sequence can be estimated from the power spectrum using Levinson-
Durbin recursion. In Chapter 3 and Chapter 5 a SNR-based VAD is applied in the
modulation domain to find the modulation frames where speech is absent. Since it
is di cult to detect speech absence periods for non-stationary noise, better noise
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power estimation methods, such as the Minimum Statistic method [41] and MMSE-
based method [43], are worthwhile to explore in the modulation domain. In their
current form, these noise power estimators attempt only to estimate the mean power
spectrum of the noise. However, they could be extended to estimate a low-order LPC
model for the noise instead.
6.3.2. Better LPC model
The LPC models applied in the modulation-domain have di erent characteristics
from these of the time-domain LPC models. As described in Chapter 3, the time-
domain LPC modes are used for modeling a sequence of time-domain signal with zero
mean while in the modulation domain LPCmodel is applied for a sequence of positive
spectral amplitudes whose mean is not zero. As mentioned in Section 1.4.1.4, in
Kalman filter enhancers presented in this thesis, we have applied a positive floor
to the amplitudes of speech and noise predicted by the LPC models. There may
be better prediction models which give the optimal estimate of spectral amplitudes
under the constraint that the predicted outputs are positive-valued signal.
6.3.3. Better Gaussring model
As shown in Section 5.3.2.4, the performance of the MDKFR algorithm degrades
at high SNRs. Therefore, one future work is to understand why the performance of
MDKFR algorithm degrades and to prevent this happening.
6.3.4. Incorporation of prior phase information
Most techniques for performing speech enhancement in the time-frequency domain
preserve the phase spectrum of the noisy speech. The justification for this is that
145
6.3 Future Work
the phase spectrum is less important perceptually than the amplitude spectrum and
that, in the absence of prior knowledge, the phase spectrum of the noisy speech is
the MMSE estimate of the phase spectrum of the clean speech. For voiced speech it
is, however, possible to use knowledge of the pitch to obtain an improved estimate of
the clean speech phase. It has been found that this can result in improved quality of
enhanced speech [101]. It is straightforward to incorporate prior phase information
in the Gaussring distribution described in Section 5.3.1 by applying di erent weights
to the mixture components within the GMM.
6.3.5. Better domain for processing
It is also possible to transform the amplitude spectrum into an alternative domain
(e.g. cepstrum) in which speech signals are sparser. Processing the signals in these
domains could improve performance and possibly reduce computation by compress-
ing the number of frequency channels.
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A. Special Functions
A.1. Hypergeometric Function
A.1.1. Gauss Hypergeometric Function
All the descriptions provided in this subsection have been extracted from [89].
The Gauss hypergeometric function 2F1 (a, b, c; z) is defined by the Gauss series
2F1 (a, b, c; z) =
Œÿ
s=0
(a)s (b)s
(c)s s!
zs = 1 + ab
c
z + a (a+ 1) b (b+ 1)
c(c+ 1)2! + · · ·
=   (c)  (a)  (b)
Œÿ
s=0
  (a+ s)  (b+ s)
  (c+ s) s! z
s, (A.1)
on the disk |z| < 1, and by analytic continuation elsewhere. In general, 2F1 (a, b, c; z)
does not exist when c = 0,≠1,≠2, . . . The brach obtained by introducing a cut from
1 to +Œ on the real z-axis, that is, the branch in the sector |ph(1≠ z)| Æ ﬁ, where
ph (· ) is the operator calculating the phase in the range [≠ﬁ, ﬁ], is the principal
branch (or principle value) of 2F1 (a, b, c; z).
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A.1.2. Confluent Hypergeometric Function
Confluent hypergeometric di erential equation is given by
z
d2w
dz2 + (b≠ z)
dw
dz ≠ aw = 0
with a regular singular point at z = 0 and an irregular singular point at z =Œ. This
equation is also known as Kummer’s equation. Kummer’s confluent hypergeometric
function is a solution to this equation which is given by [89]
M(a, b; z) = 1 + a
b
z + a (a+ 1)
b (b+ 1)
z2
2! + . . . =
Œÿ
k=0
(a)k
(b)k
zk
k! = 1F1(a, b; z),
where (a)k and (b)kare Pochhammer symbols and (a)k is given by [89]
(a)0 = 1
(a)k =
  (a+ k)
  (a) = a (a+ 1) (a+ 2) · · · (a+ k ≠ 1) .
Because the Kummer’s equation is a second-order equation, there is another inde-
pendent solution which is named Tricomi’s confluent hypergeometric function and
normally denoted as U(a, b; z) [89]. This function is defined in terms of the Kum-
mer’s confluent hypergeometric function ,M(a, b; z), by
U(a, b; z) =   (1≠ b)  (a≠ b+ 1)M(a, b; z) +
  (b≠ 1)
  (a) z
1≠bM(a≠ b+ 1, 2≠ b; z).
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A.2. Parabolic Cylinder Function
Parabolic cylinder functions are solutions of the di erential equation [89].
d2w
dz2 +
1
az2 + bz + c
2
w = 0, (A.2)
with three distinct standard forms
d2w
dz2 ≠
31
4z
2 + a
4
w = 0 (A.3)
d2w
dz2 +
31
4z
2 ≠ a
4
w = 0 (A.4)
d2w
dz2 +
3
‹ + 12 ≠
1
4z
2
4
w = 0 (A.5)
Each of these equations is transformable into the others. The parabolic cylinder
function that is used in this thesis, Dv (z), is the solution to (A.5). It can be defined
in terms of the Tricomi’s confluent hypergeometric function by [89]
Dv (z) = U
3
≠12 ≠ ‹, z
4
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B.1. Derivations of MMSE Estimator in 5.18
In this section the details of the derivation of the MMSE estimator in 5.18 are given.
The estimator is given by
µ˜n|n =
ˆ Œ
0
anp(an|Rn)dan =
´Œ
0
´ 2ﬁ
0 a
2“n
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan´Œ
0
´ 2ﬁ
0 a
2“n≠1
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ anej„n|2
Ô
d„ndan
=
´Œ
0
´ 2ﬁ
0 a
2“n
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ an (cos„n + jsin„n) |2
Ô
d„ndan´Œ
0
´ 2ﬁ
0 a
2“n≠1
n exp
Ó
≠a2n—2n ≠
1
‹2n
|zn ≠ an (cos„n + jsin„n) |2
Ô
d„ndan
=
´Œ
0
´ 2ﬁ
0 a
2“n
n exp
Ó
≠a2n—2n ≠
1
‹2n
(z2n + a2n ≠ 2znancos„n)
Ô
d„ndan´Œ
0
´ 2ﬁ
0 a
2“n≠1
n exp
Ó
≠a2n—2n ≠
1
‹2n
(z2n + a2n ≠ 2znancos„n)
Ô
d„ndan
. (B.1)
By using the integral representation of the modified Bessel function of the nth order
[89], which is defined as
In(x) =
1
2ﬁ
ˆ 2ﬁ
0
cos–n exp (x cos–) d–, (B.2)
(B.1) becomes
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µ˜n|n =
´Œ
0 a
2“n
n exp
Ó
≠a2n—2n ≠
a2n
‹2n
Ô
I0
1
2anrn
‹2n
2
dan´Œ
0 a
2“n≠1
n exp
Ó
≠a2n—2n ≠
a2n
‹2n
Ô
I0
1
2anrn
‹2n
2
dan
. (B.3)
where rn represents a realization of the random variable Rn. Defining t , a2n (t Ø 0)
and substituting it in (B.3), we have
µ˜n|n =
´Œ
0 t
“n≠ 12 exp
Ó
≠ t—2n ≠
t
‹2n
Ô
I0
1
rn
‹2n
Ô
t
2
dt´Œ
0 t
“n≠1 exp
Ó
≠ t—2n ≠
t
‹2n
Ô
I0
1
rn
‹2n
Ô
t
2
dt
By using [94, Eq. 6.643.2 and 9.220.2], (B.3) becomes a closed form equation
µ˜n|n =
  (“n + 0.5)
Ú1
—2n‹2n
—2n+‹2n
2
M
1
“n + 0.5; 1; r
2
n—
2
n
‹2n(—2n+‹2n)
2
  (“n)
Ú1
—2n‹2n
—2n+‹2n
2
M
1
“n; 1; r
2
n—
2
n
‹2n(—2n+‹2n)
2 . (B.4)
Because the a priori SNR and a posteriori SNR are calculated as
›n =
E(A2n|Rn≠1)
‹2n
=
µ˜2n|n≠1 + ‡˜2n|n≠1
‹2n
, ’n =
r2n
‹2n
(B.5)
where µ˜n|n≠1and ‡˜2n|n≠1 are defined in (5.9) and (5.10) respectively. Thus the a priori
SNR can be calculated as
›n =
“n—2n
‹2n
(B.6)
By substituting the a prior SNR in (B.6) and a posteriori SNR in (B.5) into (B.4),
the estimator, µ˜n|n, can be obtained as
µ˜n|n =
  (“n + 0.5)
  (“n)
Û
›n
’n(“n + ›n)
M
1
“n + 0.5; 1; ’n›n“n+›n
2
M
1
“n; 1; ’n›n“n+›n
2 rn
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B.2. Derivations of noise spectral amplitudes
autocorrelation
In this section the derivation of noise spectral amplitudes autocorrelation given in
(4.10) is given. The main steps of the derivation follow those of [88, Eq. 4.14].
Suppose z =
ËÊWn,k, ÊWn+·,kÈT is a two dimensional complex Gaussian vector, where
ÊWn,k = ---ÊWn,k--- exp (jÂ1) ÊWn+·,k = ---ÊWn+·,k--- exp (jÂ2)
and z has zero mean and positive definite covariance matrix  . In this section, It is
more convenient to use the precision matrix P =
SWWU P11 P12
P ú12 P22
TXXV where ú represents
complex conjugate. The elements in P are defined by
P11 =
E
1---ÊWn+·,k--- 22
E
1---ÊWn,k--- 22E 1---ÊWn+·,k--- 22≠ E 1ÊWn,kÊW ún+t,k2 1E 1ÊWn,kÊW ún+t,k22ú
P22 =
E
1---ÊWn,k--- 22
E
1---ÊWn,k--- 22E 1---ÊWn+·,k--- 22≠ E 1ÊWn,kÊW ún+t,k2 1E 1ÊWn,kÊW ún+t,k22ú
P12 =
≠E
1ÊWn,kÊW ún+t,k2
E
1---ÊWn,k--- 22E 1---ÊWn+·,k--- 22≠ E 1ÊWn,kÊW ún+t,k2 1E 1ÊWn,kÊW ún+t,k22ú
The expectationsE
1
|ÊWn,k|22 = E 1|ÊWn+·,k|22 have been given in (4.8) and the ex-
pectation E
1ÊWn,kÊW ún+t,k2 has been obtained as (4.9), substituting them into the
elements of P can obtain
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P11 = P22 =
1
‹2w
1
1≠ |ﬂh(·, k)|2
2 (B.7)
P12 =
≠ﬂh(·, k)
‹2w
1
1≠ |ﬂh(·, k)|2
2 (B.8)
From [88, Eq. 3.11], the joint distribution of the amplitude
---ÊWn,k--- and ---ÊWn+·,k--- is
given by
p (| Âwn,k| | Âwn+·,k|) = 4 | Âwn,k| | Âwn+·,k| (P11 + P22) expÓ≠ 1P11 | Âwn,k|2 + P22 | Âwn+·,k|22Ô
◊ I0 (2 |P12| | Âwn,k| | Âwn+·,k|) (B.9)
where w˜n,k and w˜n+·,k represents a realization of ÊWn,k and ÊWn+·,k, and I0 is the
Bessel function that is given in (B.2). The noise spectral amplitudes autocorrelation,
E
1---ÊWn,k--- ---ÊWn+·,k---2, is given by
E
1---ÊWn,k--- ---ÊWn+·,k---2 = ˆ Œ
0
ˆ Œ
0
| Âwn,k| | Âwn+·,k| p (| Âwn,k| | Âwn+·,k|) d | Âwn,k| d | Âwn+·,k|
(B.10)
Substituting (B.7), (B.8) and (B.9) into (B.10), it becomes
E
1---ÊWn,k--- ---ÊWn+·,k---2 = ˆ Œ
0
ˆ Œ
0
8 | Âwn,k|2 | Âwn+·,k|2
‹2w
1
1≠ |ﬂh(·, k)|2
2 exp
Y][≠
Qa | Âwn,k|2 + | Âwn+·,k|2
‹2w
1
1≠ |ﬂh(·, k)|2
2
RbZ^\
◊ I0
Qa 2 |ﬂh(·, k)|
‹2w
1
1≠ |ﬂh(·, k)|2
2 | Âwn,k| | Âwn+·,k|
Rb d | Âwn,k| d | Âwn+·,k|
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according to [88, Eq. 4.19], the closed-form equation for this integral is given by
E
1---ÊWn,k--- ---ÊWn+·,k---2 = ﬁ4 ‹2w
1
1≠ |ﬂh(·, k)|2
22 ◊ 2F1 332 , 32 , 1; |ﬂh(·, k)|2
4
(B.11)
where 2F1 (· ) is the Gauss hypergeomectric function introduced in (A.1.1). Because1
1≠ |ﬂh(·, k)|2
22
2F1
1
3
2 ,
3
2 , 1; |ﬂh(·, k)|2
2
= 2F1
1
≠12 ,≠12 , 1; |ﬂh(·, k)|2
2
[89], (B.11)
can be simplified to
E
1---ÊWn,k--- ---ÊWn+·,k---2 = ﬁ4 ‹2w ◊ 2F1
3
≠12 ,≠
1
2 , 1; |ﬂh(·, k)|
2
4
(B.12)
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