Abstract. The setting of this research is Bishop's constructive mathematics. Following ideas of Chan and Shum, exposed in their famous paper "Homomorphisms of implicative semigroups", we discuss the structure of implicative semigroups on sets with tight apartness. Moreover, we use anti-orders instead of partial orders. We study concomitant issues induced by existence of apartness and anti-orders giving some specific characterizations of these semigroups. In addition, we introduce the notion of anti-filter in implicative semigroups and give some equivalent conditions that the inhabited real subset of an implicative semigroup is an ordered anti-filter.
Introduction
The notions of implicative semigroup and ordered filter were introduced by Chan and Shum [10] . For the first generalization of implicative semilattice see Nemitz [18] and Blyth [7] . Moreover, there exists a close relationship between implicative semigroups and other domains. For example, there are a lot of implications in mathematical logic and set theory (see Birkhoff [6] ). For the general development of implicative semilattice theory the ordered filters play an important role. This is shown by Nemitz [18] . Motivated by this, Chan and Shum [10] established some elementary properties and constructed quotient structure of implicative semigroups via ordered filters. Jun [13] , [14] , Jun, Meng and Xin [15] and Jun and Kim [16] discussed ordered filters of implicative semigroups. Bang and So [1] analyzed some special substructures in implicative semigroups.
In this paper, in the setting of Bishop's constructive mathematics, following the ideas of Chan and Shum and other authors mentioned above, we introduce the notion of implicative semigroups with (tight) apartness and give some fundamental characterization of these semigroups. Here, we use sets with apartness and anti-order relations introduced by the author (see, for example, [20] and [21] ) (in this case, excise relation, researched by Barony [2] , Greenleaf [12] and von Plato [23] ), instead of partial order. So, in this research, we study side effects induced by existence of apartness and anti-orders. Additionally, we introduce the notion of anti-filter in an implicative semigroup and describe its connections with filter.
In the first part of Section 3, we introduce the notion of negatively antiordered semigroup and give some characteristics of these semigroups (Theorem 3.1). After that, we introduce the notion of implicative semigroup and give one example of such a semigroup. In the second part of Section 3, we describe fundamental characteristics of implicative semigroups. It is shown that any implicative semigroups has the greatest element. In the third part of Section 3, we introduce the notion of anti-filter in implicative semigroup and give some equivalent conditions that the inhabited real subset G of S is an ordered anti-filter (Theorem 3.7 and Theorem 3.8).
Preliminaries
This investigation is in Bishop's constructive algebra in the sense of papers [11, 20, 21, 22, 21] and books [3, 4, 5, 8, 9] , [22] (Chapter 8: Algebra). Let (S, =, =) be a constructive set (i.e. it is a relational system with the relation " ="). The diversity relation " =" ( [4] ) is a binary relation on S, which satisfies the following properties:
If it satisfies the following condition (∀x, z ∈ S)(x = z =⇒ (∀y ∈ S)(x = y ∨ y = z)), then it is called apartness (A. Heyting). In this paper, we assume that the basic apartness is tight, i.e. it satisfies the following (∀x, y ∈ S)(¬(x = y) =⇒ x = y).
For a subset X of S, we say that it is a strongly extensional subset of S if and only if (∀x ∈ X)(∀y ∈ S)(x = y ∨ y ∈ S). Following Bridges and Vita's (see, for example, [9] ) definition for subsets X and Y of S, we say that set X is set-set apartness from Y , and it is denoted by X Y , if and only if (∀x ∈ X)(∀y ∈ Y )(x = y). We set x Y , instead of {x} Y , and, of course, x = y instead of {x} {y}. With X C = {x ∈ S : x X} we denote the apartness complement of X. For a function f : (S, =, =) −→ (T, =, =) we say that it is a strongly extensional if and only if
For relation α ⊆ S×S, we say that it is an anti-order relation on semigroup S, if it is consistent, cotransitive and linear α ⊆ =, α ⊆ α * α, = ⊆ α ∪ α −1 , where α has to be compatible with the semigroup operation in the following way (∀x, y, z ∈ S)(((xz, yz) ∈ α ∨ (zx, zy) ∈ α) =⇒ (x, y) ∈ α). Here, * is the filed product between relations defined by the following way: If α and β are relations on set S, then the filed product β * α of relation α and β is the relation given by {(x, z) ∈ X × X : (∀y ∈ X)((x, y) ∈ α ∨ (y, z) ∈ β)}.
For undefined notions and notations we refer to the following papers: [20, 21, 22, 23] .
3. Implicative semigroups with apartness 3.1. Definition and examples. We recall some definitions and results. By a negatively anti-ordered semigroup (briefly, n.a-o. semigroup) we mean a set S with an anti-order α and a binary operation '·' (we will write xy instead x · y ) such that for all x, y, z ∈ S, we have (1) (xy)z = x(yz), (2) (xz, yz) ∈ α or (zx, zy) ∈ α implies (x, y) ∈ α, and (3) (xy, x) α and (xy, y) α. In that case for an anti-order α we will say that it is a negative anti-order relation on semigroup. The operation '·' is extensional and strongly extensional function from S × S into S, i.e. it satisfies (x, y) = (x , y ) =⇒ xy = x y (xy = x y ∨ yx = yx ) =⇒ x = x for any elements x, x , y of S.
Let us note that, in that case, we have (3') (x, xy) α −1 and (y,
. Thus, by (3), we have u = xy or x = v. So, we have proved (x, xy) = (v, u) ∈ α −1 . The second part of (3') we could prove analogously.
Let α be a relation on S. For an element a of S we put aα = {x ∈ S : (a, x) ∈ α} and αa = {x ∈ S : (x, a) ∈ α}. In the following proposition we give some properties of negative anti-order relation on semigroups.
Theorem 3.1. If α ⊆ S × S is an anti-order relation on a semigroup S, then the following statements are equivalent: (i) α is a negative anti-order relation; (ii) αb is a consistent subset of S for any b in S; (iii) (∀a, b ∈ S)(αa ∪ αb ⊆ α(ab)); (iv) aα is an ideal of S for any a in S; (v) (∀a, b ∈ S)((ab)α ⊆ aα ∩ bα).
Proof. (i) =⇒ (ii)
. Let x, y, a, b be arbitrary elements of S and let α be negative anti-order relation on semigroup S. If the product xy lies in the set αb, i.e. if (xy, b) ∈ α holds, then we have (xy, x) ∈ α ∨ (x, b) ∈ α and (xy, y) ∈ α ∨ (y, b) ∈ α. Since α is n.a-o. relation on semigroup S, the first cases in these disjunctions are impossible. So, we have x ∈ αb and y ∈ αb. Therefore, the set αb is a consistent subset of S.
∈ α holds by cotransitivity of α. Since ab ∈ αa and ab ∈ αb implies a ∈ αa and b ∈ αb respectively, and since this is forbidden, in both cases we have x ∈ α(ab).
Since the second case is imposible, we have (xy, x) = (u, v) ∈ α. So, we have (xy, x) α. The proof of (xy, y) α we obtain analogously. Therefore, the relation α is a negative anti-order relation on S. (i) =⇒ (iv). Suppose that x ∈ aα or y ∈ aα, i.e. assume that (a, x) ∈ α or (a, y) ∈ α. Thus, we have (a, xy) ∈ α ∨ (xy, x) ∈ α and (a, xy) ∈ α ∨ (xy, y) ∈ α. So, in both cases we have xy ∈ aα. Therefore, the set aα is an ideal of semigroup S for any element a ∈ S. (iv) =⇒ (v). Let x be an arbitrary element of (ab)α, i.e. assume that (ab, x) ∈ α. Thus follows (ab, a) ∈ α ∨ (a, x) ∈ α and (ab, b) ∈ α ∨ (b, x) ∈ α. Since α is a negative anti-order relation on semigroup S, we have x ∈ aα and x ∈ bα. So, finally we have x ∈ aα ∩ bα. (v) =⇒ (i). Suppose that the inclusion (v) holds for any two elements a, b of semigroup S and suppose that (u, v) is an arbitrary element of α. Because of cotransitivity of α, we have (u, xy) ∈ α or (xy, x) ∈ α or (x, v) ∈ α. In the second case we have x ∈ (xy)α ⊆ xα ∩ yα ⊆ xα, which is impossible because x xα. So, it follows that (xy, x) = (u, v) ∈ α and we have (xy, x) α. The proof of (xy, y) α is obtained analogously. Therefore, the relation α is a negative anti-order relation on semigroup S.
Let us note that for any a, b in S the following implication (a, b) ∈ α =⇒ aα ∪ αb = S is valid.
A n.a-o. semigroup (S, =, =, ·, α) is said to be implicative if there is an additional binary operation ⊗ : S × S −→ S such that for any elements x, y, z of S, the following is true (4) (z, x ⊗ y) ∈ α ⇐⇒ (zx, y) ∈ α.
Let us point out, as in the classical case, that in the definition of implicative semigroup we can make the stronger demand (4') (z, x ⊗ y) α ⇐⇒ (zx, y) α instead of demand (4). Proof. Assume that (zx, y) α holds for any x, y, z ∈ S. Let (u, v) be an arbitrary element of α . Then
In addition, let us recall that the internal binary operation must satisfy the following implications:
The operation ⊗ is called implication. From now on, an implicative n.a-o. semigroup is simply called implicative semigroup. 1 1 a c c d  b 1 1 1 c c c  c 1 a b 1 a b  d 1 1 a 1 1 a  0 1 1 1 1 1 1  under the anti-order relation α = {(a, 0), (a, b), (a, c), (a, d), (b, 0), (b, c), (b, d),  (c, 0), (c, a), (c, b), (c, d), (d, 0), (d, b), (1, 0), (1, a), (1, b), (1, c), (1, d) }. Then S is an implicative semigroup.
3.2. Important properties. In any implicative semigroup S there exist a special element of S, the biggest element in (S, α C ), which is an almost neutral element in (S, ·). Theorem 3.3. In any inhabited implicative semigroup (S, =, =, ·, α, ⊗) we have
x ⊗ x = y ⊗ y for every x, y ∈ S and this element is the greatest element, written as 1, of (S, α C ).
Proof. By (3) we have (tx, x)
α for any t, x in S. By definition (4), we have (t, x ⊗ x) α. Thus, particularly for any elements x and y in S, we have (y ⊗ y, x ⊗ x) α and (x ⊗ x, y ⊗ y) α. Therefore, we have (x ⊗ x, y ⊗ y) α ∪ α −1 = = and x ⊗ x = y ⊗ y since the apartness is tight. Finally, we conclude that the element x ⊗ x, for any x in S, is the greatest element in (S, =, =, α C ). The greatest element in (S, =, =, α C ) we denote by 1. So, for any element t in S we have (t, 1) α. Proof. In the semigroup (S, ·) holds t = 1 · t. Indeed. For any element t in S, by (3), we have (1 · t, t) α. Additionally, let (u, v) be an arbitrary element of α −1 . Further on, we have (v, u) ∈ α =⇒ v = 1 · t ∨ (1 · t, t) ∈ α ∨ t = u. Therefore, we have (1 · t, t) = (v, u) ∈ α −1 because (1 · t, t) α holds. Finally, we have (1 · t, t) α ∪ α −1 = =.
Remark 3.1. From (3) we immediately conclude (t·1, t) α but we cannot conclude t = t · 1. For that equation we also need (t, t · 1) α. In fact, Chan and Shum in [10] demonstrate in Example 1.2 that the top element does not have to be a multiplicative unit.
In the following theorem we describe the role of this special element.
Theorem 3.4. If S is an implicative semigroup, then for every x, y ∈ S holds
In the opposite, suppose (x, y) α, i.e. (1, x ⊗ y) α. Since (xy, 1) α holds for any x, y in S, we have (1, x ⊗ y) and (1, x ⊗ y) α −1 . Thus, we have (1, x ⊗ y) α ∪ α −1 = =. So, 1 = x ⊗ y. (2) (x, y) ∈ α, i.e. (1 · x, y) ∈ α is equivalent to (1, x ⊗ y) ∈ α. Thus, we have 1 = x ⊗ y. Now, suppose that 1 = x ⊗ y. Hence, (1, x ⊗ y) ∈ α or (x ⊗ y, 1) ∈ α. Thus, we have (x, y) ∈ α because the case (x ⊗ y, 1) ∈ α is impossible by Theorem 3.3.
As a consequence of above theorem we immediately get the following corollary.
Corollary 3.2. For any implicative semigroup (S, =, =, ·, α, ⊗), it holds that 1 = x ⊗ 1 for every element x ∈ S.
As we saw, the greatest element 1 is a right annihilator for the semigroup operation ⊗. Further fundamental properties of this operation are given in the following statements.
Theorem 3.5. Let (S, =, =, ·, α, ⊗) be an implicative semigroup. Then, for every x, y, z ∈ S, the following hold:
Proof. Since the proofs of parts (i), (ii) and (iii) are trivial, we will prove only part (iv). 1. From (z⊗x, z⊗y) ∈ α follows ((z⊗x)·z, y) ∈ α and thus ((z⊗x)·z, x) ∈ α or (x, y) ∈ α. Since out of the first case we have (z ⊗ x, z ⊗ x) ∈ α, which is impossible, we have to have (x, y) ∈ α.
As we saw from (iv) of the above theorem, the relation α is not compatible with the operation ⊗ on both sides. There exists only left compatibility and so-called right 'anti-compatibility' between the anti-order α and the operation ⊗. Theorem 3.6. Let S be an implicative semigroup. Then for every x, y, z ∈ S, the following holds:
Proof. The first assertion directly follows from (iv) of Theorem 3.5.
As a corollary of above theorem we conclude the following: Corollary 3.3. For any implicative semigroup (S, =, =, ·, α, ⊗), it holds that x = 1 ⊗ x for every element x ∈ S.
Proof. Firstly, we have (
α is valid for any x in S. Secondly, from x ⊗ x = 1 it follows that (1 · x) ⊗ x = 1. Thus, (1 ⊗ x) ⊗ x = 1 by assertion (2) in the above theorem. Thus, by Theorem 3.4, we have ((1 ⊗ x), x) α. Finally, we have 1 ⊗ x = x.
As we saw the biggest element of the ordered semigroup S is a left unity in (S, ⊗).
3.3. Important substructures. In this subsection we will begin with the standard definition (Chan and Shum [[10] , Definition 2.1]) of an ordered filter. Let S be an implicative semigroup and let F be a nonempty subset of S. Then F is called an ordered filter of S if (F1) xy ∈ F for every x, y ∈ F , that is, F is a subsemigroup of S, and (F2) If x ∈ F and (x, y) α, then y ∈ F . As we saw, condition (F1) supplies subset F with subsemigroup structure, and the condition (F2) implies that F is an upper set. As usual in the Constructive mathematics, we can introduce a special (inhabited) proper subset of implicative semigroup S claiming that subset G of S satisfies the following conditions: (G1) xy ∈ G =⇒ x ∈ G ∨ y ∈ G, that is, G is a cosubsemigroup of S and (G2) y ∈ G =⇒ (x, y) ∈ α ∨ x ∈ G. This subset of S we called anti-filter. It is easy to check that an anti-filter is a strongly extensional subset of S. Moreover, the strong compliment G C of an anti-filter G is a filter in S. In fact, strong compliment G C is obviously a subsemigroup of S. Assume that x G and (x, y) α and let u be an arbitrary element of G. Then, by strongly extensionality of G, we have u = y or y ∈ G. In the second case we have (x, y) ∈ α ∨ x ∈ G. As both cases are impossible by hypothesis, we have y = u ∈ G. So, we have y ∈ G C .
The following two theorems give equivalent conditions for G to be an ordered anti-filter.
Theorem 3.7. An inhabited proper subset G of an implicative semigroup S is an ordered anti-filter of S if and only if it satisfies the following conditions:
Proof. (i) ∧ (ii) =⇒ (G2) Let conditions (i) and (ii) be valid and y be an arbitrary element of subset G. Thus, by (ii), we have x ⊗ y ∈ G or x ∈ G. Since 1 G, we have x ⊗ y = 1 and (x, y) ∈ α by Theorem 3.4. Therefore, the condition (G2) is true. (i)∧(ii) =⇒ (G1) Let us note that for any elements u and v of S the following holds ((u ⊗ v) · u, v) α. Indeed, it is equivalent with (u ⊗ v, u ⊗ v) α which is true for any elements u, v of semigroup S. Now, we have
Let y be an element of G, Thus, we have y ∈ G =⇒ ((x ⊗ y) · x, y) ∈ α ∨ x ∈ G (by (G2)) =⇒ (x ⊗ y, x ⊗ y) ∈ α ∨ x ⊗ y ∈ G ∨ x ∈ G (by (G1) =⇒ x ⊗ y ∈ G ∨ x ∈ G. (G1) ∧ (G2) =⇒ (i) If we suppose that 1 ∈ G by (G2) we have (x, 1) ∈ α ∨ x ∈ G for any element x ∈ S. Since the first case is impossible because it is equivalent to 1 = x ⊗ 1 = 1, we have to have x ∈ G. This means S = G. So, ¬(1 ∈ G). Thus, by strongly extensionality of G follows 1 G. Theorem 3.8. An inhabited proper subset G of an implicative semigroup S is an ordered anti-filter of S if and only if it satisfies the following condition: (G3) z ∈ G =⇒ (x, y ⊗ z) ∈ α ∨ x ∈ G ∨ y ∈ G.
Proof. (1) Assume that G is an ordered anti-filter of implicative semigroup S and let x, y, z be elements of S. We have: z ∈ G =⇒ y ⊗ z ∈ G ∨ y ∈ G (by (ii)) =⇒ (x, y ⊗ z) ∈ α ∨ x ∈ G ∨ y ∈ G (by (G2)). (2) Conversely, suppose that G satisfies the condition (G3). First, for the proof of (G2) we have: xy ∈ G =⇒ (x, y ⊗ xy) ∈ α ∨ x ∈ G ∨ y ∈ G =⇒ (x ⊗ y, xy) ∈ α ∨ x ∈ G ∨ y ∈ G =⇒ ((x ⊗ y) · x, y) ∈ α ∨ x ∈ G ∨ y ∈ G =⇒ x ∈ G ∨ y ∈ G. In order to prove (G1) we have: y ∈ G =⇒ (x, x ⊗ y) ∈ α ∨ x ∈ G =⇒ (x, y) ∈ α ∨ (y, x ⊗ y) ∈ α ∨ x ∈ G =⇒ (x, y) ∈ α ∨ (yx, y) ∈ α ∨ x ∈ G =⇒ (x, y) ∈ α ∨ x ∈ G by (3) in the definition of negatively anti-ordered semigroup.
Example 3.2. Consider a set S = {1, a, b, c, d, 0} with the operation tables as in the above example. It is not so hard to check that set G = {c, d, 0} is an ordered anti-filter of implicative semigroup S.
