In this paper, the variational iteration method proposed by Ji-Huan He is applied to solve both linear and nonlinear boundary value problems for fourth order integro-differential equations. The numerical results obtained with minimum amount of computation are compared with the exact solutions to show the efficiency of the method. The results show that the variational iteration method is of high accuracy, more convenient and efficient for solving integro-differential equations.
Introduction
Mathematical modelling of real-life problems usually results in functional equations, e.g. partial differential equations, integral and integro-differential equations, stochastic equations and others. Many mathematical formulation of physical phenomena contain integro-differential equations, these equations arises in fluid dynamics, biological models and chemical kinetics; for more details see [1, 2] and the references cited therein. Integro-differential equations are usually difficult to solve analytically so it is required to obtain an efficient approximate solution. Recently, much interest of scientists and engineers has been paid on nontraditional methods for nonlinear problems [3] . The variational iteration method (VIM) proposed by Ji-Huan He (see [4] [5] [6] [7] [8] [9] [10] and the references cited therein) is one of the methods which have received much concern, it is based on Lagrange multiplier and it has the merits of simplicity and easy execution. Many authors (see, for example, [11] [12] [13] [4] [5] [6] [7] [8] [9] [10] 14] , and the references cited therein) pointed out that VIM can overcome the difficulties arising in calculation of Adomian polynomials in Adomain decomposition method (see [2, 15, 16] and the references therein).
In this work VIM is applied to search for solutions of a class of two-point boundary value problems (BVPs) for fourth order integro-differential equations [16, 17] . 1) subject to the boundary conditions
where Θ is a real nonlinear continuous function, γ , α 0 , β 0 , α 2 , and β 2 are real constants, f, g and h are given and can be approximated by Taylor polynomials. The conditions for existence and uniqueness of solutions of (1.1)-(1.3) are given in [17] .
Variational iteration method
To illustrate the basic idea of VIM for solving integro-differential equations, consider the general nonlinear equation
where L is the linear operator part while N is the nonlinear operator part. Assuming y 0 (x) is an approximate solution of the linear, homogeneous equation
depending on the boundary conditions. According to variational iteration methodology [4] [5] [6] [7] [8] [9] [10] we can construct the following iterative formula:
where λ is called a general Lagrange multiplier, which can identified optimally via variational theory, the subscript n denotes the nth order approximation andŷ n (x) is considered as a restricted variation, i.e. δŷ n (x) = 0. Due to the very high accuracy of the first order approximate solution we always stop before the second iteration step [3] . That does not mean that we cannot obtain higher order approximations. The above technique will be used to solve both linear and nonlinear BVPs for fourth order integro-differential equations.
Applications
According to VIM, the correction functional for (1.1) can be constructed as follows:
where λ is general Lagrange multiplier,ŷ n denote restricted variation i.e. δŷ n = 0. Making the above correction functional stationary, we obtain the following stationary conditions:
The Lagrange multiplier, therefore, can be defined in the following form:
Substituting from (3.2) into the correction functional equations (3.1) result the following iterative formula:
In an algorithmic form, VIM can be expressed and implemented for integro-differential equations as follows:
Algorithm
Let n be the iteration index, set a suitable value for the tolerance (Tol)
Step 1: Compute the initial data y 0 = y (x = 0),
Step 2: Use the calculated values of y n to compute y n+1 (x) from (3.3);
Step 3: If max |y n+1 −y n | < Tol stop, otherwise continue;
Step 4: Set n = n + 1, Return to step 2. Now, to demonstrate the accuracy of the variational iteration method we consider two examples with known exact solutions [16] .
Linear integro-differential equation
Consider the linear fourth order integro-differential equation as in (1.1) with the following functions:
Then (1.1) takes the following form: 4) subject to the boundary conditions:
The exact solution of (3.4)-(3.6) is y(x) = 1 + xe x . Using VIM, the iterative formula (3.3) can be written in the following form:
Now, starting with the initial solution
where the constants A = y (0) and B = y (0) can be determined by imposing the boundary condition (3.6) in y 1 (x), then we have
The variational-iteration formula (3.7) leads to the first approximation 
The rest of components of the iteration formulas (3.7) were obtained in the same manner using Mathematica Package. The numerical results of this application compared with exact solution are presented in Table 1 and Fig. 1 . These results are evaluated at n = 1 term of the recurrence relation (3.7). The results show that the iterative steps number 2-3 in the above algorithm converge very fast; it can done in two steps where Tol = 10 −4 . Fig. 1 shows the accuracy of the approximate solution y 1 (x), where E(x) = |(1+ xe x )− y 1 (x)| be the absolute error. It's clear that high accuracy is achieved with a very minimum amount of computation. Also, it is evident that the overall errors can be made smaller by adding new terms from the iterative formulas. 
Nonlinear integro-differential equation
Now, consider the nonlinear fourth order integro-differential equation as in (1.1)-(1.3) with f (x) = 1, γ = 0, g(x) = 0, h(x) = e −x , Θ(y) = y 2 (x), then the integro-differential equation in this case is 9) subject to the boundary conditions
The exact solution of (3.9)-(3.11) is y(x) = e x . Using VIM, the iterative formula (3.3) can be written in the following form:
where the constants A = y (0) and B = y (0) can be determined by imposing the boundary condition (3.11) in y 1 (x), then we have
The variational-iteration formula (3.12) leads to the first approximation as The rest of components of the iteration formulas (3.12) can be obtained in the same manner using Mathematica Package. The numerical results of this application compared with exact solution are presented in Table 2 and Fig. 2 ; these results are evaluated at n = 1 term of the recurrence relation (3.12). The results show that the iterative steps number 2-3 in the above algorithm converge very fast, it can done in two steps where Tol = 10 −3 . Fig. 2 shows the accuracy of the approximate solution y 1 (x), where E(x) = |(1 + xe x ) − y 1 (x)| be the absolute error. It's clear that good accuracy is achieved with a minimum amount of computation. Also, it is evident that the overall errors can be made smaller by adding new terms from the iterative formulas.
Conclusions
In this paper, the variational iteration method is employed to solve the linear and nonlinear BVPs for fourth order integro-differential equation. The method needs much less computational work compared with traditional methods. An algorithm is also given to simulate the solution of fourth order integro-differential equation. The algorithm produces results which are of reasonable accuracy. We achieve a very good approximation of the equation only by one iteration. A clear conclusion can be draw from the numerical results that the variational iteration method provides with highly accurate numerical solutions without spatial discretizations for fourth order integro-differential equation.
