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Abstract—We study the problem of finding the best
linear model that can minimize least-squares loss given a
dataset. While this problem is trivial in the low-dimensional
regime, it becomes more interesting in high-dimensions
where the population minimizer is assumed to lie on a
manifold such as sparse vectors. We propose projected
gradient descent (PGD) algorithm to estimate the popula-
tion minimizer in the finite sample regime. We establish
linear convergence rate and data-dependent estimation
error bounds for PGD. Our contributions include: 1) The
results are established for heavier tailed sub-exponential
distributions besides sub-gaussian. 2) We directly analyze
the empirical risk minimization and do not require a
realizable model that connects input data and labels. 3)
Our PGD algorithm is augmented to learn the bias terms
which boosts the performance. The numerical experiments
validate our theoretical results.
Index Terms—high-dimensional estimation, projected
gradient descent, one-bit compressed sensing, gaussian
width.
I. INTRODUCTION
Supervised learning is concerned with finding a rela-
tion between the input-output pairs (xi, yi)ni=1 ∈ Rp × R.
The simplest relations are linear functions where the
output yi is estimated by a linear function of the input,
that is, yˆi = ⟨xi,θ⟩. Using quadratic loss, we can find
the optimal θ with a simple linear regression which
minimizes. L(θ) = 1
2
n∑
i=1(yi − ⟨θ,xi⟩)2.
If the samples are i.i.d. and input has identity covariance,
the population minimizer (n→∞) is simply given by
θ⋆ = arg min
θ
E[L(θ)] = E[yx].
where (x, y) is drawn from same distribution as data. In
many applications, we operate in the high-dimensional
regime where we have fewer samples than the parameter
dimension i.e. n ≪ p. In this case, the problem is ill-
posed; however, if θ⋆ lies on a low-dimensional mani-
fold, we can take advantage of this information to solve
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the problem. We assume θ⋆ is structured-sparse, for
instance, it can be a signal that is sparse in a dictionary
or it can be a low-rank matrix. If R is a regularization
function that promotes this structure, we can solve the
regularized empirical risk minimization (ERM)
θˆ = arg min
θ
1
2
∥y −Xθ∥2`2 subject to R(θ) ≤ R. (1)
where y = [y1 . . . yn]T ∈ Rn and X = [x1 . . . xn]T ∈
Rn×p are the output labels and data matrix respectively.
This problem is well-studied in the statistics and com-
pressed sensing (CS) literature. However, much of the
theory literature is concerned with the scenario where
the problem is realizable i.e. the outputs are explicitly
generated with respect to some ground truth vector a.
In the simplest scenario, input/output relation can be
y = ⟨x,a⟩ + z where z is independent zero-mean noise
vector. In this case, one simply has θ⋆ = a. Such
realizability assumption is also common in the single-
index models [1], [2]. One contribution of this paper will
be analyzing regularized ERM without the realizability
assumption.
Bias in the data can negatively affect the estimation
quality. Assuming input is zero-mean, instead of solving
(1) we can solve a modified problem which accounts
for the mean of the output as well. Again, denoting the
regularization function by R, we will solve the modified
problem
θˆ, µˆ = arg min
θ,µ
L(θ, µ) subject to R(θ) ≤ R. (2)
where the loss is given by L(θ, µ) = 1
2
∥y−[X 1] [θ
µ
] ∥2
`2
.
We will show that solving problem (2) is essentially
equivalent to solving (1) with debiased output hence
it will result in more accurate estimation. The goal of
this paper is studying problem (2) under a general algo-
rithmic framework, establishing finite-sample statistical
and algorithmic convergence, and addressing practical
considerations on the data distribution. In particular, we
are interested in how well one can estimate the best linear
model (BLM) given by the pair (θ⋆ = E[yx], µ⋆ = E[y]).
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For estimation, we will utilize the projected gradient
descent algorithm given by the iterates
θτ+1 = PK(θτ − η∇Lθ(θτ , µτ)),
µτ+1 = µτ − η∇Lµ(θτ , µτ), (3)
where PK projects onto the constraint set K = {θ ∈
Rp ∣ R(θ) ≤ R} and η is the step size.
A. Relation to Prior Work
There is a significant amount of literature on nonlinear
(or one-bit) CS [2]–[12]. [4], [13]–[16] study algorithmic
and statistical convergence rates for first order methods
such as projected/proximal gradient descent. For nonlin-
ear CS, [4], [5], [7], [17] provide statistical analysis of
single index estimation with a focus on Gaussian data.
Recently, one-bit CS techniques have been extended to
sub-gaussian distributions using dithering trick which
adds noise before quantization [18]–[21]. Dithering is
introduced to guarantee consistent estimation of the
ground-truth parameter. The papers [22]–[26] address
non-gaussianity by utilizing Stein identity which requires
access to the distribution of the input samples. Closer to
us [27] studies the constrained empirical risk minimiza-
tion with linear functions and squared loss with a focus
on convex problems. In comparison our analysis applies
to a broader class of distributions and focus on first order
algorithms. Much of our analysis focuses on addressing
subexponential samples, which requires tools from high-
dimensional probability [28], [29].
Our results apply to general regularizers and borrow
ideas from [4]–[7]. Similar to these, we view the non-
linearity between input and output as an additive noise.
The convergence analysis of projected gradient descent
is a rather well-understood topic and we utilize insights
from [13]–[16] for our analysis.
B. Contributions
At a high-level our work has three distinguishing
features compared to the prior literature.● Subexponential samples: Most nonlinear CS results
apply to Gaussian or subgaussian data when dithering
trick is utilized [18]–[21]. We take advantage of the
recent techniques for subexponential distributions to
provide statistical/computational guarantees for heavier-
tailed distributions.● No realizability assumption: Nonlinear CS literature
is typically concerned with a ground-truth vector to be
recovered. For instance, one-bit CS aims to learn θ
from samples of type y = sgn(θTx). Unlike these, we
do not enforce such relationship to exist between input
and output, hence the results apply under much weaker
assumptions. Instead of a ground-truth θ, we work with
the population BLM θ⋆. However, θ⋆ can be shown to
coincide with ground truth when it exists, if the input
distribution is nice (e.g. Gaussian) [4]–[7].● Bias estimation: Our analysis addresses the bias
in the output by solving the modified problem (2). We
show that (2) can be studied in a similar fashion to (1)
by studying the statistical properties of the concatenated
data matrix. However, empirically this modification re-
sults in a substantial improvement in estimation.
C. Paper Organization
We review mathematical background and formulate
the problem in Section II. We introduce our main results
on statistical and computational convergence guarantees
in Section III. Section IV provides numerical experi-
ments to corroborate our theoretical results. Proofs of
the main results are provided in Section V and finally
the concluding remarks are made in Section VI.
II. PRELIMINARIES AND PROBLEM FORMULATION
In this section we introduce statistical quantities which
are utilized to characterize the benefits of the regulariza-
tion R.
We first set the notation. c, c0, . . . ,C denote posi-
tive absolute constants. For a vector v, we denote its
Euclidean norm by ∥v∥`2 and its `∞ norm by ∥v∥∞.
Similarly for a matrix X , we denote its spectral norm
by ∥X∥. Given a set S, let cl(S) and clconv(S) be the
minimal closed set and minimal closed-convex set con-
taining S respectively. Let rad(S) denote the set radius
supv∈S ∥v∥`2 . For closed sets, let PS(⋅) be the projec-
tion operator defined as PS(a) = arg minv∈S ∥a − v∥`2 .N (µ,σ2) denotes the normal distribution and Bp denote
the unit ball in Rp. 1 is the all ones vector of proper
dimension. We will use ≳ and ≲ for inequalities that
hold up to a constant factor.
Suppose we are given n i.i.d. samples (xi, yi)ni=1 ∼(x, y). To keep the exposition clean, we assume that
x is whitened, that is, it has zero-mean and identity
covariance. We will aim to find a linear relation between
the modified input-output pairs ([xTi 1]T , yi)ni=1. Let
us consider the statistical properties of our modified
estimate in the population limit which is given by
θ⋆, µ⋆ = arg min
θ,µ
E[L(θ, µ)]
= E[yx],E[y].
Thus, in the limiting case, µ⋆ captures the mean of
the output and θ⋆ is the ideal solution of the problem
with debiased output. Our goal is estimating the popu-
lation minimizer θ⋆, µ⋆; which minimizes the expected
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quadratic loss E[(y − θTx − µ)2]. As discussed in
Section I, assuming θ⋆ is structured sparse, we consider
a non-asymptotic estimation of θ⋆, µ⋆ via problem (2).
To proceed with analysis, setK = {θ ∈ Rp ∣ R(θ) ≤ R}, (4)Kext = {[θT µ]T ∈ Rp+1 ∣ R(θ) ≤ R}. (5)
We investigate the PGD algorithm (3) which can be
written as
[θτ+1
µτ+1] = PKext([θτµτ]+η[X 1]T(y−[X 1] [θτµτ])), (6)
where η is a fixed learning rate and [X 1] ∈ Rn×(p+1)
is the modified data matrix constructed as follows
[X 1] = ⎡⎢⎢⎢⎢⎢⎣
xT1 1⋮
xTn 1
⎤⎥⎥⎥⎥⎥⎦ .
Following [4], [30] PGD analysis can be related to the
tangent ball around the population parameter θ⋆ which
is given byC = cl({αv ∣ v + θ⋆ ∈ K, α ≥ 0})⋂Bp. (7)
Similarly, we define the extended tangent ball as follows
Cext = {[αvγ ] ∣ α ≥ 0, v ∈ C, γ ∈ R}⋂Bp+1. (8)
The two definitions above are closely related. For any
vector v ∈ C, we have that [√1 − γ2vT γ]T ∈ Cext for∣γ∣ ≤ 1. In the following we will express the convergence
rates and residual errors of the PGD algorithm (3) in
terms of the statistical properties of the tangent balls .
Technical approach: Denoting the parameter estimation
error in (6) by hτ = [θτ T µτ ]T − [θ⋆T µ⋆]T and the
effective noise by w = y − [X 1][θ⋆T µ⋆]T , the PGD
update can be shown to obey [14] (see Eq. (VI.10))∥hτ+1∥`2 ≤ κ (∥hτ∥`2ρ(C) + ην(C)) (9)
where κ is a numerical constant which is equal to 1 for
convex regularizer R and 2 for arbitrary R and
ρ(C) = sup
u,v∈Cext ∣uT (I − η[X 1]T [X 1])v∣, (10)
ν(C) = sup
v∈Cext ∣vT [X 1]Tw∣. (11)
Here ρ captures the algorithmic convergence and ν
captures the statistical accuracy in terms of regulariza-
tion. To achieve statistical learning bounds, we need
to characterize the quantities above in finite sample.
Existing literature provides a fairly good understanding
of the related terms when X has subgaussian rows or
w is independent of X . The technical contributions of
this work are i) extending these results to subexponential
samples, ii) allowing for nonlinear dependencies between
the noise and data, and iii) addressing the bias term by
studying the concatenated matrix [X 1]. To proceed
with statistical analysis, we introduce Gaussian width.
Definition 2.1 ((Perturbed) Gaussian width [29]): The
Gaussian width of a set S ⊂ Bp is defined as
ω(S) = Eg∼N (0,Ip)[sup
v∈S vTg].
Let C > 0 be an absolute constant. Given an integer
n ≥ 1, the perturbed Gaussian width ωn(T ) of T ⊂ Bd
is defined as
ωn(T ) = min
clconv(S)⊇T
rad(S)≤C
ω(S) + γ1(S)√
n
where γ1(S) is Talagrand’s γ1-functional (see [28]) with
`2-metric.
Gaussian width helps to quantify the complexity of the
regularized problem and determines the sample complex-
ity of the linear inverse problems i.e. high-dimensional
problems become manageable in the regime n ≳ ω2(C)
[30], [31]. Perturbed width is introduced more recently
in [29] to address subexponential samples. [29] shows
that, for standard regularizers such as `0, `1, subspace,
and rank constraints, we have that
ω2(C) ∼ ω2n(C) (12)
in the interesting regime n ≥ ω2(C). Hence, perturbed
width has the same statistical accuracy of Gaussian width
but applies to subexponential samples.
As illustrated in Table I, square of the Gaussian width
captures the degrees of freedom for practical regularizers.
Table I is obtained by setting R = R(θ⋆) in (4). In
practice, a good choice for R can be found by using
cross validation. It is also known that the performance
of PGD is robust to choice of R (see Thm 2.6 of [14]).
Constraint Parameter vector model ω2(C)
None θ⋆ ∈ Rp p
Sparsity ∥ ⋅ ∥`0 s non-zero entries s log(6p/s)
`1 norm ∥ ⋅ ∥`1 s non-zero entries s log(6p/s)
Subspace θ⋆ ∈ S, dim(S) = k k
Matrix rank rank(mat(θ⋆)) ≤ r rp1/2
TABLE I: List of low-dimensional models and cor-
responding Gaussian widths (up to a constant factor)
for the constraint sets K = {θ ∣ R(θ) ≤ R(θ⋆)}. If
constraint is set membership such as subspace, R(θ) = 0
inside the set and ∞ outside. Furthermore, we represent
the vector θ⋆ ∈ Rp in matrix form as mat(θ⋆) ∈ R√p×√p.
The next statistical quantity required in our analysis is
the Orlicz norm defined as.
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Definition 2.2 (Orlicz norms): For a scalar random
variable Orlicz-a norm is defined as∥X∥ψa = sup
p≥1 p−1/a(E[∣X ∣p])1/p
Orlicz-a norm of a vector x ∈ Rd is defined as∥x∥ψa = supv∈Bd ∥vTx∥ψa . Subexponential and subgaus-
sian norms are special cases of Orlicz-a norm given by∥⋅∥ψ1 and ∥⋅∥ψ2 respectively.
Based on perturbed Gaussian width definition, we will
show that one can upper bound the critical quantities
(10) and (11). In return, this will reveal the statistical
and computational performance of the PGD algorithm.
This is the topic of the next section which states our
main results.
III. MAIN RESULTS
In this section we estimate the convergence rate and
the statistical accuracy of the PGD algorithm as a
function of sample size, complexity of the parameter
(e.g. sparsity level), and the distribution of the data
(whether subgaussian or subexponential). Our main the-
orem establishes a linear convergence rate of PGD and
shows that PGD achieves statistically efficient error rates.
We first describe the data model.
Definition 3.1 (Isotropic vector): x ∈ Rp is called an
isotropic Orlicz-a vector if it is zero-mean with identity
covariance and if its Orlicz-a norm ∥x∥ψa is bounded
by an absolute constant.
Definition 3.2 (σ-noisy datasets): We assume the sam-
ples (yi,xi)ni=1. We call a dataset σ-Orlicz-a if the input
samples are isotropic Orlicz-a vectors and the residual
at the ground truth obeys∥y −xTθ⋆ − µ⋆∥ψa ≤ σ.
We call σ-Orlicz-1 dataset σ-subexponential and σ-
Orlicz-2 dataset σ-subgaussian.
Note that residual at the ground truth is the noise in our
problem which may be function of the nonlinearity. Our
main results capture the PGD performance for different
dataset models.
Theorem 3.3 (Subgaussian): Suppose (xi, yi)ni=1 is a
σ-subgaussian dataset. Assume n ≳ (ω(C) + t)2 and set
learning rate η = 1/n. Let R be an arbitrary regular-
izer. Starting form any initial estimate [θT0 µ0]T , with
probability at least 1−6 exp(−c0t2/2)−4n−100, all PGD
iterates (6) obeys
∥[θτ − θ⋆
µτ − µ⋆]∥`2 ≤ (cω(C) + t√n )τ∥[θ0 − θ
⋆
µ0 − µ⋆]∥`2+Cσ (ω(C) + t)√log(n)√
n
.
Similarly, for subexponential samples, we have the fol-
lowing theorem which applies to convex regularizers.
Theorem 3.4 (Subexponential): Suppose (xi, yi)ni=1 is
a σ-subexponential dataset. Set q = (n + p) log3(n + p).
Set learning rate η = c0/q, suppose R is convex and
n ≳ (ωn(C) + t)2. Starting from initialization [θT0 µ0]T ,
with probability at least 1−9 exp(−c0min(n, t√n, t2))−
5(n + p)−100, all PGD iterates (6) obey
∥[θτ − θ⋆
µτ − µ⋆]∥`2 ≤ (1 − cnq )
τ ∥[θ0 − θ⋆
µ0 − µ⋆]∥`2+Cσ (ωn(C) + t) log(n)√
n
.
Both of these results show that PGD iterates con-
verge to population parameters θ⋆, µ⋆ at a linear rate.
Subexponential theorem requires a more conservative
choice of learning rate. The statistical estimation error
grows as ω(C)/√n for subgaussian and ωn(C)/√n for
subexponential. Since our results apply in the regime
n ≳ ω2(C), following (12), statistical errors associated
with subgaussian and subexponential are same up to a
constant for typical regularizers.
Our main results follow from Theorems 3.5 and 3.6
which are the topics of the following sections.
A. Controlling the Convergence Rate of PGD
In this section, we study the convergence rate char-
acterized by the ρ(C) term. The challenges we address
are (i) characterizing the restricted singular values of
the subexponential data matrices and (ii) addressing the
concatenated all ones vector.
Theorem 3.5 (Convergence rate): Suppose (xi, yi)ni=1
is a σ-subgaussian dataset and [X 1] is the modified-
data matrix, where 1 is a vector of all ones. Let C
and Cext be the tangent balls as defined in (7) and (8)
respectively. Assume n ≳ (ω(C) + t)2. Setting η = 1/n,
with probability at least 1 − 4e−t2 we have
ρ(C) ≲ ω(C) + t√
n
.
If the dataset is σ-subexponential, then setting η =
c0/(n + p) log3(n + p) and assuming n ≳ (ωn(C) + t)2,
with probability 1 − 5 exp(−cmin(n, t√n, t2)) − 3(n +
p)−100, we have
ρ(C) ≤ 1 −C0ηn.
Note that, subexponential requires a smaller choice of
learning rate which results in slower convergence.
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B. Bounding the Error due to Nonlinearity
Next, we provide a bound on the effective noise
level ν(C); which is crucial for assessing statistical
accuracy. This term arises from the nonlinearity and
noise associated with the relation between input and
output. For example, for single-index models, we have
E[y ∣ x] = φ(xTθGT) for some link function φ and
ground truth θGT, and φ becomes the source of the
nonlinearity. Our approach is similar to [4]–[7], [27] and
treats the nonlinearity as a noise. The finite sample noise
is captured by the residual vector
w = y −Xθ⋆ − 1µ⋆. (13)
Following ν(C) term in (11), the contribution of the
residual w to the estimated parameter is captured by
the vector
e = [X 1]Tw = n∑
i=1(yi − µ⋆ −xTi θ⋆) [xi1 ] . (14)
Our key observation is that the properties of e can be
characterized under fairly general assumptions compared
to the existing literature; which is mostly restricted to
zero-mean subgaussian samples.
Theorem 3.6 (Statistical error): Suppose (xi, yi)ni=1 ∼(x, y) is a σ-subgaussian dataset. Let the tangent ballsC and Cext be as defined in (7) and (8) respectively.
Assume n ≳ (ω(C) + t)2. Then, with probability at least
1 − 2 exp(−t2/2) − 4n−100, we have
ν(C)
n
≲ σ(ω(C) + t)√log(n)√
n
.
where ν(C) is the effective noise given by (11).
If (xi, yi)ni=1 is a σ-subexponential dataset and
n ≳ (ωn(C) + t)2, with probability at least 1 −
4 exp(−c min(t√n, t2)) − 2n−100, we have
ν(C)
n
≲ σ(ωn(C) + t) log(n)√
n
.
This theorem establishes the crucial finite sample upper
bounds on ν(C) for both subgaussian and subexponential
data as a function of Gaussian width of the tangent ball.
Combining our bounds on ρ(C) and ν(C) and utilizing
the recursion (9), we can obtain the PGD convergence
characteristics and prove the main theorems.
IV. NUMERICAL EXPERIMENTS
In this section, we discuss experiments that corrobo-
rate our theoretical results. We consider a standard single-
index model where for some ground truth vector β and
link function φ, the input/output relation is given by
yi = φ(βTxi). We pick β to be a sparse vector with
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Fig. 1: We run PGD with different activations (ReLU and
sign) using X and [X 1] as data matrices. In both cases,
train and test errors decay gracefully to the ground truth
baseline (with debiased output). However, PGD using[X 1] outperforms PGD using X alone for ReLU.
s = 20 nonzeros and p = 800 and set sample size to
be n = 500. Because of sparsity prior, we run PGD
as iterative hard thresholding where θτ is projected to
be s-sparse after every iteration. As link functions, we
considered ReLU (i.e. max(x,0)) and sign functions
(maps to ±1); which are of interest for deep learning and
quantization respectively. We generate xi’s with i.i.d. ex-
ponentially distributed entries (with parameter λ = 1)
and then remove the mean and normalize the covariance
to identity. We pick a learning rate of η = 1/5n in all
experiments. The shaded areas in the plots correspond
to one standard deviation.
To assess test and training performance of PGD, we
use the following three metrics:
● the normalized training error defined as∥y −Xθτ − µτ1∥2`2/∥y∥2`2 ,● the normalized test error that is similarly defined
but evaluated on a fresh dataset of size n using the
training model θτ ,● correlation to ground truth vector β defined as
θTτ β∥θτ ∥`2∥β∥`2 .
We compare two baselines. First one is running PGD
with X and [X 1] separately. Second one assumes
knowledge of ground truth β and fits a model γβ by
finding γ to minimize the training loss. Numerically,
we minimize ∥y¯ − γXβ∥2`2 over γ where y¯i = yi −(1/n)∑ni=1 yi. This sets γ = y¯TXβ/∥Xβ∥2`2 .
Figure 1 plots the loss as a function of the PGD iter-
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Fig. 2: We plot correlation of PGD estimate with the
ground truth vector β. Correlation increases with more
samples and when we use [X 1] instead of X in the
PGD estimate.
ations τ . Both training and test errors gracefully decays
with more iterations for both choices of link functions.
The dashed values corresponds to γβ’s performance.
While there is a slight mismatch between train/test
performances (due to finite samples), high-dimensional
estimation via PGD works well and performs on par with
ground truth. Observe that for ReLU, E[y] is nonzero
and estimating mean should be beneficial. Indeed, Fig-
ures 1c and 1d demonstrates that [X 1] substantially
outperforms using X alone. There is no improvement
for sign function since E[y] ≈ 0.
In Figure 2 we focus on the parameter estimation
question by plotting the correlation between θτ and β.
Correlation is always between −1,1 and quantifies how
well we can estimate direction of the ground truth vector
via PGD. This experiment is conducted with two values
of n namely 250 and 500 while p = 800 in both cases.
Observe that, a larger sample size results in more sta-
ble estimation (smaller standard deviations) and higher
correlation with output. Additionally Figure 2d shows
that ReLU problem achieves better correlation once we
account for the bias term. Hence, mean estimation is
not only beneficial for test performance but also for
parameter estimation.
V. PROOFS OF MAIN THEOREMS
This section proves our main results and outlines the
proofs of Theorems 3.3, 3.4, 3.5 and 3.6. Throughout,
we use the same notation as described in II.
A. Proof of Theorem 3.4
We provide our analysis for subexponential samples.
The extension to subgaussian samples is accomplished in
an identical fashion. Set the estimation error at iteration
τ to be hτ = [θτ T µτ ]T − [θ⋆T µ⋆]T . Note that,
when ρ(C) < 1 and R is a convex regularizer, then the
recursion (9) can be iteratively expanded as
∥hτ∥`2 ≤ ∥h0∥`2ρ(C)τ + ην(C) τ−1∑
k=0 ρ(C)k≤ ∥h0∥`2ρ(C)τ + ην(C) ∞∑
k=0ρ(C)k= ∥h0∥`2ρ(C)τ + ην(C)1 − ρ(C) (15)
With the advertised probability, subexponential state-
ments of Theorems 3.5 and 3.6 hold. Hence, for some
constants, we have that ρ(C) ≤ 1 − c0ηn, ν(C) ≤
C
√
nσ(ωn(C) + t) log(n) and η = c/q with q = (n +
p) log3(n + p). Plugging these in (15), we find the
following upper bound on the right hand side,∥hτ+1∥`2 ≤ (1 − c0ηn)τ∥h0∥`2+ η
c0ηn
C
√
nσ(ωn(C) + t) log(n)
= (1 − c0cn
q
)τ∥h0∥`2
+ σ C
c0
(ωn(C) + t) log(n)√
n
,
which is the desired bound. The case of subgaussian
samples is again a corollary of Theorems 3.5 and 3.6.
This concludes the proof of our main result.
B. Proof of Theorem 3.5 for subgaussian samples
We start our proof with the following lemma.
Lemma 5.1: Let (xi)ni=1 ∼ x ∈ Rp be i.i.d. isotropic
subgaussian samples. LetX ∈ Rn×p be concatenated data
and [X 1] is the modified-data matrix, where 1 is a
vector of all ones. Let T be a closed set with Euclidian
radius bounded by a constant andText = {v˜ ∣ v˜ = [βvT γ]T }.
where β ≤ C1, γ ≤ C2 for some positive constants
C1,C2 and v ∈ T . Assume n ≳ (ω(T )+ t)2. Then, with
probability at least 1 − 2e−t2 we have
sup
v˜∈Text ∣v˜T (I − 1n [X 1]T [X 1])v˜∣ ≲ ω(T ) + t√n .
The proof of Lemma 5.1 is deferred to Section VII-A.
Next using the result of Lemma 5.1, we obtain the
following lemma which bounds the convergence rate for
subgaussian samples.
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Lemma 5.2: Consider the setup of Lemma 5.1. Fur-
thermore, let the tangent balls C and Cext be as defined
in (7) and (8) respectively. Following Lemma 5.1, with
probability at least 1 − 4e−t2 , the following holds
sup
u˜,v˜∈Cext ∣u˜T (I − 1n [X 1]T [X 1])v˜∣ ≲ ω(C) + t√n .
The proof of Lemma 5.2 is deferred to Section VII-B.
This completes the proof for subgaussian samples.
C. Proof of Theorem 3.5 for subexponential samples
Let (xi)ni=1 ∼ x ∈ Rp be i.i.d. isotropic subexponential
vectors and X be the associated design matrix as previ-
ously. Let C and Cext be as defined in 7 and 8 respectively.
Assume n ≳ ω2n(C). Our proof strategy is based on the
observation that, we can bound the (restricted) singular
values of [X 1]T [X 1] with high probability for
subexponential data as follows.
1) Upper bounding the singular values: In this sec-
tion we will upper bound the largest eigenvalue of the
matrix [X 1]T [X 1] with high probability. Towards
this goal, we utilize Matrix Chernoff bound from [32].
Theorem 5.3 (Matrix Chernoff [32]): Consider a finite
sequence {Xi}ni=1 of independent, random, Hermitian
matrices with common dimension d. Assume that
0 ≤ σmin(Xi) and ∥Xi∥ ≤ L for i = 1, . . . , n
Define the sum M = ∑ni=1Xi and let ζmax be an upper
bound on the spectral norm of the expectation E[M]
i.e. ζmax ≥ ∥E[M]∥ = ∥∑ni=1 E[Xi]∥. We have that
P (∥M∥ ≥ (1 + )ζmax) ≤ d [ e(1 + )1+ ]
ζmax
L
,  ≥ 0.
We will use Theorem 5.3 to bound the largest eigenvalue
of [X 1]T [X 1]. Observe that
[X 1]T [X 1] = n∑
i=1 [xi1 ] [xTi 1].
Clearly this matrix is positive semidefinite. To bound∥[xTi 1]T [xTi 1]∥, we use the following lemma.
Lemma 5.4 (Spectral norm bound): Let (xi)ni=1 be
i.i.d. isotropic subexponential samples in Rp. Then, with
probability at least 1−2(n+p)−100 the spectral norm of
all xixTi matrices can be bounded as∥xixTi ∥ ≤ ∥xi∥2`2 ≤ cp log2(n + p).
The proof of lemma 5.4 is deferred to Section VII-C.
Lemma 5.4 guarantees that ∥[xTi 1]T [xTi 1]∥ ≤∥[xTi 1]T ∥2`2 = ∥xi∥2`2+1 ≤ Cp log2(n+p). Hence, we do
satisfy the conditions required by Theorem 5.3. Before
using Theorem 5.3 we will upper bound the spectral
norm of the expectation E[[X 1]T [X 1]] as follows.
Lemma 5.5 (Spectral norm bound of expectation): Let
x ∈ Rp be an isotropic subexponential vector, x˜ =[xT 1]T and let B = Cp log2(n + p) for sufficiently
large constant C > 0. Then we have
E [x˜x˜T ∣ ∥x˜∥2`2 ≤ B] ⪯ 2Ip.
The proof of Lemma 5.5 is deferred to Section VII-D.
Thus, applying Lemma 5.5 on the set of all [xTi 1]T
satisfying ∥[xTi 1]T [xTi 1]∥ ≤ Cp log2(n + p), we find
that with probability 1−2(n+p)−100 the following holds
∥E[[X 1]T [X 1]]∥ = ∥E[ n∑
i=1 [xi1 ] [xTi 1]]∥≤ ∥ n∑
i=12Ip∥= 2n.
Hence, we can pick ζmax ≥ 2n to upper bound the
largest eigenvalue of E[[X 1]T [X 1]]. Now, using
Theorem 5.3 with ζmax = C0C(n + p) log3(n + p), L =
Cp log2(n + p) and  = e − 1 we get
P (∥[X 1]T [X 1]∥ ≥ eC0C(n + p) log3(n + p))
≤ p [ee−1
ee
]C0 n+pp log(n+p)
= pe−C0 n+pp log(n+p) ≤ (n + p)−100. (16)
Union bounding, with probability at least 1−3(n+p)−100,∥[X 1]T [X 1]∥ ≲ (n + p) log3(n + p). (17)
2) Lower bounding the singular values: In this sec-
tion we will lower bound the gain of [X 1] restricted
to the tangent ball Cext. We will utilize the notion of
restricted singular value (RSV) to proceed.
Definition 5.6 (Restricted singular value): Given a
matrix M and a closed set C, the RSV of M at C is
defined as
σ(M ,C) = min
v∈C ∥Mv∥`2∥v∥`2 .
In the following, we will lower bound
minv˜∈Cext ∥[X 1]v˜∥`2 which is the RSV of [X 1]
at Cext. Recall that any v˜ ∈ Cext with unit Euclidian
norm obeys v˜ = [√1 − γ2vT γ]T ∈ Cext for ∣γ∣ ≤ 1 and
v ∈ C. Consequently∥[X 1]v˜∥2`2 = ∥√1 − γ2Xv + γ1∥2`2= (1 − γ2) ∥Xv∥2`2 + γ21T1 + 2γ√1 − γ21TXv≥ (1 − γ2) ∥Xv∥2`2 + γ2n + 2γ√1 − γ2vT n∑
i=1xi.
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Setting x¯ = 1
n ∑ni=1 xi and minimizing both sides over
v˜ ∈ Cext, we get
min
v˜∈Cext ∥[X 1]v˜∥2`2≥ min∣γ∣≤1 ((1 − γ2)minv∈C ∥Xv∥2`2 + γ2n) − 2n supv∈C ∣vT x¯∣≥ min{min
v∈C ∥Xv∥2`2 , n} − 2n supv∈C ∣vT x¯∣. (18)
In essence, (18) bounds RSV of [X 1] in terms of
the RSV of X and some simpler terms. The following
theorem from [29] (Theorem D.11) gives a lower lower
bound on the RSV of a matrix X with i.i.d. subexpo-
nential rows.
Theorem 5.7 (Bounding RSV [29]): LetX ∈ Rn×d be a
random matrix with i.i.d. isotropic subexponential rows.
Let C be a tangent ball as in (7) and suppose the sample
size obeys n ≳ (ωn(C) + t). Then with probability at
least 1 − 3 exp(−cmin(n, t√n, t2)), we have that
min
v∈C ∥Xv∥2`2 ≥ c0n.
Next, we shall state a lemma from [29] (Lemma D.7) to
upper bound the term involving the sample average x¯.
Lemma 5.8 (Bounding empirical width [29]): SupposeC is a subset of the unit Euclidian ball and (xi)ni=1
are i.i.d. zero-mean vectors with bounded subexponential
norm. Define the empirical average vector x¯ = 1
n ∑i xi.
We have that
P(sup
u∈C ∣uT x¯∣ ≤ C (ωn(C) + t)√n )≥ 1 − 2 exp(−c min(t√n, t2)).
Combining Theorem 5.7 and Lemma 5.8 into (18) we
find that, there exist constants c, c0,C0 > 0 such that
with probability at least 1 − 5 exp(−cmin(n, t√n, t2)),
we can lower bound the RSV of [X 1] as,
min
v˜∈Cext ∥[X 1]v˜∥2`2 ≥ c0n −C0nωn(C) + t√n≥ c0n/2. (19)
where last line follows from the assumption that n ≳(ωn(C) + t)2.
3) Upper bounding the convergence rate: Union
bounding the events (17) and (19), we obtain upper
and lower bounds on the singular values of [X 1]
with the desired probability. Hence, we can bound the
convergence rate of PGD as follows. Setting q = (n +
p) log3(n + p), we have (17) ∥[X 1]T [X 1]∥ ≤ Cq.
Therefore, choosing learning rate η = 1/Cq, the matrix
I−η[X 1]T [X 1] is positive semidefinite (PSD). Hence,
applying the generalized Cauchy-Schwarz inequality for
PSD matrix, we find
ρ(C) = sup
u˜,v˜∈Cext u˜T (I − η[X 1]T [X 1])v˜≤ sup
u˜,v˜∈Cext[(u˜T (I − η[X 1]T [X 1])u˜)1/2(v˜T (I − η[X 1]T [X 1])v˜)1/2]= sup
v˜∈Cext v˜T (I − η[X 1]T [X 1])v˜= 1 − η min
v˜∈Cext ∥[X 1]v˜∥2`2≤ 1 − c0ηn/2.
Here the last inequality follows from (19). This com-
pletes the proof for subexponential samples.
D. Proof of Theorem 3.6 for subgaussian samples
Suppose the dataset (xi, yi)ni=1 ∼ (x, y) is σ-
subgaussian. Let X, [X 1],C and Cext be as defined in
Section II, recall w from (13) and assume n ≳ (ω(C) +
t)2. Representing v˜ ∈ Cext as v˜ = [√1 − γ2vT γ]T for
v ∈ C and ∣γ∣ ≤ 1, we have
ν(C) = sup
v˜∈Cext ∣v˜T [X 1]Tw∣= sup
v∈C,∣γ∣≤1 ∣√1 − γ2vTXTw + γ1Tw∣≤ sup
v∈C,∣γ∣≤1 ∣√1 − γ2vTXTw∣ + sup∣γ∣≤1 ∣γ1Tw∣≤ sup
v∈C ∣vTXTw∣ + ∣1Tw∣. (20)
In the following we will upper bound the terms
supv∈C ∣vTXTw∣ and ∣1Tw∣ separately and will com-
bine them to get an upper bound on the residual error.
1) Upper bounding the first term in (20): In order to
upper bound the first term in (20), define the clipping
function
clip(a,B) = ⎧⎪⎪⎨⎪⎪⎩a if ∣a∣ ≤ Bsign(a)B else .
The following lemma immediately follows from union
bounding the large deviations of subgaussian and subex-
ponential variables X and shows that X = clip(X,B)
with high probability.
Lemma 5.9: Let (wi)ni=1 be i.i.d. subgaussian random
variables with ∥wi∥ψ2 ≤ σ. There exists a constant C >
0 such that picking B = C√log(n), with probability
1 − 2n−100 for all i, we have
wi = clip(wi, σB).
If instead (wi)ni=1 are i.i.d. subexponential with ∥wi∥ψ1 ≤
σ, then picking B = C log(n) leads to the same result.
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Using Lemma 5.9, ∥w∥∞ ≤ σB with probability 1 −
2n−100. Conditioned on this event, we have
sup
v∈C ∣vTXTw∣ = supv∈C ∣vT n∑i=1 clip(wi, σB)xi∣. (21)
Setting zi = clip(wi, σB)xi = wixi, (21) can be re-
written as
sup
v∈C ∣vTXTw∣ = 1n supv∈C ∣vT n∑i=1zi∣≤ sup
v∈C ∣vT n∑i=1(zi − E[zi])∣ + supv∈C ∣vT n∑i=1E[zi]∣≤ sup
v∈C ∣vT n∑i=1(zi − E[zi])∣ + n∥E[z1]∥`2 . (22)
Note that zi = wixi is subgaussian since wi is bounded.
The subgaussian norm obeys
∥zi − E[zi]∥ψ2 ≲ ∥zi∥ψ2 ≲ σ√log(n)∥xi∥ψ2 ≲ σ√log(n).
Define the average vector z¯ = n−1/2∑ni=1(zi − E[zi])
which is still subgaussian with same norm (up to a
constant). Standard results from functional analysis [28]
guarantee
1
n
sup
v∈C ∣vT (zi − E[zi])∣ = 1√n supv∈C ∣vT z¯∣
≲ σ(ω(C) + t)√log(n)√
n
. (23)
with probability at least 1 − 2e−t2/2. This bounds the
first term of (22). Next, we address the expectation term∥E[z1]∥`2 via following lemma.
Lemma 5.10: Suppose x is an isotropic Orlicz-a vector
and ∥w∥ψa ≤ σ. Let B = C log1/a(n) for sufficiently
large constant C > 0. For a = 1,2, we have that
∥E[wx ∣ ∣w∣ ≤ σB]∥`2 ≲ σp2n−201.
The proof of Lemma 5.10 is deferred to Section VII-F.
Combining (23) and Lemma 5.10 into (22), with proba-
bility at least 1 − 2e−t2/2 − 2n−100, we find that,
1
n
sup
v∈C ∣vTXTw∣ ≲ σ(ω(C) + t)
√
log(n)√
n+ σp2n−200
≲ σ(ω(C) + t)√log(n)√
n
(24)
which is the desired bound for the first term in (20).
2) Upper bounding the second term in (20): The vec-
tor w is zero-mean with ∥w∥ψ2 ≤ σ. Hence, ∥1Tw∥ψ2 ≤
σ
√
n which implies that with probability 1 − 2n−100,∣1Tw∣ ≲ σ√n logn.
Combining the bound above with (24), we get the
advertised bound on the residual, namely
1
n
ν(C) ≲ σ(ω(C) + t)√log(n)√
n
, (25)
with probability at least 1− 2 exp(−t2/2)− 4n−100. This
completes the proof for σ-subgaussian data.
E. Proof of Theorem 3.6 for subexponential samples
Suppose the dataset (xi, yi)ni=1 ∼ (x, y) is σ-
subexponential. Let X, [X 1],C and Cext be as de-
fined in Section II, recall w from (13) and assume
n ≳ (ωn(C) + t)2. Similar to the subgaussian case, we
split the residual into two terms via (20) and bound each
term separately to get a final bound.
1) Upper bounding the first term in (20): Let zi =
wixi. With probability 1−2n−100, we have that ∥w∥∞ ≲
σ logn. We continue the analysis conditioned on this
event. With bounded wi, zi − E[zi] is subexponential
via∥zi − E[zi]∥ψ1 ≲ ∥zi∥ψ1 ≲ σ logn∥xi∥ψ1 ≲ σ logn.
Combining this with Lemma 5.8, guarantees that
1
n
sup
v∈C ∣vT n∑i=1(zi − E[zi])∣ ≲ σ(ωn(C) + t) log(n)√n (26)
with probability at least 1 − 2 exp(−O(min(t√n, t2))).
Next, using Theorem 5.10, we also upper bound∥E[z1]∥`2 by Cσp2n−201. Combining this with (26)
and substituting into (the deterministic inequality) (22),
with probability at least 1−2 exp(−O(min(t√n, t2)))−
2n−100 we have,
1
n
sup
v∈C ∣vTXTw∣ ≲ σ(ωn(C) + t) log(n)√n . (27)
2) Upper bounding the second term in (20): Us-
ing ∥wi∥ψ1 ≲ σ and applying Lemma 5.8 (over one-
dimensional R), we find that ∣1Tw∣ ≲ σ(1 + t)√n with
probability 1 − 2 exp(−c min(t√n, t2)).
Combining this with (27) and plugging into (20), we get
the advertised upper bound
1
n
ν(C) ≲ σ(ωn(C) + t) log(n)√
n
+ (1 + t)σ√
n≲ σ(ωn(C) + t) log(n)√
n
(28)
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which holds with probability at least
1 − 4 exp(−cmin(t√n, t2)) − 2n−100. This completes
the proof for σ-subexponential data.
VI. CONCLUSION
We studied the problem of finding the best linear
model from n input-output samples under quadratic loss
in the high-dimensional regime n ≪ p. For estimation,
we utilized the projected gradient descent algorithm
and showed its fast convergence as well as statistical
accuracy in a data-dependent fashion. Our results are
established for subexponential design which is heavier
tailed compared to well-studied subgaussian. In both
cases, we prove that nonlinearity of the problem behaves
like independent noise and we establish favorable sta-
tistical guarantees as if the problem is linear. We also
modified the original regression problem to allow for
mean estimation and demonstrated its practical benefit
when output labels have nonzero mean via simulations.
It would be desirable to extend our results to general
loss function. If a loss function ` has the potential to
better capture input/output relation, we can solve for
L(θ) = n∑
i=1 `(yi, ⟨θ,xi⟩).
Specifically this function can still be quadratic
but characterized by a nonlinear link function φ
i.e. `(yi, ⟨θ,xi⟩) = (yi − φ(⟨θ,xi⟩))2. We believe that
much of the results presented here extends to strongly-
increasing φ where the derivative is lower bounded
by a constant i.e. φ′ ≥ α for some α > 0. These
functions are shown to behave like linear regression [33].
However, it is not immediately clear if strong statistical
and computational guarantees established in this paper
(as well as related literature) can be established for φ.
VII. APPENDIX
This section provides the proofs of supporting results.
A. Proof of Lemma 5.1
We start by expanding the convergence term by sub-
stituting v˜ = [βvT γ]T as follows,
∣v˜T (I − 1
n
[X 1]T [X 1])v˜∣
= ∣ 1
n
∥[X 1]v˜∥2`2 − ∥v˜∥2`2 ∣= ∣ 1
n
∥βXv + γ1∥2`2 − ∥[βvT γ]T ∥2`2 ∣= ∣ 1
n
(β2∥Xv∥2`2 + γ21T1 + 2βγ1TXv) − β2∥v∥2`2 − γ2∣
= ∣ 1
n
β2∥Xv∥2`2 − β2∥v∥2`2 + 1nγ2n − γ2 + 2βγ 1n n∑i=1vTxi≤ β2∣ 1
n
∥Xv∥2`2 − ∥v∥2`2 ∣ + ∣2βγ∣∣vT ∑ni=1 xin ∣≲ ∣vT (I − 1
n
XTX)v∣ + ∣vT x¯∣, (29)
where, x¯ = n−1∑ni=1 xi is the empirical average vector
of i.i.d. subgaussian rows (xi)ni=1. Thus, using (29), we
can write
sup
v˜∈Text∣v˜T (I − 1n [X 1]T [X 1])v˜∣≲ sup
v∈T ∣vT (I − 1nXTX)v∣ + supv∈T ∣vT x¯∣. (30)
Given X ∈ Rn×p is isotropic subgaussian, Lemma 6.14
in [14] guarantees
sup
v∈T ∣vT (I − 1nXTX)v∣ ≲ ω(T ) + t√n , (31)
with probability at least 1 − e−t2 . Furthermore, since(xi)ni=1’s have bounded subgaussian norm, x¯ is also
bounded and standard results from functional analysis
guarantee [28]
sup
v∈T ∣vT ∑ni=1 xin ∣ = supv∈T ∣vT x¯∣ ≲ ω(T ) + t√n , (32)
with probability at least 1 − e−t2 . Combining the results
(31) and (32) into (30), we find that
sup
v˜∈Text ∣v˜T (I− 1n [X 1]T [X 1])v˜∣ ≲ ω(T ) + t√n (33)
holds with probability at least 1− 2e−t2 . This completes
the proof of Lemma 5.1
B. Proof of Lemma 5.2
Let the tangent balls C and Cext be as defined in (7)
and (8) respectively. Define the setsT− = Cext − Cext and T+ = Cext + Cext
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and note that,
ω(C − C) = E[ sup
u,v∈C gT (u − v)]≤ E[sup
u∈C gTu + supv∈−C gTv] = 2ω(C).
Similarly, ω(C + C) ≤ 2ω(C). Applying Lemma 5.1 onT+ and T−, with advertised probability, we have
sup
a∈T+∪T− ∣Λ(a,a)∣ ≲ ω(C) + t√n .
where Λ(a,b) = aT (I − 1
n
[X 1]T [X 1])b. Now, for
any u,v ∈ Cext, picking u + v ∈ T+ and u − v ∈ T−, we
have
∣Λ(u + v,u + v)∣, ∣Λ(u − v,u − v)∣ ≲ ω(C) + t√
n
.
To proceed, note that
Λ(u,v) = Λ(u + v,u + v) −Λ(u − v,u − v)
4
.
Hence, ∣Λ(u,v)∣ = ∣uT (I − 1
n
[X 1]T [X 1])v∣ ≲(ω(C) + t)/√n holds with the advertised probability.
C. Proof of Lemma 5.4
Let (xi)ni=1 ∼ x ∈ Rp be i.i.d. isotropic subgaussian
samples and X ∈ Rn×p is the concatenated design matrix.
Let xij denotes the ijth element of the matrix X . Since
each xij has subexponential norm bounded by a constant,
there exists a constant C > 0 such that ∣xij ∣ ≤ C log(n+p)
holds with probability at least 1 − 2(n + p)−102 using
subexponential tail bound. Union bounding over all
entries of X yields that ∣xij ∣ ≤ C log(n+p) holds for all
i, j with probability at least 1−2(n+p)−100. Hence, we
can bound each row xi of X with probability at least
1 − 2(n + p)−100 via∥xi∥`2 ≤ C√p log(n + p), (34)
or equivalently, we have∥xixTi ∥ ≤ ∥xi∥2`2 ≤ cp log2(n + p).
This completes the proof of Lemma 5.4.
D. Proof of Lemma 5.5
Recall that (xi)ni=1 ∼ x ∈ Rp are i.i.d. isotropic subex-
ponential vectors and x˜ = [xT 1]T . We can estimate the
covariance matrix of x˜ given ∥x˜∥2`2 ≤ B using law of
total probability as follows
E [x˜x˜T ] = E [x˜x˜T ∣ ∥x˜∥2`2 ≤ B]P (∥x˜∥2`2 ≤ B)+ E [x˜x˜T ∣ ∥x˜∥2`2 > B]P (∥x˜∥2`2 > B). (35)
Since a covariance matrix is positive-semidefinite, each
term in (35) is individually positive semidefinite. Hence,
we will drop the second term in (35) to get the following
lower bound on the covariance matrix
E[x˜x˜T ] ⪰ E[x˜x˜T ∣ ∥x˜∥2`2 ≤ B]P(∥x˜∥2`2 ≤ B) (36)
Using Lemma 5.4, it follows that ∥x˜∥2`2 = ∥[xT 1]T ∥2`2 ≤
Cp log2(n + p) = B holds with probability at least 1 −
2(n + p)−100. Hence, following (36), we get
E [x˜x˜T ∣ ∥x˜∥2`2 ≤ B] ⪯ E [x˜x˜T ]P (∥x˜∥`2 ≤ B)⪯ 1
1 − 2(n + p)−100 Ip ⪯ 2Ip.
This completes the proof of Lemma 5.5.
E. Proof of Lemma 5.9
Subgaussian case: Using subgaussian tail, for large
enough constant C > 0, for each i, we have ∣wi∣ ≤
Cσ
√
log(n) = σB with probability at least 1 − 2n−101.
This implies clip(wi, σB) = wi. Union bounding over
all entries of w, we find the result which holds with
probability at least 1 − 2n−100.
Subexponential case: follows similarly with B =
C log(n).
F. Proof of Lemma 5.10
We prove the result for subexponential samples. Sub-
gaussian case follows similarly. Without loss of gener-
ality, let σ = 1 as everything can be scaled accordingly.
Defining clip function as previously, set z = clip(w,B)x.
Furthermore, let wtail denotes the tail of ∣w∣, such that,
wtail = ⎧⎪⎪⎨⎪⎪⎩∣w∣ if ∣w∣ > B0 otherwise . (37)
wtail is an upper bound on the error due to clipping, that
is, ∣w − clip(w,B)∣ ≤ wtail. (38)
We proceed by upper bounding ∥E[z]∥`2 in terms
of wtail, using subadditive property of `2-norm and the
orthogonality of w and x (i.e., E[wx] = 0) as follows∥E[z]∥`2 = ∥E[clip(w,B)x]∥`2= ∥E[(w − clip(w,B))x]∥`2≤ E[∣w − clip(w,B)∣∥x∥`2]≤ E[wtail max(∥x∥`2 ,√pB)]. (39)
Using subexponentiality, for some constant c > 0, we
have that, P(wtail > √ct) ≤ 2e−t and P(∥x∥`2 > √cpt) ≤
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2pe−t, where, the latter follows from union bounding
over all entries of x. Union bounding these two events,
we get the following tail bound for their product,
P(wtail∥x∥`2 > c√pt2) ≤ 4pe−t. (40)
For notational convenience, set
g = wtail max(∥x∥`2 ,√pB), (41)
and note that g satisfies the following property due to
(37) ⎧⎪⎪⎨⎪⎪⎩either g >
√
pB2
or g = 0 . (42)
Furthermore, from (40) we get the following tail distri-
bution
Qg(t) = P(g > t) ≤ 4pe−[ tc√p ]1/2 . (43)
for t ≥ α ∶= √pB2. Combining (41), (42) and (43) into
(39) and denoting probability density function of g by
fg , we get
∥E[z]∥`2 ≤ E[g] = ∫ ∞
α
tfg(t)dt = −∫ ∞
α
tdQg(t)
= −tQg(t)∣∞α + ∫ ∞α Qg(t)dt= √pB2Qg(√pB2) + ∫ ∞
α
Qg(t)dt
(a)≤ 4p2B2e−B/√c + 4p∫ ∞√
pB2
e
−[ t
c
√
p
]1/2
dt.
(44)
where, (a) follows from (43). To bound the term on the
right hand side, we do a change of variable in (44) by
setting τ = [t/(c√p)]1/2 to get,
4p∫ ∞√
pB2
e
−[ t
c
√
p
]1/2
dt ≤ 8cp2 ∫ ∞B√
c
τe−τdτ
≤ 8cp2[ − τe−τ ∣∞B√
c
+ ∫ ∞B√
c
e−τdτ]
= 8cp2[ B√
c
e
− B√
c + e− B√c ]
≤ 8cp2( B√
c
+ 1)e− B√c . (45)
Combining this with (44), we get∥E[z]∥`2 ≤ 4p2(B2 + 2c(B/√c + 1))e−B/√c
(a)≤ C0p2n−201,
where, we get (a) by picking B = C log(n) with
sufficiently large C > 0. Finally, note that conditioned
on ∣w∣ ≤ B, z = wx and∥E[z]∥`2 ≥ ∥E[wx ∣ ∣w∣ ≤ B]∥`2P(∣w∣ ≤ B).
Since P(∣w∣ ≤ B) > 1/2, this yields∥E[wx ∣ ∣w∣ ≤ B]∥`2 ≲ p2n−201 which is the advertised
result with σ = 1.
Similarly for subgaussian samples, one can show that
∥E[z]∥`2 ≲ p2B2e−B2/c. (46)
Picking B = C√log(n) with sufficiently large C > 0, we
get the same result, concluding the proof of Lemma 5.10.
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