This paper proposes consistent and asymptotically Gaussian estimators for the parameters λ, σ and H of the discretely observed fractional OrnsteinUhlenbeck process solution of the stochastic differential equation dY t = −λY t dt + σdW H t , where (W H t , t ≥ 0) is the fractional Brownian motion. For the estimation of the drift λ, the results are obtained only in the case when 1 2 < H < 3 4 . This paper also provides ready-to-use software for the R statistical environment based on the YUIMA package.
Introduction
Statistical inference for parameters of ergodic diffusion processes observed on discrete increasing grid have been much studied. Local asymptotic normality (LAN) property of the likelihoods have been shown in [10] for elliptic ergodic diffusion, under proper conditions for the drift and the diffusion coefficient, and a mesh satisfying ∆ N −→ 0 and N ∆ N −→ +∞ when the size of the sample N grows to infinity. Estimation procedure have been studied by many authors, mainly in the one-dimensional case (see, for instance, [8, 14] and [26] in the multidimensional setting). All estimators in the previous works are based on contrasts (for contrasts framework, see [9] ), assuming in the general case, that for some p > 1, as n −→ +∞, N ∆ p N −→ 0. In particular, for Ornstein-Uhlenbeck process, transitions densities are known, and all have been treated, as remarked in [13] .
In the fractional case, we consider the fraction Ornstein-Uhlenbeck process (fOU), the solution of dY t = −λY t dt + σdW with Hurst exponent H ∈ (0, 1). The fOU process is neither Markovian nor a semimartingale for H = 1 2 but remains Gaussian and ergodic (see [5] ). For H > 1 2 , it even presents the long-range dependance property that makes it useful for different applications in biology, physics, ethernet traffic or finance.
Statistical large sample properties of Maximum Likelihood Estimator of the drift parameter in the continuous observations case have been treated in [1, 4, 6, 15] for different applications. Moreover, asymptotical properties of the Least Squares Estimator have been studied in [11] .
In the discrete case and fractional case, we can cite few works on the topic. On the one hand, very recent works give methods to estimate the drift λ by contrast procedure [17, 20] or the drift λ and the diffusion coefficient σ with discretization procedure of integral transform [25] . In these papers, the Hurst exponent is supposed to be known and only consistency is obtained. On the other hand, methods to estimate the Hurst exponent H and the diffusion coefficient are presented in [3] with classical order 2 variations convolution filters.
To the best of our knowledge, nothing have been done, to have a complete estimation procedure that could estimate all Hurst exponent, diffusion coefficient and drift parameter with central limit theorems and this is the gap we fill in this paper. Moreover, estimates of H, σ and λ presented in this paper slightly differ from all those studied previously.
In Section 2 we review the basic facts of stochastic differential equations driven by the fractional Brownian motion and we introduce the basic notations and assumptions. Section 3 presents consistent and asymptotically Gaussian estimators of the parameters of the fractional Ornstein-Uhlenbeck process from discrete observations. In Section 4 we present ready-to-use software for the R statistical environment which allows the user to simulate and estimate the parameters of the fOU process. We further present Monte-Carlo experiments to test the performance of the estimators under different sampling conditions.
Model specification
Let X = (Y t , t ≥ 0) be a fractional Ornstein-Uhlenbeck process (fOU), i.e. the solution of
where
is a standard fractional Brownian motion [16, 18] of Hurst parameter H ∈ (0, 1), i.e. a Gaussian centered process of covariance function
It is worth emphasizing that in the case H = , it even presents the long-range dependance property (see [5] ).
The present work exposes an estimation procedure for estimating all three components of ϑ given the regular discretization of the sample path −→ stand respectively for the convergence in law, the convergence in probability and the almost-sure convergence.
Estimation procedure
Contrary to the previous works on the subject, we consider here the problem of estimation of H, σ and λ when all parameters are unknown, using discrete observations from the fractional Ornstein-Uhlenbeck process. Due to the fact that one can estimate H and σ without the knowledge of λ, our approach consists naturally in a two step procedure.
Estimation of the Hurst exponent H and the diffusion coefficient σ with quadratic generalized variations
The key point of this paper is that the Hurst exponent H and the diffusion coefficient σ can be estimated without estimating λ.
Let a = (a 0 , . . . , a K ) be a discrete filter of length K + 1, K ∈ N, and of order
Let it be normalized with
In the following, we will also consider dilatated filter a 2 associated to a defined by
k r a k , filter a 2 as the same order than a. We denote by
the generalized quadratic variations associated to the filter a (see for instance [12] ) and, finally,
Theorem 1. Let a be a filter of order L ≥ 2. Then, both estimators H N and σ N are strongly consistent, i.e.
Moreover, we have asymptotical normality property, i.e. as N → +∞, for all
where Γ 1 (ϑ, a) and Γ 2 (ϑ, a) symmetric definite positive matrices depending on σ, H, λ and the filter a.
Proof. The solution of (1) can be explicited
where the integral is defined as a Riemann-Stieljes pathwise integral. Let us consider the stationary centered Gaussian solution
We have also,
It is known (see [5, Lemma 2.1]) that
where r(t) = o(|t| 2H ) as t tends to zero. Indeed,
Thus,
Therefore, we proved that
Now, applying results in [12, Theorem 3(i)], the proof of Theorem 1 is complete because the following conditions are fulfilled:
• firstly, r(t) = o(|t| 2H ) as t tends to zero,
with 2H +1−ε > 2H and 4 > 2H +1−ε+1/2 for ε < 1 and any H ∈ (1/2, 1).
Remark 1.
We have two useful examples of filters. Classical filters of order L ≥ 1 are defined by
Daubechies filters of even order can also be considered (see [7] ), for instance the order 2 Daubechies' filter: we can also obtain consistency for any value of H, but the central limit theorem holds only for H < 3 4 (see [12] ).
3.2 Estimation of the drift parameter λ when both H and σ are unknown
From [11] , we know the following result
This gives a natural plug-in estimator of λ, namely
where µ 2,N is the empirical moment of order 2, i.e 
where Γ 3 (ϑ) = λ σ H 2H 2 and
Proof. Let us note T N = N ∆ N . It had been shown in [11] that, as
and, with straightforward calculus,
and σ H is defined by (4). Let us denote µ 2,N the discretization of the integral
As (X t , t ≥ 0) is a Gaussian process and Hölder of order , we have
, we deduce from (5) and (6) that
Let us introduce the following two quanitites .
The derivatives of g with respect to σ, H and µ 2 are bounded when 0 < Λ < +∞, 0 < σ < σ < +∞ and 1 2 < H < 3 4 . Therefore, as ∆ N (log N ) 2 −→ 0 as N −→ +∞, we can obtain by Taylor expansion that
where , the limit variance Γ 3 (ϑ) does not depend on the diffusion coefficient σ. Let us also notice that the quantity σ 2 H appearing in Γ 3 (ϑ) is an increasing function of H.
Statistical software and Monte-Carlo analysis
In this section we present a brief introduction to the yuima package for R statistical environment [21] . The yuima package is a comprehensive framework, based on the S4 system of classes and methods, which allows for the description of solutions of stochastic differential equations. Although we cannot give details here, the user can specify a stochastic differential equation of the form
where the coefficients b(·, ·), σ(·, ·) and c(·, ·) are entirely specified by the user, even in parametric form; (Z t , t ≥ 0) is a Lévy process (for more information on Lévy processes, see [2, 22] and (W , but all other combinations are possible. The yuima package provides the user, not only the simulation part, but also several parametric and non-parametric estimation procedures. In the next section we present an example of use only for simulation and estimation of the fractional Ornstein-Uhlenbeck process considered in this paper.
To test the performance of the estimators for finite samples, we run a MonteCarlo analysis. We consider different setup for the parameters even outside the region and different sample size with large and small values of T in order to test the performance of the estimator of the drift parameter when the stationarity is not reached by the process. All numerical experiments presented in the following have been done with the yuima package [23] .
Example of numerical simulation and estimation of the fOU process with the yuima package
With the yuima package the fractional Gaussian noise is simulated with the Wood and Chan method [24] or other techniques. We present below how to simulate one sample path of the fractional Ornstein-Uhlenbeck process with Euler-Maruyama method. For instance, loading the package with
we can simulate a regularly sampled path of the following model
with samp <-setSampling(Terminal=100, n=10000) mod <-setModel(drift="-2*x", diffusion="1",hurst=0.7) ou <-setYuima(model=mod, sampling=samp) fou <-simulate(ou, xinit=1)
The estimation procedure of the Hurst parameter have been implemented in qgv function. In order to estimate only the parameter H, one can use
that works also for non linear fractional diffusions (see [19] (1), the parameter λ being fixed equal to 2. The results are presented in Table 1 and Table 2 for different values of the horizon time T N and the sample size N . Table 3 for different values of the horizon time T N and the sample size N . We can see in Table 3 that the values of T N is important for the estimation of the drift. Actually, the consistency of the estimates are valid for increasing values of T N and decreasing values of the mesh size ∆ N . Moreover, the bigger H, the harder the estimation of the drift parameter. This phenomena can be explained by the long-range dependence property of the fOU process. It is the same for λ ; as λ increases, its estimation is harder (see Remark 4) . It can be explained by the fact that when λ is bigger, the fOU process enters faster in its stationary behavior where it is more difficult to detect the trend.
Finally, in order to illustrate the asymptotical normality for the estimator λ of λ, we present in Figure 1 the kernel estimation of the density. 
