video and audio files along with representations of the data in linguistically useful formats (see Figure 1 ).
SignStream enables a user to annotate a segment of video by entering information into distinct fields. Manual signs and non-manual behaviors of various kinds (including, e.g., head nods, head shakes, eye gaze, raised or lowered eyebrows) may be represented in distinct fields. Within each field (e.g., eyebrow position), a value may be assigned (e.g., raised) that corresponds to a portion of the video; the start and end frame of the relevant behavior are identified by the user (and stored by the program).
SignStream dynamically aligns information visually on screen so that relative position along the horizontal axis corresponds to relative position in time, thereby providing a comprehensive visual representation of temporal relations among linguistic events.
In addition, the program allows for the coding of multiple conversational participants. Search capabilities provide instant access to coded video data, enabling linguistic researchers to test hypotheses efficiently. A script facility makes it possible to select subsets of utterances to view in a given order.
SignStream runs on MacOS systems and makes use of QuickTime video technology. However, information from a SignStream database can be exported into a system-independent text format. SignStream is distributed on a non-profit basis to students, educators, and researchers.
Further information about the program is available at http://www.bu.edu/asllrp/SignStream. See also the SignStream User's Guide (MacLaughlin, Neidle & Greenfield 2000) and Neidle et al. 1997 .
Data entry and manipulation of annotated items
The user controls the video display and enters linguistic information in a variety of fields, linking this information to specific frame sequences of the video by identifying the start and end point for each annotation. The user may enter data in one of several intuitive ways, depending on the type of information being coded. For example, non-manual items may be entered by drawing lines (where the video advances automatically as the user moves the mouse forward or backward to draw the line), selecting from menus, and typing text. Once the user has selected the media clip(s) for an utterance, the database file will contain a link to those movie and sound files, which will be automatically accessed each time that utterance is opened. Different utterances within a single database need not be associated with the same movie files. Different movie files may be associated with different utterances, although it is also fine for different utterances to be linked to (potentially overlapping segments of) the same movie file, as illustrated schematically in Figure 5 .
Figure 5. Association of movie clips with utterances
One consequence of this is that, although media files may be quite large, database files themselves are small in size. In any case, once the media files have been selected for a set of utterances, the links are transparent to the user; each utterance opens up with the appropriate media files displayed.
Although the video and transcription are displayed in separate windows, the windows are linked in various ways to facilitate working with the associated pieces of an utterance. For example, the video may be manipulated via controls in the gloss window. In addition, a vertical hairline indicator in the gloss window indicates the position within the transcription that corresponds to the current frame; this indicator is draggable, allowing the user to reposition the media (video and audio).
Display of multiple participant panes
As shown in Figure 6 , it is possible to display separate panes for different conversational participants. All coded information will be vertically aligned in the display.
Figure 6. Multiple participant panes (video clip courtesy of DawnSignPress, used with permission)
A Participants editor is available, enabling information about each participant to be stored. It is also possible to restrict searches (discussed below) to a particular participant.
Notes
A notes window is available and may be opened by clicking on the "notes" button. Each utterance is associated with a separate set of notes, and this notes field is searchable.
Searching
SignStream includes an integrated search facility, which allows the user to search over a collection of utterances in a database. A SignStream user can formulate complex queries, combining datum specifications using both standard Boolean operators (AND, OR, NOT) and specialized temporal operators (such as WITH, BEFORE, AFTER). For example, one can search for a pointing sign occurring simultaneously with eye gaze.
Searches can be conducted in multiple stages, allowing the user to successively refine the search. This is illustrated in Figure 7 : the first stage of the search shown finds utterances with non-manual wh-question marking, and then the second stage restricts the search to those which contain the gloss WHICH.
Various palettes are provided to facilitate the formulation of search queries. The Datum palette, allowing for selection of specific fields and values, is shown in the bottom of Figure 7 . When a particular field is selected in this palette, all values for the field defined within the given database are displayed in the window to allow the user to make a selection of the value to be used in the query. 
Script capability
New in version 2.0 is the capability to select (and save) a subset of utterances to be played in a given order. Utterances may be dragged into a script window, illustrated in Figure 9 , where they may be reordered (if desired) and played. This capability is useful for selecting a subset of utterances for research or teaching purposes. • SignStream provides an intuitive interface for viewing, manipulating and coding data.
• SignStream represents both start and end points of coded items.
• SignStream offers a large set of pre-defined fields and values; however, these are editable and new fields and values may be created by the user.
• SignStream provides a visual representation of temporal relations among items.
• SignStream allows direct access to video and audio segments corresponding to utterances or to specific items that have been coded within utterances.
• SignStream utterances may contain separate panes for distinct participants in a conversation; all information is time-aligned across participant panes.
• Distinct utterances (potentially from different SignStream databases) can be viewed on-screen at the same time.
• SignStream enables the user to incorporate multiple movies into a single database and allows potentially overlapping segments of video to be coded in distinct utterances.
• SignStream includes an integrated search capability.
• SignStream provides a script facility, making it possible to save and play subsets of utterances in a given order.
Export of SignStream data in text format
It is possible to export SignStream data as text, delineated by tabs and carriage returns. Plans for future development include implementation of import/export to XML format.
Availability of data
In SignStream databases associated with data collected in this center will be made public as they become available. See http://www.bu.edu/asllrp/cslgr/ for further information.
