Abstract
• If every problem in (NP, U) has errorless heuristic circuits that output the correct answer on n −2/9+o(1) -fraction of inputs, then (NP, U) has non-uniform errorless heuristic schemes.
• If every problem in (NP, U) has randomized errorless heuristic algorithms that output the correct answer on (log n) −1/10+o(1) -fraction of inputs, then (NP, U) has randomized errorless heuristic schemes.
In both cases, the low-end amplification is achieved by analyzing a new sensitivity property of monotone boolean functions in NP.
In the non-uniform setting we use a "holographic function" introduced by Benjamini, Schramm, and Wilson (STOC 2005) . For the uniform setting we introduce a new function that can be viewed as an efficient version of Talagrand's "random DNF".
Introduction
The notion of NP-hardness has led to many advances and insights both within and outside the theory of computation. From its beginnings in the works of Cook, Karp and Levin in the '70s, this project has never lost its steam and continuous to produce ingenious algorithmic techniques, as well as strong intractability results.
One objection to NP-hardness is that what it really measures is the difficulty of contrived instances as opposed to "real-life" ones. This begs the question of how reallife instances should be modeled. The approach undertaken by average-case complexity is to view instances of a problem as generated from some distribution and require that efficiency is measured not with respect to all inputs, but instead with respect to "typical" inputs from this distribution.
Formalizing this intuition into a natural set of definitions is a delicate matter which has been carried out beginning with Levin [16] , and following work by several other researchers [1, 15, 13] . We take a brief tour of some highlights so as to establish a context for our work.
sus NP question.
A central result in average-case complexity is the existence of complete problems for distributional NP [16, 15] : There exists a single problem (L, U), where U is the uniform distribution, for which it is known that if (L, U) were tractable on average, then all problems in distributional NP would be tractable on average.
We wish to stress the central role of the uniform distribution in average-case complexity; in some sense, it is the "hardest" distribution and will be the focus of our study here. We will use the notation (NP, U) for the subclass of distributional NP where the distribution is uniform.
It is widely believed that there are problems in distributional NP that are intractable on average. However proving this would in particular establish that P = NP. A more reasonable question to ask is whether P = NP implies the existence of hard problems in distributional NP, but even this appears out of reach for current techniques [3, 26] .
Three definitions We now explain in more detail what it means for a distributional problem to be tractable on average. Intuitively, the term "average-case tractability" can have three reasonable interpretations. Suppose we are given a distributional problem (L, D). Consider the following meanings of "solving the problem efficiently on average": 1. We have an efficient algorithm that gives the correct answer for most instances of L, but gives the wrong answer on a few instances.
2. We have an efficient algorithm that gives the correct answer for most instances of L, and says "I don't know" on the remaining ones.
3. We have an algorithm that solves all instances of L, but is efficient only for most instances of L.
It turns out that (in the proper formalization) the second and third definitions are equivalent (cf. [13] ), while the first one is strictly weaker.
To illustrate the difference between 1 and 2, consider the following widely studied problem (e.g., [6] ): Given a random 3CNF ϕ that has n variables and 50n clauses, is ϕ satisfiable? Under definition 1, the problem is trivial as most ϕ are unsatisfiable; under definition 2, it is equivalent to certifying unsatisfiability of boolean formulas, an interesting subject of study which has not yet delivered the answer to this problem.
Algorithms that satisfy definition 1 are called heuristics; algorithms that satisfy definitions 2 and 3 are called errorless heuristics.
Degrees of hardness and our results
Another natural question to ask is what it means to solve an algorithm on "most instances": Are 1% of the instances an adequate notion, or is it 51%, or 99%, or 1 − 1/n, or 1 − n −100 ? We cannot push this too far because at the end of the spectrum we obtain algorithm that solve all instances, thus we are back to worst-case complexity.
On the high end of the spectrum, it turns out that it is irrelevant whether we choose 1 − n −0.01 , 1 − 1/n, or 1 − n −100 as our notion of hardness: If all of (NP, U) is tractable under one of these notions, then it is tractable under the other notions (cf. [13] ). In average-case complexity, this is the gold standard of tractability; languages that satisfy it are said to have heuristic schemes.
Going below, the situation has been studied for the case of heuristics. Here the least we can require is that the heuristic solves the problem on 1/2 + ε fraction of instances, where ε is some small constant or a shrinking function of the instance size n. The following containments are known:
• O'Donnell [20] showed that if every language in (NP, U) can be solved on 1/2 + n −1/3+o (1) fraction of instances by polynomial-size circuits, then every language in (NP, U) has non-uniform heuristic schemes.
• Healy, Vadhan, and Viola [11] showed, for arbitrary c > 0, that if every language in (NP, U) can be solved on 1/2 + n −c fraction of instances by polynomial-size circuits, then all balanced languages in (NP, U) (languages that have the same number of "yes" and "no" instances on every input length) have non-uniform heuristic schemes.
• Trevisan [23, 24] showed, for some universal α > 0, that if language in (NP, U) can be solved on 1/2 + (log n) −α fraction of instances by randomized heuristics, then every language in (NP, U) has randomized heuristic schemes.
The subject of this paper is the study of the same question in the setting of errorless heuristics. Errorless heuristics are meaningful even if they only solve the problem on an ε-fraction of instances, where ε is some small constant or even a shrinking function of n. Our results are the following: For definitions of errorless circuits, randomized errorless heuristic algorithms, and randomized errorless heuristic schemes, see [4] . Theorem 1 should be compared to O'Donnell's amplification result for heuristics in the circuit model. O'Donnell [20] argues that the exponent 1/3 is a barrier in his analysis. Similarly (but for a different analytical reason) our analysis cannot go beyond exponent 1/3, though currently we cannot match this exponent. Healy, Vadhan and Viola [11] circumvent this barrier for balanced languages by amplifying over dependent inputs. However we were unable to apply their ideas to our proof. Theorem 2 should be compared to Trevisan's amplification result for heuristics in the model of randomized algorithms.
Errorless heuristics that work on an ε fraction of inputs can be turned into heuristics that work on 1/2 + ε/2 fraction of inputs: If the errorless algorithm answers, output the answer; if it says "I don't know" flip a coin 1 (or wire a bit of advice). In general there is no reverse transformation. However Trevisan observed that a reverse transformation holds trivially in settings with worst-case to average-case equivalence: For instance, if (PSPACE, U) had errorless heuristics that worked even on only 1/poly(n) fraction of instances of size n, then the errorless heuristic can be turned into a heuristic that works on 1/2 + 1/poly(n) fraction of inputs. By worstcase to average-case equivalence [21, 25] this implies PSPACE ⊆ BPP, so the heuristic, errorless, and worstcase model are all of equivalent power in this setting.
Heuristic versus errorless amplification
Most known proofs of hardness amplification for NP in the heuristic setting take as their model Impagliazzo's proof of the XOR lemma [12] . (The only exception we know of is a recent proof of Buresh-Oppenheim et al. [5] for uniform amplification.) Impagliazzo's proof consists of two steps, that we briefly sketch from the viewpoint of [21, 23] . We start with a function f that is computationally hard on an ε-fraction of inputs.
1. First Impagliazzo shows the existence of a hardcore set H for f of size Ω(ε): This is a set of inputs for f where f is very hard, in particular conditioned on an input falling in H, f (x) is computationally indistinguishable from a random bit.
Now we consider the function
on a random input. As long as one of the inputs x 1 , . . . , x k falls into the hardcore set H -for k 1/ε this happens with high probability -the bit f (x i ) becomes computationally indistinguishable from random, so the output of f (
O'Donnell [20] shows that the second step carries through even if instead of XOR, another function that is sufficiently sensitive to noise is used, provided that f is balanced (i.e., Pr x [f (x) = 1] = 1/2). He then shows that there exist monotone functions in NP with the appropriate noise sensitivity, which allows him to carry out the construction in NP. He also shows that the assumption that f is balanced can be made without losing too much generality.
Impagliazzo's and O'Donnell's argument serve as useful intuition for hardness amplification in the errorless setting, though we do not know how to translate their proofs directly. Instead we follow a different approach. We begin with an "errorless XOR lemma" for circuits, which is considerably easier than the heuristic version and is much closer in spirit to Yao's lemma on hardness amplification for one-way functions [27, 8] . We then follow O'Donnell's basic approach of abstracting the properties used by XOR in the proof of our lemma.
In our case we will not be interested noise-sensitivity but in a different property of boolean functions. Say a coordinate is pivotal for an input if flipping its value causes the output value of the function to change. For us, it turns out that the relevant property of XOR is the following one: For XOR on k variables, all inputs of XOR have n pivotal coordinates. It turns out that it is sufficient (with some loss in parameters) that most inputs of the amplifying function have n α pivotal coordinates for some α > 0.
This leads us to the study of monotone boolean functions that not only have large total influence (i.e., the expected number of pivotal coordinates of a random input is large), but whose vertex boundary is also large -that is most inputs have many pivotal coordinates. This distinction is not merely technical: For instance, the majority function has the largest possible total influence among boolean functions, but its vertex boundary is very small.
Hardness amplification
The general approach to hardness amplification can be explained as follows. Suppose we know we can compute every function in (NP, U) on some small fraction of inputs. Now we want to compute some f : {0, 1}
n → {0, 1} on most inputs. For simplicity we will assume that f is a balanced function. This assumption can be made without loss of generality at some cost in the parameters using a technique of O'Donnell [20] . The details are explained in the full version.
We are given some function C : {0, 1} k → {0, 1} that is highly sensitive to changes of its input coordinates (the precise sense will be discussed shortly), and we consider the combined function C •f : {0, 1} n×k → {0, 1}, which is a function that takes k sets of n inputs, applies f to each set, and applies C to the outcome.
By assumption we have an oracle that computes C • f on some small fraction of inputs. Now assuming C is highly sensitive, we proceed as follows. On input x for f , choose randomly k strings x 1 , . . . , x k of length n, replace the ith string by x, then call the oracle that com-
It is possible that we were unlucky and that the oracle for C • f has answered ⊥. In this case, we attempt the reduction again and again. We show that for most x, after a reasonable number of attempts we obtain an answer from the oracle.
Once we have obtained an answer for C • f , how do we interpret it? Suppose we were lucky, and it happened that the i-th coordinate of the point (f (x 1 ), . . . , f(x n )) was pivotal for C. Then assuming we had access to the values f (x 1 ), . . . , f(x n ) except for f (x i ), we could determine the value f (x) from the output of the oracle. This leads us to the requirement that the function C has to have many pivotal coordinates on many inputs. Observe that if the oracle can compute C•f on an ε-fraction of inputs, then it better be the case that the fraction of inputs that do not have pivotal coordinates be at most ε. Moreover, to hope for any sort of amplification, at least intuitively, we want most vertices of f to have many pivotal neighbors.
The most extreme example of a function that has the largest possible number of pivotal coordinates for the maximum possible number of inputs is the XOR function. However to carry out the amplification in NP we want a monotone function, and to obtain good parameters we want a monotone function in NP (this issue is implicit in [20] and explicit in [11] ).
Our goal now is to find a highly "sensitive" monotone Boolean function C under this definition.
Let us point out a specific difficulty that arises in the setting of errorless heuristics. Observe that if on input x the reduction algorithm outputs b = ⊥, it must be the case that the reduction has received b as an answer to at least one of its oracle queries, namely C(f (x 1 ), . . . , f(x n )) = b for at least one query (x 1 , . . . , x n ) made by the reduction. Indeed, suppose that f (x) = b but the reduction has only received answers of the form b or ⊥ from the oracle. Then all the answers provided by the oracle are consistent with both the possibilities f (x) = b (by assumption) and f (x) = b (by the monotonicity of C). Hence the reduction has found no certificate that f (x) = b and it is forced to output ⊥.
Thus if the rate of ⊥ answers is at least 50%, an adversarial oracle can force the reduction to either never output "yes", or never output "no". For instance, if
, then an adversarial oracle may answer ⊥ on all "no" instances of C • f , thereby forcing the reduction to answer ⊥ on all "no" instances of f . Similarly if Pr[(C • f )(x 1 , . . . , x n ) = 1] ≤ 1/2 then the reduction can be forced to answer ⊥ on all "yes" instances of f . So if the function f is balanced, this approach can never get us past a 50% rate of "I don't know" answers.
To overcome this problem we use separate combining functions C and C † to amplify zeros and ones. The function C will be highly unbalanced towards zero, while C † will be highly unbalanced towards one. It is easier to explain why this makes sense from the perspective of hardness. If NP has a language L that is mildly hard for errorless heuristics, then either the language is mildly hard to certify (hard on "yes" instances) or mildly hard to refute (hard on "no" instances). If L is hard to refute, we use C to construct a new language that is very hard to refute; most of the instances in this language will be "no" instances. If L is hard to certify, we use C † to construct a new language that is very hard to certify; most of the instances in this language will be "yes" instances.
Amplifier functions
To summarize from the above discussion, we need two monotone functions C and C † that satisfy the following requirements. The function C has to evaluate to zero almost everywhere, while C † has to evaluate to one almost everywhere. Both C and C † must have many pivotal coordinates (some constant power of n) almost everywhere; and C and C † should be both in NP.
We say a monotone function C is a (t, δ) -amplifier if on all but a δ fraction on inputs C evaluates to zero but has at least t pivotal coordinates, namely
here x + e i is the input obtained by flipping the ith coordinate of x. Similarly, C † is a (t, δ) -amplifier if on all but a δ fraction on inputs C † evaluates to one but has at least t pivotal coordinates.
In the discussion we will focus on the construction of C, and we will define C † as the function
All required properties of C † then follow directly from the corresponding properties of C, except for membership in NP. In particular, if C is a (t, δ) -amplifier, then C † is a (t, δ) -amplifier.
In the full version we show that if a monotone function on n inputs is an (n α , n −β ) -amplifier, where α, β > 0 are constant and n is sufficiently large, then α + β ≤ 1/2. We are interested in matching these parameters as closely as possible, especially getting β as large as possible. Roughly, β determines the strength of the assumption, and α determines the strength of the conclusion in Theorem 1. Once α is constant, no matter how small, simple padding techniques can be used to improve the conclusion, so for our application we are interested in (n α , n −1/2+ε ) amplifiers where α, ε are small constants.
Specifically, we have the following "amplification lemma" for balanced functions. The proof is in the full version of this paper.
Lemma 3 (Errorless Amplification Lemma). Suppose
n → {0, 1} be a balanced function and suppose that the function x 1 ), . . . , f(x k )) can be solved on a 3δ-fraction of inputs by a circuit of size S. Then f can be solved on a (1 − O(t −1 · ln(1/δ))-fraction of zero inputs (resp., one inputs) by circuits of size poly(Skt/δ).
Let us consider some known monotone functions. One candidate is an unbalanced version of the tribes function -the OR of ANDs over pairwise disjoint variables. Let us look at a tribes on n variables where each clause has size t, so the number of clauses is n/t. The probability that a particular clause is satisfied is 2 −t , while the probability that the clause is false but contains a pivotal bit is t2 −t (each bit is pivotal with probability 2 −t ). If we choose t so that all clauses are false with probability ρ, then almost all the inputs will have about tρ pivotal coordinates. Setting ρ appropriately shows that tribes is roughly a (log n, 1/ log n) -amplifier.
The pivotality of the tribes function can in fact be improved by replacing each input with a recursive majority over indepedent bits (this was pointed out to us by Elchanan Mossel.) Using this construction, one can show that tribes concatenated with recursive majorities of 3 inputs is in fact a (n α , 1/ log n) -amplifier for some constant α > 0. However, we do not know how to improve the second parameter in this construction. In particular it appears that as long as the first parameter is nontrivial, it must be the case that this function evaluates to 1 on at least a Ω(1/ log n) fraction of inputs.
It appears that the main limitation of tribes comes from the fact that its clauses are independent. This leads us to consider monotone functions that when viewed in DNF have dependencies among the clauses.
One such candidate is the "random DNF" of Talagrand.
The reason that random DNF should be better amplifier than tribes is that by introducing dependencies among the clauses, we can increase the size of each clause, and thereby increase the probability that the function evaluates to zero in terms of the number of variables n. Once this obstacle is surmounted we can obtain much better amplification parameters.
However, random DNF is very nonconstructive -finding a DNF with the prescribed amplification parameters by enumeration may take time doubly exponential in n.
The DDNF function
Towards satisfying the efficiency requirement, we introduce a new function that achieves the same parameters as Talagrand's but is not random. This function can be viewed as a derandomization of Talagrand's construction; we call it DDNF, which stands for "designed DNF".
The amplification properties of Talagrand's function are determined by the intersection sizes among pairs of clauses. These decrease exponentially: About a λ-fraction of pairs has intersection 1, about a λ 2 fraction has intersection 2, and so on, where λ is a small constant. The DDNF function meets this behavior of intersection sizes constructively.
The DDNF function (for a typical setting of parameters) is a function over |F| × |F| variables z i,j , where F is a finite field of size √ n. Each clause of DDNF (when viewed in DNF) is indexed by a polynomial of degree d ≈ √ n/ log n and contains the variables z i,p(i) for all i ∈ F:
We choose the degree of the polynomials, which in turn determines the number of clauses, so that the vanishing probability of DDNF is about 1 − n −1/2+α . Then by the same argument as for tribes, for a random vertex the expected number of pivotal coordinates for DDNF is at least n α . However, it does not immediately follow that almost all the inputs will have many pivotal coordinates. Using the fact that the pairwise intersection sizes decrease exponentially (which is related to basic properties of polynomials), a second moment argument allows us to deduce that all but n −α fraction of inputs have about n α pivotal coordinates, thus DDNF is an (n α , n −α ) -amplifier.
We can improve the second parameter by taking the OR of a logarithmic in n number independent copies of DDNF: This increases the probability that the function evaluates to one by at most a constant factor, but improves the fraction of inputs with n α pivotal coordinates by an exponential factor. Using appropriate parameters we obtain that the OR of independent DDNFs on n variables is a (n α , O( √ log n·n −1/2+α )) amplifier -optimal up to logarithmic factors for every α. More precisely:
Theorem 5. For every 1/6 > α > 0 there exists a polynomial-time computable function family {HOL-AMP n } such that for sufficiently large n,
Since {HOL-AMP n } is polynomial-time computable, both {HOL-AMP n } and {HOL-AMP † n } are in NP and can be used in Lemma 3 to obtain Theorem 1. The details are explained in the full version.
Uniform amplification
O'Donnell's approach of hardness amplification in NP for polynomial-size circuits in the heuristic setting was extended by Trevisan [23, 24] to work for randomized algorithms instead of circuits (at some cost in the parameters). 4 Our proof of uniform amplification mimics Trevisan's, though there are several differences that we point out here.
Amplification and decoding
The fundamental difficulty in obtaining a uniform amplification result is information-theoretic. Most hardness amplification procedures are "black-box": Suppose we want to solve f on most inputs given an algorithm that solves some f (constructed from f ) on few inputs. The amplification proof can be viewed as an oracle procedure that, given access to an oracle that matches f on some small fraction of inputs, computes f on most inputs.
From this perspective [21, 25, 23] , black-box amplification proofs are local list-decoding algorithms in disguise: Think of f as the message, the proof as the encoding, f as the codeword and the oracle for f as a corrupted codeword. Uniform amplification corresponds to designing a unique decoding algorithm, but then we are limited by half the codeword distance. In the heuristic setting, this corresponds to amplifying from hardness 3/4 + ε, and this was carried out by Trevisan [23] .
Beyond this range of parameters, unique decoding is impossible, so we settle for list-decoding. In the language of hardness amplification, given access to an oracle that matches f on 1/2+ε-fraction of inputs, we want to produce a list of poly(1/ε) circuits one of which computes a function close to f .
In the errorless setting the coding-theoretic analogy is less natural: We are given a corrupted version of f that agrees with it at an ε fraction of places, but all the corruptions are erasures; we want to recover a list of functions, one of which is close to f , but where all the places where this function disagrees with f are erasures. 5 For ε = O(log n) −1/10+o (1) , our construction gives a list of log n such functions.
We wish to point out an interesting difference between decoding in the errorless and heuristic setting within the unique decoding radius. For this we need to look a bit more deeply into local decoding algorithms. The algorithm is given oracle access of a corrupted codeword f , obtains an input x and wants to compute f (x) (for most x). It tosses some random coins, makes a few queries in f and outputs an answer.
In the heuristic setting, the local decoding algorithm of Trevisan [24] has the property that the algorithm can flip its coins before it sees the query x. In the errorless setting, we do not believe that this can be achieved; it is essential that the randomness is chosen after the input. In the language of reductions, Trevisan gives a randomized reduction that outputs a deterministic heuristic circuit. In contrast, we give a deterministic reduction that outputs a randomized errorless heuristic circuit.
Decision versus search, balancing, and advice
Trevisan's construction [24] consists of two main steps: a "black-box" step that gives a list of poly(n) candidate deterministic circuits, one of which with high probability solves a search version of L on a 1 − 1/n fraction of inputs, and a "non-black-box" step that uses the candidate circuits to solve L. The number of candidate circuits corresponds to the "advice" used by the reduction, which has two sources:
• Low-end amplification, which turns algorithms for L with very small advantage into algorithms for L with constant advantage. Advice is necessary in this stage because the corresponding local decoding problem is outside the unique decoding radius.
• A "balancing step", where a general language is turned into one that is almost balanced on infinitely many input lengths. Here, advice is needed to specify the corresponding length in the almost balanced language; the advice essentially encodes the approximate fraction of "yes" instances in the language.
The amount of advice of the first type depends only on the fraction of inputs that every language in (NP, U) can be solved on; this determines the range of parameters for which the amplification result applies. In contrast, the advice of the second type depends on how balanced we have to make our language; the more balanced we want it, the more advice we have to use. In fact, the ambiguity (2 size of advice ) is always bigger than 1/balance. 6 Trevisan's high end amplification produces a circuit that, roughly, solves L on a 1 − 1/n-fraction of inputs but only as long as it is 1/n-balanced. 7 Thus to solve L on a 1 − 1/n fraction of inputs we must use log n advice.
In the heuristic setting, this is adequate: Given log n advice, we obtain a list of n circuits one of which solves the search version of L, run them on the input and accept if one of them produces a witness. The failure probability is only 1/n.
However, in the errorless setting we cannot do so: Suppose we are given n circuits one of which is an errorless heuristic circuit for L, and the other ones may behave arbitrarily. On input x, we query all the circuits. If any of the circuits yields a witness, then we accept; but what if not? Should we reject or say "I don't know"? To be sure, we will have to output "I don't know" as long as any one of our n circuits says "I don't know". But most of the circuits are defective, and it may be the case that one of them outputs "I don't know" all the time, in which case we end up answering "I don't know" on all x ∈ L.
One thing we can do is eliminate all the circuits that output "I don't know" more than, say, 2/n fraction of the time by sampling on random inputs. So now we have n circuits each one of which says "I don't know" on at most 2/n fraction of inputs. It may still be the case that for every input x ∈ L, some circuit will always say "I don't know".
We now come to the main problem with using Trevisan's construction in its original form: The ambiguity is always bigger than the inverse of the error probability. To carry out the reduction in the errorless setting, we cannot afford so much ambiguity. In particular the advice that comes from the balancing step is too large.
To solve this problem, we show that in the errorless setting, the advice needed in the balancing step can be efficiently computed. This advice is simply the approximate probability p n that a random instance of length n is a "yes" instance of L. We approximate p n by sampling random instances of L and determining the fraction of yes instances. But how do we know if an instance of L is a "yes" instance? By Trevisan's main theorem [24] (his theorem, not his proof), L has heuristic schemes, so we can use the heuristic scheme for L to determine if a random instance is a "yes" instance (with some small error).
The amount of advice incurred by low-end amplification is polynomial in k, where k is the input length of the amplifiers C and C † . For the reduction to be efficient, the amount of advice must be logarithmic in the input length n, so the amplifier functions we use are restricted to input length k = (log n) α , where α ≤ 1 is some constant. In this setting we can use the {OR-DDNF k } and {OR-DDNF † k } function families as (optimal) amplifiers since these functions are computable in time 2 k which is polynomial in n. (We can also use the function families based on HOL-AMP, though OR-DDNF yields a slightly better result owing to its better parameters as an amplifier. In contrast, we cannot use for instance Talagrand's random DNF since computing this function -e.g., the lexicographically smallest DNF with given amplification parameters -requires doubly exponential time.)
