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L'objectiu d'aquest projecte és doble. Per una banda, es tracta de crear una llibreria en C++ que ens 
permeti simular implementacions d'algoritmes en DSP vectorials (que poden realitzar la mateixa 
operació  sobre  diverses  dades  en  paral·lel).  D'altra  banda,  s'analitzen  diferents  tècniques  de 
vectorització d'algoritmes, tals com la transformació "look-ahead" o la descomposició polifase, se 
n'estudia  l'aplicació  sobre  algoritmes  de  sincronització  de  sistemes  OFDM,  i  es  realitzen 
simulacions amb l'ajuda del programari desenvolupat.
L'OFDM (Orthogonal Frequency-Division Multiplexing) és una tècnica de modulació utilitzada en 
diversos sistemes, com per exemple la difusió de ràdio o video digital (DAB / DVB). En aquest 
tipus  de  modulació,  s'envien  diversos  símbols  alhora  aprofitant  que  l'espectre  està  dividit  en 
diverses subportadores ortogonals entre elles. Una de les característiques que ens interessen d'aquest 
sistema,  és  que a  cada símbol  se  li  afegeix  un prefix  de redundància  cíclica,  per  evitar  la  ISI 
(interferència inter-simbòlica). Per disseny, la durada d'aquest prefix ha de ser superior a la de la 
resposta impulsional del canal. El temps restant entre la part de prefix on ja no hi ha efecte del canal 
i  el  començament del símbol és el  que s'utilitza per al  sincronisme. En la recepció d'un senyal 
OFDM es tenen diverses fonts d'error. En el nostre treball, només tindrem en consideració l'offset 
de temps, degut a que no es coneix l'instant d'arribada dels símbols, i l'offset de freqüències, degut a 
la diferència entre els períodes d'oscil·lació de l'emissor i el receptor. L'OFDM és especialment 
sensible a aquest problema, i només tolera errors d'una petita fracció de l'espai entre portadores.
La idea de crear la llibreria sorgeix del fet que no hi ha cap implementació disponible que permeti la 
simulació d'algoritmes implementats amb operacions vectorials. Els requeriments que s'estableixen 
són que es puguin realitzar operacions amb vectors amb un longitud arbitrària, tant per a dades en 
coma  flotant,  com per  a  dades  en  coma  fixa  i  per  un  nombre  de  bits  també  parametritzable. 
Aquestes operacions són tant aritmètiques com lògiques, i a més a més és imprescindible poder 
llegir/guardar els resultats de manera còmoda a fitxer. Per aconseguir tot això, s'utilitzen els tipus de 
dades de coma fixa que incorpora SystemC, unes llibreries pensades per a la descripció de sistemes, 
àmpliament utilitzades en la indústria. Mitjançant l'ús d'aquests tipus, els tipus de dades de coma 
flotant  estàndards  de  C++,  la  classe  de  vectors  de  les  STL (standard  template  libraries)  i  l'ús 
extensiu de templates, s'aconsegueix el desenvolupament d'una llibreria prou versàtil com a simular 
qualsevol algoritme en paral·lel, i el que és més important, brindant l'oportunitat de comparar-ne el 
rendiment i els errors comesos utilitzant diferents tipus de dades amb diferents quantitats de bits.
Un cop desenvolupada la llibreria, el que es tractava era d'aplicar tècniques de vectorització sobre 
algoritmes  de  sincronització,  per  a  posteriorment  simular-los  i  comparar-ne  el  rendiment.  En 
particular, ens hem centrat en l'algoritme de sincronització Schmidl&Cox, per a sistemes OFDM. 
Aquest algoritme es basa en la transmissió de símbols amb una forma específica. En particular, 
estan  dividits  en  dues  parts  iguals,  cosa  que  en  fa  molt  fàcil  el  reconeixement  a  través  de 
correlacions. Com que els símbols són coneguts a priori, l'algoritme permet, a més a més de saber 
en quin instant es rep una transmissió, corregir en bona part l'error de freqüència. Altres algoritmes 
de sincronia, que no s'estudien en profunditat en aquest treball, inclouen el Moose o l'algoritme van 
de Beek.
Pel  que  fa  a  la  paral·lelització  de  l'algoritme,  s'han  estudiat  dues  tècniques.  La  primera,  la 
transformació  "look-ahead",  consisteix  en  crear  més  concurrència  iterant  diverses  vegades  una 
equació  recursiva.  La  segona,  la  descomposició  polifase,  consisteix  bàsicament  en  crear  M 
seqüències agafant només una mostra de cada M. L'exemple més senzill seria el de construïr dues 
seqüències, una amb les mostres parells,  i  una amb les senars. A partir d'aquí, es pot operar en 
paral·lel sobre les diferents branques.
Finalment, es realitzen simulacions sobre les dues implementacions de l'algoritme. Per estudiar els 
errors en recepció, es defineix la següent mètrica per a l'error de temps: M(d) = P^2(d) /  R^2(d), on 
P està associada a la correlació, i R amb l'energia, de manera que la funció queda normalitzada. 
També  s'analitzen  altres  paràmetres,  com el  cost  a  nivell  de  consum (proporcional  al  nombre 
d'operacions) o la precisió dels resultats. La conclusió és que la descomposició polifase es comporta 
millor que la transformació "look-ahead", tant a nivell de velocitat,  com d'errors. Pel que fa als 
efectes de canviar el nombre de bits dels operands, el temps de guarda dels símbols o el nivell de 
paral·lelisme, s'arriba a la conclusió que l'únic factor rellevant en el rendiment dels algoritmes de 
sincronització estudiats és el nombre de bits emprat en el receptor.
