Multiple normalization methods have been proposed for the analysis of microRNA microarray expression profiles but there is no consensus method. One of the more robust methods, quantile normalization, is commonly used in transcript (mRNA) studies and was therefore used for normalizing the fIrst microRNA expression profiles of the NCI-60 cell panel, published in 2007. In this study the appropriateness of VSN-Inv, a recently proposed alternative normalization method, to the NCI-60 dataset is verifIed.
I. INTRODUCTION
In the past decade a new class of small-interfering RNA, known as microRNA (miRNA), has been discovered and thereafter shown in a multitude of studies to be critical to eukaryotic life. It has been experimentally proven or implicated to playa key role in such diverse systems as embryonic development [1] , cardiac tissue[2], nervous system [3] , circadian rhythm [4] , and immune systems [5] . Understanding this class of molecule and its related processes within the cell could lead to developments such as novel gene therapy techniques and cancer treatments.
Microarray analysis is a widely utilized tool for understanding and quantifying gene expression, and thusly has been adapted to work on miRNA as well. Microarrays allow researchers to quickly and simultaneously measure the presence of hundreds or thousands of unique genes using relatively cheap materials. Before microarray data can be used it must be normalized due to the inherit inaccuracy of the process. There are a number of normalization methods available, such as scaling, loess, variance-stabilization, and quantile [6] . For transcript expression microarrays (genes), a widely used normalization technique is GCRMA, a combination of adjustment for background and non-specific binding, quantile normalization and median polishing, enhanced with precomputed probe affinities based on sequence. Quantile normalization has been used for miRNA microarray data previously [7] , but there is no consensus that it is optimal [6] .
Specifically, questions have been raised regarding whether the underlying assumption of 1 quantile normalization, that the probe intensity distribution is identical between all samples [8] , is true for certain miRNA micro array experiments [9] . In experiments involving different tissues of origin, it is expected that a large fraction of the rniRNAs are differentially expressed between samples [9] .
One such experiment was the release of the first miRNA rnicroarray expression profiles for the NCI-60 cell panel, published in 2007 by Blower, et al. [7] . In that study cluster analysis showed that the different cancer types also corresponded to different [11] , and all other probe-probe combinations. A significant difference in the populations was not found (p=0.28), indicating that interactions cannot be detected. Blower, et al. suggest that the lack of correlation is due to the frequent targeting of a miRNA sequence to multiple non-coexpressed genes.
Following, Wang and Li performed a more in-depth study addressing the correlations present in the integrated rniRNA-mRNA datasets [12] . The same datasets and normalization procedures were used as previously. Guided by target predictions from both TargetScan and miRBase::Targets, they found negative correlations can be found matching predicted interactions. Generally, more negative correlations are found than positive, which are due to premature degredation of transcripts induced by the 2 targeting miRNA. Intronic miRNAs, meaning miRNAs whose coding sites lies within its host gene's site, were highly positively correlated with their host gene, suggesting coexpression. Furthermore, Wang and Li found, using a newer release of Tarbase, that interactions known to be involved in mRNA degradation showed more negative correlations than interactions involving translational repression. This finding somewhat conflicts the results of Blower, et al. This may be explained by the fact that the newer release of Tarbase contains many more validated targets and therefore a better sampling of data. However, Wang and Li also suggest that due to a large variance between the probe-probe interactions derived from each miRNA-gene interaction, that the data is not highly reliable and a conclusion should not be made.
In working with these two datasets, we also noted some instances where quantile normalization loses significant information in the miRNA dataset. The OSU-CCC V3 microchip used to assay the 60 cell lines contains 35 pairs of probes that have the same oligonucleotide sequence. These probes are intended to measure different stages of miRNA (e.g precursor vs. mature) or related sequences in the same family, as evidenced by their labeling in the array design file, meaning this duplication is probably an unintentional effect of design constraint [13] the small miRNA sequence landscape presents, relative to transcription factors and genes. The probes of the OSU-CCC V3 chip are 40 nucleotides long, while micro RNA precursors are generally 80 to 150 nt, and mature miRNAs are around 22nt. As expected, preliminary research shows that in the raw data many of the probe-pairs have strong correlations; however, after quantile normalization the distribution of correlations between probes has been lowered. This finding is discussed more in-depth in the results section.
From these studies, concluding that the underlying assumption of quantile normalization is invalid for this dataset may be justified. An alternative normalization method, VSN-Inv, has recently been published [9] , and offers a more limited set of underlying assumptions that appear to be valid. Reassessing some of the earlier studies using a different normalization method could yield different results. In this work we 
II. BACKGROUND

A. Biological Background
Central Dogma of Molecular Biology
The "Central Dogma of Molecular Biology" is the term used to describe the fundamental process shared by all eukaryotic life in which the information encoded in an organism's is DNA is transformed into the proteins and enzymes constituting that organism [14] . Understanding this process is essential to understanding the role that microRNA plays in the cell as well. occurs. Once an mRNA molecule is incorporated into the ribosome, it is processed three nucleotides at a time, where each nucleotide triplet, known as a codon, results in a new specific amino-acid being added to the growing protein chain. In each mRNA there are beginning and ending sections that are skipped during this process, known as the untranslated regions (UTRs).
The above steps were reiterated here because it is critical to understand that an mRNA is composed of distinct functional sections that govern the way the mRNA is processed. In order for the mRNA to be successfully translated into protein, the mRNA must be composed of the proper sections (5' cap, UTRs, poly-A tail), and remain intact until it is incorporated into the ribosome. Interference with anyone of these can affect the normal expression of the mRNA.
MicroRNA (miRNA)
MicroRNAs (miRNAs) belong to a class of small non-coding RNAs known as small-interfering RNAs (siRNAs). This class of RNA is not translated into a protein via the standard mechanism described previously, but instead serves other purposes within the cell. These purposes discussed here are limited to the manners by which they interfere with the expression mechanism of genes via transcription and translation, which were described previously. miRNAs were first discovered by Lee, et aI., in 1993 [15] , as a previously unseen regulatory mechanism in C. elegans. They were not recognized as a new class of molecule until much later. Following, miRNAs have been identified in many different species, including Homo sapiens, and shown to be fundamental to functioning of key organs and life processes. There are roughly 1000 known miRNAs in humans [16] .
6 miRNAs are distinguished from other siRNAs in that miRNAs have evolved to target specific sets of genes using anti-sense complementarity to 6mer regions in the 3'
UTR of the mRNA for that gene [17] . By binding to the 3' UTR, the miRNA regulates the expression of that gene through several mechanisms, thus preventing the successful translation of the mRNA into protein (Figure 1 ). There are two putative classes of mechanisms by which the mRNA is blocked: premature cleavage (degradation), where the mRNA is degraded before reaching the ribosome; and translational repression, in which the mRNA cannot be processeq correctly by the ribosome and is not properly translated [18] . Premature degradation should result in a negative correlation between the expression profiles of the miRNA and its target. In some rare instances a miRNA can up-regulate the expression of a gene [19] . miRNAs themselves undergo several steps similar to the transcription of DNA before they reach their mature forms, in that the form originally transcribed from the chromosomal DNA differs from the final form. Only the mature forms interact with mRNA in the manner described above. For this study it is not necessary to understand the steps preceding the mature miRNA.
Many different prediction algorithms and web resources exist for listing putative miRNA-mRNA interactions based on primary sequence and annotation of miRNAs and genes (i.e. non-experimental predictions) [20] . Because the rules of effective targeting of a gene by a miRNA are not fully known, the algorithms differ in their underlying assumptions and factors considered. Some common prediction algorithms are listed in (Table 1 ). These complexities lead to an overall disagreement between predictions, an inability to predict some uncommon forms oftargeting (wobble seeds, bonding outside 3' UTR), and a high false-positive rate. 
NCI-60
The NCI-60 is a cell panel consisting of 60 cell lines derived from nine different types of cancer. Originally developed by the National Cancer Institute to screen compounds for anticancer activity, these cell lines provide a superb research platform for two main reasons. (1) The cell panel is very diverse, containing lines derived from breast, colon, central nervous system, kidney, lung, prostate, ovarian, melanoma, and leukemia;
(2) the cell lines are homogeneous and can be obtained in unlimited amounts. The wealth of information this cell panel presents is made apparent when datasets from multiple experiments are integrated to allow for more powerful studies and new insights.
Previous studies include pharmacological profiles, transcript profiles, protein expression using gel electrophoresis, reverse-phase lysate arrays, chromosomal aberration characterization, and more. Indeed, Bussey, et al. summarize the notoriety of these cell lines by stating that they have been "more fully characterized at the molecular level than any other set of cells in existence" [21] .
The expression profiles of these cell lines used in this study present a unique challenge for analysis due to the diversity of the tissues of origin, and lack of spike-in probes which could establish a known baseline.
B. Technology Background
Microarray
Microarrays are a very common tool developed to simultaneously measure the expression levels of thousands of sequences of the DNAIRNA in a cell in a single step.
While various designs of microarrays exist, they all employ the same basic tactic. On the data points per sample [7] . Array design was performed according to the previously established method [13] .
Each probe is 40 nucleotides long, while miRNA precursors are generally 80 -150 nt in length. Generally, the probes exist in pairs designed to measure opposing sides of the precursor microRNA stem-loop, which are the also the sites containing the mature microRNAs.
Normalization
Normalization is the process by which error is removed from the raw microarray data, with the result being data that is numerically closer to the real value for each probe in each sample, and therefore more accurate. Error can originate from three sources: biological, systematic, and random noise. Normalization through software attempts to estimate and remove only the systematic error [9] . Several methods of normalization for rnicroarray data exist, e.g. scaling, variance-stabilization, quantile, loess. Each method makes a different set of assumptions about the types of error inherent in the data, and also has a varying level of utility and robustness.
Quantile normalization was originally proposed and advocated by Bolstad, et al.
due to its simplicity and efficacy [8] . It is widely used and has been confirmed through several studies to be one of the most robust methods [9] . The underlying assumption of this method is that the distribution of probe intensities (i.e. overall signal intensity) per sample does not change. The name is derived from quantile-quantile (QQ) plots, in which two sets of data can be said to have the same distribution if the plot forms a straight diagonal line. In this case the straight-line is extrapolated to N-space to encompass all samples, and a transformation is calculated.
Variance-Stabilization with Invariants (VSN-Inv) is an extension of the existing variance-stabilization method. This extension, proposed by Pradervand, et al. [9] , is a combination of two steps; (1) identification of invariant probes a priori from the given data and (2) normalization based on the optimal parameters as calculated from only the invariant set of probes, instead of all data. Pradervand, et al. also note that this method is a way to limit the assumptions that a chosen normalization method makes about the data.
In this method, the assumption is that at least a small fraction of probes are invariant over all samples. The ideal invariant probe is one with high mean intensity, and low standard deviation across the dataset. Invariant probes are selected by first using a normal mixture model based on signal to classify each probe as one of two components: high or low intensity. All high-intensity probes selected from this step and then classified again using another mixture model based on standard deviation to classify as either high or low standard deviation, but with an optimal number of components as determined by the clustering algorithm. The first component, the one with lowest standard deviation, contains the final list of invariant probes. Finally, the invariant probes are used to estimate the parameters for standard variance-stabilization, and normalization is done according to those parameters on the full dataset.
III. METHODOLOGY
The analysis in this study comprises four main steps completed in the order listed.
The first step consists of the data preparation work, including downloading published data from an online repository and then normalizing it in different ways. The second step is verification of VSN-Inv normalization on the NCI-60 miRNA dataset by analyzing intra-chip and intra-group correlations after normalization. The next step consists of simple analysis and comparison of results in hierarchical clustering, and predictive analysis on both untransformed and log-transformed data, because results in these two areas differ greatly if the data has been log-transformed. The last and final step is an analysis where an additional mRNA expression dataset is integrated, and this step assesses the discovery of significant correlations between the original miRNA data and the integrated mRNA data.
All calculations were performed using the R language and environment [22] . Existing libraries were used where possible, and all custom processing was performed using original source code. All non-standard libraries were installed via the built-in package management of the R environment, or installed as part of the Bioconductor framework [23] .
A. Download Data
All datasets were downloaded from ArrayExpress [24] . The mRNA transcript and protein expression profiles were downloaded using the "ArrayExpress" library [25] using accession ID "E-GEOD-5720". The mRNA dataset contains data from both the Affymetrix HG-U133A and HG-U133B (human) platforms. In this study only the U133A data were used. The miRNA expression profiles were accessed using accession ID "E-MEXP-1029". The miRNA dataset cannot be directly imported into RlBioconductor using the existing library since it lacks proper GPR headers in the data files. It was imported by using the download-only functionality of the ArrayExpress library to retrieve the files, and then manually reconstructing the eSet object using a combination of existing and custom code to parse the expression, sample and array design files. Each dataset is also available from an additional source, GEO and CellMiner, respectively, but ArrayExpress was used due to its automated capabilities within the R environment.
B. Normalization
The mRNA expression profiles were normalized using GCRMA, as performed by the "gcrma" function in the "gcrma" package.
The miRNA data were normalized using three methods: raw background subtraction only, quantile normalization, and VSN-Inv. Normalization was a multi-step process performed according to the steps used with the original publication [7] . (1) background median was subtracted from the median signal; (2) values. In order to best discern the differences between normalization methods on lowintensity probes this step was not performed. Quantile normalization was handled using the "normalize.quantiles" method in the "preProcess Core" package. VSN-Inv was performed using the source code released with the original publication [9] , available at (http://www.unil.ch/daWpage58744.html).
Because VSN-Inv and background subtraction do not involve log transformations while quantile returns log-transformed data, data was stored in both untransformed and log-transformed forms after normalization, to allow comparison in both modes. Log transformation was done in base two, and a small value was added to each dataset to make the minimum value 1 to remove negatives and zeros. Hierarchical clustering was performed using the "hclust" method in the default "stats" library. The distance matrix between samples was calculated separately beforehand, using a correlation metric as the distance between samples. The distance is defined as l-cor(samplel, sample2), meaning that two perfectly correlated samples to their lack of data or lack of differentiation from other cancer lines (breast, lung, prostrate, and melanoma LOX IMVI), and therefore low predictive power.
C. Clustering and Predictive Analysis
Partitioning around medoids (P AMc) was performed using the pam( ) method in the "cluster" library. Extending the analysis previously made by Blower, et al., this step of the analysis was performed in two separate ways: (1) specifying the cluster count k=40 as done by Blower, et al., which always yields 40 probes as input to the second PAM step, and (2) quantitatively determining the optimal cluster count separately for each dataset, which yields between four and 100 input probes to the second step. Optimal cluster count was found using the pamk( ) method in the "fpc" library. PamkO works by testing each possible cluster size in a given range and selecting the one resulting in the largest average silhouette width. The silhouette width is a metric unique to the "medoid" partitioning technique, which describes the amount of dissimilarity a given variable has from its final assigned cluster, with the range being -1.0 to + 1.0. Therefore, the optimal number of clusters also results in the least amount of dissimilarity among all clusters on average, e.g. the highest average silhouette width. In this study, preliminary analysis showed that all datasets resulted in three clusters being optimal. Because this was not 16 ----------------------------very informative the minimum allowable cluster count was restricted to four, and maximum was set to 100.
Predictive analysis for microarrays was performed using the pamr package. As the predictive analysis step is non-deterministic, predictive analysis was performed with six-fold cross validation and 100 iterations, following the precedent set by Blower, et al., saving the misclassification rate from each iteration. The threshold variable required by pamr was set to zero, meaning that all input probes should be included in the predictive analysis.
D. Correlations
Finally, significant miRNA-mRNA interactions were found by integrating the resultant data from each normalization method with the mRNA expression profiles. Only 59 samples are in common, as the H23 cell line lacks a mRNA expression profile.
Candidate probes for each dataset were selected by finding all probes having at least 1 log-fold change between the lowest and highest samples as done previously [12] .
Correlations were then calculated on both the log and untransformed data using the builtin "cor" method in R, and p-values for each interaction according to Equation 1 . In this equation r is the Pearson's correlation coefficient, n is the sample size, and pt is the "R" function to perform the Student's t test. Then p-values were corrected using Benjamini-Hochberg to control the false discovery rate. Significant interactions were determined at three significance values, p-value <= 0.001, 0.01, and 0.05.
~(n-2)
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IV. RESULTS
A. VSN-Inv Invariants
First, the appropriateness of VSN-Inv normalization on the NCI-60 dataset was assessed. VSN-Inv assigned 32% of the probes to the high-mean component. Of these probes, 31 were identified as high-mean and low-SD invariants, listed in (Table 2) ( Figure 2 ). The intensities were then plotted to verify (Figure 3 ). Many of the probes appear to be at or near background level, so the selection may not be optimal. The signal mean cut-off was 409 or greater. Total sample intensities before and after normalization were analyzed (Figure 4 ).
Table 2 -Probes identified as invariants in VSN-Inv normalization
Samples were plotted according to diagnosis, and then sorted within groups in order of increasing intensity. It can be seen that quantile normalization translated all samples to have the same total intensity, as per its design and underlying assumption (visualized as the horizontal line of points in the middle). However, there is more than a three-fold difference in signal intensity between the lowest and highest samples in the 'raw' data.
Sample intensity does not appear to correlate strongly to diagnosis, and indeed, there are large differences within each group. The assumption of quantile normalization may be incorrect, but it is not evident whether the large differences in signal intensity are due to 20 technical or biological differences. VSN-Inv normalization sample intensity followed the raw data much more closely.
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B. Assessing Normalization via Duplicate Probes and Control Samples
Next all 35 pairs of duplicated probes were selected from each normalized data.
They were box plotted to determine the overall distribution ( Figure 5) . Quantile normalization appears to lower the overall correlation between probes, however some correlations do appear to increase. VSN-Inv normalization greatly increases the correlation between all pairs except for a few outliers.
Correlations between duplicate probe pa irs
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D. Predictive Analysis
The following results were found when k was set to 40. Of the 40 probes selected in untransformed data, 25 were shared between all, and an additional 10 probes shared between the background-subtracted data and the VSN-Inv data (Figure 13 ). This shows that there is good agreement on many of probes between the two datasets. In the logtransformed data, there was less agreement on probes, with only 19 shared by all.
Misc1assification rates were comparable between all datasets regardless of log 29 transfonnation ( Figure 14 ). Out of all results, VSN-Inv nonnalization had the highest rnisclassification rate when run on untransfonned data (0.35), yet also the lowest rnisclassification rate when run on 10g-transfonned data (0.12). The high misclassification rate of VSN-Inv on untransfonned data is a clear sign of over-fitting, which is likely due to probes near background level. The best classification rate overall is with vsn-inv nonnalization and log transfonnation (median rate 0.19). It outperforms quantile normalization with or without log transformation, medians 0.21 (Wilcoxon ranksum p < 10-7 ) and 0.19 (Wilcoxon rank-sum p = 0.02), respectively.
Mediod Probes with k=40
Mediod Probes with k=40 (log) Next, partitioning was performed using the optimal cluster count determined by each dataset. For background-subtracted data the optimal k was 11 , quantile: 16, and vsn-inv: 6. Only four probes were shared (Figure 15 ), which shows significant disagreement relative to k = 40. The fact that VSN-Inv identified the fewest medoids despite it also having the highest number of candidate probes (524) shows that it is probably over-fitting to low-intensity probes not included in the other datasets. Overfitting is then evidenced by its high misclassification rate, median 0.51 (Figure 16 ), well beyond the rates of raw and quantile, medians 0.28 and 0.26 respectively.
VSN-Inv
Overall, VSN-Inv normalization with log transformation shows the best performance under PAM-PAM, with the lowest misclassification rates of all datasets. Next the ability to extract meaningful miRNA-mRNA interactions was analyzed.
Medoid Probes with Optimal k
Candidate probes were selected with the following results: mRNA -15,639 probes, quantile -627 probes, vsn-inv -625 probes. Notably, the 627 probes selected here differs from the 555 probes selected in the study by Wang and Li because in this study the step after normalization to set all intensities < 5 to the median of such values was not performed. Correlations were checked using three significance levels, 0.001, 0.01, and 0.05, and counts were compiled over which interactions were found in both or each datasets. Positive and negative correlations were compiled separately.
Similar results were found in both the untransformed and log transformed data.
The VSN-Inv data finds significantly fewer interactions at all significance levels, and both signs ( Figure 17 ) (Table 3) control groups, and greatly increased intra-chip agreement between duplicate probes on the NCI-60 microRNA dataset. The agreement is significantly different from quantile normalization, adding evidence once again that the choice in normalization can greatly affect the results of a study. Although these results initially favor VSN-Inv for normalization, the results must be weighed in accordance to the details of the remaining analysis, which show a few problem areas. The correlations of intra-chip duplicate probes, which favor VSN-Inv over quantile normalization, comprise many weak signals that are known to be greatly affected by that type of normalization, meaning that they may be false positives and not true correlations. VSN-Inv works well for predictive analysis and classification, but requires a strictly selected probeset and then only on logtransformed data. However, in some specific cases VSN-Inv normalization does yield results that are more accurate. Hierarchical clustering works best on vsn-inv normalized data, and can be done with or without log transformation, and the best classification rate for tissue of origin is achieved using vsn-inv normalization with log transformation.
Finally, using vsn-inv normalization for the discovery of miRNA-mRNA interactions results in only a fraction of identified pairs versus using quantile normalization, meaning that it is possibly more discerning in this area.
34
VI. FUTURE DIRECTION
Future work could enrich the analysis by extending it in several ways. First and foremost, additional normalization methods should be considered. There are other normalization methods which do not have an underlying assumption as strict as the one made by quantile normalization, and therefore may also have better performance than quantile, and comparable performance to VSN-Inv.
Additionally, the relative performance of each normalization method in hierarchical clustering should be quantified so that an objective comparison can be made.
Preceding that, a method to measure the correctness of the clustering programmatically would have to be determined. A manual method to measure the correctness is to determine the minimum number of swaps necessary to cluster together all cells with the same tissue of origin, however, this is very similar to the standard predictive analysis, and therefore may not offer much additional insight. Furthermore, the significant miRNA-mRNA correlations found in each dataset should be compared against the list of validated targets in Tarbase, thereby offering a metric by which to compare the accuracy of the normalization methods.
Furthermore, the invariant selection process selected some probes that were weaker than expected. This may be due to the strong restriction that probes be classified in only two clusters, high and low intensity. It is possible that allowing a larger number of clusters to be defined, similarly to the classification of components for standard 35 deviation, that a smaller set of probes, but of higher mean signal, would be selected as the invariants, and therefore yield a more accurate normalization.
Finally, a recent study shows that the expression levels of some microRNAs correlates to cell doubling time [26] . This may offer light as to the large variance in total sample intensity across the NCI-60 panel, and possibly a more appropriate or novel normalization method.
