We present a new criterion that determines whether a fermionic state is a convex combination of pure Gaussian states. This criterion is complete and characterizes the set of convex-Gaussian states from the inside. If a state passes a program it is a convex-Gaussian state and any convex-Gaussian state can be approximated with arbitrary precision by states passing the criterion. The criterion is presented in the form of a sequence of solvable semidefinite programs. It is also complementary to the one developed by de Melo,Ćwikliński and Terhal, which aims at characterizing the set of convex-Gaussian states from the outside. Here we present an explicit proof that criterion by de Melo et al. is complete, by estimating a distance between an n-extendible state, a state that passes the criterion, to the set of convex-Gaussian states.
Introduction
One of the goals in quantum information theory is to achieve the universal quantum computation. Majorana fermions, first introduced in [1] , give a possible way to realize it. Such Majorana fermions have been reportedly observed in superconductor-semiconductor systems [2] - [4] . Braiding (interchanging) of Majorana fermions can be used to implement fault-tolerant gates [5] - [9] and an efficient protocol for braiding Majorana fermions in atomic wire networks that is robust against experimentally relevant errors has been proposed in [10] . A set of universal quantum gates has been proposed in [11] , although the gates include a quadric interaction between Majorana fermions. In [5] it was shown that any computation that uses only braiding operators on a system of Majorana fermions initially prepared in a fermionic Gaussian state can be efficiently simulated classically. It was also shown there that the universal computation can be carried out if a supply of two specific states, |a 4 and |a 8 on 4 and 8 Majorana fermions respectively, is available.
In [12] it was shown that if the noisy ancillae are convex mixtures of Gaussian fermionic states and the computation involves only non-interacting fermions operations, one can classically simulate such quantum computation. Hence rises the interest in developing a complete criterion that determines whether a states is a convex mixture of Gaussian fermionic states. A complete criterion is an algorithm that characterizes the target set with an arbitrary precision.
Several works have been done to find such criteria. In [12] de Melo et al. found a criterion similar to the one established for separable states [13] . Both criteria are based on the notion of 'extendibility' and approach the target set (convex-Gaussian or separable states) from the outside. The criterion in [12] is presented in the form of a sequence of solvable semi-definite programs. The authors in [14] presented another characterization of the set of convex-Gaussian states in a particular case when a state space is on 4 fermionic modes, i.e. involves 8 Majorana fermions .
In this paper we show that the criteria introduced in [12] is complete, a result which was implied there. We prove it by estimating a distance from a n-extendible state to the set of convexGaussian states and show that this distance converges to zero as n goes to infinity. This shows that any non-convex-Gaussian state will fail the program at some point.
A different criterion for detecting separable states was established in [15] that describes the set of separable states from the inside. Taking inspiration from this work, we establish a criterion characterizing the set of convex-Gaussian states from the inside as well. The criterion is given in the form of a hierarchy of semi-definite programs. A state that passes a program is convexGaussian and any convex-Gaussian state can be approximated with an arbitrary precision by states that pass the program.
The paper is organized as follows. In "Set up" section we establish the basic knowledge on Gaussian and convex-Gaussian states, introduce the necessarily notations and definitions, and present the known results that will be useful later. In "Quantitative bound" section we present and prove the quantitative bound that shows that the criteria established in [12] is complete. In "Criterion for convex-Gaussian states detection" section we develop a criteria characterizing the set of convex-Gaussian states from inside in the form of a hierarchy of semi-definite programs. In Appendix A we provide a complete proof started in [12] of the fact that the null-space of the operator Λ (2.4) is a Gaussian-symmetric subspace of a symmetric space. In Appendix B we discuss an equivalent construction of the extendible states and the semi-definite program using the isomorphism between the tensor product of n algebras of 2m Majorana fermions C ⊗n 2m and an algebra with 2mn Majorana fermions C 2mn .
Set up
We consider a system of m fermionic modes, the Hilbert space of which is a Fock space Fock(C m ). Creation and annihialation operators on this space, denoted by a † j , a j , j = 1, .., m, satisfy canonicalanticommutation relations (CAR)
The Fock basis is defined by |n 1 , ..
, where the occupation numbers take values n j ∈ {0, 1} and the vacuum state |0 satisfies a j |0 = 0 for all j = 1, ..., m.
Instead of 2m creation and annihilation operators define 2m Hermitian operators, called Majorana fermion operators [1] :
Majorana operators form a Clifford algebra, which will be denoted as C 2m , i.e. they satisfy the following relations c j = c † j , and c 2 j = I, for j = 1, ..., 2m; c k c j = −c j c k , for k, j = 1, ..., 2m.
Any operator X ∈ C 2m can be represented as a polynomial in {c j } j and identity. The operator is called even (odd) if it can be written as a linear combination of products of an even (odd) number of Majorana operators. In other words, any even operator X ∈ C 2m can be written as 
. Writing an even density matrix ρ in the form (2.1), will give us the following restrictions on the coefficients: α 0 = 1, and for any subset {a 1 , ..., a 2k } ⊂ {1, ..., 2m} we have |α a 1 ,..,a 2k | ≤ 1/2 m−1 . These conditions come from the fact that ρ ≥ 0, Trρ = 1 and ρ − I/2 m 1 ≤ 2, (for more insight see the proof of Theorem 2). Here the trace norm is defined for any Hermitian operator M as:
Fermionic Gaussian state ρ is an even state of the form ρ = K exp(−i j =k β jk c j c k ) with real-antisymmetric matrix β = {β jk } j,k and normalization K. Block-diagonalizing matrix β with an orthogonal matrix R ∈ SO(2m), one can re-express any Gaussian state ρ in standard form as
3) wherec = R T c and the coefficients λ j ∈ [−1, 1]. Gaussian pure states are the one such that λ j ∈ {−1, 1}, which can be easily checked from the fact that ρ 2 = ρ for pure states. For any state ρ ∈ C 2m define a correlation matrix M as a 2m × 2m real anti-symmetric matrix with elements
For j = k, we have M jj = 0 and for j = k, we have
Since any real antisymmetric matrix can be block-diagonalized by an orthogonal matrix R ∈ SO(2m), the correlation matrix M can be written in the form
For any even state the singular values {λ k } m k=1 of M lie in the interval [−1, 1], since each of them is the expectation value of the Hermitian operator ic 2k−1c2k , which has ±1 eigenvalues. This condition corresponds to having M T M ≤ I for any even state. The equality M T M = I, or in other words the equality λ k = ±1, is satisfied if and only if the state is pure Gaussian [16] .
The correlation matrix M fully determines a Gaussian state, which can be seen from the standard form (2.3). All higher order correlators are determined by Wick's theorem [17] .
A convex-Gaussian state is defined as a convex combination of pure Gaussian states, in other words, the set of convex-Gaussian states is defined as
Every Gaussian state is convex-Gaussian, which can be seen from (2.3) by writing each term in the product as
On the other hand, a convex combination of two Gaussian states is convex-Gaussian, but may not necessarily be a Gaussian state, since each of them may require a different orthogonal matrix R for diagonalization (2.3) . In other words, the set of Gaussian states is not convex and it lies in a convex set of convex-Gaussian states, which also includes some non-Gaussian states.
The following proposition shows that if a state is close enough to the maximally mixed Gaussian state I/2 m , it is convex-Gaussian.
1 Proposition. ( [12] , Theorem 1) For any even state ρ ∈ C 2m there exists ǫ > 0 such that
In other words, a small perturbation of the normalized identity state I/2 m by any state still lie in the set of convex-Gaussian states. From the proof of Proposition 1 ( [12] ) and the proof of Theorem 2 that we provide later, one can lower bound ǫ as a function of m. We can say that for any state ρ ∈ C 2m there exists ǫ ≥
Consider the Hermitian operator
which belongs to the tensor product of two Clifford algebras C 2m ⊗ C 2m . It was first introduced in [16] and was later investigated in [12] . It was shown there that an even state ρ ∈ C 2m satisfies Λ(ρ ⊗ ρ) = 0 ⇐⇒ ρ is a pure Gaussian state.
The approximate result is also true, i.e. if a state such that Λ(ρ ⊗ ρ)Λ 1 ≤ ǫ, it is close to a pure Gaussian state.
then there exists a Gaussian state |ψ close to τ , i.e. such that
Proof. Let M τ be a correlation matrix of state τ . Write the matrix in a block-diagonal form
Apply a dephasing procedure to τ , that is described in the following way, define
where U is the following FLO, for each k = 1, .., m
and
., m. After the dephasing procedure, the state τ m contains only mutually commuting operators ic 2k−1 c 2k , k = 1, .., m and so its eigendecomposition involves the eigenstates of these operators, which are Gaussian pure states. Hence the state τ m is convex-Gaussian, i.e. it is in the form
is a pure Gaussian state with β k j ∈ {−1, 1} for all k, j = 1, .., m. Note that each |φ k is an eigenvector to all ic 2l−1 c 2l , l = 1, .., m. Such dephasing procedure leaves the correlation matrix M τ invariant ( [12] ).
Construct a pure Gaussian state in the following way, let
where γ j = sign λ j . The state |ψ is an eigenvector to all ic 2k−1 c 2k , because ic 2k−1 c 2k |ψ ψ| = γ k |ψ ψ| . Therefore the state |ψ is contained in the eigendecomposition of a dephased state τ m . Let it be the first state, i.e. |φ 0 φ 0 | := |ψ ψ| and let us denote β 0 j := γ j = sign λ j . Having in mind the relationship between the fidelity and the trace-norm
consider the fidelity F (τ, |ψ ) = ψ| τ |ψ . Since the dephasing procedure left the correlation matrix M τ invariant, the fidelity F (τ, |ψ ) is the same before and after the dephasing procedure. Therefore F (τ, |ψ ) = φ 0 | τ m |φ 0 = α 0 and so the trace distance is bounded above by
To bound α 0 , we use the relation between λ j and α k :
Since α k are probability coefficients, i.e. k α k = 1, we have that
Using the bound on the trace norm
Since every λ 2 j ≤ 1, it follows that for every j, λ (1 − 1 − ν/2). Note that α 0 is not in the sum, since in the case when λ j is close to 1 and so β 0 j = 1.
In the case when
(1 − 1 − ν/2). Note that α 0 is not in the sum, since in the case when λ j is close to −1 and so β
Summing all inequalities on α-s (for every j), we obtain
There is no α 0 in the sum above and the only α absent in the sum is α 0 , so
The null-space of the operator Λ is spanned by states |ψ, ψ , where ψ is Gaussian, and therefore is called Gaussian-symmetric subspace. This fact was partially proved in [12] , Appendix A. The complete proof is provided here in Appendix A.
In [12] , a semi-definite program was introduced to determine whether a state is convex-Gaussian or not. A state that is not convex-Gaussian fails the program. The criterion uses the notion of extendibility. A state ρ ∈ C 2m is said to have a n-Gaussian-symmetric extension iff there exists a state ρ (n) ∈ C ⊗n 2m such that 1. ρ (n) ≥ 0 and Trρ
In this paper the set of states that has a n-Gaussian-symmetric extension is denoted by
}. Any convex-Gaussian state ρ = i p i |ψ i ψ i | can be extended to any number of parties, i.e. for any n, the state ρ
for any n, so there is the following sequence of inclusions
The following semi-definite program was introduced in [12] : Program 1.
Input: ρ ∈ C 2m and an integer n ≥ 2 Body: Is there n-Gaussian-symmetric extension ρ (n) of a state ρ Output: yes, then provide ρ (n) , or no.
In [12] , Theorem 2, it was shown that if a state has a n-Gaussian-symmetric extension for all n, then the state is convex-Gaussian. Therefore the family of semi-definite programs forms a criterion consisting in checking if a state ρ ∈ G (n) for all n. In the next section we show that in finite time one can get arbitrary close to the set of convex-Gaussian states G c from the outside, i.e. we prove that G (n) converge to G c from outside, lim n→∞ G (n) = G c . This proves that the criterion is complete. In other words, if a state ρ ∈ C 2m is not convex-Gaussian, then there exists n such that ρ / ∈ G (n) , so all non-convex-Gaussian states can be eventually detected.
Quantitative bound
How close is a an n-extendible state to a set of convex-Gaussian states G c ? We construct a convexGaussian state that is close to a given n-extendible state and show that the distance between them converges to zero as n goes to infinity. 
Proof. For any state σ(n) the upper bound ρ − σ(n) 1 ≤ 2 follows from the linearity of the trace norm and the fact that the trace norm of any state is one.
To prove the non-trivial upper bound, we assume that n is sufficiently large. By definition, the state ρ has an extension ρ (n) to n parties if Tr 2,..
is in the null-space of every operator Λ k,l , its restriction to every two spaces ρ
. Therefore we may invoke quantum de Finetti theorem (see e.g., [18] Theorem II.8). For large enough n, there exist states τ j (n) ∈ C 2m and probability coefficients p j (n) ≥ 0,
where ρ n 1,2 = Tr 3,...,n ρ (n) ∈ C 2m ⊗ C 2m is a partial trace of the extension. Applying the operator Λ to the state inside the trace norm above, we obtain
The right-hand side equality is due to the fact that every term is positive, i.e. p j (n) ≥ 0 and Λ(τ j (n) ⊗ τ j (n))Λ is a positive operator.
Therefore, for every j = 1, ...m, we obtain
Consider two possible cases, when the coefficient p j (n) is small and big enough, i.e. for large enough n, 1. for every j, such that p j (n) < n 2/3 ∆(n), take any pure Gaussian state |ψ j (n) in the desired convex-Gaussian state σ(n) = j p j (n) |ψ j (n) ψ j (n)|; 2. for every j, such that p j (n) ≥ n 2/3 ∆(n), we have that Λ(τ j (n) ⊗ τ j (n))Λ 1 ≤ ∆(n)/p j ≤ 1/n 2/3 . In the next lemma we prove that such a state, τ j (n), is close to a pure Gaussian state.
Note that here one can take a critical value of p j in the form n ǫ ∆(n) for any 0 < ǫ < 1. We chose ǫ = 2/3 for later convenience.
Applying Lemma 1 with ν j (n) = 1/n 2/3 to our situation, we obtain that for every j, such that p j (n) ≥ n 2/3 ∆(n), the state τ j (n) is close to a pure Gaussian state |ψ j (n) constructed in the Lemma. As it was said before, for every j, such that p j (n) < n 2/3 ∆(n), we set |ψ j (n) to be any Gaussian state. Then the state ρ is close to the convex-Gaussian state:
From this theorem we see that the sets of n-extendible states G (n) are approximating the set of convex-Gaussian states G c from the outside. In the next section we develop a criterion characterizing the set of convex-Gaussian from the inside.
Criterion for convex-Gaussian states detection
Remind the Proposition 1, which says that a small enough perturbation of the normalized identity state by any state is contained in the set of convex-Gaussian states. Since with growing n, the n-extendible states are getting closer to the set of convex-Gaussian states, it is reasonable to believe that one may take a bigger part of this state in the perturbation and still stay in the set of convex-Gaussian states. In other words, Proposition 1 claims that for any state ρ ∈ C 2m there exists δ > 0 such that the stateρ := (1 − δ)ρ + δ I/2 m is convex-Gaussian. We claim that for states ρ ∈ G (n) that have extension to n number of parties value δ goes to 0 as n goes to infinity. Here we switched the notation from ǫ in Proposition 1 to δ = 1 − ǫ, to emphasize that ǫ is growing for n-extendible states with growing n.
For any n ≥ 1, define sets
here ǫ(n) is the distance from a complement of the set G (n) to the set of convex-Gaussian states G c , which can be taken from Theorem 1, ǫ(n) = min{2, 10 Λ 2 1 2 2m n 1/3 }. Note that δ(n) → 0 as n → ∞. In the next theorem we prove that any stateρ ∈G (n) is convex-Gaussian, i.e.G (n) ⊆ G c . From the proof it will also be clear that we can perturb any convex-Gaussian state to a state insideG (n) .
2 Theorem. For any n-extendible state ρ ∈ G (n) , n ≥ 1, the stateρ = (1 − δ(n))ρ + δ(n)I/2 m is convex-Gaussian for the above choice of δ(n) (4.1). Moreover, for any convex-Gaussian state ρ c and for any n, there exists a state ω n ∈G (n) such that they are close,
In particular, the setsG (n) approximate the set of convex-Gaussian states G c from inside.
Proof. From Theorem 1 we know that for every n-extandible state ρ ∈ G (n) there exists a convexGaussian state σ n (ρ) ∈ G c such that they are close enough ρ − σ n (ρ) 1 ≤ ǫ(n), with ǫ(n) → 0 as n → ∞.
Let τ n := ρ − σ n (ρ). Then Tr τ n = 0 and the trace norm is small τ n 1 ≤ ǫ(n). Write τ n as a linear combination of even correlators and identity as in (2.1), i.e.
where S = {a 1 , .., a 2k } ⊂ {1, ..., 2m} is a subset of even number of elements, α S (n) ∈ R and C S = i k c a 1 ...c a 2m . Since Tr τ n = 0, we have α 0 (n) = 0. Using (2.2), the trace norm can be written as
For any S, take Π S := sign(α S (n))C S . Then we obtain
Therefore, for every subset S the coefficient is small |α S (n)| ≤ ǫ(n)/2 m . From the proof of Proposition 1 (see [12] ) we may write
where {ζ(a)} is an over-complete basis of (2m)!/m! pure Gaussian states, ω a (n) ≥ 0 and the constant c(n) = a ω a (n) = S a |α S (n)|. Taking into account that every coefficient |α S (n)| is small, the constant c can be bounded from above by c(n) ≤
The stateρ = (1 − δ(n))ρ + δ(n)I/2 m can be then written as
From definition δ(n) = χ(n)/(1 + χ(n)) and upper bound c(n) ≤ χ(n), the coefficient in front of the identity in the equation above is non-negative, i.e. δ(n)−(1−δ(n))c ≥ 0. Since the normalized identity, σ n (ρ) and ζ a are convex-Gaussian states, the stateρ is convex-Gaussian. Let ρ c ∈ G c be a convex-Gaussian state. For any n ≥ 1 this state is also n-extendible, ρ c ∈ G (n) . Therefore, applying the result we just proved, ω n = (1−δ(n))ρ c +δ(n)I/2 m ∈G (n) and the distance is bounded
Since every convex-Gaussian state can be approximated with an arbitrary precision by states in sets {G (n) } n≥1 , Theorem 2 gives rise to a complete criterion determining whether a state is convex-Gaussian or not. The criteria comes in the form of a hierarchy of the following semidefinite programs:
Input: ρ ∈ C 2m and n ≥ 1,
Body:
Is there an n-extendible state σ ∈ G (n) s.t.
Output: yes or no.
Note that ǫ(n) here is the distance from the compliment of a set G (n) to the set of convexGaussian states G c . Our bound on ǫ(n) in Theorem 1 is non-trivial only for n of order higher than 2 18m . Refining the bound on a distance between any n-extendible state and G c for small n will improve the program for smaller n. Nevertheless, the above program is valid for any n starting from 1.
Together with Program 1, one can alternatively run both programs for every n. If a state fails Program 1 for some n, the state is not convex-Gaussian, and if a state passes Program 2 for some n, it is convex-Gaussian.
Conclusion
We have introduced a complete criterion that is able to detect whether a state is a convex mixture of Gaussian states. This criterion is complementary to the one introduced in [12] , which we proved here is indeed a complete criterion approximating the set of convex-Gaussian states G c from the outside. Our complementary criterion approximates the set G c from the inside by perturbing n-extendible states to make them convex-Gaussian. The semi-definite program depends on the distance from the compliment of a set of n-extendible states to the set of the convex-Gaussian states, and, unfortunately, we were able to provide a non-trivial bound only for large n. Further work is needed to improve the bound for small n. Nevertheless, a complementary criterion gives a good taste on how both tests can work together faster to determine whether a state is convexGaussian or not, as well as it shows a way to characterize the set of convex-Gaussian states from the inside.
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Appendix A. Gaussian-Symmetric subspace
Here we provide a complete proof that the null-space of the operator Λ is spanned by states |ψ, ψ , where ψ is Gaussian. We repeat the partial proof given in [12] and complete it by proving Lemma 2.
Define a 'FLO twirl' as the map
for any ρ ∈ C 2m ⊗ C 2m . Here U ∈ F LO acts as follows:
with R ∈ SO(2m). The integral in (6.1) F LO dU is defined by taking the Haar measure over the real orthogonal matrices R induced by U. The map S(ρ) is normalized such that it is tracepreserving. First we prove a statement about an invariant subspace that was made in [12] .
2 Lemma. The invariant subspace of S is spanned by I ⊗ I, Λ, ..., Λ 2m operators.
Proof. Let us denote c 0 = I, then modify the every matrix R to becomeR = I ⊕ R, where I is 1-dimensional matrix. The action of U stays the same for the modified matrix R:
Any state ρ ∈ C 2m ⊗ C 2m can be written as follows: Form a n × n matrix λ such that (λ) JL = λ JL . Also form a n × n matrixR such that
R is an orthogonal matrix since
By constructionR is a direct product of matrices: 1-dimensional identity matrix, 2m matrices of the dimension 2m, (2m) 2m . The state ρ is invariant under group U ⊗ U, therefore
Coefficients in front of the same correlators have to be the same, so λ commutes with any orthogonal matrixR. Because of the structure ofR, the matrix that commutes with anyR has the following structure:
where the identity corresponding to the coefficient a k,l ∈ R has dimension (2m) k . Therefore the state ρ has the form
for some coefficients α j . In other words, the invariant subspace of S is spanned by I ⊗ I, Λ, ..., Λ 2m operators.
Now we repeat the statement and its proof about the null-space of Λ. for any X, we can just consider the trace with respect to invariant objects S(X).
From Lemma 2, we know that Λ i for i = 0, 1, 2, . . . , 2m (and linear combinations thereof) are the only invariants under the group U ⊗ U where U is FLO transformation. Clearly,
for all i = 0 while TrΠ Λ=0 = 2m m fixes the overall prefactor. Having established the form of the projector, it follows directly that the states |ψ, ψ for any Gaussian ψ span the null-space (Assume this is false and hence a state in the null-space |χ = |χ in + |χ out where |χ in is in the span of |ψ, ψ while |χ out is w.l.o.g. orthogonal to any |ψ, ψ . We have Π Λ=0 |χ = |χ while 2m m S(|0, 0 0, 0|) |χ = |χ in arriving at a contradiction.) As |ψ, ψ for Gaussian pure states ψ span the null-space, and P |ψ, ψ = |ψ, ψ with P the SWAP operator, the null-space is a subspace of the symmetric subspace.
Appendix B. Gaussian-symmetric extension
In [16] it was shown that there is an isomorphism between C 2m ⊗ C 2m and C 4m . Here we provide an explicit isomorphism between C ⊗n 2m and C 2mn and explore how one could alternatively express semi-definite Program 1 as an extension of ρ to a physical system with 2mn Majorana fermions.
The original Program 1 was the following: given a state ρ ∈ C 2m find an extension ρ ext ∈ C ⊗n 2m such that
The present scheme is the following: given a state ρ ∈ C 2m find "an extension" µ ∈ C 2mn that satisfies two condition which we will determine below.
The isomorphism J between C 2mn and C ⊗n 2m is given by
where c j stands on the k-th component and P = i m c 1 ...c 2m ∈ C 2m is a parity operator, P 2 = I and P † = P . Since J preserves commutation relations between the generators, it extends to arbitrary operators by linearity and multiplicativity, J(XY ) = J(X)J(Y ). And therefore J is the isomorphism.
As an example consider the case n = 2. Any state in C 4m can be written as 
where
Note that the reverse can also be easily obtained. Any state
gets mapped onto a state
where P = c 2m+1 ...c 4m .
The operator Λ = Therefore condition 2. above is equivalent to the following one Γ k,l µ = 0, for any k = l,
where Γ is defined in (7.2) and µ ∈ C 2mn . Let us return to the case n = 2. In this case if the extension µ of ρ looks like (7.1) 
Γ
k,l ρ ext = 0, for any 1 ≤ k = l ≤ n, where Γ k,l is defined by (7.2).
If we take an even state ρ = j α j Z 1 j ∈ C 2m the extension ρ ext ∈ C 2mn is a state, satisfying condition 2. above, of the following form ρ ext = 2 −m(n−1) ρ + Corr.
Here every term in the correlations Corr = j β j Z 1 j ...Z n j acts nontrivially on the last (n − 1) spaces spanned by c 2m+1 ... c 2mn .
To make the extension an even state introducẽ ρ ext = 1 2 (ρ ext + C all ρ ext C all ), (7.4) where C all = i mn c 1 ...c 2mn ∈ C 2mn . Since C all commutes with even operators and anti-commutes with odd ones, we see thatρ ext is an even state that satisfies both conditions 1. and 2. above, making it a valid even extension of an even state ρ.
