Absrruct-This paper describes an approach to unsupervised segmentation of textured images. Local texture properties are extracted using local linear transforms that have been optimized for maximal texture discrimination. Local statistics (texture energy measures) are estimated at the output of an equivalent filter bank by means of a nonlinear transformation (absolute value) followed by an iterative Gaussian smoothing algorithm. This procedure generates a multiresolution sequence of feature planes with a half octave scale progression. A new feature reduction technique is then applied to the data and is determined bj simultaneouslj diagonalizing scatter matrices evaluated at t\+o different spatial resolutions. This approach provides a good approximation of Fisher's multiple linear discriminants and has the advantage of requiring no upriori knowledge. This new feature reduction methods appears to be an improvement on the commonly used Karhunen-Loeve transform and allows efficient texture segmentation based on simple thresholding.
I. INTRODUCTION HE unsupervised segmentation of an image into re-
T gions that are homogeneous with respect to particular characteristics. such as gray tone or texture, is an important task in many image processing applications. This problem has received considerable attention during the last two decades [ 11. Most segmentation techniques have been applied to the simple case for which the definition of "homogeneous" is based on a single gray-level characteristic. These methods are usually classified as thresholding [2] , edge detection or gradient-based [3], region growing [4] , and hierarchical (or pyramidal) schemes [ 5 ] .
Some of these techniques have been extended for the use of multiple features and have been applied to the more difficult problem of segmentation based on texture. A natural generalization of applying thresholds to a single graylevel characteristic is segmentation based on clustering or classification in a multidimensional feature space [6] . Several edge oriented methods have been proposed (71, [8] , these generally attempt to locate texture edges based on the computation of a multifeature gradient-like operator. Hierarchical approaches using pyramid node linking [9] or applying the split-and-merge algorithm to the cooc- currence matrix [IO] have also been described. When compared to gray-level based approaches, these methods are faced with the following difficulties. First, an appropriate set of texture descriptors needs to be selected among the large number of features that may be proposed [ 1 11. Second, textures are undefined at the single pixel level but are always associated with image regions. As a consequence, the image has to be subdivided into elementary regions whose size needs to be adjusted to maintain the statistical fluctuation of the texture features within an acceptable range while preserving spatial resolution insofar as possible. Finally, the dimensionality of the feature space is greater than one. That circumstance requires significantly greater complexity in decision making. Furthermore, it is more difficult, in the absence of a priori knowledge, to define satisfactory similarity or grouping criteria in a higher dimensional feature space, due to the likelihood of significant interdependence among the variables.
The approach described in this paper is an attempt to integrate simple and efficient solutions to the three difficulties that have been mentioned. At the most basic level, the choice of texture features computed from a bank of convolution masks is justified by the statistical properties of texture fields [14] , as well as by recent findings on visual perception [ 131. Such texture features have been used by several authors and have been found to compare favorably with texture measurements based on cooccurrence matrices [ 141-[ 161. The corresponding texture characterization is reasonably compact, easy to compute, and especially suited for parallel processing [ 171, [ 181. The problem of spatial localization of texture properties is avoided in part by computing all local texture features within overlapping windows of several sizes. This is accomplished efficiently by using an iterative multiresolution approach similar to that described by Burt [19] . The last problem, which relates to the dimensionality of the feature space is solved by using effective feature reduction techniques. As an alternative to the classical Karhunen-Lokve transform (201, we introduce an unsupervised feature reduction technique that diagonalizes scatter matrices at two different spatial resolutions. This new method provides a close approximation of Fisher's multiple linear discriminant functions [21] , [22] that are optimal for region discrimination but can only be determined when the feature mean vectors and covariance matrices associated with the different image regions are known. In many U . S . Government work not protected by U.S. copyright cases, the initial set of texture features can be reduced to a single component that discriminates efficiently between the different texture regions. The obvious advantage of such a reduction is that it offers the possibility to use any of the segmentation techniques designed for the single gray tone characteristic as a subsequent step.
The different components of the resulting system, as well as the notation that is used throughout the presentation, are shown in Fig. 1 . The highpass filter preprocessor largely eliminates the gray tone information but preserves the texture properties. For highly textured images the use of gray tone information is not essential and is not considered further in this study. Next, particular texture properties are determined by convolving the preprocessed image { x k , / } with a set of masks and computing local statistics from the successive application of a nonlinear operator (rectifier) and an iterative Gaussian smoothing procedure. A statistical justification of this approach as well as guidelines for the selection of suboptimal sets of convolution operators are given in Sections 11-A-C. An efficient implementation of the smoothing algorithm that provides local texture feature planes with a half-octave scale progression is briefly described in Section 11-D. The following module performs a linear feature reduction by using texture measurements at two successive levels of resolution. This technique, which is described in Section 111, has a number of attractive properties such as its good approximation of the optimal supervised solution (multiple discriminants) and its ordering of the reduced components according to their discriminability . In the simple case of two texture regions, the local feature vector is reduced to a single component and an optimal threshold can be determined by using the method presented in Section 111-D. Experimental results are presented and discussed in the final part of the paper.
11. FEATURE EXTRACTION A fruitful approach to texture characterization is based on the extraction of local texture properties by means of linear filtering operators [ 141-[ 161, [23] - [26] . Recently, a unified treatment of most of these approaches has been proposed based on the notion of a local linear transform (LLT) [14] . In this formulation, the local texture properties are characterized by a set of statistics associated with the channel histograms at the output of a filter bank. An important aspect of this study was the definition of statistically optimal and suboptimal operators for texture analysis and classification. From the reported experimental evaluation and comparison with alternative approaches using correlation or cooccurrence-based measurements [27] , it appears that advantages the LLT method may have for texture characterization make it particularly suitable for image segmentation by texture type. It performs texture classification well with a smaller number of texture measurements than are used by other approaches [ 141. The method is robust, flexible and specifically designed for parallel and multichannel processing.
In this section, we briefly recall the major results related to this approach. We then describe a practical method for estimating local statistics over windows that are successively increased in size by a half-octave scale progression.
A . Local Linear Transform
The principle underlying this approach is to characterize the Nth-order probability density function (pdf) of the pixels in a restricted neighborhood by N first-order pdf's (or histograms) estimated along a set of suitably chosen axes. These projections are obtained by a local linear transformation.
This formulation establishes a correspondence between the original image { x k , , } and a N channel multivariate sequence of local neighborhood vectors { xk,(} defined for all spatial indices ( k , I ) . The components of the local neighborhood vector xk,/ are the sequentially ordered gray level values belonging to an N point neighborhood centered around the spatial position indexed by ( k , 1 ). A local linear transform is defined by the matrix relationship:
where T i s an N x N nonsingular transformation matrix.
This equation has two complementary interpretations. First, (1) may be thought of as a rotation in the local pixel space in which the neighborhood vector is defined, or equivalently, as a change of the original coordinate system. Second, since (1) is defined for every couple ( k , 1 ), it corresponds to the equation of a filter bank. In this interpretation, the local convolution masks-or elementary structure detectors-are obtained from the row-vectors of the transformation matrix T by using the spatial correspondence rule that defines the local neighborhood vector.
Following this transformation, a region of homogeneous texture is characterized by the set of channel histograms computed at the output of the filter bank [14] . Depending on our interpretation, these quantities may be viewed as a collection of one-dimensional projective views of the Nth order probability density function of the local neighborhood vector, or as measurements of the relative strength of occurrence of some elementary spatial patterns in the texture field. A more compact (but less complete) representation is given by the variances of these histograms; these are often referred to as "texture energy measures" and were first used by Laws [ 151.
B. Transform Selection
It is not surprising that performance under this approach depends on the choice of the transformation matrix T . The most trivial example is to consider the use the identity matrix or any of its permutations. This particular choice is the least favorable, because the statistics of the initial components of the local neighborhood vector are all identical and contain no neighborhood information.
The problem of the optimal selection of convolution masks has been discussed before; it requires that certain performance criteria for texture analysis and classification be defined [ 141. The optimal solution for analyzing a given texture was shown to be the local Karhunen-Lokve transform that diagonalizes the spatial covariance matrix. This transform has the remarkable property of producing the channel statistics that are the most different from one another; it also decorrelates the transformed coefficients, thereby justifying the approximation of the Nth order pdf by the product of N first-order pdf's. The ability of the corresponding set of masks to extract the different constituents of a given texture has been demonstrated by Ade [26] . Similarly, in the context of classification, the optimal transform that discriminates maximally between two textures has been determined as the one that simultaneously diagonalizes their spatial covariance matrices The use of these solutions, however, is restricted in practice because they are texture dependent. They are therefore not applicable to unsupervised texture segmentation. Fortunately, it has been demonstrated that almost equivalent performances could be obtained with suboptimal separable transforms such as the discrete sine (DST), cosine (DCT), Hadamard (DHT), and real even Fourier (DREFT) transforms. Experimental comparison of these transforms has shown that classification performance is not greatly affected by the exact shape of the convolution masks, suggesting that the method is quite robust. The DST was found to perform slightly better for odd dimensions of the local neighborhood ( 3 x 3 , 5 x 5 ) , while the DHT (or DREFT) gave slightly better results for even neighborhoods ( 2 x 2 and 4 x 4 ) [14], [17] . These suboptimal operators have some important advantages, including simplicity of implementation, the availability of fast algorithms and finally the guarantee that the performance is close to optimal for a large variety of textures.
C. Estimation of Local Statistics
Rather than estimating the channel histograms explicitly over elementary image regions and evaluating their corresponding moments, it is advantageous to compute local texture statistics from the succession of nonlinear ~4 1 .
operators and averaging filters. This procedure produces a sequence of local texture features { u k , / } characterizing the texture properties in small regions centered on sample positions indexed by ( k , 1 ). An advantage of this formulation is that each component of the local feature vector defines an image, which, as such, can be displayed and processed using conventional methods.
1) Nonlinear Transformation: The purpose of the nonlinear transformation is to provide a transformed feature sequence { uj,:) } which leads to feature vectors with different mean values for distinct texture regions. This property is essential and is not usually satisfied by the rotated representations of the local neighborhood vector { y k~} , especially for a high pass-filtered image within which all clusters are centered around the origin. This latter observation also provides a simple explanation as to why texture segmentation or classification procedures that consider the local individual pixel values as the components of a feature vector are relatively inefficient. It is therefore suitable to select a nonlinear transformation that converts differences in dispersion characteristics into differences in the region mean values. The consecutive application of a low-pass filter reduces the within-region variance and produces texture features that are local estimates of some related channel statistic.
In our system where the input image has been initially high-pass filtered, we have used the absolute value operator, which results in the evaluation of texture measurements that are local estimates of the channel mean deviations. The use of this particular set of features is motivated by the following reasons. First, the mean deviation ( 6 ) provides a characterization of a distribution that is generally similar to that obtained with the standard deviation ( a ) [28] . For a given parametric form of a probability density function, 6 is usually proportional to a; for example, for the Gaussian distribution this relation is: 6 = a. The performance in texture classification is therefore very similar to that obtained with channel variances [17] . Second, the absolute value operator is extremely simple to implement and requires no scaling of the transformed images.
The performance in texture classification could be improved slightly by adding higher order statistics such as the kurtosis and skewness [14] . We feel, however, that this small improvement is generally not worth the added computational cost and the increase in the dimensionality of the feature space. It is usually more cost effective to increase both the number and the size of the convolution masks.
2) Iterative Smoothing: The use of a low-pass filter facilitates estimation of the local mean values of the transformed sequence, { ~2,';) ), assuming that the input signals are locally stationary. The impulse response of this filter may be viewed as an estimation window applied to the signal. The choice of a Gaussian window which is commonly used in image processing has several motivations. First, the corresponding low-pass filter provides an excellent compromise between the conflicting requirements of effective stop band rejection and good localization iteration Impulse response properties: it is the real operator that has the minimal product of second moments in space and frequency 1291. In addition, when compared to an equivalent rectangular window, the Gaussian window tends to be less sensitive to nearby edges since it gives the greatest weight to the pixels near the sample position and progressively less weight to more distant points. Second, repeated convolution with Gaussian kernels is equivalent to a single convolution with a Gaussian kernel of greater size; this is a direct consequence of the central limit theorem [28] . This property provides a flexible way to increase the size of the observation window progressively by using iterative Gaussian filtering. Third, the isotropic Gaussian filter is the only real bidimensional operator that is both separable in the two principal directions and circularly symmetric. Accordingly, all spatial directions are treated equally even if an efficient implementation is based on successive onedimensional filtering along the row and columns.
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Spatial variance Equivalent
A fast iterative evaluation of Gaussian-like windows can be achieved by using the algorithm described by Burt based on the cascaded convolution of a kernel that is progressively expanded and filled with zeros to provide an octave scale progression [ 191. We have modified the initial scheme slightly to accommodate for a half-octave scale progression which we found to be preferable for texture analysis. The corresponding sequence of operations is described in Table I . The successive levels of resolution are computed from a cascaded application of the basic "Gaussian-like" one-dimensional symmetrical operator Table I , the progression of the size of the estimation window is exactly a factor h per iteration in the two principal directions.
An interesting case is to consider the input of this system to be white noise with variance U:(,. After i iterations of the smoothing procedure, the residual variance U:, can be shown to be equal to 0:; = 0:(]/(2').
( 3 ) For a half-octave progression, the variance is thus decreased by a factor of two at each iteration. A similar pro-I I portionality can be observed empirically when iteratively smoothing the rectified outputs of the filter bank for most homogeneous texture fields, although the factor of proportionality is usually not precisely two. As mentioned earlier, this variance reduction property is useful for texture segmentation because it will usually improve class or region separability.
Since the sequences { U i:,) } are band-limited, the amount of computation and storage requirement may be reduced by resampling the data by a factor h at each iteration (or 2 every other iteration) and generating a Gaussian pyramid similar to that described in [ 191. By interpolation, the data at any level of resolution can be recovered with minimal loss.
FEATURE REDUCTION A N D DECISION
In this section, we investigate the use of linear feature reduction methods that compress the set of initial feature planes into many fewer components while retaining the information for optimal discrimination between texture regions. We first consider the case of supervised classification and review the properties of the multiple discriminant representation that provides an upper theoretical bound for a common criterion for class separability; namely, the ratio of the between-region to within-region variances [21], [22] , [30] . In the case of unsupervised segmentation, a somewhat less satisfactory feature reduction is obtained with the Karhunen-Lohe transform. As an alternative to this classical approach, we present a multiresolution feature reduction technique that provides a significantly better approximation of the optimal solution by combining the information of two different levels of spatial resolution. Finally, we describe briefly a thresholding technique that optimally selects a partition of a reduced one-component feature space by maximizing the ratio of the between and within-region variances.
A . Optimal Supervised Feature Reduction
Let Ro denote the set of all spatial indexes contained within the boundaries of the image to be segmented. Ro is assumed to be partitioned into r disjoint regions of different but homogeneous texture:
The number of pixels in each of those regions are n l , . . . , nr, respectively, and satisfy n1 + n2 + . n, = no where no is the total number of pixels. Given a sequence of local texture features { uk,/ }, the decision procedure should be optimized to produce a partition ( R i , Ri, . . * , R:) that is as close as possible to the ideal on ( R I , R?, * * * , R,). As pointed out previously, this task is simplified when the N dimensional feature vectors { uL./} are projected on a set of M < N (ideally, M = 1 ) axes specified by the basis vectors t,, . . tM
(4)
In order to be efficient, this dimensionality reduction must globally preserve class (or texture region) separability.
This condition implies that the components of { u k , / } should individually be more discriminative than the original texture features.
Let vk,/ = t T q l where t i s a given vector of coefficients, denote an arbitrary linear combination of the original feature vector uk./. Assuming that the texture regions are given, as might be the case in a controlled experiment, the between to within variance ratio (0) is computed as In a practical segmentation problem, S, is the only accessible measure because the determination of S,c and Sh requires that the texture regions be known. The optimal transform that maximizes ( 5 ) is well known in the context of multiple discriminant analysis [22] , [30] and is found by solving the generalized eigenvalue problem
The maximum of p is given by the largest eigenvalue and is achieved when the data are projected on the axis specified by the corresponding eigenvector. The complete set of eigenvectors with nonzero eigenvalue defines a nonorthogonal transform-the multiple discriminant transform (MDT)-that is optimal for a relatively large family of separability criteria defined for more than one component [ 3 11. The dimensionality of this subspace is at most equal to min { N , r -1 }, since the rank of Sh cannot exceed r -1. An important property of the data representation obtained with the MDT is that it is invariant to any nonsingular linear transformation of the initial feature vector. It is worthwhile mentioning that this representation allows an exact and particularly efficient implementation of the minimum Mahalanobis distance classifier, which performs a minimum error (or Bayesian) classification for multivariate Gaussian distributed feature vectors with equal covariance matrices. This property is remarkable as the dimensionality of the MDT representation ( for example, M = 1 for two texture regions ) is generally much lower than the dimensionality of the original feature space.
Although the usefulness of the MDT in our problem is mainly theoretical, it will be used later on for comparing the performance of more practical methods that are discussed next.
B. Unsupertised Feuture Reduction
Unlike the MDT representation, the methods discussed below require no a priori knowledge (e.g., the scatter matrices Sh and S,,.) and are therefore directly applicable to unsupervised segmentation problems.
I ) The Kurhunen-LoPve Transform:
The KarhunenLotve transformation (KLT) provides a standard feature reduction method [20] , 1301 . It has been widely used in the context of multichannel image processing because of its global decorrelating properties. This transformation is defined from the eigenvectors of the total scatter matrix S, given by (9) . The KLT is optimal in the sense that it provides the minimum error projection of the data in a subspace of dimension M < N . However, there is no general guarantee that such a representation will be the best for class discrimination. In unsupervised classification problems, it is commonly used because representations such as MDT are generally not accessible and because it often achieves appreciable noise reduction.
2) Approximating the Multiple Discriminants Representation: An estimate of the MDT is obtained by taking advantage of the availability of feature planes at different spatial resolutions. Our method uses two sets of local feature planes { U : ! / ) } and { U :.{ ) } computed at iterations i and j ( i > j ) of the smoothing procedure. It is based on two hypotheses. The first one is that between-scatter matrices are almost the same at both resolutions: S i 1 ) s S i ' ) . It appears to be a reasonable assumption for the only possible difference will derive from smoothing border regions, which usually account for a small portion of the total image area. The second hypothesis is that MDT is not changed significantly from one smoothing iteration to the other. This last condition is generally well satisfied, especially when i and j are not too different, for smoothing tends to reduce the within-region variance isotropi-cally. We can then apply the following theorem which demonstrates that the MDT solution can be computed by simultaneously diagonalizing the total scatter matrices S : ' ) and S , " ) . It should be mentioned that this technique usually provides a good approximation of the MDT matrix but does not explicitly estimate the eigenvalues:
Theorem: If t is a N dimensional vector such that
s i o t = p c r ) S ( ' ) t = S ' / ) t = p ' / ) ( 1 )
1, s,, t (11) where p C 0 and 0''' are two unknown nonzero scalars and where S i ' ) , SA'), S i J ) , and S,rJ' are N X Npositive definite matrices, then t also satisfies the following equation:
where S / ' ) = SL') + S i ' ) and Sr(') = S ( / ) h + S i ' ) . 
Furthermore, it is straightforward to show that s y t = ( p ( J ) / p ) s y t
which may be directly substituted in (13). The next step is to isolate S ; " t on the right-hand side of (13) which yields and to proceed in the same way for (14) We finally complete our proof by equating those two expressions and rewriting the resulting equation as
[ S i " + S , r l ' ] t = A'[SLJ' + S f " ] t
where A' is given by For practical purposes, note that the result of processing, { q(}, is independent of the order in which the different operations (smoothing and linear transformation) are performed. This is a direct consequence of 1) the linearity of these operations, and 2) the parallelism by which the smoothing operators are applied to all channels simultaneously.
The solution of (12) defines the approximate multiple discriminant transform (AMDT). An efficient procedure to compute this solution is based on the property that the AMDT is independent of any linear nonsingular transformation of the feature vector. The sequence of operations is the following. First, at iterationj, we replace the original feature sequence by its standardized KLT where the rotated components are normalized by the square-root of their corresponding eigenvalue. At this stage, the scatter matrix of the transformed data is proportional to the identity matrix. Smoothing is then performed up to iteration level i. The AMDT is now given by the KLT of the corresponding sequence, since the succession of this and of the previous transformations diagonalizes both scatter matrices S ! ' ) and S : ' ) . The global transformation is thus given by:
where UJ is the matrix of eigenvectors of S,' ), A,, the diagonal matrix of corresponding eigenvalues, and V,, the matrix of eigenvectors of the transformed scatter matrix ( U 5 , j S / o U , $ ) .
It can be verified that the row-vectors of TAMDT satisfy (12).
C. Threshold Selection
We assume that the sequence of initial texture features { uk,/} has been reduced to a single component { vk,/} that is optimized for maximum discrimination between texture regions. In this case, the final decision can be reached by simple thresholding. In order to be consistent with the previous development, we des,cribe a procedure for partitioning the feature space in a way that maximizes the ratio of the between-region and within-region variances.
Let us assume that { q l 1 has been quantified with qmar equidistant discrete levels which we denote by: { vy, 
It is thus possible to compute /3 ( T ) for all admissible values of T and select the optimum threshold T* : /3 ( T * ) = max { 0 ( T ) } . This computation is relatively inexpensive since the quantities defined by (18) to (20) may be updated recursively for successive values of T. This approach may be generalized for more than two regions, although the exhaustive evaluation of the performance criterion for all possible threshold configurations is unrealistic when r > 3 . When more than two thresholds are required, the optimization should probably be performed using iterative searching methods.
IV. RESULTS A N D DISCUSSION
A . Examples and Experimental Evaluation
For quantitative evaluation, we have used 128 X 128 test images with two predefined texture regions that were created by combining original texture images taken from [32] . The original 8 bits/pixel texture images were preprocessed to compensate for transducer nonuniformities and had their histograms equalized with 32 equiprobable gray-level values [ 141. The use of such texture composites, as opposed to real world images, has at least the three following advantages. First, the image regions are unambiguously defined, which allows an objective performance evaluation. Second, due to preprocessing, the different texture regions have identical first-order statistics (gray-level histograms), which guarantees that segmentation is achieved using higher order texture properties exclusively. Third, the use of computer generated images allows us to vary important structural and geometrical parameters (e.g., use of different textures, size or the shape of the image-regions) in order to investigate their influence on the performance of the algorithm.
A typical illustration of the way the algorithm operates is given by the series of images in Fig. 2 . All images that are shown in this and in the following figures had their gray scale linearly expanded to fill the range of the display. The test image created from the Brodatz D57 (grass) and D9 (paper) textures, and the masks defining the texture regions are displayed in Fig. 2(a) and (b) , respectively. The input image was filtered using the local 2 X 2 discrete Hadamard transform and thereafter rectified. The corresponding channels are represented in Fig. 2 ( 1 -1 -!I), and diagonal (1-1 -11) edge detectors, respectively. Two global indicators of individual channel performance have been included: vi is the current relative energy contribution in channel i, and /3, is the corresponding ratio of the between-and within-region variance. This latter quantity was computed using the predefined regions displayed in Fig. 2(b) , and provides an objective measure of the individual texture discrimination power of channel i (c.f. 3.1). The channel histograms are also represented.
For the initial sequence { U:,';' }, the discrimination power is very small, although it can be seen that the texture regions differ slightly in their mean values. The effect of smoothing is to decrease the within-region feature A r' the most discriminative with p2 = 1.08 and has a histogram that is slightly bimodal. Fig. 2(el)-(e4) show the rotated feature planes obtained using the KLT, ordered according to their relative energy contribution. In this particular case, the first eigencomponent turns out to be the most discriminative with PI = 0.87 but is not better than channel 2 taken on its own. The rotated feature planes obtained with the AMDT which simultaneously diagonalizes the scatter matrices at iteration 2 and 3 (e.g., S&" and Si") are represented in Fig. 2(fl)-(f4) . The first component is the only interesting one with PI = 1.67
and provides an excellent approximation of the optimal MDT solution [ Fig. 2(e) ] computed using the procedure described in Section 111-A, (/3* = 1.71 ). In this example, as well as in all other cases that we have considered using different Brodatz textures, the discrimination power of the first component of the AMDT solution was always found to be superior to any individual channel or to any component of the KLT. The texture regions usually appeared to be more nearly uniform and the modes in histogram were always more pronounced. The binary images obtained by thresholding the first components of the KLT, and AMDT and the theoretical MDT with a threshold calculated according to the technique described in Section 111-A are displayed in Fig. 2(hl)-(h3) , respectively. The corresponding probabilities of errors are shown. They are very close to the minimum values (given in parentheses) which could theoretically be obtained using an optimal Bayesian (minimum error) threshold. Again, the results obtained with the AMDT are very close to those obtained with the MDT and are superior to those of the KLT.
To quantitate the performances of the algorithm as a function of the size of the observation window, we have used the 0,'s for the most discriminative channels associated with the initial representation, the KLT, and AMDT and the optimal MDT, which is used as a theoretical upper bound for performance. We have also computed the minimum error probabilities obtained by thresholding in an optimal way the first components of the different feature reduction techniques. These measures are represented as functions of the equivalent window size (diameter) of the Gaussian observation window whose increase with the number of iterations is given by Table 1 . Unless otherwise stated, the AMDT is computed by simultaneously diagonalizing the scatter matrices S i ' ) and S i ' -' ) obtained at two successive iterations. Fig. 3 displays these results for the test image in Fig. 2 in the case of a 4 channel ( 2 x 2 DHT) and 9 channel ( 3 x 3 DST) feature extraction. Interestingly enough, the reduced set of 2 X 2 operators performs nearly as well as the larger set of 3 X 3 operators. For small window sizes, the performances of the AMDT and the optimal MDT are almost undistinguishable and always significantly better than those of the KLT. For this particular test image, the op- timal window size for minimum error thresholding can be seen to be approximately 14 ( 5 iterations). Beyond this limit, the performance tends to degrade progressively. Apparently, spatial averaging smears out interregional sharpness more than it diminishes the within-region variances. The interpretation is further supported by noticing that up to this optimal window size the increase in B / W ratio for all methods is approximately linear, as would be predicted by ( 3 ) , until there is a change in tendency and that the curves saturate progressively. An important phenomenon, which has also been observed in several other cases not shown here and which is particularly clear in the third graph in Fig. 3 , is that the approximation provided by the AMDT tends to be less satisfactory for spatial windows that are greater than the optimal size. This observation is not very surprising since the basic hypothesis on which the method is based, namely that SL') = S L ' -l ) , can be expected to break down progressively as the averaging window is increased. Among the various texture composites that we have investigated, the previous example is representative of a situation in which the KLT performs quite well. However, as illustrated by the next example (Figs. 4 and S ) , this is not always the rule. As in the previous case, the AMDT performs nearly as well as the optimal MDT. The performance of KLT, in contrast. is surprisingly bad (roughly 4-5 times worse). As it may be seen from In order to investigate the dependence of the algorithm on geometrical parameters of the texture regions, we created test images with a "cross-like'' central region of variable size using the same textures as in the first experiment. An example of such an image with a central region occupying 20 percent of the total area is shown in Fig. 6 . The result of the unsupervised segmentation after 4 iterations of the smoothing procedure (Meq = 10) using the KLT and the AMDT are displayed in Fig. 6(c) and (d) , respectively. The effect of varying the size of the central region is illustrated by the graphs in Fig. 7 . Once again, the performance of the MDT and AMDT are almost undistinguishable and always superior to that of the KLT. The general shape of the variance ratio curve in a given feature channel can be predicted if one assumes that the mean feature values in the different texture regions are approximately independent of the region size and that the variances are roughly the same over the entire image. In such a case, can be shown to be proportional to ( A I A 1 ) / ( A l + A ? ) where A , and A , are the areas of both texture regions. In the present example, this relation is relatively well satisfied ( < 2 percent relative error) for the most discriminative channel of the initial representation as well as for the MDT or AMDT. This also means that the relative superiority of the AMDT (or MDT) in performance over that of the initial representation is independent of the size of the central region. Obviously, this proportionality relationship does not hold for the KLT which tends to be less performant on both ends of the scale. The second graph in Fig. 6 shows the proportion of segmentation errors as a function of size of the central region and essentially compares the performance of the thresholding technique described in Section 111-C with the optimal minimum error Bayesian strategy. The performance is close to optimal for a large central region but degrades progressively as the region becomes smaller. This observation is not surprising since the histograms are no longer bimodal for small texture regions and that it is then extremely difficult to select a satisfactory threshold. A simple way around this problem may be to compute the threshold adaptively over image regions of smaller size or to use a pyramid node linking approach as suggested in 191.
B. Discussion
The examples that we have considered indicate that the segmentation algorithm should perform quite well for a relatively large class of natural textures. The global performance of the procedure, however, has been found to depend on several factors. The most important one is structural and relates to the way the different image regions are differentiable based on their local texture properties. A second aspect is related to the geometry of the texture regions. mainly to the relative proportion of border points and also, to some extent, to the size of the regions. From the evaluation of the performance of various feature reduction techniques under a variety of experimental conditions, it appears that the AMDT is generally superior to KLT in the sense of providing a much better approximation of the optimal MDT solution and therefore allowing a better segmentation. In addition, the relative performance of the KLT with reference to the MDT is significantly more sensitive to changes in structural and geometrical factors.
An essential parameter of the algorithm is the size of the estimation window. Increasing the size of the averaging window generally increases class separability but also deteriorates performance in border regions. It is therefore not surprising to find an optimal window size for a given image, resulting from a tradeoff between structural and geometrical picture properties, for which segmentation performance is optimal. Up to this limit, it is reasonable to assume that between-scatter matrix is not changed significantly by averaging; this explains the excellent performance of the AMDT for small window sizes. In the examples that have been considered, the KLT was usually found to perform poorly for small window sizes sometimes even less well than the original unrotated feature sequence. However, as the window size is increased the performance of the KLT tends to improve and generally surpasses those of the initial representation. This last result is consistent because averaging usually decreases the within-scatter matrix so that the total scatter arises mainly from the between-region differences.
Unlike the KLT, and AMDT is independent of any nonsingular linear transformation of the local texture feature vectors. This invariance property has some particularly useful practical implications. Instead of dealing with the original feature vector sequence, we can replace it at each iteration with a standardized and rotated version obtained by using the KLT and subsequently rescaling each component with a normalized total variance. As stated earlier (e.g., Section 111-B), this method computes all successive AMDT's at no more cost than the KLT and decreases storage requirements. This approach is also quite favorable from the point of view of roundoff errors since the data in each channel is rescaled for full dynamic range before averaging. Among other advantages is the possibility of discarding unpromising components at early stages of processing.
From this computational scheme, it appears that the only difference between our feature reduction method and a comparable system that would compute KLT's at successively decreasing spatial resolutions, is in the standardization option preceding a smoothing iteration. Some insight in the way the AMDT operates is gained by observing that Gaussian smoothing reduces the within-region variance by a factor that is approximately the same for each channel, usually leaving the between-region variance unchanged. If we start with the same energy in each channel, after Gaussian filtering the components with the greatest contributions are those which have the greater between-region variance. It follows that the AMDT tends to put more weight on channels which, according to our hypotheses, are assumed to be the most discriminative. The prewhitening transformation is intended to maximize this effect. A direct consequence, however, is that the method breaks down as soon as the decrease of the between-region variance exceeds that of the within-region variance. As observed in our experimental examples, this might happen when the averaging window is increased to the point at which it has a size close to the smallest dimension of a texture region in the image. An easy remedy is to cease standardizing the rotated decorrelated components after a specified number of iterations while continuing with the standard KLT instead.
An advantage of the AMDT over the KLT is that the eigensolutions of (12) are almost always ordered according to their discriminative power. This is not necessarily the case for the KLT, as observed in the second example. A demonstration of this property of the AMDT is possible if, in addition to the two basic assumptions of Section 111-B, we assume that the ratios between all paired separability measures at iteration steps i and j are constant: P i ' ) / f l i ' ) = (y 2 1, k = 1, . . . , M . For a half octave scale progression, the proportionality factor a is approximately 2. By using ( 1 3 , the eigenvalues of (12), { Xi, k = I , M ), are thus related to their corresponding optimal between-within variance ratios { / 3 ji ), k = 1, M } by To illustrate the performance of our procedure, we have only shown examples with two image regions. When there are more than two distinct textures in an image, the AMDT described in Section 111-B is still applicable and we have had no difficulty in using it with 3-4 regions of approximately the same size. We have also found that the efficiency of this approach relates to the size in pixels of these regions and we are still actively pursuing the matter. For images with more than two regions, the number of components contributing to class separability is usually greater than 1 and can be determined by retaining only those with eigenvalues greater than a threshold l / a , which is the expected energy reduction obtained with noise only and is obtained by substituting ( 3 = 0 in (21). Segmentation based on simple thresholding of a single reduced component, as described in Section 111-C, is then usually not the most efficient approach and more refined clustering algorithms operating in a higher dimensional space should be used instead.
V. CONCLUSION This paper has described an approach for the segmentation of textured images. The first step of processing involves the extraction of pixel neighborhood properties using a local linear transformation, which is equivalent to processing the image with a bank of FIR filters. Suboptimal convolution operators are obtained from the basis vectors of the local discrete sine or Hadamard transforms. Local texture "energy" measures corresponding to various levels of resolution are thereafter estimated using an iterative Gaussian smoothing procedure with a half octave scale progression. Linear feature reduction is achieved by diagonalizing simultaneously the scatter matrices at two successive level of spatial resolution. This procedure enables a satisfactory segmentation of a variety of textured images by using a single reduced component. This approach should be useful in many practical applications, on account of its good performance, its flexibility and its highly parallel structure.
The multiresolution feature reduction technique that has been presented has been shown to be more powerful than the conventional Karhunen-Lokve transform. It usually provides a closer approximation to the optimal linear multiple discriminant functions, especially for small estimation windows. Furthermore. it produces a reduced feature set which, unlike the KLT, is ordered with decreasing discrimination power.
Insofar as segmentation is concerned, we have considered only the simplest approach based on the thresholding of a reduced component. The threshold is selected by maximizing an objective criterion of separability. The current approach could be potentially improved by using more sophisticated schemes such a coarse-to-fine strategy to refine the location of the texture edges or relaxation labeling techniques. An open problem that is still under investigation is the unsupervised determination of the optimal window size for minimum error segmentation.
