SI Appendix Methods

Animals
We used two adult awake male macaques (Macaca mulatta, age 5-9 years, weight 11-15 kg).
Animals were motivated to engage in the task through fluid control at levels that do not affect animal physiology and have minimal impact on psychological wellbeing [1] .
Behavioural Task and Stimuli
Monkeys fixated a white fixation point on a grey background presented centrally on a 20" analogue cathode ray tube monitor (110 Hz, 1,600 × 1,200 pixels, 57 cm from the animal). Eye position was monitored with an infrared based system (Thomas Recording, 220 Hz) with a fixation window of ±0.7° -1.5°. The monkey initiated trials by holding a touch bar and fixating on the central point (figure 1 main manuscript). 500 ms after fixation onset 3 stimuli appeared on the screen, equidistant from the fixation spot. One stimulus was centered on the RF of the recorded neuron. The other stimuli were presented equidistant on an invisible circle centered on the fixation spot. Stimuli were square wave gratings (1 cycle/deg duty cycle) in a circular aperture sized according to the RF size. One grating was red/grey, one green/grey and one blue/grey. Locations of differently coloured gratings were fixed within a recording session, but differed pseudo-randomly between recording sessions. Grating orientation was fixed within a session, but differed randomly between sessions. Gratings moved perpendicular to the orientation (1 Hz temporal frequency). The motion direction (perpendicular to the orientation) was pseudo-randomly assigned on each trial. After a randomly selected time of 300-1400 ms a central cue of either green, blue or red colour appeared. The cue colour indicated which of the 3 gratings would be behaviourally relevant on the current trial (the colour matched grating).
Cue selection occurred pseudo-randomly. After 600-1750 ms one pseudo-randomly selected grating was reduced in luminance (for details see [2] ). If the cued grating had changed luminance, the monkey had to release a central touch bar within 600 ms to obtain a fluid reward.
If an un-cued grating had changed luminance, the animal had to ignore it and wait for the cued grating to change luminance. This could happen after 600-750 ms after the first dimming, or 600-750 ms after the second dimming (figure 1a, main manuscript). Throughout the entire period, the monkey had to fixate on the central fixation spot. The task had no catch trials, i.e. the cued grating always changed luminance, but the order thereof was unpredictable up to the point when the second grating had changed luminance. The timing of the dimming was also unpredictable, within the time period indicated above.
Data collection and post processing
Raw data were acquired at a sampling frequency of 32556 Hz with a 24-bit analog-to-digital converter, with minimum and maximum input ranges of 11 and 136986 microvolts respectively (pre-set by Neuralynx, Inc.), a DMA buffer count of 128, and a DMA buffer size of 10 ms, using a 64-channel Digital Lynx 16SX Data Acquisition System (Neuralynx, Inc.). Digital referencing of voltage signals was performed prior to the recording of raw data, using commercially-provided Cheetah 5 Data Acquisition Software v. 5.4.0 (Neuralynx, Inc.).
Following each recording session, the raw data were processed offline using both commercial (Neuralynx, Inc.) and custom-written (Matlab, Mathworks) software. Signals were extracted using Cheetah 5 Data Acquisition Software. The sampling frequency remained the same (32556 Hz), while the input range settings were individually tailored to session, with band pass filter frequency set to a low cut frequency of 600 Hz and a high cut frequency of 9000 Hz, and saved at 16-bit resolution.
Electrophysiological recordings and drug application
Drugs were applied iontophoretically using a tungsten-in-glass electrode flanked by two pipettes [3] . The tungsten in glass electrode had impedances of 0.5-1.5MΩ (measured at 1 kHz), and an exposed tungsten tip of <10µm. Pipette opening diameter varied between 1-4 μm.
Neurons were further analysed if at least 10 trials per condition were available. For the vast majority of recordings we obtained >30 trials per attention and drug condition (after removal of 'transition trials'). The median number of trials for our ACh recordings were n=51 per condition (25, 75%ile: n=36, n=63). For the scopolamine recordings the median number of trials was n=47 per condition (25, 75%ile: n=32, n=59). For the mecamylamine recordings the median number of trials was n=54 per condition (25, 75%ile: n=35, n=61).
Pipette resistance varied between 10-400 MΩ (median: 35 MΩ, 25-75%ile: 26-50 MΩ). The integrity of the electrode and the pipettes were checked under the microscope before and after the recording sessions, in addition to measurements of the pipette impedance made before and after the recording at each recording site. The details regarding drug concentration, pH and application current were: Hold currents for acetylcholine (0.1M, pH 4.5) were -32nA (median, 25-75%ile: -40 to -15 nA; minimum: -50nA; maximum: -5nA), ejection currents were usually 20nA (median; 25-75%ile: 10 to 30nA; minimum: 1nA; maximum: 60nA). Hold currents for scopolamine (0.1M, pH 4.5) were -15nA (median, 25-75%ile: -20 to -10 nA; minimum: -50nA; maximum: -5nA), ejection currents were usually 20nA (median: 20nA; 25-75%ile: 15 to 40nA; minimum: 1nA; maximum: 80nA). Hold currents for mecamylamine (0.1M, pH 4.5) were -11nA (median, 25-75%ile: --15 to -8 nA; minimum: -47nA; maximum: -1nA), ejection currents were usually 15nA (median: 20nA; 25-75%ile: 12 to 20nA; minimum: 5nA; maximum: 60nA).
Drug application was continuous during blocks of 'drug applied'. Each block lasted for at least 36 trials (2 repetitions of: 3 attention locations* 2 directions of motion * 3 dimming times=36), with error trials repeated at random times within a block, such that block length depended to some extent on monkey performance. On average, drug/no drug application for each block was ~3-9 minutes. For the data analysis, we removed the first 6 trials within a block from the data set, as drug effects and recovery usually occur with a slight delay of ~0.5 minutes. In control experiments (n=17) we used saline in the pipettes (0.9%, pH 4.5), using similar hold and ejection currents (-20nA hold, 15 nA eject) and determined whether it affected neuronal activity. In these control experiments, we did not see significant effects of saline application on firing rate or attentional modulation.
The fact that currents for the three drugs and the pH were identical during hold and application conditions, while the effects on neuronal activity and attentional modulation differed significantly between the three drugs, further argues against the possibility that application current or pH could have contributed to our findings.
SI Appendix Extended data Animal performance under control and drug conditions
We calculated control condition and drug condition reaction times and error rates for each experimental session where a significant effect of drug application was found at the cellular level. This selection was performed, as the method of drug application does not guarantee that drugs are adequately infused in every experimental session. The selection ensures that only sessions are included, where we have an independent verification that the drugs affected the neuronal tissue, a prerequisite to cause changes at the behavioural level, without pre-empting that a behavioural effect did occur, or its direction.
Error numbers were calculated separately for the different attention conditions and for the different drug conditions. All fixation errors were discarded, i.e. we only included trials where the animal reported a distracter dimming, instead of a target dimming, or where the animal did not report a dimming at all (miss). From these data we calculated the hit rate and correction rate as described below.
The animals' performance was assessed by calculating hit rates (p(hit)) and correct rejection (p(CR)) rates for each experimental session according to:
hits were defined as correct target dimming reports, omissions were defined as missed target dimmings. Correct rejections (CR) were defined as unreported distracter dimmings, while false alarms were defined as reported distracter dimmings.
These were calculated separately for each of the three stimulus locations, and separately for the control and the drug applied conditions. Overall hit rate and correct rejection rates were very high (figure S1), indicating that the animals had learned the task and heeded the attention cue.
Single session hit rates and correct rejection rates were used to calculate whether drug application affected animal performance (mixed model ANOVA with attention and drug application as factors). Figure S1 : Animal performance across the three potential dimming locations for control (red) and drug applied conditions (green). Hit rates (p(hit)/(p(hit)+p(miss)) and correct rejection rates (p(correct rejection)/(p(correct rejection)+p(false alarm)) were calculated for each recording session separately. Error bars show means +/-S.E.M. across experimental session. RF indicates that the dimmings happened at the receptive field location. Out1 and Out 2 indicate that they happened at one of the other 2 possible locations.
Analysis of cell type along the broad narrow spiking divide
To classify cells as broad or narrow spiking, we performed spline interpolation of the original waveforms to obtain a resolution of 5.4 µs [4] . We used peak to trough time as a classification criterion. In our sample a cut off of 250 µs peak to trough times was appropriate, as this cut off separated the significantly bimodal distribution (calibrated Hartigan's dip test p<0.001) of peak to trough times, while at the same time reducing the risk of classifying narrow spiking cells as broad, since the cut off was located to the narrow spiking side of the bimodal separation (see [2] for details). Table S1 : Number of cells recorded from the 2 monkeys under the different drug regimes, and number of cells that showed significant attention effects, number of cells with significant drug effects, and number of cells that showed significant attention and significant drug effects.
Number of cells recorded from the 2 monkeys under the different drug regimes
Cluster-analysis for the identification of cell classes in FEF
Identifying redundant and uninformative measures
We followed the procedures established by Ardid et al [5] , with the exception of using For the clustering we used attentional modulation (quantified by AUROC, see above), spike width, firing rate during the last 500ms before the first dimming in the attend RF condition, and the regularity of spiking as cluster features. Regularity of spiking was assessed during the last 500ms before the first dimming in the attend RF condition, by assessing the coefficient of variation (Cv) of interspike intervals (ISI). This is calculated as the standard deviation of ISIs, divided by the mean ISI. Very regular ISIs would result in CVs<1, however, locally regular spiking might be obscured if the firing rate was non-stationary, i.e. ISIs gradually change over time. To account for this two additional measures have been introduced, which measure similarity between neighbouring ISIs. The coefficient of variation of neighbouring ISIs is referred to as CV2, and it measures twice the difference between the ISIs, normalized by their sum [6] , while the local variation (Lv) measures the squared difference between neighbouring ISIs, normalized by their sum [7] .
Clustering was done based on standardized feature values, i.e. all values were normalized to range from 0 to 1, by first subtracting the minimum value from all values and then dividing by the maximum value found in the population. Standardization ensures that all cluster variables have an identical range, and as such have the same basic weight in the process of selecting the appropriate clusters and in the clustering itself. For example, the peak to trough times of spike waveforms range from 102us to 772us across the sample. For standardization we subtract 102 from all values, and then divide by the maximum (which now is 670us after the initial subtraction). Thus the peak to trough time 102us gets assigned a value of 0, and the peak to trough time 772us gets assigned a value of 1, and all other values are in between.
Standardization was done separately for each cluster variable.
To minimize the contribution of redundant and uninformative measures to the classification, we calculated the dissimilarity between measures, and we computed how much the different measures contribute to the variance in our data. To reduce possible bias in the clustering we decided to use a cut-off of 0.1 for the dissimilarity (i.e. a Spearman correlation >90% between measures). None of our variables showed correlations of the size, so it was effectively not necessary to exclude any measures based on this criterion (figure S2A). The relative contribution of different measures to the variance in the data is shown in figure S2B . Here we eliminated measures that together represented less than 10% of the total variance. This applied to the measures of Coefficient of variation (Cv) and rate variability as measured using the Fano Factor (FF), leaving attROC, spike width (peak to trough duration, P2T), firing rate (FR), local variability of the interspike interval (Lv), and Coefficient of variation of neighbouring interspike intervals (CV2), as variables used for the clustering of our cell sample. 
Identifying the number of cell classes in FEF
We used K-means clustering to identify how many cell classes can be identified based on the physiological features of attROC, P2T, FR, Lv, and CV2. To perform initial identification of the number of clusters to analyse we used 50 replicates of K-means clustering for cluster numbers ranging from 1 to 40. We used the best replicate for each k ('minimum squared Euclidian distance from all cluster elements to their respective cluster centroids' [5] ). These procedures were done exactly as described in [5] , and the outcome was also very similar to that published for a different set of prefrontal neurons [5] , namely an estimate of 5-15 clusters being appropriate for the present dataset (figure S3A).
To select the most appropriate number of clusters from this range of 5-15 we re-run the Kmeans clustering with n=500 realizations (with 50 replicas for each k and n, selecting the best replicate) each for cluster numbers k=5 to k=15. Probability thresholding that different pairs of neurons belong to the same cluster was done as described in [5] , thereby separating reliable from spurious clusters. We only considered clusters if they contained at least 5 cells. Using Akaike (AIC) and Bayesian information criterion (BIC) showed that 7 (AIC) and 6 (BIC) clusters were the most appropriate choice for our data set (AIC values k=5-11: -5623. [5, 6, 7, 8] . Details regarding the visualization and clustering of cells are given in [5] (their figure 4B) . When k=5-7 no cells remained un-clustered (all clusters contained >5 cells). When k=8, four cells remained un-clustered.
Deciding on the number of clusters given the discrepancy between AIC and BIC measures
As stated above, AIC and BIC differed in their assessment as to the appropriate number of clusters to be applied. While AIC argued for 7 clusters, BIC argued for 6 clusters. The dendrogram based on 7 different clusters along with P2T distributions are shown in figure S5.
Using 7 clusters resulted in 4 clusters of broad spiking cells which did not include narrow spiking cells (with a notable exception of n=1). This was based on a narrow-broad spiking divide of P2T of 250 µs. Conversely, narrow spiking clusters did invariably contain some broad spiking cells, whereby the proportion was largest in cluster N3. It is worth noting, that this type of blurring was also present in the prefrontal data set published by Ardid et al. [5] (see their figure 5B ), although the lack of absolute narrow-broad boundaries across all cluster was never discussed it in the paper. Imposing 6 clusters (as suggested by the BIC values) resulted in clusters where the broad-narrow spiking divide was even more blurred (figure S5). Color coding is according to increasing standardized feature values (cluster-variables). Dashed lines within heat maps show cell class borders along with cumulative cell numbers (i.e. cluster sizes can be inferred from these numbers). The color bar to the right of the standardized cluster-variable bar, shows encoding of cell type along the narrow-broad spiking divide (narrow: red, broad: blue). Distribution of peak to trough times for each cell cluster are shown on the right of each subplot (scaled to frequency n=20 for each subplot). Red dashed line shows broad-narrow divide used in the current paper (250µs). Clusters B1-B4 mostly comprised of broad spiking cells. Clusters N1-N3 comprised more of narrow spiking cells, however, N3 was significantly bimodal and comprised of broad and narrow spiking cells. B) Same as A, but with 6 instead of 7 clusters.
Cluster features and their association with different cell classes in FEF
As stated above, the physiological cell features used for clustering were attROC, P2T, FR, Lv, and CV2. The N3 group had high firing rates, strong attentional modulation (heat map of figure   S5 ), and low Lv ( figure S6 ). The different broad spiking clusters differentiated strongly along dimensions of attentional modulation, Lv, and to some extent FR, and CV2 ( figure S6) .
Similarly narrow spiking clusters exhibited significant differences along dimensions of AUROC, FR, Cv2, and Lv ( figure S6 ). The heat map in figure S5 shows that clusters B3 had very low attROC values. Given that some cells reduced their attend RF activity below the attend away activity (which results in attROC values of <0.5, as described in the maim text), these cells largely comprised the B3 group. Cluster B2 and N2 had fairly moderate attROC values (mostly close to 0.5 in real terms), i.e. fairly weak attentional modulation. Cluster B1 had slightly larger attentional modulation, and cluster B4, N1 and N3 showed strong attentional 
Drug modulation at the population level
Here we describe the effects of cholinergic modulation on overall neuronal excitability at the population response level (which manifest as firing rate changes), The main effects of drug application for broad and narrow spiking cells are shown by the normalized population rate histograms displayed in figure S7 . Included are cells that were significantly affected by the drug and by attention. A very similar picture emerged, when all cells were included, irrespective of whether they were affected by the drug or attention. Figure S7 shows the activity for the Table S2 : Summary statistics of drug effects on neuronal firing rates. p-values are FDR adjusted. t-statistics (two side t-test) are given below each FDR adjusted p-value for the three different drugs and the three analysis periods for broad and narrow spiking cells separately.
Effects of drugs on neuronal firing rates summary statistics
Difference in firing rates between broad and narrow spiking cells and their potential effects on drug susceptibility
We found a difference in muscarinic blockade efficacy on broad and narrow spiking cell types.
it could potentially be the case that this was a consequence of differential firing rates between narrow and broad spiking cells. To test this, we analysed the efficacy of muscarinic blockade on cell excitability for neurons with higher firing rates (irrespective of their cell type assignment) vs. neurons with lower firing rates. Cells were assigned to one of two groups based on the median firing rate in the no drug condition. This split did not result in significantly different drug MIs for the two cell groups (smallest p=0.347, t(1,83)=0.945, two sided t-test).
Drug levels applied and their potential implication on activity changes.
Although drug application was performed with a fairly limited range of drug currents, they varied between experiments (for details see methods). The reason we varied the currents is that in each experiment we aimed to modulate the neuronal activity slightly, without altering it too much. While our previous experience allowed us to restrict our choice of possible application currents, we still varied it based on effects seen in a given session. Specifically, in a given experiment we always monitored the effect of drug application for a few trials, before settling on a level that was then used for the remainder of the day. Thus, the drug application current used for a given cell was fixed, but it could vary between cells. It might thus be the case that the reason why drug effects were seen in some, but not all cells were a consequence of different drug application levels. Moreover, differences seen between different cell types might equally have occurred because drug application currents differed when the respective cell types were recorded.
To address these concerns we first tested whether differences in drug application current could account for whether or not cells showed significant changes in firing rate when drugs were applied. No significant difference in drug application current was found for affected vs. nonaffected cells when ACh was applied (affected cells: 24.3+/-15 nA, non-affected cells:19.7+/- nA, t(1,120)=1.6, p=0.12, two sided t-test). Thus, for ACh and mecamylamine the amount of drug applied was not different for affected vs. non-affected cells. When scopolamine was applied, we cannot rule out the possibility that the amount of drug applied was a critical factor, which determined whether or not a cell was affected by drug application.
Another, and likely more crucial, concern for the conclusions of the current paper is whether drug application currents (for a given drug, in cells affected by the drug) differed systematically between narrow and broad spiking cells. To address this we compared the currents used for broad vs. narrow spiking cells when ACh, scopolamine, or mecamylamine were applied. None of the comparisons showed significant difference in current used across any of the cell samples sided t-test). We can thus exclude the possibility that differential effects of drug application on overall firing rates or on attentional modulation in narrow vs. broad spiking cells (as reported below) were a consequence of differing levels of drug application.
Drug modulation of cell excitability across different cell clusters
As described in the main text, we found that muscarinic blockade more strongly affected cell excitability in narrow spiking cells than in broad spiking cells. We further analysed whether this was also the case for specific cell clusters. To that extent we quantified the change in cell excitability by calculating drug MIs when ACh, when scopolamine and when mecamylamine were applied. The results are shown in figure S8. . Based on these adjusted p-values it appears that B1 showed a (mild) trend to differ from B2, B4 and N1. Additionally there was a mild trend for B4 to differ from B3. These trending differences only occurred when Ach was applied. No main effect was found when muscarinic or nicotinic receptors were blocked.
Effect size of drug application on neuronal excitability in different cell types/clusters
We recorded different numbers of cells under the different drugs applied, which was further affected by cluster-analysis. To allow for some quantitative comparison between drug efficacy on altering neuronal excitability, we calculated effect sizes as = − ( , ) whereby μ is the mean of the attend RF firing rate distribution given the cell type/cluster studied, and σ is the standard deviation of the attend RF firing rate of the joint distribution. 
Drug effects on attentional modulation
As stated in the main text, some cells showed attentional AUROC values <0. 5 
Effect size of drug application on attentional modulation in different cell types/clusters
We recorded different numbers of cells under the different drugs applied. The cluster-analysis further altered (reduced) cell numbers available for statistical comparison. To allow for some quantitative comparison between drug efficacy on altering attentional modulation in samples of different numbers, we calculated effect sizes as = − ( , ) whereby μ is the mean of the respective attentional ROCs given the cell type/cluster studied, and σ is the standard deviation of the joint distribution. 
Attentional and drug modulation of firing rate variance
Previous studies have demonstrated that attention reduces firing rate variability in addition to affecting firing rates of neurons in visual cortex [4, 8, 9] . We quantified rate variability by calculating Fano-factors (FF=variance of rate/mean rate) as well as by calculating gain variance [2, 10] . As reported previously [2, 11, 12] 
Do cholinergic drugs affect attention induced changes to gain variance?
To Results from a mixed model ANOVA, which determined whether attentional modulations of gain variance differed between cell types (clusters), or whether it was affected by drug application. C) Since there were significant differences between cell-clusters, we performed post-hoc testing to determine which groups differed in terms of their attentional modulation of gain variance. P-values are corrected for multiple comparison, FDR adjusted. Attentional modulation of gain variance differed between B4 and B1, B2 and B3, respectively. Moreover, N1 and N2 differed from B2 and B3. Finally, N1 differed from B1, B2, and B3.
Attentional modulation of gain variance across different cell clusters
Drug effect on reaction times
Reaction times were normalized relative to the session mean, whereby each session mean was calculated across all attention and all drug conditions. This normalization was done to account for differences in receptive field locations and sizes, which affect eccentricity and stimulus size.
The latter in turn affect task difficulty and thus reaction times. Effects of attention and of drug application were assessed based on the normalized single trial RTs using a 2 factor ANOVA.
Post hoc testing was done based on rank sum tests. Figure S12 : Effect of drug application on reaction times. Shown are normalized reaction times for the attend RF and away condition when no drug was applied (red and blue respectively), and when the drug was locally applied (green and black, respectively). When ACh was applied there was a trend towards reduced reaction times when the animals attended to the RF (compare red and green bars, pvalue for drug effect is shown in the ANOVA table above each subplot). When scopolamine was applied there was a significant increase in reaction times only for the attend RF condition (compare red and green bars vs. blue and black bars, p-value for drug effect is shown in the ANOVA table above the subplot, pairwise comparisons are given as insets). No effect on reaction time was found when nicotinic receptors were blocked with mecamylamine. Table S7 : Effect of drug application on behavioural reaction times. Reaction times are calculated relative to each session mean.
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