This paper studies a promising application in Vehicular Cyber-Physical Systems (VCPS) called roadside advertisement dissemination. Its application involves three elements: the drivers in the vehicles, Roadside Access Points (RAPs), and shopkeepers. The shopkeeper wants to attract as many customers as possible by using RAPs to disseminate advertisements to the passing vehicles. Upon receiving an advertisement, the driver might detour towards the shop, depending on the detour distance. Given a fixed number of RAPs and the traffic distribution, our goal is to optimize the RAP placement for the shopkeeper to maximally attract potential customers. This application is a non-trivial extension of traditional coverage problems, the difference being that RAPs are used to cover the traffic flows. RAP placement algorithms pose complex trade-offs. If we place RAPs at locations that can provide small detour distances to attract more customers, these locations may not necessarily be located in heavy traffic regions. While heavy traffic regions cover more flows, they might cause large detour distances, making shopping less attractive to customers. To balance the above trade-off, bounded RAP placement algorithms are proposed with respect to submodular and non-submodular scenarios. Since real-world traffic distributions exhibit unique patterns, here we further consider the Manhattan grid scenario and propose improved solutions. Extensive real trace-driven experiments validate the competitive performances of the proposed algorithms.
INTRODUCTION
V EHICULAR Cyber-Physical Systems (VCPS) refer to a new generation of vehicular systems; VCPS integrate computational and physical capabilities that can interact with humans through many new modalities [1] . While traditional vehicular systems were generally considered to be a common component of the physical world, VCPS actively interact with humans through communications which yield a very tight coordination between cyber and physical resources [2] . Therefore, it is critical for VCPS to consider the perceptions and reactions of humans (i.e., the drivers in the vehicles). The effectiveness and efficiency of VCPS depend on how humans could benefit from such a system [3] , [4] . This paper addresses a novel and promising application in VCPS called roadside advertisement dissemination [5] , [6] , [7] . Its application involves three basic elements: the drivers in the vehicles (the human factor), Roadside Access Points (RAPs), and shopkeepers. The shopkeeper wants to attract as many customers as possible by using RAPs to disseminate electronic advertisements to passing vehicles. The drivers may decide to go shopping or not upon receiving advertisements, depending on the detour distance. An example is shown in Fig. 1a , where commuters drive home after work. During their trip home, they receive an advertisement from an RAP, and then, decide to detour to the shop. We observe that the driver may not shop if the detour distance to the shop is too large. This is because the desire to shop does not outweigh the cost of the journey. If the shop is on the driver's way home, he or she may stop by due to convenience. We focus on the scenario with only one shop; however, multiple shops can be easily extended.
Our roadside advertisement dissemination application is motivated by roadside e-displays. Although today's e-displays are popular, its effectiveness is not clear because of its inability to cater to individual's shopping preferences. By comparison, online targeted advertising [8] can deliver ads to attract customers based on their search/email contents, web browsing, etc, but it mainly targets people at home rather than on the road. Additionally, very little is known about how such targeted ads may affect people's online behaviors, let alone how targeted ads delivered to commuters may affect their traveling routes and activities. In comparison, our application avoids these drawbacks at a similar cost of e-displays. Fig. 1b shows some traffic flows on the streets. Each traffic flow represents a group of commuters traveling home from work. Given a fixed number of RAPs and the traffic distribution that can be obtained from the previous records, we focus on optimizing the RAP placement for the shopkeeper, as to maximally attract potential customers. Our problem is a non-trivial extension of traditional coverage problems, the difference being that we use RAPs to cover the traffic flows. A trade-off exists between the traffic density and the detour probability for the RAP placement problem. Let us consider the placement of only one RAP in Fig. 1b . If we place the RAP at v 1 near the shop, then this RAP can only cover traffic flow 2, leaving traffic flow 1 not covered. On the other hand, if we place the RAP at v 2 , although both traffic flows 1 and 2 are covered, the nearby drivers are not likely to go shopping due to a large detour distance. Our problem becomes more challenging when placing multiple RAPs. Let us consider the placement of two RAPs in Fig. 1b . Suppose these two RAPs are placed at v 1 and v 2 , respectively. Then, the RAP at v 2 is meaningless for the drivers in traffic flow 2, since the RAP at v 1 provides a smaller detour distance for those drivers. Redundant advertisements do not provide additional shopping incentives. If a driver decides not to go shopping despite a smaller detour distance, they would not go shopping with a larger detour distance. Accordingly, the geographical distribution of RAPs should also be controlled.
Furthermore, the real-world traffic distributions exhibit certain patterns, which can be utilized for the RAP placement. For example, the streets in Manhattan are mapped as a grid, meaning that all the vehicles have only four possible moving directions. This means that the RAP placement is more controllable. Another interesting observation is that multiple shortest paths exist, connecting a pair of locations in the Manhattan grid streets. These properties pose several unique challenges regarding RAP placement optimization.
Our main contributions are summarized as follows:
We address a novel and promising application called roadside advertisement dissemination, which could follow the design principle of VCPS. It is a nontrivial extension of traditional coverage problems. Several utility functions are used to model the driver's detour probability. Three greedy solutions with different approximation ratios are proposed for those utility functions, respectively. Since the real-world traffic distributions exhibit certain patterns, we further study the RAP placement problem in the Manhattan grid street scenario, where we propose solutions with tightened bounds. Extensive experiments are conducted to evaluate the proposed solutions. The results are provided from different perspectives for insightful conclusions. The remainder of this paper is organized as follows. Section 2 mainly surveys the related work. Section 3 describes the model and formulates the problem. Section 4 analyzes the problem. Section 5 gives out several greedy solutions. Section 6 discusses the Manhattan grid scenario. Section 7 includes the experiments. Finally, Section 8 concludes the paper and suggests future works.
RELATED WORK
Cyber-physical systems are engineered systems whose operations are monitored, coordinated, controlled, and integrated by a computing and communication core [9] , [10] . VCPS are special types of cyper-physical systems designed for vehicles. While traditional protocols are imperceptible by humans, VCPS take humans' perceptions into account [11] . For example, the data dissemination mechanism in [12] considers the data to be location-dependent, but humans are not aware of this mechanism. In contrast, Li et al. [13] considered a human-oriented service scheduling in VCPS, where a driver cannot receive multiple services in a short time. Their goal is to deliver a limited number of services, each having a time-dependent (and non-increasing) utility, to a subset of intended drivers so as to minimize the system-wide total utility loss due to unsuccessful service deliveries. Wagh et al. [14] proposed that the data composition in VCPS should be flexible for drivers. Given a limited number of data elements that can be transmitted, their objective is to maximize the system-wide utility at the receiver by choosing to transmit data elements with different utilities.
The practical implementation of VCPS usually involves RAPs in addition to the Dedicated Short Range Communications (DSRC) / IEEE 802.11p units within the vehicles [15] . These RAPs can supplement a sparse network in a lowdensity scenario, and help coordinate and move data in dense scenarios. The drawbacks are that RAPs are extremely costly in the past decades. A 2012 industry survey by Michigans DoT and the Center for Automotive Research reiterated that "one of the biggest challenges respondents see to the broad adoption of connected vehicle technology is funding for roadside infrastructure." [15] Currently, the advertisement dissemination is considered as a novel and promising application in VCPS [17] , since advertisements belong to the practically useful data. While traditional studies focus on online advertisements [18] , [19] , [20] , Li et al. [8] first considered the advertisement dissemination in VCPS as a bandwidth allocation problem with pre-fixed locations of RAPs. We optimize the RAP placement for the advertisement dissemination. This application is also studied from different perspectives. Shen et al. [21] studied the message authentication problem for safety advertisements. A cooperative message authentication protocol is developed to alleviate vehicles' computation burden. All the vehicles would share their verification results with each other in a cooperative way, so that the number of safety messages that each vehicle needs to verify reduces significantly. Liu et al. [22] presented a study on real-time data services via roadside-to-vehicle communication by considering both the time constraint of data dissemination and the freshness of data items. A temporal data dissemination problem is proposed by introducing the snapshot consistency requirement on serving real-time requests for temporal data items.
Our RAP placement problem also relates to the existing maximum coverage problem [23] , [24] , [25] , since RAPs are used to cover the passing vehicles. The maximum coverage problem is based on some sets defined over a domain of elements associated with weights. Its objective is to select k sets, such that the total weight of elements within the selected sets is maximized. However, our problem cannot be solved by existing techniques, since the detour distance is considered. The location chosen for a driver to receive the advertisement is critical for the driver's detour decision. Our problem is a variation of the maximum coverage problem, in terms of the detour distance. The maximum coverage problem has been well studied through a greedy approximation algorithm that guarantees a ratio of 1 À 1 e . However, it requires the coverage function to be submodular [26] and fails to deal with non-submodular coverage functions [27] , [28] .
Our problem brings more unique challenges, since we focus on both submodular coverage and non-submodular coverage. Note that the problem of non-submodular function maximization [29] has not been perfectly solved in the literature [30] . This is because certain properties of the objective function are required to design approximation algorithms. Although the problem of supermodular function maximization can be optimally solved by the minimum-norm-point algorithm [31] , non-submodular functions are not the same. The latest approach is based on the curvature [32] , which typically assumes that the marginal gain of the non-submodular function varies within a given curvature. This approach is based on modifications of the continuous greedy algorithm and non-oblivious local search, and allows us to approximately maximize the sum of a nonnegative, nondecreasing submodular function and a (possibly negative) linear function. Meanwhile, it has been proved that these approximation results are the best possible in the value oracle model, even in the case of a cardinality constraint [33] .
MODEL AND FORMULATION
This section starts with the graph model and the driver attraction model. The problem is also formulated.
Graph and Notations
As illustrated in Fig. 2 , our advertisement dissemination scenario is based on a directed graph G ¼ ðV; EÞ, where V ¼ fv i g is a set of nodes (i.e., street intersections), and E V 2 is a set of directed edges (i.e., streets). Some traffic flows exist on the streets. We assume that all cars start from and stop at intersections. Let T i;j denote the traffic flow from intersections v i to v j (e.g., vehicles that return home from the office). The traveling path for T i;j is unique and is known a priori (a shortest path in general). If T i;j goes through an intersection v, we say v 2 T i;j . Let n i;j denote the number of drivers in T i;j . T ¼ fT i;j g is the set of traffic flows that are targeted for the advertisement dissemination, and jT j is the number of traffic flows in T . Traffic flows with insufficient potential customers are not counted in T . Let S denote the set of street intersections with placed RAPs. S is the only variable in this paper.
Driver Attraction Model
This section describes the driver attraction model, which assumes that repeated advertisements do not provide additional shopping incentives. Drivers will make a decision of whether or not to shop upon first receiving the advertisement, depending on the detour distance. We start with the scenario with only one shop. For each traffic flow, T i;j 2 T , its detour distance is denoted by d i;j ðSÞ. As shown in Fig. 3 , suppose that T i;j goes through an RAP, say v 2 S. When the driver receives the advertisement, the shortest path distance from the current location to the shop is d 0 v , from the shop to the destination v j is d 00 v , and from the current location to the destination v j is d 000 v . The detour distance is calculated as
Once the traffic flow T i;j goes through multiple RAPs, then the detour distance is the minimum detour distance among all these RAPs. Interestingly, the RAP, which provides the minimum detour distance, is the first RAP met by the driver. It is consistent that drivers will make a decision of whether or not to shop upon first receiving the advertisement:
Theorem 1. For a specified traffic flow T i;j that goes from v i to v j , the first RAP on its path always provides a smaller detour distance than all the other RAPs on the path.
Proof. As shown in Fig. 4 , let us select two arbitrary RAPs (say v and u) on the traffic flow T i;j . The difference between the detour distances of v and u is
In Eq. (2), fd 0 u þ½d 000 v Àd 000 u g is the distance from v to the shop via u. Since d 0 v is the shortest path from v to the shop, it is smaller than fd 0 u þ½d 000 u Àd 000 u g. Hence, the detour distance at v is smaller than the detour distance at u. Since v and u are arbitrarily selected, the proof completes. t u
Let f i;j ðSÞ denote the number of drivers attracted from T i;j , when RAPs are placed at S. This paper models f i;j ðSÞ as a utility function with respect to d i;j ðSÞ and some constants. Note that only d i;j ðSÞ in f i;j ðSÞ depends on S. An example of f i;j ðSÞ is the threshold utility function
a i;j is a constant advertisement attractiveness for the drivers in the traffic flow T i;j (0 a i;j 1). It is known a priori through previous statistics. n i;j is the number of drivers in T i;j . D is a constant threshold. Another example of f i;j ðSÞ is the decreasing utility function
Note that our driver attraction model can be extended to scenarios with multiple shops. For those cases, the result depends on the shop that provides the smallest detour distance among all the shops. We do not consider the commercial competition among different shops, in terms of attracting the drivers. All shops belong to the same shopkeeper.
Problem Formulation
To attract customers, the shopkeeper places, at most, k RAPs at street intersections for the advertisement dissemination. Since the set of street intersections with placed RAPs is S, we have jSj k. A placed RAP will send electronic advertisements to all passing vehicles. Since f i;j ðSÞ is the number of attracted drivers from T i;j , let fðSÞ ¼ P T i;j 2T f i;j ðSÞ be the total number of attracted drivers from all traffic flows. This paper studies the RAP placement problem. Given a fixed number of RAPs and the traffic distribution, our goal is to optimize the RAP placement for the shopkeeper to maximally attract potential customers The RAP placement problem may pose complex trade-offs. If we place RAPs at locations that can provide small detour distances to attract more customers, these locations may not necessarily be located in heavy traffic regions. While heavy traffic regions cover more flows, they can cause large detour distances, making shopping less attractive to customers. As a result, the relationship between f i;j ðSÞ and d i;j ðSÞ is critical. We will analyze this relationship in the next section. Finally, all notations are listed in Table 1 .
PROBLEM ANALYSIS
We start with the problem hardness:
Proof. We prove by reduction from the weighted maximum coverage problem [24] , which is NP-complete. The maximum coverage problem is based on some sets defined over a domain of elements associated with weights. Its objective is to select k sets, such that the total weight of elements within the selected sets is maximized. Let us consider the RAP placement problem, using the threshold utility function in Eq. (3). In this case, the elements reduce to the traffic flows, and the sets reduce to the intersections with placed RAPs. The weight of a traffic flow is its number of expected drivers that detour to the shop, if the detour distance is smaller than D. The selection of a set corresponds to the placement of an RAP. As a result, the maximum coverage problem reduces to the RAP placement problem, and the proof completes. t u Theorem 2 shows that the RAP placement problem is essentially a variation of the maximum coverage problem, under a certain relationship between f i;j ðSÞ and d i;j ðSÞ. To further analyze the RAP problem, we show that d i;j ðSÞ is non-increasing with respect to S: Theorem 3. For any given traffic flow T i;j , its detour distance d i;j ðSÞ is non-increasing with respect to S, meaning that
Proof. This Theorem is straightforward based on Theorem 1: for a specified traffic flow T i;j , the first RAP on its path always provides a smaller detour distance than all the other RAPs on the path. Let v be the first RAP in S for T i;j . Since S 0 S, we have v 2 S 0 . However, v may not be the first RAP in S 0 for T i;j . This is because S 0 nS may include another RAP that is before v. As a result, d i;j ðSÞ d i;j ðS 0 Þ for 8S 0 S, and the proof completes.
t u
The insight of Theorem 3 is that more RAPs will never bring a larger detour distance. This property leads to another property with respect to our objective function:
Theorem 4. If f i;j ðSÞ is non-increasing with respect to the detour distance d i;j ðSÞ, then f i;j ðSÞ is submodular with respect 
Set of directed streets connecting intersections T i;j Traffic flow that goes from intersections v i to v j (v 2 T i;j if T i;j goes through intersection v) n i;j Number of drivers in T i;j as potential customers
Set of traffic flows with jT j to be its cardinality S Set of intersections with placed RAPs with jSj to be its cardinality and S 0 to be its subset The insight of Theorem 4 is the diminishing return of the RAP placement. If a smaller detour distance can always attract more drivers, then the marginal gain of one more RAP decreases with respect to the number of existing RAPs. Examples of non-increasing functions include Eqs. (3) and (4) . Since the summation of submodular functions is also submodular, we have: Corollary 1. If f i;j ðSÞ is non-increasing with respect to the detour distance d i;j ðSÞ for any given T i;j , then fðSÞ ¼ P T i;j 2T f i;j ðSÞ is submodular. A notable point is that a smaller detour distance is likely to attract more drivers, but the assumption of the nonincreasing function does not always hold. For example, if the detour distance is 0, the driver may not go to the shop, since he or she can go to the shop later as a weekly routine, ignoring the advertisement.
RAP PLACEMENT SOLUTIONS
This section shows solutions to the RAP placement problem, in terms of both submodular and non-submodular objective functions. Three approximation algorithms are proposed to deal with the RAP placement problem.
Algorithm 1. Naive Greedy
Input: The directed graph G; the set of traffic flows T ;
The number of RAPs to place (i.e., k). Output: The RAP placement. 1: Initialize S ¼ ;.
5: return S as the RAP placement.
Naive Greedy Maximization
This section describes a naive greedy approach to solve the RAP placement problem. We start with two definitions: The naive greedy algorithm is shown in Algorithm 1. In line 1, it initializes S ¼ ; as the set of intersections for the RAP placement. Lines 1 to 4 include k iterations to select the intersections one by one. In each iteration, the intersection v, which greedily maximizes fðS [ fvgÞ À fðSÞ, is selected for RAP placement (lines 2 and 3). After k iterations, selected intersections are turned in line 4. The algorithm complexity is OðjV j 3 þ kjV jjT jÞ, where k is the number of RAPs, jV j is the total number of intersections, and jT j is the total number of traffic flows. OðjV j 3 Þ results from the calculation of detour distances, since we need to calculate the shortest paths between all pairs of intersections. OðkjV jjT jÞ comes from the greedy approach. Each greedy step takes OðjV jjT jÞ to examine all the intersections. Examining each intersection takes OðjT jÞ to check all the traffic flows.
For a better explanation, an example is shown in Fig. 5 , where we have two RAPs (k ¼ 2) to place. This example is based on the threshold utility function in Eq. (3) with D ¼ 6. The shop is located at v 1 . a i;j in Eq. (3) is set to be 1 for all the traffic flows. Meanwhile, we have T 2;5 ¼ T 4;3 ¼ 6, T 3;5 ¼ 3, and T 5;6 ¼ 1. This example involves four traffic flows. In the first iteration, v 3 is picked to place an RAP, since it can attract the maximum amount of drivers from uncovered traffic flows (n 2;5 þ n 3;5 þ n 4;3 ¼15). The remaining uncovered traffic is T 5;6 . Consequently, the second RAP is placed at v 5 to cover T 5;6 . Algorithm 1 terminates for this example, since k ¼ 2. Note that v 6 does not include T 5;6 , since its detour distance is 8 (the path changes from
Since the detour distance is larger than the threshold D, the driver would not detour to the shop, upon receiving the advertisement at v 6 .
We have the following property for Algorithm 1:
Theorem 5. If f i;j ðSÞ is non-increasing with respect to d i;j ðSÞ for any given T i;j , then Algorithm 1 can guarantee an approximation ratio of 1 À 1 e to the optimal algorithm. Theorem 5 is from the literature, i.e., the submodular function maximization [26] . If f i;j ðSÞ is non-increasing with respect to d i;j ðSÞ, fðSÞ becomes submodular, meaning that a greedy marginal maximization algorithm has an approximation ratio of 1 À 1 e . Algorithm 1 is essentially a greedy marginal maximization algorithm, which could be applied to other driver attraction models that are submodular. For example, if we allow drivers to be influenced by subsequent advertisements other than the first one, Algorithm 1 still works as long as the objective function fðSÞ is submodular. However, the performance of Algorithm 1 is not guaranteed once fðSÞ is not submodular. The next three sections will discuss more general solutions for a non-submodular fðSÞ.
Generalized Approach and Modularity
Theorem 5 points out that the naive greedy algorithm can guarantee an approximation ratio of 1 À 1 e , when f i;j ðSÞ is non-increasing with respect to d i;j ðSÞ. The assumption of the non-increasing function means that a smaller detour distance should attract more drivers, leading to the submodularity of fðSÞ. However, this assumption may not always hold. For example, if the detour distance is 0, the driver may not go to the shop, since he or she can go to the shop later as a weekly routine, ignoring the advertisement. Therefore, we need a more generalized approach for the RAP placement problem, when fðSÞ is not submodular.
In the following part of this section, we assume that fðSÞ is monotone, but may not be submodular. The monotonicity means that fðSÞ ! fðS 0 Þ for 8S 0 S V , i.e., more RAPs attract more drivers. To analyze the non-submodularity, we introduce Feldman's approach and algorithms [29] : For an intersection v, only intersections in M v might increase the marginal gain of v for the objective function fðÁÞ. In contrast, intersections that are not in M v can never increase the marginal gain of v. If v is locally submodular for fðÁÞ, then M v ¼ ;. The modularity D measures the degree to which fðÁÞ violates the submodularity. Note that fðÁÞ gets closer to the submodularity for a smaller D, and is submodular when D ¼ 0. In the following part of this section, we assume D to be a small constant. This is because a small detour distance is likely to attract more drivers through common sense and there will be few violations.
Algorithm 2. Improved Greedy (IG)
The number of RAPs to place (i.e., k). Output: The RAP placement. 1: Initialize i ¼ 0 and S 0 ¼ ;. 2: while jS i j < k do 3:
Find out arg max v2V
Improved Greedy
This section extends the naive greedy algorithm to tolerate the non-submodularity of fðSÞ. The key idea is that, when the intersection v is selected into S for the RAP placements, related intersections in M v should be further considered, since they can improve v's marginal gain. Instead of selecting one intersection at each greedy iteration, we can select a small set of intersections at each greedy iteration to optimize the RAP placement. This observation can improve Algorithm 1 for a non-submodular fðSÞ.
Algorithm 2 is proposed as another greedy algorithm. It extends Algorithm 1 by considering place a set of RAPs instead of only one RAP in each greedy iteration. In line 1, it initializes i ¼ 0 and S 0 ¼ ;. Lines 2 to 5 describe greedy iterations. While Algorithm 1 iteratively selects one intersection, Algorithm 2 iteratively selects a set of intersections, in order to mitigate the negative impact resulting from the non-submodularity. In line 3, once v is selected into S for the RAP placement, partial intersections in M v (denoted as M 0 v ) are jointly selected into S. The greedy criterion is that v and M 0 v together can maximize the marginal gain of the current intersections for the RAP placement, i.e., maximize
, at most k intersections are selected for the RAP placement. Lines 4 and 5 update the set S i and the index i. The greedy iteration terminates once k intersections are selected. Finally, the best S i is returned.
Computing fðSÞ for a given S takes OðkjT jÞ. This is because we need to exhaust each traffic flow for each intersection in S. Algorithm 2 has at most k greedy iterations, and each iteration it exhausts v and M v in line 3. Note that a time complexity of Oð2 D Þ is needed to exhaust v and M v . Consequently, the time complexity of Algorithm 2 becomes OðjV j 3 þ 2 D k 2 jV jjT jÞ. According to [29] , Algorithm 2 is bounded with respect to the modularity D: Theorem 6. Algorithm 2 has an approximation ratio of 1 Dþ2 to the optimal algorithm.
The key insight of Theorem 6 is that Algorithm 2 ignores at most 1 þ D optimal intersections at each greedy iteration, leading to a bound. However, Algorithm 2 still has critical drawbacks with respect to D. Once D becomes large, the performance of Algorithm 2 becomes poor, in terms of the time complexity and the approximation ratio. For example, even if D ¼ 10, the approximation ratio becomes 1 12 , which is fairly small and useless in practice. Meanwhile, the time complexity of Algorithm 2 grows exponentially with respect to D. Moreover, when D ¼ 0 and fðSÞ becomes submodular, Algorithm 2 has a worse approximation ratio than Algorithm 1, i.e., 1 2 < 1 À 1 e . These drawbacks come from the fact that Algorithm 2 may select an overly large set of intersections in each greedy iteration. The next section will improve Algorithm 2 by considering this important observation through a designed cap.
Capped Greedy
Since D has a critical impact on Algorithm 2, we need to further identify its role in the algorithm design. The key idea is that, although jM v j could be large, not all intersections in M v have huge impacts on the marginal gain of v for fðÁÞ. Intuitively, we only need to consider the important intersections in M v for v's marginal gain. Meanwhile, the optimal set of intersections for the RAP placement are not able to include all intersections in M v if jM v j > k. Therefore, capping the number of selected intersections in M v might lead to a better performance, since low impact intersections in M v can be replaced by high impact intersections outside M v . To find out the best cap, we could simply exhaust all possible scenarios (using parameter D 0 ).
Algorithm 3. Capped Greedy (CG)
2: for each intersection u 2 V , each D 0 from 1 to D, and each set
Update i to be i þ 1. 8: if fðS i Þ > fðSÞ then 9:
Update S to be S i . 10: return S as the RAP placement.
As a result, Algorithm 3 is proposed as an extension of Algorithm 2, in terms of capping the number of selected intersections in each greedy iteration. In line 1, it initializes S ¼ ;. Note that the total number of all possible scenarios for Algorithm 3 is Oð2 D DjV jÞ, since it exhausts each intersection u 2 V , each D 0 from 1 to D, and each set S 0 M u constrained by jS 0 j ¼ k mod ðD 0 þ 1Þ. For each possible scenario, Algorithm 3 does the same complexity behavior as Algorithm 2. Meanwhile, the time complexity of Algorithm 2 is OðjV j 3 þ 2 D k 2 jV jjT jÞ. As a result, the time complexity of Algorithm 3 is OðjV j 3 þ 4 D Dk 2 jV j 2 jT jÞ. Although Algorithm 3 has a worse time complexity than Algorithm 2, its approximation ratio becomes better by capping the modularity set [29] : Theorem 7. Algorithm 3 has an approximation ratio of
Dþ1 to the optimal algorithm.
Proof. Let S Ã denote the optimal set of intersections for the RAP placement, in terms of maximizing fðÁÞ. Since Algorithm 3 exhausts all possible u, D 0 , and S 0 in line 2, there must exist a scenario in which u ¼ arg max u jM u \ S Ã j, D 0 ¼ jM u \ S Ã j, S 0 M u \ S Ã , and jS 0 j ¼ k mod ðD 0 þ 1Þ. All of the following proof is based on the above scenario, although Algorithm 3 eventually has the best effort among all scenarios (lines 8 and 9).
In the above scenario, we claim that fðS i Þ in each greedy iteration of Algorithm 2 has a lower bound to fðS Ã Þ
Here, k 0 is defined as k À ½k mod ðD 0 þ 1Þ. In other words, k 0 is the largest multiple of D 0 þ 1 constrained by k 0 k. Eq. (5) is proved by induction. It is trivial that Eq. (5) holds when i ¼ 0, since ð1 À 1 k 0 Þ 0 ¼ 1. Assume that Eq. (5) holds for i, and we prove that Eq. (5) holds for i þ 1.
Similarly, let us order intersections in jS Ã n S 0 j in an arbitrary order (say v 1 ; v 2 ; . . . ; v k 0 ), and let S Ã j ¼ fv 1 ; v 2 ; . . . ; v j g for 1 j j 0 (S Ã 0 ¼ ;). For each j, we have
The first and second inequalities are from the monotonicity in Theorem 3, since S Ã jÀ1 S Ã and
The third inequality is from the definition of the modularity set, since only intersections in M v j can increase the marginal gain of v j (other intersections might decrease the marginal gain of v j ). By accumulating Eq. (7) among j, we have the following inequality to bound fðS Ã Þ À fðS i Þ
The first inequality is from Eq. (7) . The equality results from the definition of
The first inequality is because line 5 in Algorithm 3 always selects the maximum marginal gain in each greedy iteration. M v j \ S Ã is also constrained by jðM v j \ S Ã Þj D 0 , since the scenario sets u ¼ arg max u jM u \ S Ã j and D 0 ¼ jM u \ S Ã j. The second inequality is from Eq. (8).
We rewrite Eq. (9) as
The first equality is from Eq. (9) and the last equality is from the induction hypothesis (substituting fðS i Þ in Eq. (5)). As a result, Eq. (5) is proved by induction.
Since each greedy iteration of Algorithm 3 selects at most D 0 þ 1 intersections into S, Algorithm 3 has at least bk=ðD 0 þ 1Þc ¼ k 0 =ðD 0 þ 1Þ greedy iterations. If we use i ¼ k 0 =ðD 0 þ 1Þ for Eq. (5), the proof completes
The approximation ratio is 1 À e
Time Complexity Reduction
Although Algorithm 3 has a better bound than Algorithm 2, its time complexity is much larger. However, we claim that the time complexity of Algorithm 3 can be reduced. This is because we do not need to exhaust all possible scenarios for practical usage. Rather than exhausting D 0 from 1 to D, we can simply stop at a small constant. For example, we only exhaust D 0 from 1 to 3. This is because we only need to consider the most important intersections for v's marginal gain. Similarly, we do not need to exhaust each intersection v for the initialization of S 0 . Instead, we can focus on the intersections with most numbers of passing drivers. This is because the optimal set of intersections for the RAP placement is not likely to exclude those intersections. Using this approach, the time complexity of Algorithm 3 can be reduced to OðjV j 3 þ kjV jjT jÞ, which is asymptotically the same as Algorithm 1. Our experiments show that this approach only slightly hurts the performance of Algorithm 3.
RAP PLACEMENT FOR MANHATTAN GRID
Considering that the real-world traffic distributions have some patterns, this section studies a special case of the RAP placement problem, using the Manhattan grid scenario that has a grid street layout. The RAP placement problem is reexplored under the deadline and decreasing utility functions, as shown in Eqs. (3) and (4). The RAP placement problem in this special case remains NP-hard by reduction from the geometric maximum coverage problem [34] .
Properties of Manhattan Grid
The Manhattan grid streets plan is a type of city plan in which streets run at right angles to each other. In this city plan, vehicles can only move in four given directions, as shown in Fig. 6 . We classify the streets into vertical streets and horizontal streets, based on their orientations. Multiple shortest paths between pairs of intersections may exist in the Manhattan grid streets. For example, in Fig. 6 , the shortest
We relax the constraint used in the previous section, where the traveling path for a traffic flow is unique and is known a priori. In this section, the traveling path for a traffic flow is not pre-fixed. Let us consider a driver in T 1;6 that travels from v 1 to v 6 . His/Her traveling path would be randomly chosen from among the three shortest paths. At this time, what could happen if an RAP is placed at v 3 ? This driver would definitely choose v 1 v 2 v 3 v 6 as his/her traveling path, since it is one of the shortest paths with a free additional advertisement. We consider a traffic flow, T i;j , to travel along one of the shortest paths from i to j; if an RAP is placed in one of the shortest paths, then the traffic flows would choose that path to obtain a free additional advertisement. Locations of placed RAPs are assumed to be known by all the drivers, i.e., they are published on the internet for drivers to access. Considering the above property, we reformulate the RAP placement problem under the Manhattan grid scenario, as follows. The shop is located within a square region. D is large enough such that vehicles would detour to the shop once receiving an advertisement. All the traffic flows travel through their shortest paths. For a specified traffic flow, if an RAP is placed in one of its shortest paths, this traffic flow would travel through that path to obtain a free advertisement. For simplicity, the Manhattan grid scenario is discussed under two special forms for f i;j ðSÞ, i.e., the deadline and decreasing utility functions in Eqs. (3) and (4). We do not consider a general form for f i;j ðSÞ in this section.
Manhattan Grid with Threshold Utility Function
Let us start with the Manhattan RAP placement problem under the threshold utility function in Eqs. (3) . An intersection can still include multiple traffic flows, while a traffic flow can be included by multiple intersections. We start with the following definition:
Definition 5. A traffic flow is turned if it has exactly one turn within the grid. Otherwise, it is straight.
For example, in Fig. 6 , the traffic flows of T 3;1 and T 6;9 are straight, while T 2;4 is turned. Note that T 3;8 is straight, since it has two turns at v 5 and v 6 , respectively. All the traffic flows have at most two turns within the scenario, otherwise, the corresponding traveling path is not a shortest path. Then, we observe that a turned traffic flow has multiple shortest traveling paths. Therefore, the locations of the RAPs may have some impact on its actual traveling path.
Following the above intuition, a two-stage RAP placement algorithm is proposed as Algorithm 4. The RAPs are placed for turned and straight traffic flows, respectively. Algorithm 4 assumes that the traffic flows are uniformly distributed. We start with the case in which all the traffic flows go through the scenario. For this case, turned and straight traffic flows have fractions of 2 3 and 1 3 with respect to the total traffic flows, respectively. The reason is illustrated in Fig. 7 . We have two observations. (i) Four RAPs at the corners of the grid can cover all the turned traffic flows. This is because corresponding drivers could go to the corner for a free advertisement without extra traveling distances. (ii) The RAP placement for the straight traffic flows can be obtained through the same idea as Algorithm 1. This placement keeps a ratio of 1 À 1 e to the optimal solution. The cases are similar, when traffic flows may start from or stop at an intersection within the scenario. Consequently, we have: Proof. Our proof includes two parts. The first part is for the turned traffic flows and the second part is for the straight traffic flows. In the first part, we claim that four RAPs at the corners of the grid are enough to cover all the turned traffic flows that go through the scenario (lines 4 and 5 in Algorithm 4). Let us consider a traffic flow that enters the grid via the west boundary of the grid, and exits the grid via the south boundary of the grid. Such a traffic flow could be T 2;4 in Fig. 6 . The shortest paths for this traffic flow only include two kinds of orientations: going Eastward or going Southward at an intersection. If this traffic flow goes Southward to the end and then goes Eastward, it would result in a shortest path that goes through the southwest corner of the grid. For example, such a shortest path for T 2;4 in Fig. 6 is v 2 v 1 v 4 that goes through the corner v 1 . Since v 2 v 1 v 4 is a shortest path for T 2;4 with a free advertisement, drivers in T 2;4 would choose v 2 v 1 v 4 as their traveling paths. By enumerating all the possibilities, our claim is true. On expectation, four RAPs at the corners of the grid can cover 2 3 of the total traffic flows. The above analysis is also valid, when traffic flows may start from or stop at an intersection within the scenario (i.e., not go through the scenario).
In the second part, we focus on the straight traffic flows. The greedy placement in lines 6 to 8 of Algorithm 4 has a ratio of 1 À 1 e to the optimal solution using k À 4 RAPs. This is similar to Algorithm 1. Furthermore, it has a ratio of kÀ4 k ð1 À 1 e Þ to the optimal solution using k RAPs. This is because four RAPs are placed at the corner of the scenario for the turned traffic flows. Note that straight traffic flows have a fraction of 1 3 with respect to all the traffic flows on expectation. Considering both turned traffic flows and straight traffic flows, the total fraction of the traffic flows that are covered by Algorithm 4 is
Eq. (12) completes the proof of Theorem 8. Instead of each corner intersection of the square region, S selects the intersection at the middle of that corner and the center of the square;
When k becomes larger, 1 À 1 3e À 4 3k becomes larger, meaning that Algorithm 4 has a better performance. 1 À 1 3e À 4 3k is larger than 1 À 1 e when k > 5.
Manhattan Grid with Deceasing Utility Function
This section discusses the Manhattan RAP placement problem under the decreasing utility function. Similarly, we place RAPs for turned and straight traffic flows, respectively. However, the overlaps among RAPs bring some performance degradations. Algorithm 5 is proposed as an extension of Algorithm 4. It has a prerequisite in which the decreasing utility function must be the one in Eq. (4). The performance of Algorithm 5 is also guaranteed:
Theorem 9. If traffic flows are uniformly distributed, then Algorithm 5 is expected to have a ratio of 1 2 À 1 6e À 2 3k to the optimal solution, under the Manhattan grid scenario with the decreasing utility function.
Proof. This proof is similar to that of Theorem 8. First, we prove that the four RAPs in the middle of the corner and the shop can attract half of the maximum drivers from the turned traffic flows. This is because the turned traffic flows have an average detour distance of D 2 , while the four RAPs cover half of the turned traffic flows with the detour distance D 2 . Then, we show that the remaining k À 4 RAPs can attract half of the maximum drivers from straight traffic flows. This is because Algorithm 5 can attract no fewer drivers than the maximum drivers from k À 4 traffic straight flows (either vertical or horizontal). Through a similar argument, it can be seen that Algorithm 5 achieves a ratio of 1 2 ð1 À 4 k Þ ¼ 1 2 À 2 k to the optimal solution. t u
EVALUATIONS
This section conducts extensive experiments to evaluate the performances of the proposed algorithms. After presenting the settings, the evaluation results are shown from different perspectives to provide insightful conclusions.
Real Trace-Driven Datasets and Basic Settings
This section conducts extensive experiments based on two real traces, i.e., the Dublin bus trace [35] and the Seattle bus trace [36] . The city plan of Dublin is not grid-based, and thus the Dublin bus trace is used to test our Algorithms 1, 2, and 3 for the general scenario in Section 5. The city plan of Seattle is partially grid-based, and thus the Seattle bus trace is used to test all of our algorithms for both the general scenario in Section 5 and the Manhattan grid scenario in Section 6. For the Dublin bus trace, we focus on the part within Dublin's central area, which is a 80;000 Â 80;000 square foot area, as shown in Fig. 8 . The Dublin bus trace includes the bus ID, longitude, latitude, and vehicle journey ID. The vehicle journey is a given run on a journey pattern, which corresponds to our concept of the traffic flow. Buses with the same vehicle journey ID have similar routing paths in terms of longitude and latitude. To obtain the number of attracted customers, we assume that each bus in Dublin carries 100 people (who are potential customers) per day on average. The Dublin bus trace has 411 traffic flows with 5,119 buses.
For the Seattle bus trace, we focus on the part within Seattle's central area, which is a 10 4 Â 10 4 square foot area, as shown in Fig. 9 . The Seattle bus trace includes the bus ID, x-coordinate, y-coordinate, and route ID. Each route is regarded as a traffic flow. Buses with the same route ID have similar routing paths in terms of x and y coordinates. To obtain the number of attracted customers, we assume that each bus in Seattle carries 200 people per day on average. The Seattle bus trace has 236 traffic flows with 1,163 buses. Although the Seattle bus trace has fewer traffic flows and buses than the Dublin bus trace, its area is also smaller.
According to the amount of passing traffic flows, all the street intersections in both traces are classified into the city's center, city, or suburb. This is used to observe the impact of the shop location. Our experiments are based on three utility functions. The first one is the threshold utility function in Eq. (3). The second one is the decreasing utility function in Eq. (4), which decays linearly. The third one is the sine utility function, as defined in the following:
A notable point is that the sine utility function is no longer non-increasing. Therefore, fðSÞ is not submodular when the sine utility function is used. Meanwhile, under the same detour distance, d, and the same threshold, D, the detour probability of the threshold utility function is larger than that of the decreasing utility function. In these three utility functions, a i;j is set to be 0.001 for all the traffic flows [8] . All parameters for experiments are shown in Table 2 .
Comparison Algorithms and Metrics
In our experiments, four baseline algorithms (MaxCardinality, MaxVehicles, MaxCustomers, and Random) are used for comparisons, as in the following:
MaxCardinality ranks the intersections by the number of passing traffic flows, and then places the RAPs at the top-k intersections. MaxVehicles ranks the intersections by the number of passing buses (a traffic flow has multiple buses), and then places the RAPs at the top-k intersections. MaxCustomers ranks the intersections by the number of attracted customers if only one RAP is placed there without other RAPs. Then, MaxCustomers also places RAPs at the top-k intersections. Fig. 8 . The map and bus traces for Dublin's central area. Fig. 9 . The map and bus traces for Seattle's central area. Random places RAPs uniform-randomly at the intersections within the D Â D square region centered at the shop. It is the baseline. Our experiments focus on the relationship between the number of placed RAPs and the number of attracted customers, under different settings (utility functions, threshold D, and shop locations). Street intersections are classified into the city's center, city, or suburb, depending on the amount of passing traffic flows. In the following experiments, if we say that the shop is located in the city, it means that the intersections with city tags are randomly selected as the shop locations. All the results are averaged over 1,000 times.
Evaluation Results in the Dublin Bus Trace
This section focuses on Algorithms 1, 2, and 3 in the Dublin bus trace, in terms of different numbers of RAPs, utility functions, shop locations, and utility function thresholds. We also analyze the running time and complexity reduction for Algorithms 2 and 3 in this trace. Figs. 10a, 10b, and 10c show the results for the threshold utility function, the decreasing utility function, and the sine utility function, respectively. It can be seen that the performance gap between the our algorithms and the other algorithms is significant. For example, when we use the threshold utility function with k ¼ 10, Algorithm 3 attracted more than 50 percent drivers to the shop than MaxCustomers.
Number of RAPs and Utility Function
Algorithm 3 could always outperform Algorithms 1 and 2. This is because Algorithms 1 and 2 are special cases of Algorithm 3. Algorithm 3 reduces to Algorithm 1 by only using the cap D 0 ¼ 1. Similarly, Algorithm 3 reduces to Algorithm 2 by only using the cap D 0 ¼ D. As a trade-off, Algorithm 3 has a higher time complexity than Algorithms 1 and 2. We also find that Algorithm 2 is outperformed by Algorithm 1. Although Algorithm 2 guarantees an approximation ratio when the objective function is non-submodular, its intersection selection is overly aggressive. In each greedy iteration, Algorithm 2 may select too many intersections for the RAP placement, ignoring the benefit-to-cost ratio. Meanwhile, the comparison algorithms (MaxCardinality, MaxVehicles, and MaxCustomers) perform poorly, since they only focus on top-k intersections with different ranking criteria.
They do not consider the relationships between different intersections to maximize the number of attracted drivers.
For all algorithms, the impact of the number of RAPs is basically similar. Due to the monotonicity, more RAPs always bring more attracted drivers to the shop. In contrast, the impact of the utility function is more significant. All algorithms attract more drivers under the threshold utility function than the decreasing utility function and the sine utility function. This is because the detour probability of the threshold utility function is the largest, under the same d and D. Moreover, the utility function also determines the sharpness of the performance curve with respect to the number of RAPs. For Algorithm 3, the threshold utility function brings more diminishing return effects. The impact of the shop's location is very significant. Under the same settings, many more drivers can be attracted to the shop, when the shop is located in the city's center than the suburb. This is because there are more traffic flows in the city's center than the suburb. If the shop is located in the city's center, the RAPs can cover more traffic flows at small detour distances. Meanwhile, the performance gain of Algorithm 3 is relatively small, when the shop is located in the city's center or suburb. If the shop is located in the city's center, randomly placing RAPs around the shop can already cover most traffic flows with small detour distances. On the other hand, if the shop is located in the suburb, none of the placement strategies can cover too many traffic flows.
Shop Location and Utility Function Threshold
The utility function threshold D is also critical. A larger D means that the drivers are more likely to detour to the shop, and thus, the shop can attract more drivers. When the shop is located in the city's center, a large D does not bring too many additional drivers, since most traffic flows are already near the shop. When the shop is located in the suburbs, a large D still does not bring too many additional drivers, since the detour distances are large. However, when the shop is located in the city, as shown in Fig. 11b , a large D brings many more drivers, since more traffic flows are covered with small detour distances. 
Running Time and Complexity Reduction
This section evaluates the running time of the proposed algorithms. Comparison algorithms are the same. All codes are implemented in Matlab and are executed on Dell Inspiron i15RN-3647BK laptop, which includes a 2.5 GHz Intel Core i5 2450M processor. In addition, we further introduce two variations of Algorithm 3 by using different maximum cap sizes. The first variation is Algorithm 3-2, using 2 as its maximum cap size (D 0 ranges from 1 to 2). In each greedy iteration, Algorithm 3-2 selects at most 2 intersections. The second variation is Algorithm 3-3, using 3 as its maximum cap size. We evaluate the impact of the maximum cap size, in terms of both the performance and running time.
We start with the running time, as shown in the above table. The shop is located in the city, and we set k ¼ 10 and D ¼ 20;000 feet. The deadline utility function is used here, although other utility functions do not significantly change the running time. Random is fastest, since it does not care about the performance at all. As a trade-off, it has the worst performance. MaxCardinality, MaxVehicles, and MaxCustomers take seconds, since they only rank intersections by different criteria. The running time of MaxCustomers is larger, since it needs to calculate the number of attracted drivers for each intersection. The proposed algorithms take minutes to hours. Algorithm 1 takes more time than MaxCustomers due to its greedy loop for calculating marginal gain. Algorithm 2 takes significantly more time than Algorithm 1, since it needs to consider the combinations of intersections for the RAP placement. Algorithm 3 takes even more time (i.e., 16 hours) to exhaust all possible caps. However, if the maximum cap size is used, the running time of Algorithm 3 can be significantly reduced to minutes. Fig. 12 shows the impact of the maximum cap size for Algorithm 3 under these three utility functions. Algorithm 3-2, Algorithm 3-3, and Algorithm 3 have very close performances (Algorithm 3-2 Algorithm 3-3 Algorithm 3). This is because Algorithm 3 does not need to select a large set of intersections in each iteration (there are few important combinations of these intersections). Algorithm 3-3 has almost the same performance as CG, especially when there are few RAPs. After considering the running time, capping D 0 to 3 in Algorithm 3 is a practical strategy for large-scale RAP placements.
Evaluation Results in the Seattle Bus Trace
This section evaluates all algorithms in the Seattle bus trace, under the general scenario and the Manhattan grid scenario. For the general scenario, we still evaluate Algorithms 1, 2, and 3 through a similar setting as the previous section. Their performances in the Dublin and Seattle traces are compared. For the Manhattan grid scenario, we only evaluate Algorithms 4 and 5, since they are specially designed for this case. Note that Algorithms 4 and 5 require a grid street plan and special utility functions. Consequently, they are not general solutions for the RAP placement. Fig. 13 shows the evaluation results in the Seattle bus trace under the general scenario. The shop is located in the city. We focus on the impacts of the utility function and the threshold D. The threshold utility function and the decreasing utility function are used in Figs. 13a and 13b , respectively. For each subfigure, the top and bottom parts show the results under D ¼ 2; 500 feet and D ¼ 1;000 feet, respectively. It can be seen that all algorithms attract more customers under the threshold utility function than the decreasing utility functions, since the former one brings higher detour probabilities. D remains critical, especially when the shop is located in the city. The number of attracted customers with D ¼ 2;500 feet is 30 percent more than that with D ¼ 1;000 feet. The evaluation results are similar for the Dublin bus trace and the Seattle bus trace under the general scenario. The slight algorithmic performance differences are caused by area density, in terms of the area size, the number of traffic flows, and the number of buses. Fig. 13 , more customers are attracted under the Manhattan grid scenario. This is mainly because the traveling paths of all the traffic flows are pre-fixed under the general scenario, the assumption of which is relaxed in the Manhattan grid scenario. Algorithm 4 is designed under the threshold utility function in Fig. 14a . It performs much better than the comparison algorithms (MaxCardinality, MaxVehicles, and MaxCustomers). For example, when D ¼ 1;000, Algorithm 4 attracts almost a doubled number of drivers to the shop than MaxCardinality and MaxVehicles. We also find that a larger threshold D brings more customers to the shop. Algorithm 5 is designed under the decreasing utility function in Fig. 14b . The performance gap between Algorithm 5 and the comparison algorithms is smaller than the performance gap between Algorithm 4 and the comparison algorithms. This is because Algorithm 5 has a worse approximation ratio than Algorithm 4. Algorithm 5 cannot attract drivers from all turned traffic flows.
General Scenario

Manhattan Scenario
CONCLUSIONS
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