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Abstrat
T
his thesis is a theoretical study of the effects of vibrational degrees
of freedom on the polariton physics. The work is motivated by
recent experiments, which show that by allowing light to strongly
couple with organic matter (inside a microcavity), polariton conden-
sation can occur at room temperature. We begin by introducing a
model, which describes localised electronic excitations of molecules
coupled to cavity photon modes. The additional feature is the cou-
pling between electronic excitations and local vibrational modes of
molecules.
Investigations of equilibrium phase diagrams and absorption spec-
tra of the system (with a single cavity mode and without disorder)
have revealed that coupling to vibrational modes acts to suppress the
effective light-matter strength, can give rise to a sequence of normal-
condensed-normal transitions as a function of temperature, and can
drive the phase transition first order. We have also found that despite
the vibrational sidebands existing at energies below the lower polari-
ton, they cannot result in condensation, though their admixture has
been found in the state which acquires macroscopic occupation.
Secondly, we focused on the effects of excitonic disorder and the pos-
sibility of the ground state reconfiguration in ultra-strong coupling
regime, with the aim to explain the temperature dependence of ab-
sorption spectra published in [A. Canaguier-Durand et al. Angew.
Chem. Int. Ed. 52, 10533 (2013)]. We have found that the latter mech-
anism, although not impossible, could not result in any observable
changes as, for the experimental parameters, it is too weak. The study
of absorption spectra in the presence of disorder has revealed that
the temperature dependence can be accounted for by the vibrational
dressing of electronic transitions.
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Introdution, Bakground
& Methods

1
INTRODUCT ION & BACKGROUND
I
n the past two decades interactions between light and matter in
microcavity devices have received a lot of attention from the sci-
entific community. In essence, they allow one to study the proper-
ties of systems which bring together two somewhat divergent fields:
quantum optics and condensed matter physics. Microcavities offer
a unique way of exploring quantum phenomena at temperatures as
high as room temperature. Indeed, they have been observed to form a
condensate as well as have been shown to possess superfluid proper-
ties, thus potentially allowing the implementation of novel (quantum)
physics in future optoelectronic devices. Ideally, such devices would
have a low threshold for achieving a coherent state, and in the case
of organic matter the manufacturing process would additionally be
inexpensive and relatively simple.
At present, the consequences originating from employing organic ma-
terials are not fully understood. In this thesis we thus formulate a
model which captures the main properties of such a coupled organic
system, and investigate the predicted features. This work is struc-
tured in the following way: Firstly, the fundamental concepts as well
as the relevant mathematical tools are introduced. Subsequently, in
chapter 3 a model describing strong coupling between light and or-
ganic matter is suggested. In the first half of Part II we focus on
understanding the properties of our model in thermal equilibrium,
while in the second part we seek an analytical form of the wavefunc-
tion which would reproduce the observed physics. In Part III we
instead investigate the nature of a state which acquires macroscopic
occupation by studying absorption spectra. Firstly, we focus on the
clean case. Secondly, we introduce disorder into the system and look
at the signatures arising from the vibrational motion of molecules.
We also investigate the possibility of the ground state reconfiguration
in ultra-strong light-matter coupling regime. The appendix contains
a discussion, which extends the equilibrium model into the regime
where the system becomes driven–dissipative.
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1.1 quantum chemistry of organic materials
T
he main concept examined in this thesis is the interaction of light
with organic matter1 when confined inside a cavity. Before we
begin to address more complicated questions, however, let us review
the basic knowledge of optical transitions and outline the key aspects
of organic materials.
Interest in organic materials has been gradually rising since around
the 60s when the first account of a conductive polymer was reported [1].
This report opened the doors to a new field of research, organic semi-
conductors, with a vast spectrum of possible applications. The attrac-
tiveness of organic materials lies in the fact that, unlike their inorganic
counterpart, they are soft, flexible, reasonably cheap and easy to pro-
duce. The relative simplicity with which they can be processed, for
instance with the means of a printing technique [2], makes them an
ideal candidate for the application in large area devices. The draw-
backs of organic materials are their sensitivity to oxygen, humidity
and some temperatures. In the context of cavities, the features which
make organics very desirable are the fact that they possess high ex-
citonic binding energies and large light-matter coupling strengths,
which allow one to observe room temperature microcavity polariton
lasing and condensation, as shall be discussed in more detail in this
thesis.
This sections is organised as follows: Firstly, in section 1.1.1 the basic
physics of optical transitions will be discussed. Secondly two exam-
ple classes of organic materials will be presented: in section 1.1.2.1
a brief introduction to the origin of conductive properties of organic
semiconductors in terms of the orbital hybridisation and the appear-
ance of π-bands will be given, and in section 1.1.2.2 aggregates will
be discussed.
1.1.1 Basic Physics of Optical Transitions
In organic materials, such as molecular crystals and aggregates, the
electronic structure of individual molecules is not significantly mod-
ified when molecules form aggregates or crystals. When modelling
these systems it is also usually sufficient to only consider the two
lowest lying electronic states as the higher excited states lie at much
greater energies. Therefore, it is reasonable to approximate each
molecule as a two-level system and focus on the physics found in
the photo-excitation of a single molecule.
1 In fact, we are interested in any system which exhibits strong coupling to vibrational
modes.
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In this picture, a molecule can absorb a photon and thus promote
an electron to an excited state. Because of the very different under-
lying natures of materials, one can distinguish two types of excitons:
Wannier-Mott [3] and Frenkel [4]. Wannier-Mott excitons form in
systems where the charge carriers are delocalised through covalent
bonds. The electron and the positively charged hole it has left behind
feel an attractive Coulomb force, which binds them together form-
ing a delocalised neutral quasiparticle. The energy of such a bound
pair is somewhat smaller than the sum of energies when the electron
and the hole are unbound. Wannier-Mott excitons tend to have small
binding energies (∼ 0.01eV) and are often associated with inorganic
materials. Frenkel excitons, in comparison, form from electronic ex-
citations which are localised on a given molecule. As such they have
rather strong binding energies (∼ 1eV) resulting from a smaller dielec-
tric constant. Owing to the weak van der Waals interactions between
molecules, Frenkel excitons can become delocalised due to hopping
of electronic excitations between molecules. These two exciton pic-
tures are the ideal cases, and one can find materials which fall in
both categories, such as organic semiconductors. In the context of
this chapter, however, we are going to adopt the Frenkel picture to
describe molecular properties.
In general, there are two accessible electronic excited states, namely
the singlet and the triplet state. When an electron in a singlet ground
state S0 absorbs a photon it has to result in the formation of a singlet
excited state S1. This is because the absorption of a photon conserves
the total spin and according to Pauli exclusion principle a pair of
electrons can occupy the same state if and only if they posses op-
posite spins. The lowest unoccupied molecular orbital is sometimes
referred to as LUMO, while the highest occupied as HOMO. Since
the relaxation to the electronic ground state from a singlet excited
state requires emitting a photon this process is sometimes referred to
as radiative. In principle, it is possible to reverse the spin of an elec-
tron in the excited state, thus forming a triplet exciton. This process,
which occurs via spin-orbit coupling, is called the intersystem crossing
and is more likely to occur if there is an overlap with vibrational en-
ergy levels of another excited state. From the triplet state there is a
non-radiative decay to the ground state, i.e. no photons are emitted
during the relaxation to an electronic ground state.
An important aspect of organic materials is the presence of vibra-
tional excitations and the role they play in electronic transitions. To
a good approximation, vibrational modes of molecules2 can be de-
scribed in terms of harmonic oscillators, where the electronic ground
state and excited singlet state are represented as adiabatic surfaces
2 In a polyatomic molecule a variety of vibrational motions occurs — these different
types of vibrations are referred to as vibrational modes.
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Figure 1.1.: Potential energy surfaces for the electronic ground (blue) and
the excited state states (red) as a function of the nuclear configu-
ration coordinate Q. The optical transition frequency ǫ and the
vibrational states with energy h¯Ω are also marked
which depend on the nuclear coordinate Q, shown in Fig. 1.1 [5].
The nuclear coordinate Q corresponds to diagonalising the vibra-
tional part of a Hamiltonian. Consequently, the eigenmodes Q are
the vibrational modes of the entire molecule. The displacement of
Q should therefore be understood as a collective displacement of al-
most all atoms in the molecule. This behaviour is characteristic of
low frequency modes. The wavefunctions of vibronic modes are also
depicted in the figure. The molecular equilibrium positions in both
electronic states are usually different as the presence of an excitation
tends to alter the potential energy surface. This change is a conse-
quence of the structural relaxation in the backbone geometry, such as
changes in the bond lengths. Because the time-scale during which a
single photon interacts with a molecule thus inducing an electronic
transition is of the order of tens of attoseconds (10−18 s), the nuclei
appear as effectively motionless. As such, we are justified in using
the Born-Oppenheimer approximation and assume that the electronic
transitions are vertical, i.e. no change in Q.
The presence and the absence of structural change ∆Q determines
whether electronic transitions during which the vibrational state is
changed are allowed or forbidden. Since the square of a wavefunction
overlap reflects the probability of a given transition, in the following
discussion we shall use 〈ψS1,ν′ |ψS0 ,ν〉 as a measure for the transitions.
Here ψS0,ν (ψS1,ν′) describes the electro-vibronic wavefunction in each
electronic manifold and ν (ν′) labels vibrational excitations. When
∆Q = 0 both electronic states are identical harmonic oscillators and
so the eigenbasis is the same for the ground and the excited state
manifolds. As a result there is no overlap between transitions which
involve a different vibrational state, and thus only transitions with no
vibrational features are allowed, 〈ψS1,ν′ 6=ν|ψS0 ,ν〉 = 0. When ∆Q 6= 0,
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after a photon absorption, the vibrational configuration is no longer
an eigenstate, and so vibrational normal modes are excited. Conse-
quently, there is a non-zero overlap between vibrational sidebands
and transitions between different vibrational configurations ν 6= ν′
are now allowed, 〈ψS1,ν′ |ψS0 ,ν〉 6= 0.
After the photon absorption, due to interactions with the environ-
ment (the lattice vibrations or the solution), the system will relax to
the vibrational ground state in S1. The molecule can return to the elec-
tronic ground state by emitting a photon. The difference between the
absorption energy and the emission energy is called the Stokes-shift
[5].
It is useful to be able to calculate the probability distribution of which
vibrational states are excited in a transition. We begin by defining a
new parameter S, called the Huang-Rhys factor, which can be under-
stood as quantifying the average number of vibrational excitations
created during an electronic transition. It is related to the normal
coordinate displacement via
S =
k
2h¯Ω
(∆Q)2 . (1.1)
Here the force constant k = MΩ2 with M the mass of a one dimen-
sional harmonic oscillator which models the nuclear state [6]. The
Huang-Rhys factor will play a key role in this thesis, as it will con-
tribute to defining the strength of the coupling of each molecule to vi-
brational modes. At zero temperature an analytical expression for the
transition probability can be derived. It is based on the assumption
that the vibrational wavefunctions are well described by harmonic os-
cillators, as well as the fact that there can be no thermal population
of vibrational states in the electronic ground state. Therefore, one can
write
ψS0,0(Q) =
(
MΩ
πh¯
)1/4
e−
MΩ
2h¯ (Q−QS0)
2
(1.2)
ψS1,ν(Q) =
1√
2νν!
(
MΩ
πh¯
)1/4
e−
MΩ
2h¯ (Q−QS1)
2
(1.3)
· Hν
(√
MΩ
h¯
(Q− QS1)
)
whereQS0 and QS1 are the nuclear coordinates in the electronic ground
and excited states respectively. The Hermite polynomial is Hν (y) =
(−1)νey2 dνdyν e−y
2
. The probability of a transition from S0 to S1 during
which ν vibrational quanta are absorbed is given by |〈ψS1 ,ν|ψS0 ,0〉|2 ≡
8 introduction & background
| ∫ ∞−∞ dQψ⋆S1 ,νψS0,0|2. Thus by defining α ≡ √MΩh¯ we can evaluate the
overlap
〈ψS1,ν|ψS0,0〉 =
(−1)ν√
2νν!
α√
π
∫ ∞
−∞
dQe
α2
2 [(Q−QS1)2−(Q−QS0)2] (1.4)
· d
ν
d [α(Q−QS1)]ν
e−α
2(Q−QS1)
2
,
which after a simple change of variables x = α(Q−QS1) yields
〈ψS1,ν|ψS0,0〉 =
(−1)ν√
2νν!
α√
π
e−
α2
2 (∆Q)
2
α−1
∫ ∞
−∞
dxe−xα∆Q
dν
dxν
e−x
2
(1.5)
with ∆Q = QS1 − QS0 as before. By evaluating the first few terms
for ν = 1 . . . 3, or otherwise, one can identify the overall pattern∫ ∞
−∞ dxe
−xα∆Q dν
dxν e
−x2 = αν (∆Q)ν
√
πe
α2
4 (∆Q)
2
. Hence, the zero tem-
perature probability of an electronic transition during which ν vibra-
tional excitations are absorbed is given by Poisson distribution
|〈ψS1,ν|ψS0 ,0〉|2 =
Sνe−S
ν!
, (1.6)
where we have expressed all of the parameters in terms of the Huang-
Rhys factor S = α2 (∆Q)2 /2. The finite temperature probability is
not as straightforward to calculate due to the thermal population of
vibrational levels.
1.1.2 Examples of Optically Active Media
There is a wide range of organic materials which exhibits interesting
optical properties. These include organic semiconductors, i.e. poly-
mers or systems of large molecules with conjugated bonds and de-
localised charge carriers, as well as aggregates or crystals of small
and medium molecules. In the following section I will focus on
optical properties of organic semiconductors and aggregates respec-
tively.
1.1.2.1 Organic Semiconductors
Generally, organic materials are insulators. However, if the constituent
molecules are π-conjugated, the electrons will become delocalised
and charge conduction will take place, though at a much poorer
rate than it does in inorganic semiconductors. Regardless of whether
the organic semiconductor is a short molecule or an extremely long
polymer, the remarkable electronic structure and its properties arise
from the unique sp2pz-hybridisation of orbitals (wavefunctions) in
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Figure 1.2.: Vibrational structure of the
UPS first ionization peak of
anthracene. Inset: anthracene
molecule. Data was acquired
using the ultraviolet photo-
electron spectroscopy. Figure
taken from Ref. [6]
Figure 1.3.: Panel (a) shows sp2pz-hybridisation of orbitals on two carbon
atoms as well as the resultant intramolecular covalent σ-bonds
and the weaker π-bond. Panel (b) depicts the splitting of energy
levels to form the valence π− band and the conduction π+ band.
Figure taken from [9]
carbon atoms. The overlaps of sp2-hybridised wavefunctions lie in
a plane and form σ-bonds between adjacent carbon atoms, which
hold the structure (backbone) together [7]. In the case of anthracene,
where each benzene C6H6 has six carbon atoms (and hydrogen atoms)
with alternating single and double bonds, the σ-bonding gives the
molecule its fairly rigid and planar structure, shown in Fig. 1.2. The
energy difference between the highest occupied molecular orbital and
the lowest unoccupied one is well beyond the visible range resulting
in insulating properties of σ-bands. However, each carbon atom also
has one unhybridised pz-orbital arranged perpendicularly to the sp
2-
plane with a nodal plane coinciding with the σ-bond plane (position
where the carbon atom sits). The two lobes of one carbon orbital will
overlap with the corresponding two lobes of another carbon atom.
Hence, by side-to-side overlap the π-bonds will form, though they
will be weaker than σ-bonds due to the comparatively smaller over-
laps. The energy difference between the HOMO π− (bonding) and
LUMO π+ (antibonding) are typically between 1− 3eV [8], thus al-
lowing for photo-excitation of mobile π-electrons, i.e. the potential
charge carriers. The mechanism of electronic transitions induced by
the light field in a cavity will be discussed in more detail in the next
section. A pictorial representation of sp2pz-hybridisation of orbitals
and the resultant σ- and π-bonds between two carbon atoms can be
seen in Fig. 1.3. Charge transport is mainly via quantum mechan-
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Figure 1.4.: TDBC fluorescent dye J-aggregate. (a) Molecular structure, can
form 1-d and 2-d aggregates. Grey spheres represent carbon
atoms and white hydrogens. (b) Fluorescence and absorption
spectra of TDBC 2-d aggregated molecules (dashed line) and in
solution (solid lines). Figure adopted from [11]
ical tunnelling between molecules. When these molecules have π-
conjugated systems, the charge carriers (typically holes and electrons)
can move due to overlaps of π-electron clouds. It should be noted that
sometimes the π-bands can be localised in different parts of a single
molecule, thus defining a chromophore [10]. Because the molecular
lattice is bound together by van der Waals forces, which are much
weaker than the intramolecular covalent (σ-) bonds, the molecule is
likely to preserve some of its individual electronic properties.
1.1.2.2 Aggregates of Fluorescent Dye Molecules
It is not necessary to have very delocalised charge carries in order for
a material to exhibit interesting optical properties. Molecular aggre-
gates of fluorescent dye molecules are a good example. These materi-
als are assemblies of molecules, Fig. 1.4(a), and are held together by
van der Waals forces. They are of special interest due to their very
narrow red- or blue-shifted optical absorption bands, as compared to
those of a monomer, a very small Stokes shift, which has been thought
to allow for a coherent exciton-photon coupling in cavities (discussed
later in this thesis), as well as the relative simplicity of their prepa-
ration. Aggregates can be divided into two groups depending on
whether the absorption band moves to longer or shorter wavelengths
upon assembly, J-aggregate and H-aggregate respectively [12]. His-
torically, the appearance of the J-band was independently discovered
by Jelley [13] and Scheibe et al. [14, 15] in 1936. They noticed that
upon increasing the concentration of monomers, the optical prop-
erties suddenly changed; the initially broad absorption band trans-
formed into a very narrow one, Fig. 1.4(b). The narrow bandwidth
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has been found to originate from the delocalisation of excitonic states
over many molecules [12]. The effect of disorder, in such coherence
domains, is essentially suppressed. Furthermore, due to the delocali-
sation the absorption of light has a collective nature, as the transitions
involve many sites.
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1.2 microcavity polaritons: overview
This section is devoted to the interaction between light and matter,in a slightly different context as it was discussed in section 1.1.1.
Previously, it was explained how optical transitions within organic
materials can be modelled, and examples of optically active media
were given. Here we shall instead look at the quantum properties of
light and address the question of field quantisation. This knowledge
will allow us to discuss what happens when light and an optically
active film are confined inside a microcavity. The concept of the for-
mation of quasi-particles, which arises due to the hybridisation of an
exciton with a photon, will be imperative for understanding subse-
quent sections, e.g. Dicke model and the polariton condensation, and
the results chapters.
1.2.1 Field Quantisation & Exciton-Photon Coupling
In quantum optics, one deals with a quantised electromagnetic field
and a quantised state of matter, i.e. electronic excitations. Below I
shall provide a brief outline, which will show a route to quantising
the non-relativistic light field in the presence of many point charges.
A more detailed and transparent derivation can be found in numer-
ous online resources as well as textbooks, e.g. Ref. [16, 17].
In order to quantise the electromagnetic field, we first wish to match
the Lagrangian density L with Maxwell’s equations as well as the
Lorentz’s equation. The latter appears due to the presence of a matter
term which will interact with radiation,
∇ · B = 0 ∇× E = −B˙ (1.7)
∇ · E = ρ
ε0
∇× B = µ0J+ µ0ε0E˙ (1.8)
mn r¨n = qn (E(rn) + r˙n × B(rn)) (1.9)
Here the subscript n labels all particles (charges). It is convenient to
rewrite E and B in terms of a vector potential A(rn) and a scalar po-
tential φ(rn). By defining E = −∇φ− A˙ and B = ∇×A one automat-
ically satisfies Eq. (1.7). The particular form which Lagrangian den-
sity must adopt in order to satisfy the remaining equations is
L = ε0
2
∫
dV
(
E2 − c2B2)+∑
n
mn r˙
2
n
2
+ ∑
n
qn (r˙n ·A(rn)− φ(rn))
(1.10)
where L = L
(
Ai, A˙i,
∂
∂Aj
Ai
)
with i and j denoting (x, y, z) space
coordinates, ε0 the vacuum permittivity, c the speed of light, qn and
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mn the electric charge and the mass of a particle respectively, and the
integral is evaluated over all real space, i.e. dV = dr3. By consid-
ering a Coulomb gauge, in which the longitudinal part of a vector
potential is removed, and the field is purely transverse, ∇ · A = 0,
and by eliminating the variable φ one obtains the Lagrangian den-
sity which includes the kinetic energy of each particle, a term de-
scribing the static Coulomb interaction, and a term which reflects
the interaction mediated by the transverse light field. Subsequently,
by identifying the canonical momenta pn =
∂L
∂r˙n
= mnr˙n + qnA(rn),
Π(rn) =
∂L
∂A˙
= ε0A˙(rn) one can construct the Hamiltonian in momen-
tum space,
H =
∫
d3k
( |Π(k)|2
ε0
+ ε0c
2k2|A(k)|2
)
+∑
n
(pn − qnA(rn))2
2mn
(1.11)
+VCoulomb
where H = ∑n pn · r˙n +
∫
d3k
(
ΠA˙⋆ + Π⋆A˙
) − L. Furthermore, the
Coulomb term is VCoulomb = ∑n,m
qnqm
8πε0|rn−rm| , and the integral is over
half of k-space as A(r) is real. The commutation relations for the
conjugate operators are [A(k),Π(k′)] = ih¯δ (k− k′), [rn,i, pn′,j] =
ih¯δnn′δij. One should bear in mind that A(r) is transverse and as such
it has two independent components orthogonal to k.
It is informative to rewrite Eq. (1.11) in terms of normal modes of
the electromagnetic part, ak =
√
ε0
2h¯ck
(
ckA(k) + iε0 Π(k)
)
, also called
ladder operators,
H = ∑
k
h¯ωka
†
kak +∑
n
1
2mn
(pn − qnA(rn))2 +VCoulomb. (1.12)
The bosonic commutation relations follow
[
ak, a
†
k′
]
= δkk′. Thus we
have arrived at a general model, which accounts for the total energy
associated with the light mode ωk, a term which describes the inter-
action between the transverse light field and a point charge, with pn
the electron momentum, as well as a Coulomb term.
Since in this thesis, we shall be interested in the coupling of light
with molecules, there are certain simplifications which we can make.
Firstly, as argued in the previous chapter, molecules can often be re-
garded as two-level systems or dipoles. Secondly, to a good approx-
imation, one can assume that the photon field does not significantly
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vary across the size of a dipole. Consequently, Eq. (1.12) can be shown
to be
H = ∑
k
h¯ωka
†
kak +∑
n
[
h¯ǫn
2
σzn + ∑
k
gk,n
(
a†ke
−ik·rn + akeik·rn
)
σxn
(1.13)
+h¯
(
∑
k
√
Dk
(
a†ke
−ik·rn + akeik·rn
))2 .
Here, the electronic states of each molecule have been projected to the
two-level system description, and are therefore described by Pauli
matrices σx, zn with ǫn the optical excitation energy. Close to reso-
nance, the coupling strength of quanta of the electronic polarisation
with the transverse radiation field is defined in terms of the oscilla-
tor strength fn, the diamagnetic term Dk and the energy of matter as
gk,n =
√
fnǫnh¯Dk.
1.2.2 Exciton-Polaritons
The interaction between light and matter can be greatly enhanced
via light confinement in cavities. Probably the most well known de-
sign for studying exciton-polaritons is a planar microcavity, such as
the Fabry-Pérot cavity. In this arrangement two mirrors are brought
close together so as to confine the radiation field on a plane as well
as to quantise it along the direction of the cavity growth. A cartoon
of a microcavity is depicted in Fig. 1.5(a). A piece of a semiconductor
in which bound electron-hole pairs can exist is sandwiched between
distributed Bragg reflectors (DBRs). DBRs are a periodic structure
formed by placing multiple layers of alternating materials with a dif-
ferent refractive index. Such a stack develops bands of frequency
within which light is unable to propagate, but instead is reflected
and directed back inside the cavity. Parameters for Bragg mirrors are
chosen so as to maximise the reflectance at a particular wavelength
— a wavelength which is resonant, or nearly resonant, with the exci-
ton energies, thus allowing for coupling between the confined light
and the electronic transition of a molecule. This coupling can be en-
hanced by placing atoms at anti-nodes of the cavity mode (standing
wave).
The state of photons can be described by the in-plane wavevector k‖.
Although for each in-plane wavevector there are two allowed polar-
isations, p and s, in this thesis the spin of a photon and an exciton
are not explicitly accounted for. As such in the rest of this work the
discussion of a spin, although present, will be dropped. There is a
condition placed on the perpendicular component of the wavevector
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Figure 1.5.: Panel (a) shows a schematic of a planar cavity with anthracene
molecules acting as the optically active medium. Loss channels
and pumping are also indicated. Panel (b) depicts the disper-
sion relation where LP and UP correspond to the lower and
upper polariton branches respectively. Vibrational replicas are
also depicted
(the direction of the cavity growth) which enforces constructive inter-
ference of light after each reflection off the mirror, kz = k · cosθ, where
θ is the angle of incidence. Therefore the energy of the light mode con-
fined in a microcavity with mirror separation l and refractive index n
follows the dispersion relation
h¯ωk = h¯
c
n
√
k2‖ +
(
2πNex
l
)2
(1.14)
where k‖ =
√
k2x + k
2
y is the momentum in x− y plane, c is the speed
of light and Nex labels the excitation number of the transverse mode
in the cavity. In the limit of small k‖, Eq. (1.14) can be expanded
to give h¯ωk = h¯ω0 + h¯
2k2‖/2m where ω0 is the bottom of a photon
dispersion. Rearranging this expression one finds a relation for the
photon mass m = h¯(n/c)(2πNex/l). Thus, the presence of a cavity in
effect gives the photon a mass — the size of a cavity determines the
mass, but the size itself is governed by the requirement for resonance
between light and excitons. Typically the photon mass is of the order
of 10−5 electron mass. It is worth noting that the in-plane momen-
tum of a photon is conserved since the exciton can only interact with
a photon if its wavevector kexciton = k‖ (and polarisation) matches
the parallel wavevector of light mode q =
(
k‖, kz
)
, while kz can be
arbitrary. As such, since the conserved in-plane momentum of the
photon can be written in terms of its emission angle one may use the
polariton momentum, wavevector or emission angle interchangeably.
In the following discussions the subscript on k‖ will be dropped for
convenience.
One of the important characteristics of a cavity is the quality factor
(Q-factor). It is defined as the ratio between the cavity mode and its
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linewidth, Q = ωk/δωk and it characterises the rate of energy loss
relative to the stored energy of the resonator. Cavities with inorganic
materials acting as the optically active medium can have Q-factors
as high as 105 (DBR), as opposed to their organic counterpart, which
ranges around Q ∼ 600 [18], 300 [19], 65 [20]. The numbers for or-
ganics are significantly smaller mainly due to the low reflectivity of
mirrors which are used in these systems. Two common techniques
for fabricating DBR mirrors are the molecular beam epitaxy and met-
alorganic chemical vapor deposition. The operational temperatures
required to deposit alternating inorganic dielectrics are much higher
than it is safe to inflict on the organic layer below, as it might destroy
it. Also, it is not often easy to attach a DBR to an organic film in a
clean manner as the surface of a film is not very even due to the disor-
dered or not perfectly crystalline nature. Hence, most microcavities
will have the following configuration: DBR mirror with an organic
film deposited on top and covered with a metal layer. Another deter-
minant which can affect the Q-factor is the internal material damp-
ing. Some materials, like J-aggregates and polymers, possess large
intrinsic disorders which result in the presence of considerable popu-
lations of uncoupled excitons, which have been shown to introduce a
substantial loss channel [21, 22, 23].
If the system is designed so that the bare cavity mode and the bare
exciton mode are in or close to resonance, and if the coherent ex-
change of energy between the exciton and the photon (Rabi oscilla-
tion) is much faster than the decoherence effects (losses) then one
enters the strong coupling regime, where one can no longer speak of
light and matter separately, as new cavity eigen-modes appear, called
the polaritons [24]. In a quantum mechanical language a polariton is
a superposition of an excitonic state, i.e. the optical transitions of the
material, and a photonic state. Their radiative lifetime is determined
by the lifetime of the cavity photon. Strong coupling is well man-
ifested in the energy spectrum, Fig. 1.5(b), where one observes the
anti-crossing of the new eigen-modes at the points where the bare ex-
citon and photon dispersion curves cross. The two new branches are
called the lower and the upper exciton-polariton, and the splitting be-
tween them is termed the vacuum Rabi splitting. Depending on the
detuning between the photon and the exciton, at low momenta one
can speak of a photon-like polariton when the light curve is below the
exciton branch or an exciton-like polariton if the photon is detuned
above the exciton. In the case of organic materials the dispersion re-
lation tends to exhibit an additional feature, which is not seen for
inorganic semiconductors, namely the vibrational replicas. They orig-
inate from the coupling of a cavity mode with molecular transitions
during which the number of vibrational excitations is altered. As dis-
cussed in section 1.1.1, if an electronic transition is accompanied by
the emission of a certain amount of vibrational quanta, a sideband
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will appear below the bare exciton energy. Thus it is possible for the
replica to appear below the lower polariton. If, on the other hand,
vibrational excitations are absorbed, a sideband will form above the
lower polariton, as illustrated in Fig. 1.5(b). This is because, during
emission the effective optical transition frequency is reduced. For-
mally, there should exist an infinite number of replica extending to
very low energies, as transitions with a large emission of vibrational
quanta are always probable as long as the temperature is non-zero.
In the case of absorption, the effective electronic transition frequency
is enhanced, and thus will lie above the bare exciton and hence the
lower polariton. Therefore, the dispersion relation reveals the lower
polariton, which lies inside a set of vibrational replicas. This feature
will be addressed further in section 8.1.
The quantum statistics of polaritons depends on their density and
temperature as their underlying nature is excitonic. At high densi-
ties, the fermionic structure of electronic excitations is important and
the saturation effects need to be considered. At low enough densities
and temperatures, on the other hand, polaritons behave as a weakly
interacting gas of bosons, and thus obey Bose-Einstein statistics. Inter-
estingly, due to the light component, the mass of a polariton is much
smaller than atomic masses and so they can form condensates at rel-
atively high temperatures, and even as high as room temperature.
The possibility of Bose condensation has its roots in the fact that po-
laritons are delocalised even if the constituent excitons are localised.
Experimentally, one can observe spontaneous condensation of polari-
tons to low energy modes [25, 26], if the critical density is exceeded or
the temperature is below the critical value. Naturally, condensation is
accompanied by enhanced spatial and temporal coherence, which as
opposed to a conventional photon laser results from stimulated scat-
tering, not stimulated emission [27, 28], and which relates to lasing
by having the polariton states occupied, not cavity photons. However,
due to their very short lifetime (order of ps), a continuous injection
of new polaritons is required in order to balance the loss.
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1.3 condensation of a dilute bose gas
B
ose-Einstein condensate is a state in which "quantum mechanical
wave functions of atoms behave as coherent matter waves in the same
way as coherent light waves in the case of a laser" [29]. Polaritons, thanks
to their bosonic nature at low enough densities, allow the study of
Bose-Einstein condensates as well as the rich class of phenomena as-
sociated with it. In this thesis, we shall be interested in how this phase
transition is altered when light strongly couples to an organic mate-
rial. As such a brief review of the general concept of condensation
will be provided in this section, starting from a gas of non-interacting
bosons and subsequently moving to a system of weakly interacting
bosons in two dimensions. A full discussion on Bose-Einstein conden-
sation can be found in Ref. [29], for instance. The model of weakly
interacting bosons has proven successful in addressing the condensa-
tion in experiments on cold atomic gases, and can also be applied to
low density polariton systems.
1.3.1 Non-interacting Gas of Bosons
In a non-interacting system Bose-Einstein condensation is a direct
consequence of quantum mechanics, i.e. it is purely driven by the
particle statistics. An ideal Bose gas will undergo a thermodynamic
phase transition at a critical temperature Tc ∼ h¯2n2/3mkB (in a three di-
mensional space ) below which some fraction of the gas will be in a
normal state and some in a condensed state (macroscopically occu-
pied single state), i.e. a single state which is partially condensed. The
distinction between them can be easily drawn in momentum space
where the condensed particles all occupy a single zero-momentum
quantum state whereas the normal phase particles have finite mo-
menta. Statistical mechanics tells us that the particle density at tem-
perature T in a volume V is3
N(T, µ)/V = n0 +
∫
d3k
(2π)3
1
eβ(E(k)−µ)− 1︸ ︷︷ ︸
nthermal
(1.15)
where E(k) is the dispersion function of bosons with k the particle
wavevector, µ is the chemical potential and β = 1/kBT with kB the
Boltzmann constant. There is a constraint placed on the chemical
potential µ < E0 which ensures a positive value of the occupation
number of states, where E0 is the lowest single-particle energy state
and is taken to be zero in the following discussion. The ground state,
n0, is accounted for separately as we are now working in the regime
3 A thermodynamic limit N → ∞ and an infinite-size system is considered.
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where T < Tc and n0 =
(
e−βµ − 1)−1. The thermal component of the
non-interacting gas, nthermal, describes the density of particles in all
excited states. It reaches its maximum value, or the critical density
above which no more bosons can be added, asymptotically as µ → 0.
However, in the same limit n0 diverges. Therefore, the moment µ
becomes zero a macroscopic occupation of the ground state will be
observed.
Another way of viewing the Bose-Einstein condensate, which is ap-
plicable to non-interacting and interacting systems alike, is via coher-
ence properties. For a system in equilibrium one can define a time-
independent first-order coherence function, or a density matrix,
ρ(r, r′) =
〈
ψˆ†(r)ψˆ(r′)
〉
(1.16)
= ∑
i
niφ
⋆
i (r)φi(r
′)
where the field operator ψˆ(r) = ∑i φi(r)aˆi is defined in terms of a sin-
gle particle state φi(r) and bosonic creation (annihilation) operators
aˆ†i (aˆi). A macroscopic occupation N0 of a single particle ground state
will manifest itself by having a Dirac delta function in momentum
distribution, often at zero-momentum, with a weight proportional to
N0. In a uniform and isotropic system of dimensions V occupied
with N identical bosons (N = Tr [ρ]) the signature of a condensate is
given by the finite value of a one-body correlation function between
two particles when very far apart
lim
|r−r′|→∞
ρ(r, r′)→ N0
V
. (1.17)
This behaviour is referred to as the off-diagonal long range order, and
was originally discussed by [30, 31, 32].
Thus, owing to the coherent properties one is able to define the con-
densate wavefunction, a classical field which acts as an order param-
eter ψ0(r) = |ψ0(r)|eiθ(r), and can be defined up to a phase factor
ψ0 =
√
N0φ0. The coherence and the superfluidity of a system are
characterised by the phase θ(r). Hence, the condensate is effectively
a reservoir as adding or removing a particle to/from the conden-
sate bears no consequences. At the critical temperature the system
acquires a well-defined value of the phase, which is then assumed
throughout the whole condensate, which is also called the long-range
phase coherence.
The discussion takes on a different tone when one considers two or
fewer dimensions. In such a case, the thermal part in Eq. (1.15) is
divergent and there is no phase transition as any number of particles
can be accommodated by Bose-Einstein statistics.
20 introduction & background
1.3.2 Phase Transition in Two Dimensions
As it was discussed above, condensation of an ideal Bose gas in an
infinite system can only occur for systems of dimensionality three or
more — no such a phase transition can take place in two dimensions
at finite temperatures. Only strictly at T = 0 do all atoms occupy
the same quantum state in two dimensions. The moment the tem-
perature becomes non-zero, the system changes phase and the long
range order is lost. The situation alters when interactions are intro-
duced.
When particles are allowed to interact, one finds that at high temper-
atures the density matrix (1.16) decays exponentially with the sep-
aration between two points in space (normal phase), while at low
temperatures the coherence follows a power law decay, resulting in a
quasi long range order. Thus, in a two dimensional interacting system
there is clearly a phase transition. According to the Mermin–Wagner–
Hohenberg theorem, there can be no true long range order in a two
dimensional system with continuous symmetry [33], and so the lack
of complete coherence, indicated by the algebraic decay, is to be at-
tributed to thermal (long wavelength) fluctuations of the condensate
phase, which destroy the condensate. The important aspect is that
these fluctuations do not impact the feature of an irrotational flow
and as such the low temperature state is observed to have superfluid
properties. Although there is no macroscopic occupation of a single
bosonic state, there is a significant increase in the population of low
momentum states. The critical temperature at which the system un-
dergoes a phase transition from superfluid to normal is linked with
the Berezinskii–Kosterlitz–Thouless transition.
In 1973 Berezinskii Kosterlitz and Thouless (BKT) discussed such a
normal to superfluid transition [34], which describes the evolution
of the (spatial) correlation function from exponential to power law
dependence. This second order phase transition driven by vortices
is predicted to appear for weakly interacting bosons, such as low
density polaritons, provided the condition which links the polariton
density with temperature TBKT is fulfilled. The BKT argument is as
follows. At zero temperature there are no excitations and the system
is in its ground state, i.e. Bose-Einstein condensate which, by defi-
nition, is described by a constant macroscopic wave function. The
rise of temperature by any amount will result in thermal fluctuations
of the wave function amplitude and phase. However, at sufficiently
low temperatures the density fluctuations can be significantly sup-
pressed by repulsive interactions, shown numerically in [35] or using
the Bogoliubov analysis in [36]. In this limit, the kinetic energy can be
assumed to be dependent only on the phase fluctuations, i.e. the low-
energy long-wavelength excitations (phonons) from the ground state
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are almost entirely phase fluctuations. The onset of phase fluctuations
immediately destroys the long range order, but the pseudo long range
order defined by power law decay of correlations prevails. A further
increase of temperature, T > TBKT, leads to the spontaneous unbind-
ing of pairs of new topological excitations called vortices. Generally,
the cost of thermally creating vortices is substantial. However, in 2-d
the entropy gain can overcome the energy loss and so their creation
can be beneficial. The formation of vortices ultimately destroys the su-
perfluid properties of a ground state. Below the BKT temperature the
energy cost of free vortices and antivortices is too large so they bind
into vortex-antivortex pairs with the total winding number4 equal to
zero. At TBKT it becomes thermodanamically favourable to unbind
vortex pairs creating a gas of topological defects. Since each vortex
will contribute a certain phase offset by rotating the phase, a whole
cloud of freely moving vortices will completely wash out the phase —
two points in space will have a time varying phase offset leading to
a vanishing value of the average phase. Therefore, the motion of free
vortices destroys the quasi long range order making the correlation
function exhibit exponential decay, a short range order.
Theoretically, phase transitions and long range order can only exist
in infinite sized systems. This limit is not realistic, as all experimental
set-ups are finite sized, and yet phase transitions have been reported.
It is therefore possible for a Bose-Einstein transition to occur before
the BKT transition.
4 The phase accumulated over a loop enclosing a vortex-antivortex pair (which are
close together) vanishes.
22 introduction & background
1.4 excitons in a cavity: the dicke model
A fundamental model for collective effects in quantum optics isthe Dicke model [37] (or the closely related Tavis–Cummings
model [38]). Although initially proposed in the context of a radiating
gas [39], it can be easily incorporated into the picture of microcavity
polaritons. At first the model was used to describe coupling between
atoms and light, later it was applied to quantum dots and inorganic
semiconductors. Now, we wish to adopt this model to molecules.
In essence, the model describes N two-level systems collectively in-
teracting with a single mode of the cavity radiation. This collective
behaviour is due to the close-together arrangements of two-state sys-
tems which see the same light mode with almost the same phase (the
dipole approximation). In the context of "physical" atoms coupled to
light, the Dicke model treats atomic dipoles as completely localised
excitonic excitations. However, in experimental set-ups with semicon-
ductor quantum wells or dots, the Dicke model describes potential
localised excitonic states. The pinning can be seen as resulting from
strong disorder, while the two-level system description takes into ac-
count saturation effects, i.e. each excitonic state can only be excited
once. Therefore, in principle, this model allows one to explore the
high excitation density regime.
In the canonical ensemble, the model reads (h¯ = 1)
Hˆ = ∑
k
ωka
†
kak +
N
∑
n=1
ǫn
2
σzn + ∑
n,k
gk,n
(
a†ke
−ik·rn +H.c.
)
σxn (1.18)
+
(
∑
n,k
√
Dk
(
a†ke
−ik·rn +H.c.
))2
.
The Hamiltonian consists of two terms which reflect the energy of
the cavity field and the energy of excitonic states, an interaction term
as well as diamagnetic terms. Here ak (a
†
k) is the annihilation (cre-
ation) operator for a bosonic k-mode of the cavity, where ωk is the
energy of that mode. The bare optical transition frequency of an exci-
ton on site n is ǫn with σ
x, z
n being the Pauli matrices, while the bare
exciton-photon coupling strength is denoted gk,n. The interaction de-
scribes two processes, one of which conserves the number of exci-
tations (co-rotating terms i.e. gk,n
(
a†ke
−ik·rnσn +H.c.
)
) and one that
does not (counter-rotating gk,n
(
a†ke
−ik·rnσ†n +H.c.
)
). The former char-
acterises a mechanism during which a two-level system can be excited
by destroying a photon or a photon can be created during the de-
excitation of an "atom". The latter describes a simultaneous creation
(annihilation) of a photon and an electronic excitation. Together with
the diamagnetic terms, they arise from the minimal coupling Hamil-
tonian, Eq. (1.13).
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It can be shown that when the collective light-matter coupling is in
the strong coupling regime, gk
√
N ≪ ǫn, ωk, the contribution of
counter-rotating terms is significantly smaller than the contribution
arising from co-rotating terms, i.e. ∑n g
2
k,n/(ωk+ ǫn)≪ ∑n g2k,n/(ωk−
ǫn) (see Sec. 2.2). As a result, the excitation non-conserving terms
can be ignored (rotating-wave approximation). Additionally, in the
small density limit the diamagnetic terms can be neglected since they
scale as the inverse of atom density. Therefore, when the light-matter
coupling is not an appreciable fraction of bare optical energies, one
can consider the Dicke model within the rotating-wave approxima-
tion,
Hˆ − µLˆ = ω˜ca†a+
N
∑
n=1
[
ǫ˜
2
σzn + gn
(
a†σ−n + σ+n a
)]
. (1.19)
Technically, by ignoring the counter-rotating terms one chooses to
consider the Tavis–Cummings model. Since this form of the Hamil-
tonian preserves the number of excitations, one can contemplate the
grand canonical ensemble. The total number operator, which counts
excitations, is defined as Lˆ = a†a + ∑n σ
z
n/2 while the chemical po-
tential µ controls the total excitation density. We have selected the
instance, where a single photon mode k = 0 is supported by the
cavity, which shall be elaborated on in Chap. 3. Here σ−n (σ+n ) are
the lowering (raising) operators describing saturable electronic transi-
tions. The photonic and excitonic energies are shifted by the chemical
potential, i.e. ω˜c = ωc − µ and ǫ˜ = ǫ− µ.
In order to understand the behaviour of this model, it is instructive to
examine equilibrium phase diagrams. The fact that the cavity selects
a single photon mode allows one to consider the photon mean-field
theory of Eq. (1.19). This is because phase transitions only occur in
the thermodynamic limit, i.e. the number of sites N goes to infinity
— a limit in which the mean-field treatment has been shown to be
exact [40] since fluctuations are suppressed as 1/N. In this form,
the Hamiltonian can support two ground states: normal and superra-
diant. The normal phase corresponds to a vacuum state, i.e. empty
photon state and all two-level systems are de-excited. The superra-
diant phase, on the other hand, corresponds to conditions where the
state with the lowest free energy has a non-zero photon field. Thus,
in thermal equilibrium there exists a possibility of spontaneous co-
herence. In other words, the system can undergo a phase transition
in which the two-state systems polarise and thus produce a non-zero
expectation of the cavity photon field. The mechanism of the phase
transition is analogous to the mean-field Bose-Einstein condensation
[41, 40, 42], with the superradiant state corresponding to the conden-
sate. In the grand canonical ensemble the macroscopic occupation of
a mode arises when the chemical potential reaches the lowest energy
(bosonic) mode which cannot be saturated. The condition for spon-
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taneous polarisation can be obtained by considering a coherent state
for the photon field |λ〉 = e−|λ|2/2+λa† |0〉, finding the corresponding
free energy and determining the self-consistency equation for λ in the
limit λ→ 0. The last limit employs the fact that the expectation of the
photon field is the order parameter, 〈a〉 = λ, and as such one can use
it to distinguish between the normal state λ = 0 and the condensed
phase λ 6= 0. Thus, the corresponding free energy can be constructed
from its relation to the partition function
F = −T lnZ (1.20)
where Z = Tr
[
e−β(Hˆ−µLˆ)
]
with the inverse of temperature being de-
fined as β = 1/T. Assuming that all two-level systems are identical
we can replace the sum over sites with N and write down the free
energy
F(λ)
N
= ω˜c|λ|2 − 1
β
ln [2 cosh (βζ)] (1.21)
where the order parameter has been rescaled λ → λ√N. The energy
of two-level systems is altered by the presence of a photon field, and
so a new energy is defined as ζ =
√
(ǫ˜/2)2 +
(
g
√
Nλ
)2
. The value
of λ which minimises the free energy is determined by locating the
stationary points of the free energy, i.e. taking the derivative with
respect to λ and setting the resultant equation to zero. Hence, one
obtains
2ω˜c|λ| = tanh (βζ) g
2Nλ
ζ
. (1.22)
The condition for spontaneous polarisation is found by considering
the limit λ→ 0
g2cN =
ω˜cǫ˜
tanh
(
βǫ˜
2
) (1.23)
where gc
√
N is the critical value of light-matter coupling strength.
Originally, it was thought that as well as in the grand canonical en-
semble, the system should also undergo a continuous phase tran-
sition from a normal to superradiant state in the canonical ensem-
ble [37]. The critical temperature of this transition can be suppressed
to T = 0, producing the quantum phase transition much discussed
for cavity and circuit QED [43, 44, 45]. It was then pointed out
by Rza˛z˙ewski et al. that due to the presence of a diamagnetic term
(Sec. 1.2.1 ), in the canonical ensemble, such a transition should be for-
bidden [46]. Recently, however, the dispute has been re-opened [45,
47, 48] suggesting that it may in fact be possible [49]. This issue does
not arise in the grand canonical ensemble, where by increasing the
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Figure 1.6.: Phase diagram µ/g
√
N versus ∆/g
√
N showing two normal
state regions separated by a condensate. The bare cavity energy
ωc = 0 and the bare optical transition energy ǫ = −∆. Figure
adapted from [50]
chemical potential one can enter a regime in which the diamagnetic
term can be neglected [41].
The grand canonical zero temperature phase diagram µ/g
√
N vs
∆/g
√
N (for a fixed strength of the light-matter coupling) is shown
in figure 1.6, where the solid lines can be identified with the critical
coupling strength. Here ∆ = ωc − ǫ is the detuning between the cav-
ity field and exciton with ωc set to zero. When the chemical potential
approaches the bare photon energy, the critical light-matter strength
goes to zero as clearly seen in Eq. (1.23). Since the figure 1.6 illustrates
the behaviour at a constant non-zero value of g
√
N, this implies that
a condensate must form near this point. Thus a condensed phase
will always exist near µ ≈ 0−. The region corresponding to chemi-
cal potentials exceeding the cavity energy, µ > 0, is unphysical. A
condensed region is also seen around µ = −∆ (marked with a gray
dashed line), which is equivalent to µ = ǫ. At such points it is easy
to polarise two-level systems as there is no cost of going between the
ground and excited state. Apart from the condensate, there are also
two normal state regions. The state present for µ < −∆ corresponds
to the vacuum state described before. The normal state region seen
for µ > −∆ corresponds to a state where all two-level systems are
inverted, i.e. the excited state is now the ground state. Therefore, at a
fixed value of the detuning, the phase diagram can have one or two
condensed regions. In the future discussions, we shall be interested
in detunings which show two disconnected condensed regions.
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1.5 organic polaritons in literature
E
xplorations of the effects of strong coupling between matter and
light can be carried out in various kinds of experimental set-ups,
thus defining numerous areas of research. This chapter will focus on
a small fraction which is directly related to the project presented in
this thesis, i.e. polariton condensation in planar microcavities.
Research on these systems began around the early 1990s. For most
of the first decade inorganic semiconductors were used, as they were
widely accepted to be a promising candidate for the observation of
a Bose-Einstein condensate. Although various experiments indicated
spontaneous coherence of microcavity polaritons, none of the claims
provided a conclusive evidence for the formation of a condensate [51,
52, 53]. In these experiments, the coherent emission was seen in the
region where the laser excited the sample, producing highly dense
polaritons, and only when the laser was switched on. This triggered
questions of whether the emission was not simply a non-linear am-
plification of the laser. The issue of whether a polariton condensate
formed, as opposed to lasing, was present in most of the early experi-
ments where polaritons were injected incoherently. Under such a non-
resonant pumping, the excitations are injected into high energy states,
which then relax and populate the ground state. The ambiguity arose
due to the difficulty in distinguishing polariton condensation from
polariton lasing, as well as in eliminating the possibility of a collapse
of strong coupling, in which case any non-linear emission would be
caused by photon lasing. It was not until 2006 that the most convinc-
ing proof of a Bose-Einstein condensate was reported [25]. The char-
acteristics such as: phase transition arising from a polariton popula-
tion at thermal equilibrium and quantum coherence, i.e. long-range
spatial coherence, were shown. Shortly after another group demon-
strated polariton condensation in a trap [26].
An alternative scheme of pumping polaritons into the system is by
a coherent drive in the optical parametric oscillator (OPO) regime
[54, 55]. In this regime, injected excitations are subject to a coher-
ent stimulated scattering into the signal and idler states with different
frequencies: a lower and a higher frequency respectively so as to
conserve energy and momentum. A self-induced parametric scat-
tering into these states takes place when a continuous wave laser
is above a threshold intensity, and hence the pump population be-
comes close to unity. Unlike the Bose-Einstein condensate introduced
in section 1.3.2 where condensation is associated with a thermody-
namic phase transition to a macroscopically occupied ground state,
the OPO is a non-equilibrium state. It is characterised by a macro-
scopic population of polariton states, namely the signal, idler and the
pump state coherently populated by the external laser. The phase of
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a pump state is fixed by the external laser, and it places a constraint
on the sum of phases of the signal and idler, though keeping their
difference free. Hence, the OPO state is observed to spontaneously
break the phase symmetry, similarly to an equilibrium Bose-Einstein
condensate. Thus, in general, there are two directions of interest: po-
lariton lasing and condensation (explored with non-resonant pump-
ing), as well as ultra-fast optical switches and amplifiers (resonant
pumping).
Ideally, however, one would like to develop devices which can oper-
ate at room temperature. Inorganic materials possess a certain natu-
ral characteristics which limits their ability to exhibit quantum coher-
ent effects above cryogenic temperatures. The weak exciton binding
energy and small oscillator strengths both result in relatively small
light-matter coupling strengths. In order to increase the critical tem-
perature at which quantum effects appear, one can look for materials
with larger Rabi splittings, for instance GaN and ZnO [56, 57, 58], or
replace inorganic semiconductors with organic molecules, whose elec-
tronic excitations tend to have large oscillator strengths, thus allowing
room temperature quantum effects. Research on organic polaritons
is driven by the desire to understand quantum effects as well as by
the ambition to realise electrically pumped organic lasers (based on
polariton physics) [2], which would be cost effective and have a lower
threshold than conventional lasers.
For quite some time, strong coupling in organic-based cavities re-
mained elusive due to the characteristic large exciton linewidth [59],
which originates from the inhomogeneous broadening of exciton en-
ergies, as well as the presence of vibrational modes. Fortunately,
this is not always the case. Indeed in the late 90s polariton physics
was reported in an organic semiconductor, where the distinctive anti-
crossing of bare photon and exciton modes as well as a large Rabi
splitting were demonstrated [60]. About a decade later, polariton
lasing and condensation were also realised in several other optically
active organic films. Some of the successful materials include: crys-
talline anthracene [61], J-aggregates [62] and amorphous structures
of conjugated polymers [63, 18]. However, as of yet, no experiments
on organics have made a working OPO.
In terms of theory, polariton condensation is often described as a
system of weakly interacting polaritons derived from a model of sat-
urable absorbers [64]. Such an approach, when combined with rate
equations used to estimate timescales of excitations transfer from the
(pumped) exciton reservoir to the bottom of a lower polariton branch,
has been shown to successfully describe the onset of a lasing thresh-
old in an anthracene microcavity [65]. However, because of the under-
lying assumption which treats polaritons as bosons, the model fails to
capture the physics present above threshold where densities are high.
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It is due to the fact that, by construction, this model assumes that one
is interested in describing the Bose-Einstein condensate rather than
laser-like behaviour. This issue can be overcome by including satu-
ration effects of electronic excitations, as shall be discussed in more
detail in this thesis. Some of the other theoretical works looked at
the effect of anisotropic properties of organic crystals on the disper-
sion relation of microcavity polaritons [66]. There it was found that
despite the anisotropic nature, at small in-plane momenta, the dis-
persion is almost perfectly isotropic. The effect of intrinsic structural
disorder as well as the distribution of electronic transition energies
were also investigated [67]. The vibronic nature of organic materials
and its signatures in a photoluminescence spectrum and dispersion
relation were discussed in [68, 69].
Apart from lasing and condensation, recent interest has also started to
encompass the effects of light-matter coupling without strong pump-
ing (vacuum state). The objective is to understand how the proper-
ties of molecules, both chemical and physical, are modified by strong
coupling to the cavity field. It has been found that the transport
properties of organic semiconductors [70, 71, 72] as well as the rates
of photochemical reactions [73] are changed. In Ref. [70] an organic
semiconductor is strongly coupled to the electromagnetic field on a
plasmonic structure. At resonance a rise of electrical conductivity by
an order of magnitude in the polariton state is observed. Ref. [71]
aims to provide a theoretical description of the enhancement of exci-
ton transport in a strongly coupled system by considering a master
equation with the coupling to a cavity field governed by the Tavis–
Cummings model. An independent theoretical study [72] also dis-
cusses the role of polariton modes in exciton transport: the authors
construct a model where a one dimensional chain of two-level sys-
tems is embedded inside a cavity. The emitters are assumed to inter-
act with a single cavity mode. A Coulombic dipole-dipole interaction
between emitters is also present. Similarly to the previous model, the
effects of vibrational (rotational) modes are included via dephasing
and decay rates in a master equation. It should be noted, that in the
experiment reported in Ref. [70] the charge transport was measured,
while the subsequent theoretical approaches [71, 72] modelled the
transport of neutral excitons.
Other works have investigated the possibility of molecular optome-
chanics by coupling vibrational state of organic molecules to infra-
red radiation [74, 75, 76]. In Ref. [74] a polymer with a well-isolated
vibrational molecular normal mode is selected. When placed inside
a cavity the vibrational resonators (molecular vibrational transitions)
collectively couple to the cavity mode thus entering a strong coupling
regime at room temperature. As a result, two new modes correspond-
ing to the lower and upper polaritons are observed. The polariton
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modes are interpreted as molecular vibrations, which are dressed by
the cavity (vacuum) field. Ref. [75] provides a theoretical framework
for such a strongly coupled system. The authors illustrate the de-
pendence of dephasing-like interactions on the bath characteristics.
Interactions between plasmons and molecular vibrations are a focus
of theoretical work presented in Ref. [76].
In this thesis, we shall address the question of how the optical spec-
tra of organic-based cavities are likely to be affected by strong and
ultra-strong coupling to electromagnetic modes. Further insights are
provided in Chap. 3.

2
METHODS
2.1 green’s functions & fluctuation spectrum
C
orrelation functions are remarkably useful objects, as they pro-
vide a channel of communication between experimentalists and
theorists. A mathematical construct described in terms of such corre-
lations, called the Green’s functions, conveys information about the
response of a many-body system to an electromagnetic perturbation.
In the context of polaritons, Green’s functions allow one to investi-
gate the effect of fluctuations about the polariton mean field theory.
These fluctuations include the corrections to the ground state, as in
the condensed state there are processes which can scatter excitation
into the condensed state or away from it, and also the temperature
dependent occupation of the two-level systems.
The perturbation which impinges on a system can be described in
terms of a time dependent contribution to the Hamiltonian, which
for a sufficiently weak perturbation acquires a linear relation between
the response of a system and the external force. The assumption of
a weak perturbation is justifiable as one can always choose the exter-
nal probe strength to be weaker than the internal correlations (energy
scales) of the system. The generic experimental set-up involves a
probing beam, e.g. a laser, with a known dispersion relation k,ω(k),
a sample which will interact with the radiation thus emitting an aux-
iliary beam with some distribution of k′ and ω′(k′). According to the
linear response approximation, the response of the system will be at
the same frequency as the electromagnetic perturbation. Since a peak
in the response function at a given frequency ω and a wavevector q
indicates the "location" of excitations of a system, the Green’s func-
tions are a tool which allows one to access the information about the
full dispersion relation of the system’s excitations. Experimentally, if
one observes a response at a different frequency than the probe, then
it is a clear indication that one is outside the linear regime.
In the following discussion the main relations linking physical observ-
ables and the Green’s functions will be outlined. As we shall be inter-
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ested in the temperature dependent behaviour of a polariton system,
one should consider thermal Green’s functions. They are defined in
terms of a fictitious imaginary time, t → −iτ, which varies over a
range between 0 and β = 1/T, where T is the temperature,
D (τ = τ1 − τ2) = −
〈〈
Tτ
(
Xˆ(τ1)Xˆ
†(τ2)
)〉〉
(2.1)
where Tτ is the time ordering operator which enforces the causality,
and the quantum thermal expectation value 〈〈. . .〉〉 ≡ Z−1Tr (e−βH) ≡
∑m e
β(F−Em)〈m| . . . |m〉, i.e. in order to obtain the excitation energies
we need to sum over the thermal ensemble of states. Also, by writ-
ing τ = τ1 − τ2 we have assumed that the system Hamiltonian is
not explicitly time dependent. The Fourier transform evaluated at
Matsubara frequencies, ωn = 2πnT for bosons, is
D(iωn) =
∫ β
0
dτeiωnτD(τ) (2.2)
= − 1Z
∫ β
0
dτeiωnτTr
(
e−βHeHτXˆe−HτXˆ†
)
(2.3)
with Xˆ(τ) = eHτXˆe−Hτ. By writing out the trace one arrives at an
expression ρL(ν) =
1
πℑ
[DR(iωn = ν+ i0)] for the spectral Lehmann
density [77] which, when multiplied by (minus) the Bose distribution
yields the probability of emitting a photon at a given energy and
momentum. When performing the analytic continuation iωn = ν +
i0 and choosing to approach zero from above, i.e. positive values,
we effectively choose to consider the same half-plane at which the
retarded Green’s functions are defined.
2.1.1 Self-Energy & Absorption Spectrum
The retarded Green’s functions can be constructed from the Dyson
equation1 DR = DR0 +D0ΣRDR. In our model DR0 corresponds to the
cavity photon and ΣR is the self-energy which contains information
about the properties of molecules, that reside inside the cavity. The
physical observable which will be of interest to us is the absorption
spectrum. Ref. [78] provides a full form of the relation between an ab-
sorption coefficient, which includes loss rates arising from the cavity
mirrors, and the appropriate structure of retarded Green’s functions.
However, we shall be mostly interested in the properties of the sys-
tem itself, and as such we will consider a good cavity limit where
losses can be neglected κ(ν) → 0,
a(ν) = −2ℑ[D˜R(ν)] (2.4)
1 This form is completely general as any function can be written in this way provided
that an appropriate self-energy is chosen.
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where the form of D˜R depends on the regime under consideration, as
outlined below. The absorption spectrum of a bare molecule (outside
a cavity) is given by the imaginary part of a self-energy. Because of
the bosonic commutation relations of photon operators, when inte-
grated over all frequencies, the spectral response function equals to
one,
∫ ∞
−∞
dν
2π a(ν) =
〈[
a, a†
]〉
= 1.
Presented in this thesis will be a system in which molecules are (i)
strongly and (ii) ultra-strongly coupled to a cavity field, discussed in
Chap. 8 and Sec. 9.2 respectively. In the former case one is free to use
the rotating wave approximation which eliminates counter-rotating
terms. In the ultra-strong regime, on the other hand, the effect of
such terms cannot be neglected. Therefore, since the Hamiltonians
are different in both regimes, the resultant Green’s functions will also
differ.
(i) In the strong coupling regime one finds DR(ν)−1 = (DR0 (ν))−1 −
ΣR(ν),
DR(ν)−1 =
(
ν+ i0− ωc + ΣR+−(ν) ΣR++(ν)
ΣR++(ν)
⋆ −ν− i0− ωc + ΣR+−(ν)⋆
)
(2.5)
where ωc is the cavity frequency. The retarded quantities come from
analytically continuing the thermal Green’s functions, e.g. ΣR(ν) =
Σ(iωn = ν + i0). In the normal state the off-diagonal terms vanish
as ΣR++ describes correlations between two spin raising operators at
distinct times. The photon spectral weight is defined as the imagi-
nary part of the one-one component a(ν) = −2ℑ [DR11(ν)]. The up-
per and the lower polaritons will show up at energies which satisfy
ℜ [Σ+−(ν)] + ν − ωc = 0. Within the rotating wave approximation,
the self-energy in frequency representation is a two time correlation
function [40] and can be expressed as thermal self-energies using
Eq. (2.1)
Σ+−(iωn) = ∑
n
g2n
Z
∫ β
0
dτe−iωnτ ∑
p
〈
p|δσ+(τ)δσ−(0)|p〉 e−βEp
(2.6)
where the sum ∑n is over all molecules while ∑p is over all states of
the excitonic system. Recall that ωn is a Matsubara frequency and the
subscript does not label the site n. By replacing δσ± = σ± − 〈σ±〉 one
effectively removes the mean field values from the correlation leaving
fluctuations around the mean field. In the normal state 〈σ±〉 = 0,
hence
Σ+−(iωn) = ∑
n
g2n
Z
∫ β
0
dτe−iωnτ ∑
p
〈
p|σ+(τ)σ−(0)|p〉 e−βEp .
(2.7)
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In order to evaluate this expression, one can insert the resolution of
identity
Σ+−(iωn) = ∑
n
g2n
Z
∫ β
0
dτe−iωnτ· (2.8)
·∑
p,q
e(Ep−Eq)τ
〈
p|σ+(0)|q〉 〈q|σ−(0)|p〉 e−βEp
where the explicit time dependence of the raising operator has been
removed. In this form, it is clear that the expectations can only be
non-zero when |p〉 ≡ | ↑ p〉 and |q〉 ≡ | ↓ q〉, where the up-arrow
marks the electronic excited state and the down-arrow ground. Thus
the eigenstates correspond to the vibrational state in the electronic
ground and excited states labelled | ↓ q〉 and | ↑ p〉 respectively. Inte-
gration over τ yields
Σ+−(ν) = −∑
n
g2n
Z ∑p,q
∣∣〈p ↑ |σ+(0)| ↓ q〉∣∣2 e−βE↓q − e−βE↑p
ν+ i0+ + (E↓q − E↑p)
(2.9)
where the Matsubara frequency has been replaced with iωn → ν+ i0+
to obtain the retarded function.
In the language of a diagrammatic representation our analysis is re-
stricted to polarisation bubbles only, and the effects of virtual photons,
which come through higher order terms in the diagrammatic series,
are ignored. Such terms scale as the inverse of the number of two-
level systems, and in the thermodynamic limit N → ∞ the approxi-
mation becomes exact.
(ii) The ultra-strong coupling regime is a bit more complicated, as
the rotating wave approximation no longer holds and the forms of
the retarded Green’s function as well as the self-energy are different.
The new expression for the absorption spectrum (as well as reflection
and transmission) can be obtained from the input – output formalism
[79]. Here, one finds that similarly to the strong coupling regime,
the absorption spectrum is proportional to the imaginary part of the
retarded Green’s function a(ν) = −2ℑ [DRxx], though it is defined in
terms of a new quantity DRxx.
Derivation of DRxx can be found in Sec. 9.2. Here, the final expressions
are shown
DRxx =
(
1 1
)
DR
(
1
1
)
=
2ωc
ν2 − ω˜c + 2ω˜cΣxx(ν) + iωcκ(ν) .
(2.10)
The excitonic self-energy is obtained from the σx-σx correlation func-
tion,
Σxx(ν) =
ωc
ω˜c
(
Σ+−(ν) + [Σ+−(−ν)]⋆
)
(2.11)
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where ω˜c =
√
ωc (ωc + 4ND) and the self-energy Σ+− is given by
Eq. (2.7).
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2.2 schrieffer–wolff transformation
Schrieffer–Wolff approximation [80] is a perturbative approach,which can be applied to degenerate and nondegenerate problems
alike. It allows one to derive an effective Hamiltonian by decoupling
the low and high energy subspaces.
Let us consider the following Hamiltonian Hˆ = Hˆ0 + Hˆ1, where
the eigenspectrum of Hˆ0 is known and Hˆ1 is to be treated pertur-
batively
Hˆ0 = ∑
k
ω˜ka
†
kak + ∑
n
ǫnd
†
ndn +∑
k,n
g˜k
(
akd
†
ne
ik·rn + a†kdne
−ik·rn
)
(2.12)
Hˆ1 = ∑
k,n
g˜k
(
akdne
ik·rn + a†kd
†
i e
−ik·rn
)
. (2.13)
Here ω˜k and g˜k are the Bogoliubov transformed frequencies, as out-
lined in Sec. 9.1, a†k is the photon creation operator, d
†
n creates an
electronic excitation on site n and dn destroys it. We shall use the
Schrieffer–Wolff transformation to eliminate number non-conserving
processes, which take the system between different subspaces (differ-
ent number of polaritons) encapsulated in Hˆ1. The removal of cou-
pling between subspaces alters the Hamiltonian within a given sec-
tor. Consequently, the new ground state will involve an admixture
of the old ground and excited state sectors. We begin by construct-
ing a unitary operator eiKˆ, which will preserve the Hermiticity of the
Hamiltonian
HˆSW = e
iKˆ Hˆe−iKˆ. (2.14)
Diagrammatically, this would be equivalent to transforming Hˆ1 from
a block off-diagonal to a block diagonal form in the exciton basis,
with | ↓〉 and | ↑〉 corresponding to the electronic ground and excited
subspaces respectively, up to a desired order in Hˆ1, see Fig. 2.1. In
practice it is not often easy to find Kˆ such that the resulting Hamilto-
nian is block diagonal. Hence, one must sometimes resort to pertur-
bative approaches (in the strength of the original off-diagonal terms)
to determine Kˆ as a power series. Up to the second order in g˜k
HˆSW = H + i[Kˆ, Hˆ]− 1
2
[Kˆ, [Kˆ, Hˆ]] (2.15)
= Hˆ0 + i[Kˆ, Hˆ0] + Hˆ1 + i[Kˆ, Hˆ1]− 1
2
[Kˆ, [Kˆ, Hˆ0]]. (2.16)
By choosing Kˆ such that the condition [Kˆ, Hˆ0] = iHˆ1 is satisfied, one
can write the effective Hamiltonian
HˆSW = Hˆ0 +
i
2
[Kˆ, Hˆ1]. (2.17)
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Figure 2.1.: Pictorial representation of the “removal" of off-diagonal terms
from Hˆ1. The e
iKˆ transformation decouples two subspaces, elec-
tronic ground | ↓〉 and excited | ↑〉 state, up to the desired order.
Figure adapted from [81].
Now one needs to find the form of Kˆ, which meets [Kˆ, Hˆ0] = iHˆ1
condition, preserves the Hermiticity of the energy operator and also
Kˆ ∼ O(g˜k) as [Kˆ, Hˆ1] ∼ O(g˜2k). The correct form is
Kˆ = ∑
k,n
ig˜k
ω˜k + ǫn
(
akdne
ik·rn + a†kd
†
ne
−ik·rn
)
(2.18)
yielding the following expression describing the effect of excitation
non-conserving term
i
2
[
Kˆ, Hˆ1
]
= −∑
k,n
g˜2k
ω˜k + ǫn
(
1+ d†ndn + a
†
kak
)
. (2.19)
When inserted into Eq. (2.17) it gives
HˆSW = ∑
k,n
a†kak
(
ω˜k − g˜
2
k
ω˜k + ǫn
)
+ ∑
k,n
(
ǫn − g˜
2
k
ω˜k + ǫn
)
d†ndn
(2.20)
+ ∑
k,n
g˜k
(
akd
†
ne
ik·rn + a†kdne
−ik·rn
)
−∑
k,n
g˜2k
ω˜k + ǫn
.
It can be observed that the leading order effect of counter-rotating
terms is to shift energies.
Thus the ground state expectation, i.e. the electronic ground state
d†ndn = 0 and photon vacuum a
†
kak = 0
〈HSW〉gs = −∑
k,n
g˜2k
ω˜k + ǫn
. (2.21)

3
AIM OF THE THES I S
A
s discussed thus far, research on organic based microcavities is
worthwhile, since such structures can provide a path to explor-
ing Bose-Einstein condensation at room temperature, as well as may
ultimately lead to the design of low threshold electrically pumped or-
ganic lasers [2]. At present, however, as the field is still young, there
is a need for more sophisticated models and a better understanding
of the theory.
Various theoretical works have already investigated some aspects of
polariton systems, for example the rate equations have been used to
calculate the luminescence spectra [69, 68] and relaxation processes [82,
65]. The effects of disorder have also been examined [66, 67]. How-
ever, most of this theoretical work has represented the system as a gas
of weakly interacting polaritons derived from a model of saturable
absorbers [64]. Because of the underlying assumption of weakly in-
teracting polaritons, such theories can only successfully describe the
very low density regime. The aim of this thesis is to study a model
that encompasses also higher densities, and which in principle could
be used to investigate the weak-to-strong coupling crossover for or-
ganic molecules (including features such as vibrational modes), in
analogy to the driven-dissipative Tavis-Cummings model [83, 84].
Experiments have explored a rich variety of optically active organic
layers, each with a distinct mechanism for the transfer of electronic
excitations between molecules and within them. Generally, the mech-
anisms which govern the excitation transfer are crucial whenever the
cavity is not considered. In many of the organic systems excitations
are delocalised, and consequently, they cannot strongly couple to the
vibrational modes of individual molecules. In the presence of a cavity
(and therefore strong light-matter coupling) these differences have a
reduced significance, as the cavity-photon mediated transport starts
to dominate. This is due to the fact that the photon mass is four or-
ders of magnitude smaller than the effective mass of an exciton, and
the polariton splitting is at least an order of magnitude greater than
exciton bandwidth. Consequently, exciton hopping can be neglected
when considering the thermodynamics of polaritons.
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Experiments have also highlighted the role of local vibrational modes.
Work on polariton relaxation [82, 65] has clearly illustrated their im-
portance in energy relaxation, which tends to be most efficient when
polariton splitting is resonant with the vibrational frequency. Addi-
tionally, the importance of strong coupling to vibrational modes has
also been recognised in the context of energy transfer in light harvest-
ing complexes [85, 86, 87].
Following these considerations, we construct a model of two-level
systems, describing localised electronic excitations of the molecules,
coupled to a common photon mode. Each electronic excitation is
additionally coupled to local vibrational modes.
Thus, in this thesis we address the question of how the presence of
coupling between the two-level systems and local vibrational modes
can modify the collective behaviour within the Dicke model. In order
to mirror the experiments, a full description should take into account
incoherent processes, which drive the system out of equilibrium, such
as the photon loss through cavity mirrors, external pumping (to re-
plenish the reservoir of excitations) and the dephasing of vibrational
modes caused by coupling to other molecules. To begin with, how-
ever, we shall provide detailed discussions of the rich physics present
in thermal equilibrium, and also show that apart from acting as a
route to relaxation and thermalisation, coupling between electronic
excitations and vibrational modes can lead to other phenomena. The
methodology for out-of-equilibrium calculation will be outlined in
the appendix.
3.1 the model
The full Hamiltonian that we will consider throughout this thesis, in
mixed position and momentum space basis, reads (h¯ = 1)
Hˆ = ∑
k
ωka
†
kak +∑
n
ǫn
2
σzn +∑
n,k
gk,n
(
a†ke
−ik·rn +H.c.
)
σxn (3.1)
+
(
∑
n,k
√
Dk
(
a†ke
−ik·rn +H.c.
))2
+ ∑
n,j
Ωj
(
b†n,jbn,j +
√
Sj
2
(b†n,j + bn,j)σ
z
n
)
.
The first two lines model the behaviour of excitons and the light field
inside a cavity as introduced in Sec. 1.4. Generally, a cavity supports
numerous transverse photon modes with different in-plane momenta
ωk, some of which are close to or on resonance with the disordered
excitonic optical frequencies ǫn, thus leading to strong coupling. The
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new part, which makes this model unique, describes the effect of vi-
brational modes (last line). Here, vibrational excitations of a molecule
are created by operators b†n. The coupling of these excitations to an
electronic state of the molecule is Ω
√
S, where Ω is the vibrational
frequency and S the Huang-Rhys parameter.
In this form the Hamiltonian is very hard to solve. Fortunately, de-
pending on the physics which is being considered, one can make
certain approximations. As such, in various parts of this thesis, we
shall perform physically motivated simplifications. For example, in
the context of calculating the transition temperature one is justified
in neglecting the higher momentum modes and thus assume that the
cavity will select a single photon mode (k = 0) with an energy almost
resonant with the two-level systems. Neglecting these other modes
is equivalent to neglecting the depletion of the condensate by long
wavelength fluctuations. In [42] it was shown that these fluctuations
are only relevant at extremely low densities and that the mean-field
theory (of the photon field), which we effectively consider by keeping
k = 0 terms, is otherwise accurate. Thus within the single mode pic-
ture, mean-field treatment is exact, and so one can develop a classical
theory for the order parameter, and replace photon operators with
their expectations. Another simplification which one can perform is
to narrow the number of vibrational modes to one, namely the most
dominant mode. Hamiltonian of this form will be examined in chap-
ter 9 in the context of ultra-strong coupling between light and organic
matter.
In the remaining chapters we shall be interested in couplings away
from the ultra-strong regime. Hence, we are entitled to perform
the rotating-wave approximation, and so remove the excitation non-
conserving terms. Consequently, the Hamiltonian can be expressed
in the grand canonical ensemble,
Hˆ − µLˆ = ω˜ca†a+
N
∑
n=1
[
ǫ˜
2
σzn + g
(
a†σ−n + σ+n a
)]
(3.2)
+
N
∑
n=1
Ω
(
b†nbn +
√
S
2
(b†n + bn)σ
z
n
)
where we have assumed no disorder in excitons. The equilibrium
phase diagrams will be presented in chapter 4, and the absorption
spectra in chapter 8. For convenience the bare cavity frequency ωc
will be set to zero and as such the optical transition frequency will be
ǫ˜ = −µ− ∆. We shall focus on the case where the cavity frequency
is detuned above the molecular transition, ∆ = 2g0
√
N, for two rea-
sons. Firstly, a thermal equilibrium condensate of polaritons in inor-
ganic materials [25] required positive detunings, as this increases the
excitonic fraction, and hence the scattering and thermalisation rate
of the polaritons [88, 89]. Secondly, we saw in section 1.4 that the
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Dicke model can show multiple normal-to-superradiant phase tran-
sitions [40] when ∆ > 0. Here we wish to explore how these phase
boundaries change in the presence of vibrational modes.
Part II.
Phase Diagrams
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I
n this part, we shall address the question: Under what conditions
does a condensate exist?
To begin with, we shall study the exact solutions arising from nu-
merically diagonalising our Hamiltonian. Here we will explore the
rich physics predicted by the model by investigating various phase
diagrams. In subsequent chapters variational and perturbative ap-
proaches will be discussed. In chapter 5 we shall investigate an
ansatz, which describes a displaced coherent state. By comparing
the findings with the exact solution we shall be able to determine
how good the variational wavefunction in the zero temperature limit
is and what the limitations are. In chapter 6 we will additionally in-
clude the effect of temperature when constructing the ansatz. Finally,
we shall consider a somewhat simpler attempt which will predict the
main features of our model — a perturbative approach at finite tem-
perature.

4
EXACT DIAGONAL I SAT ION
N
umerical diagonalisation of a Hamiltonian, when possible, is a
powerful tool as it provides a route to exploring various param-
eter regimes, and thus allows one to uncover all the physics which
is encoded in a model. Hence, we commence by investigating the
photon mean-field phase diagram of our system: a microcavity in-
side which an organic material is placed. The cavity is assumed to
support a single photon mode, while the optically active thin film
is made up of molecules which are strongly coupled to their own
vibrational modes. The model was introduced in greater detail in
Sec. 3.
The first part of this section explains the mean-field treatment of the
photon field and also comments on the parameter regime chosen for
the figures. Subsequently, we investigate how the presence of vibra-
tional modes modifies the phase diagrams: critical temperature and
light-matter coupling strength versus the chemical potential. We find
that the thermal population of vibrational modes can reduce the value
of chemical potential at which the system condenses. We also dis-
cover that for strong vibrational couplings the entanglement between
electronic and vibrational states of a molecule leads to the existence of
a discontinuous phase transition between the normal and condensed
state. For yet stronger couplings a second (weakly polarised) con-
densed state forms. The final part of this section is devoted to the
consideration of two vibrational modes.
The work presented here has been published in Ref. [90].
4.1 solving the model
To begin with, I shall outline the approach which was adopted for
numerically solving the model. In order to keep the discussion as
clear as possible I may reiterate some of the key information, which
was mentioned in Sec. 3.
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The model we study here is described by the Hamiltonian (3.2), i.e.
Hˆ − µLˆ = ω˜ca†a+
N
∑
n=1
[
ǫ˜
2
σzn + g
(
σ+n a+ a
†σ−n
)
(4.1)
+Ωb†nbn +
Ω
√
S
2
σzn
(
bn + b
†
n
)]
.
The equilibrium phase diagram can be calculated within a mean-
field treatment of the photon field, known to be exact [40] in the
thermodynamic limit N → ∞, g√N → const. This approach re-
quires that the cavity photon operator be replaced 〈a〉 → λ√N (ad-
ditionally rescaled by
√
N), subject to a self-consistency condition
ω˜cλ = −g
√
N〈σ−〉. The polarisation 〈σ−〉 is found by exactly diago-
nalising the on-site problem
h =
[
ǫ˜+ Ω
√
S
(
b+ b†
)] σz
2
+ g
√
N
(
λσ+ +H.c.
)
+ Ωb†b (4.2)
numerically, whilst truncating the maximum excitation number of
vibrational excitations, and thermally populating the resulting eigen-
states. Truncation was chosen such that the maximum number was
always much greater than the average number of vibrational excita-
tions, determined by the Huang-Rhys parameter S.
The expectation of the photon field λ defines the order parameter,
and it distinguishes between two distinct phases supported by the
Hamiltonian: normal and condensed. In the normal phase λ = 0,
whereas in the condensed phase there is a macroscopic expectation
of the photon field so λ 6= 0. Anticipating possible first order phase
transitions, one must also compare the free energies of the normal
and condensed solutions to determine the global minimum free en-
ergy.
In this discussion, the two key parameters are the light-matter strength
and the coupling to vibrational modes. Together with the remaining
energy scales, they shall be measured in units of a characteristic scale
g0
√
N, corresponding to a typical polariton splitting. This quantity is
introduced so that all the parameters can remain fixed, while g
√
N is
varied (rescaled). As such, whenever the evolution of effective light-
matter coupling strength is of interest, it will be plotted as g/g0, and
a statement like Ω ∼ g0
√
N and g/g0 = 1 should be understood
as Ω ∼ g√N etc. An alternative rescaling would be to measure all
energy scales in units of the actual light-matter coupling strength.
However, in this case, varying g
√
N (as is done in Fig. 4.2) would
result in a simultaneous change of other parameters. In the context
of molecular properties, since the parameters S and Ω/g0
√
N control
the influence of vibrational modes, it is necessary to consider rela-
tively large Huang-Rhys factors in order to clearly observe the effects
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Figure 4.1.: (a) Grayscale map of order parameter versus temperature and
µ, measured in units of g0
√
N. For comparison the solid line
shows the phase boundary with S = 0. (b) A close-up of the
re-entrance, shown for clarity. Parameters cited in the figure
of vibrational dressing. Here, results for S = 2, S = 6 and S = 10 will
be presented. While these values are quite large for organic emitters
(for anthracene [6] S = 0.182), values such as S = 3.3 have been seen
for LO phonons in carbon nanotubes [91]. Regarding the vibrational
frequency, distinct behaviour occurs for soft modes, Ω ≪ g0
√
N, and
stiff modes, Ω ∼ g0
√
N. It will be shown that a soft mode is nec-
essary for a re-entrant phase boundary, while the first order phase
transition requires a stiffer vibrational mode. We thus present re-
sults for Ω/g0
√
N = 0.05, 0.5 as well as Ω/g0
√
N = 1. The value
Ω/g0
√
N = 0.5 is comparable to that for anthracene [6] Ω = 42meV
measured in units of the polariton splitting of Ref. [92]. Such stiff
modes arise due to the π-bonded carbon rings.
4.2 critical temperature
Firstly, let us investigate how the presence of vibrational modes af-
fects the dependence of critical temperature on the chemical poten-
tial, as shown in figure 4.1. The grayscale denotes the order parame-
ter: white colour represents the normal state and gray the condensate.
As the expectation of the photon field becomes greater, the intensity
of grayscale becomes more pronounced, i.e. a more polarised system
will be marked with darker gray. The overall structure of the phase
diagram in panel (a) (grayscale) is similar to that seen for S = 0 (solid
blue line) [40, 50], with two disconnected condensed regions being
present. The coupling to vibrational modes modifies some features
and introduces additional ones. Firstly, the condensed region shrinks.
This is because the effective coupling strength to light is suppressed
by the dressing of vibrations. This feature will be further elucidated
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Figure 4.2.: Critical matter-light coupling g/g0 as a function of the chemical
potential for various temperatures for (a) S = 2, Ω = 0.05g0
√
N,
(b) S = 6, Ω = 0.5g0
√
N. The solid line in (a) indicates points
where g/g0 = 1. The colour scheme is the order parameter very
close to the transition (approached from the condensed region)
and so a non-zero value indicates a first order boundary. Other
parameters are cited in the figure
in the following sections with the use of a variational method. Sec-
ondly, a re-entrant behaviour as a function of temperature appears,
as seen in Fig. 4.1(b). Namely, on decreasing temperature near the
edge of the lobe, there is a sequence of transitions from normal to
condensed and back to normal. The re-entrance can be explained
by the effect of vibrational sidebands. Generally, condensation oc-
curs when the chemical potential reaches a polariton mode, leading
to a macroscopic occupation of that mode. If there is a sideband
below the bare polariton, then condensation can occur at a smaller
chemical potential. Such sidebands are associated with transitions
from a vibrationally excited electronic ground state to an electronic
excited state with fewer vibrational excitations. As such they can
only occur when vibrational modes are thermally occupied, i.e. when
the thermal energy exceeds the vibrational energy kBT > Ω. Since
the characteristic temperature required for the presence of condensed
phase (except at µ→ ωc) is kBT ∼ g
√
N, re-entrance is only visible if
Ω ≪ g√N.
4.3 critical coupling strength g
Next, we turn to consider the phase diagram of the light-matter cou-
pling strength as a function of chemical potential, for several values
of temperature. In particular, we investigate how the nature of the
phase boundary changes as the strength of coupling to vibrational
modes Ω
√
S is increased.
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Figure 4.2(a) shows the phase diagram g/g0 versus chemical poten-
tial for a moderate coupling strength to vibrational modes. Precisely
at µ = ǫ we observe that the critical gc
√
N diminishes to zero, im-
plying that the ground state is always condensed. This is analogous
to the existence of superfluidity at the boundary between two Mott
lobes [93] (normal state). As Ω
√
S is increased two changes occur,
panel (b). Firstly, the light-matter strength needed to condense the
system has gone up, which is a direct result of the suppression of
the effective coupling strength by vibrational dressing. Secondly, the
phase boundary has become first order for some values of chemical
potential, i.e. the order parameter no longer varies smoothly at the
phase boundary, with the size of jump controlled by Ω/g
√
N. At
small T the strength of the jump is largest at points near to, but not
exactly at, µ = ǫ.
In the zero temperature limit, for excessively large strengths of cou-
pling to vibrational modes, a new phase forms in the very narrow
region around µ = ǫ, presented in Fig. 4.3. This phase corresponds
to a weakly polarised condensate (gray region), and it has a continu-
ous boundary with the normal state (white) and a discontinuous one
with the highly polarised condensed state (black region). The first
order transition between the normal state and the highly polarised
condensate is also shown. Visible in Fig. 4.4 is the free energy versus
order parameter, which clearly illustrates the first order condensed-
condensed phase transition.
The existence of a first order phase transition can be explained in
terms of the possibility of sustaining both normal and condensed
solutions of the Hamiltonian at a given value of the bare light-matter
coupling strength. By construction, the displacement of a vibrational
mode depends on the electronic state of the two-level system. A large
displacement will lower the vibrational energy, and will also suppress
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parameter at T = 0 show-
ing a first order transition
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states, for a system very
strongly coupled to vibra-
tional modes Ω
√
S, with
S = 10, Ω = g0
√
N,
µ − ωc ∼ −2g0
√
N, ∆ =
2g0
√
N. Values of the
light-matter coupling are
cited in the figure
the effective coupling to light, by reducing the overlap between the
electronic ground and excited states. This arrangement is therefore
expected in the normal state. On the other hand, when the vibrational
configurations associated with ground and excited electronic states
are similar, the optical polarisation of the system is elevated, hence
favouring the condensed phase. Consequently, at a given value of g
a self-consistent solution for the normal and condensed phases can
be supported. The first order phase transition is observed when the
global free energy switches from one solution to the other.
The dependence of a vibrational configuration on the state of a two-
level system can be thought of as entanglement between the electronic
state and the vibrational state. It should be noted that due to the
mean-field treatment of the cavity photon, the photon mode is never
entangled with other modes. As it was explained in the previous
paragraph, such an entanglement will always lead to the reduction
of overlaps between both electronic states thus favouring the normal
phase, while the suppression of entanglement will favour the con-
densed state.
Further insights on the vibrational suppression of the effective light-
matter coupling as well as the presence of the discontinuous phase
transition as a function of g
√
N will be discussed in the following
sections in this chapter, using a variational method and a perturbative
approach.
4.4 the effect of multiple vibrational modes
Thus far we have considered the effect of a single vibrational mode,
where we discovered that in order to observe any significant changes
one needs a rather large value of the Huang-Rhys parameter S. In
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most real systems there are several vibrational modes, each with a
distinct Si and a vibrational frequency Ωi. As such, let us investigate
the effect of an additional (second) mode.
When a molecule is coupled to two vibrational modes the correspond-
ing Hamiltonian becomes
Hˆvib = Ω1b
†
1b1 + Ω
√
S1
2
σz
(
b1 + b
†
1
)
(4.3)
+ Ω2b
†
2b2 + Ω
√
S2
2
σz
(
b2 + b
†
2
)
where each vibrational mode is labelled with a subscript "1, 2". It is
instructive to notice what happens when the vibrational frequencies
are identical, i.e. Ω1 = Ω2 = Ω. In this case the Hamiltonian
Hˆvib = Ω
(
b†1b1 + b
†
2b2
)
+ Ω
√
S1
2
σz
(
b1 + b
†
1
)
(4.4)
+ Ω
√
S2
2
σz
(
b2 + b
†
2
)
can be rotated to a single-vibration basis using(
b1
b2
)
=
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)(
c1
c2
)
. (4.5)
Subsequently, by ensuring that
√
S1 cos(θ) −
√
S2 sin(θ) = 0 we ob-
tain
ˆ˜Hvib = Ω
(
c†1c1 + c
†
2c2
)
+ Ω
√
S1 + S2
2
σz
(
c†2 + c2
)
. (4.6)
Therefore, if the vibrational energy of two modes is identical, the
two modes behave as a collective single vibrational mode with the
effective Huang-Rhys factor Se f f = S1 + S2.
Figure 4.6 illustrates the order parameter versus chemical potential
for a system coupled to either one or two vibrational modes. Clearly,
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by including a second mode the overall repose of a system is to sup-
press the condensed region. As such, basing on the special case out-
lined in Eq. (4.6) and by studying the figure, on can conclude that
the main effect of additional vibrational modes is to increase the ef-
fective (combined) vibrational coupling. Hence, whenever several vi-
brational modes with similar vibrational frequencies exist, their indi-
vidual coupling to electronic states can be thought of as a collective
coupling with an increased Huang-Rhys factor.
The numerical approach discussed above has led us straight to the an-
swer of how one might expect the presence of vibrational modes to
manifest itself in the phase diagrams. This approach, although very
instructive, has not given us any analytical insight into the mecha-
nism by which the changes occur. As such, in the reminder of this
part we will turn our attention to the variational method both at zero
and finite temperatures. In the last chapter we shall explore the per-
turbative approach in the finite temperature limit.
5
VAR IAT IONAL METHOD: ZERO
TEMPERATURE
In the previous chapter we found that the coupling of molecules tovibrational modes suppresses the effective light-matter coupling
strength and can introduce a sequence of normal-condensed-normal
transitions as a function of temperature. Additionally, at large values
of vibrational coupling, the nature of phase transitions can become
discontinuous and a new weakly polarised phase can appear.
In this section, we show how some of these features can be under-
stood analytically using a variational method at zero temperature.
A similar variational approach was successfully used in the context
of polariton condensation in the absence of vibrations [40] where it
provided an insight beyond the well-understood low density regime.
Here, we extend this approach to account for the possibility of vibra-
tional excitations in our model. Thus, we proceed by constructing
an ansatz wavefunction, which clearly reflects the coherent state of
polaritons, i.e.
|λ,w, α〉 = N eλP
√
NP† |Ω〉 (5.1)
whereN is a normalisation constant and the polariton creation opera-
tor is a coherent superposition of photonic and excitonic states
P† ∝ a† +
1√
N
∑
n
wnd
†
ncne
− |αd |22 − |αc |
2
2 e(αd−αc)b
†
n . (5.2)
The polariton operator is a superposition of two operators: one which
gives rise to a coherent photon state, and one which produces ex-
citons with displaced vibrational levels (discussed below). In con-
trast to the Hamiltonian considered in the previous chapter, here
the two-level systems are expressed in terms of fermionic operators,
i.e. σ+ = d†c, σ− = c†d and σz = d†d − c†c, where d† creates a
fermion in the electronic excited state and c† in the ground state. The
fermionic representation requires an additional expression, which
places a constraint on the population of electronic states, namely a
single occupancy. As before, the operator b† creates a vibrational ex-
citation in either of the electronic states. The ground (normal) state
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is |Ω〉 = ∏n c†ne−|αc|2/2eαcb†n |0〉 with |0〉 describing the vacuum state,
i.e. no fermions in either of electronic levels, as well as no vibrational
excitations and photons. Here the photon field λ, weight wn, αc and
αd are variational parameters. Additionally, αc and αd quantify the
vibrational displacement in the electronic ground and excited state
respectively. In other words, there is a vibrational displacement as-
sociated with the creation of an electronic excitation, as clearly seen
in the form of the ground state |Ω〉. Notice, that no a-priori assump-
tion is made about the vibrational displacements, and therefore they
are allowed to be complex quantities, as explored in the next sec-
tions.
In terms of fermionic operators representing a two-level system, the
wavefunction which captures the fermionic structure of excitons is
analogous to that of a BCS superconductor. Instead of an electron
pair condensate, however, we describe an electron-hole condensate.
A normalised variational wavefunction is given by
|λ
√
N, αc, αd, θ, φ〉 = eλ
√
Na†− |λ
√
N|2
2 ∏
n
(
d†n sin(θn)e
αdb
†
n− |αd|
2
2 (5.3)
+ c†n cos(θn)e
αcb
†
n− |αc|
2
2 eiφn
)|0〉
where the photon field has been rescaled to include the square root
of the number of molecules λ → λ√N. The weight wn has been
replaced with trigonometric functions of a new variational quantity
θn, which are related to the weights in each electronic level. More-
over, they automatically obey the single occupancy condition placed
on two-level systems, i.e. sin2(θn) + cos2(θn) = 1. The angle is made
real, i.e. not complex or imaginary, by the introduction of yet another
variational parameter φn, which can be viewed as a phase difference
between the cavity field and the polarisation of two-level systems. In
analogy to the previous chapter, where the Hamiltonian was solved
exactly, here we also choose the amplitude of the cavity mode, given
by λ = 〈a〉, to be the order parameter within the mean-field treat-
ment.
In summary, the variational wavefunction which we consider assumes
a coherent state (mean-field) for photons and vibrational modes [94],
as well as a BCS like wavefunction for the electronic states. We shall
restrict our analysis to a homogeneous case, ∑n → N, where N is the
total number of sites, and the subscript n will be dropped.
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5.1 free energy minimisation
In order to find the ground state of our model, we will need to iden-
tifying the minimum of the free energy. The variational free energy
F = 〈λ, αc, αd, θ|Hˆ − µLˆ|λ, αc, αd, θ〉 is found to be
F/N = ω˜cλ
2 − ǫ˜
2
cos(2θ) (5.4)
+
Ω
2
√
S
[
(αd + α
∗
d) sin
2(θ)− (αc + α∗c ) cos2(θ)
]
+ g
√
Nλ sin(2θ) cos (φ+ℑ [α∗cαd]) eℜ[α
∗
c αd]− |αc |
2
2 −
|αd|2
2
+ Ω
(
cos2(θ)|αc|2 + sin2(θ)|αd|2
)
and shall be minimised with respect to variational parameters in the
discussion to follow. It is clear from the form of Eq. (5.4) that by
including the factor
√
N, which came from rescaling λ → λ√N, the
free energy is extensive (scales with N), while the typical values of λ
and g
√
N are intensive.
5.2 normal state free energy, λ = 0
The normal state is characterised by a zero expectation of a cavity
photon field, λ = 0, which significantly simplifies the form of varia-
tional free energy. It is perhaps easiest to proceed by first rewriting
the real and imaginary parts of vibrational displacements in the po-
lar form, ℜ[αc ] = |αc| cos(ηc), ℑ[αc] = |αc| sin(ηc) (similarly for the
electronic excited state with displacement αd), and subsequently min-
imising the free energy with respect to the newly introduced varia-
tional angles, ηc and ηd respectively. The minimisation with respect
to ηc has two possible solutions, cos(θ) = 0 (implying sin
2(θ) = 1) or
sin(ηc) = 0. We choose to consider the former solution as it will result
in a shorter calculation. The subsequent minimisation with respect to
ηd shows that the optimised state will have a real displacement (van-
ishing imaginary part, sin(ηd) = 0) in the electronic excited state and
αd = −|αd| = −
√
S/2, since cos(ηd) = −1, where the magnitude of
the displacement was determined by ∂F/∂|αd| = 0.
If we were, instead, to begin our minimisation with the displacement
in an electronic excited state, ηd, we would have found that αc =
|αc| =
√
S/2. Thus, if the normal ground state corresponds to the
electronic ground state then only the positive αc matters, while αd
is undefined. If, on the other hand, the state is "inverted" and the
electronic excited state becomes the ground state, then the negative
αd will matter. Although originating from different solutions to the
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minimisation problem, these two vibrational displacements can be
related by
αc = −αd & |αc| = |αd| =
√
S/2. (5.5)
Hence, the minimisation yields two extrema: a global (minus sign)
and a local (plus sign) one
FNS
N
= ∓|ǫ˜|
2
− SΩ
4
. (5.6)
5.3 condensed state free energy, λ > 0
The calculation of a condensed state free energywill not be as straight-
forward as it was in the case of a normal state. Here, we shall find that
the solutions to the minimisation will be linked in a self-consistent
manner.
We begin by noting that the minimisation of the free energy required
cos (φ+ℑ [α∗cαd]) = 1. Secondly, in order to simplify the notation we
express the vibrational displacements as: αc = α′c + iα′′c , αd = α′d + iα
′′
d .
Thus the free energy becomes
FSR/N = ω˜cλ
2 − ǫ˜
2
cos(2θ) (5.7)
+ Ω
√
S
2
[
α′d(1− cos(2θ))− α′c (1+ cos(2θ))
]
+ g
√
Nλ sin(2θ)e
− 12
[
(α′c−α′d)
2
+(α′′c−α′′d)
2
]
+ Ω
[
1
2
(cos(2θ) + 1)
(
(α′c)2 − (α′d)2
)
+ (α′d)
2 +
+
1
2
(cos(2θ) + 1)
(
(α′′c )2 − (α′′d )2
)
+ (α′′d )
2
]
.
The subsequent minimisation requires that αc and αd are real, which
is a statement that having an imaginary component of vibrational dis-
placement would cost energy. This is because all imaginary terms are
quadratic and thus there is no gain, but loss, to the free energy. The
cost associated with keeping them would come through the overlap
term (since the exponential would be suppressed) and through the
vibrational energy (the last line in Eq. (5.7)). For the real parts, on the
other hand, there is a linear term in Eq. (5.7) and so having a non-zero
value of the real part is energetically favourable.
Minimisation with respect to the variational angle θ yields tan(2θ) =
−g˜λ/δ. The quantity g˜ refers to an effective light-matter coupling
strength. The renormalisation comes through an exponential sup-
pression due to an overlap between the ground and excited coherent
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states of vibrational modes. Consequently, any non-zero number of
vibrational excitations will reduce the coupling strength. The pres-
ence of vibrational modes also alters the optical transition frequency.
The new energy of an exciton shifted due to the difference between
the vibrational displacement in both electronic levels is described by
δ. These two quantities are defined as follows
g˜ = g
√
Ne−
1
2 (αc−αd)2 (5.8)
and
δ =
1
2
(
ǫ˜+ Ω
√
S
(
αc + αd
)
+ Ω
(
(αd)
2 − (αc)2
))
. (5.9)
Both of these equations depend on vibrational displacements, which
in turn depend on δ and g˜, and can be written
αc =
√
S(2δ+ Ω)
2(2ζ + Ω)
, αd =
√
S(2δ−Ω)
2(2ζ + Ω)
. (5.10)
Here, we have defined ζ as the new energy which a two-level system
has in the presence of a coherent photon field. It also allows us to
define sin(2θ) = −g˜λ/ζ and cos(2θ) = δ/ζ, where
ζ =
√
(g˜λ)2 + δ2. (5.11)
Minimisation with respect to λ gives a self-consistency equation for
λ, which by analogy to a superconductor we refer to as the gap equa-
tion,
g˜2 = 2ω˜cζ. (5.12)
The minimised free energy is
FSR/N = ω˜cλ
2 − Ng˜
2λ2
ζ
− δǫ˜
2ζ
− Sδ
2Ω
(2ζ + Ω)2
− SΩ
2(4ζ + Ω)
4(2ζ + Ω)2
.
(5.13)
By inserting Eq. (5.10) in Eq. (5.8) and in Eq. (5.9) one finds an alter-
native expression for the effective light-matter coupling and the new
optical frequency,
g˜ = g
√
Ne
− 12 Ω
2S
(2ζ+Ω)2 , δ =
ǫ˜
2
+
2SδΩζ
(2ζ + Ω)2
. (5.14)
The reduced overlap, which appears in the definition of g˜, can be char-
acterised by the strength of coupling to vibrational modes divided by
(2ζ + Ω), all squared. The combination (2ζ + Ω) which is related to
the overlap also appears in the definition of δ. Thus, let us investigate
how the vibrational displacement evolves as the phase boundary be-
tween the normal and condensed states is approached. In this limit
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the ground state displacement limλ→0 |αc| =
√
S/2 since ζ = |δ|,
while the displacement in the excited state limλ→0 |αd| =
√
S(2δ −
Ω)/ (4|δ|+ 2Ω). Again, the expression (2ζ + Ω) → (2|δ|+ Ω) natu-
rally shows up. In section 5.2 we discussed that in the absence of a
coherent photon field, λ = 0, the two possible ground states of the
model (an electronic ground state and an electronic inverted state)
are related by αc = −αd. This implies that if the electronic ground
state is the ground state of the system, then αd is undefined. At in-
finitesimal fields the vibrational displacement in the excited state is
defined, and it is acceptable for αd not to satisfy αc = −αd. Thus,
at infinitesimally small photon fields the vibrational displacement,
which minimises the free energy, has to take a different value in the
ground and excited state of a two-level system in order to reduce the
transition energy.
5.4 critical coupling phase diagrams
In order to express the free energy (5.13) in terms of control param-
eters rather than variational parameters, we need to solve two self-
consistent equations stated in Eq. (5.14) as well as the gap equation
(5.12). There is a certain level of difficulty here; the quantity ζ de-
pends on δ and g˜, but both g˜ and δ depend on ζ. As such a certain
interdependence of δ and g˜ is always present. Thus even after spec-
ifying the value of λ (and control parameters) the form of the free
energy is not explicit, but instead implicit.
We shall begin our investigation by examining the condensed state
near the phase boundary, i.e. in the limit of no photon field. The posi-
tion of the boundary on a phase diagram is specified by the solution
of the gap equation (5.12) for λ → 0, namely gc
√
N. Because of the
dependence of the effective light-matter coupling on δ, the number of
boundaries gc
√
N will depend on the number of possible solutions in
δ. It turns out that Eq. (5.14) can have one, three or five possible solu-
tions, giving rise to a very complex phase diagram with one, three or
five phase boundaries. While all second order boundaries must cor-
respond to solutions of the gap equation at λ → 0, it is not a-priori
clear that all solutions of the gap equation at vanishing cavity fields
correspond to real physical boundaries as, for example, there can be
first order phase boundaries, and some solutions of the gap equation
may lead to new solutions which are not global minima of the free
energy. To identify which boundaries are physical it is necessary to
consider the free energy. This is discussed further below, we note for
now that the boundaries shown in Fig. 5.1 are in fact the correct set
of physical boundaries, with unphysical lines excluded.
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Figure 5.1.: Phase diagrams showing
the critical light-matter
coupling vs the chemical
potential for S = 0 (blue
line), S = 0.3 (black),
S = 2 (maroon) and S = 6
(red). Other parameters:
Ω = 1, ω˜c − ǫ˜ ≡ ∆ = 4
Starting in the limit λ → 0, the expression ζ → |δ| and the self-
consistent equation for δ stated in Eq. (5.14) becomes
δ =
ǫ˜
2
+
2Sδ|δ|Ω
(2|δ|+ Ω)2 . (5.15)
As mentioned before, this equation can have one, three or five possi-
ble solutions. The onset of multiple roots is dictated by the value of
the Huang-Rhys parameter. Above the critical value of Sδc ≡ 4 numer-
ous solutions are always present. In particular, when ǫ˜ = 0 we find
that δ = 0 is always a solution. As such the gap equation
Ng2c = 2ω˜c|δ|e
SΩ2
(2|δ|+Ω)2 (5.16)
indicates that when the chemical potential reaches the exciton en-
ergy, the phase boundary, gc
√
N, goes down to zero critical coupling
strengths. Henceforth this point will be referred to as the singular
point. As such the ground state is always the condensate, i.e. at ǫ = µ
there is a strong polarisability, since there is no energetic cost of go-
ing between the ground and excited state. Figure 5.1 depicts phase
diagrams of the critical coupling constant gc
√
N as a function of the
chemical potential. The first three lowest phase boundaries were com-
puted for values of S which yield only one solution, whereas the red
line was constructed by including the phase boundary with the low-
est free energy, and excluding all the other solutions as unphysical.
The phase diagrams have the same gross structure: two normal state
regions forming below the critical light-matter coupling strength sep-
arated with a condensed phase. The reduction of the effective light-
matter coupling strength is apparent — the greater the coupling to
vibrational modes governed by S, the greater the bare gc
√
N required
for the phase transition. The phase boundary in the absence of vibra-
tional dressing is shown for comparison (blue line). It is interesting
to notice that as S grows the condensed region around µ = ǫ shrinks,
but never disappears. It never disappears because at µ = ǫ the critical
coupling strength is always zero. Furthermore, as shall be discussed
later, at very large Ω
√
S a distinct condensate forms in that region
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Figure 5.2.: Free energy landscape F(g) for four values of the chemical po-
tential (cited in figures). Normal state free energy (gray line)
and all solutions to Eq. (5.15) (black lines) are shown. Other
parameters: S = 6, ∆ = 4, Ω = 1
(weakly polarised) which as the coupling strength is increased un-
dergoes a discontinuous transition into the main condensed phase
(strongly polarised).
As noted above, there can be multiple solutions for δ at vanishingly
small photon fields. These solutions survive at finite fields, and imply
that the self-consistent equations have many branches. To understand
the structure of the phase boundary, we should look at the free en-
ergies of each of these solutions, as it would allow us to understand
which branches are relevant to the phase transition and which are not.
This is what we consider next. We proceed with our calculation by
expressing all relevant quantities in terms of ζ, which will then allow
us to find g
√
N and δ for a given value of ζ. Here, varying ζ can be
seen as varying the light field inside a cavity. This method enables us
to quite easily determine solutions of the equation
δ =
ǫ˜
2
(
1− 2ΩSζ
(2ζ+Ω)2
) ∧ ζ ≥ |δ| (5.17)
with the condition that the magnitude of δ must not exceed ζ. The
effective (critical) light-matter strength can be found from the gap
equation, where again ζ is fixed, and the bare gc
√
N can be inferred
from Eq. (5.14). Subsequently, the free energy of each phase bound-
ary can be determined using Eq. (5.13) and then compared with the
normal state free energy (5.6).
Presented in figure 5.2(a)–(d) is the evolution of the free energy ver-
sus the coupling strength for several values of the chemical potential
which are successively closer to ǫ. Each panel comes from solving
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Figure 5.3.: Order parameter
vs critical light-
matter coupling at
µ = −3.999 (black line)
and µ = −3.9 (gray)
at large S = 6. The
inset clearly shows the
first and second order
transitions. Other
parameters: ∆ = 4,
Ω = 1
the equations numerically, and how this is done will be addressed
below. These plots correspond to taking vertical cuts across Fig. 5.1.
Firstly we notice that when µ = −3.70, panel (a), three condensed
solutions exist along with the normal state. However, only the lowest
free energy solutions are physical resulting in a continuous normal-
to-condensed phase transition as g
√
N grows. As the chemical po-
tential approaches the two-level system energy a new pair of roots
linked to the condensed state appears, panel (b). One of these roots
corresponds to the weakly polarised condensate that forms in the
very narrow region between the normal state phases, which at µ = ǫ
extends down to g
√
N = 0, panel (d). At this point there is a discon-
tinuous phase transition between two condensed states as a function
of the light-matter coupling strength. When µ is in the vicinity of ǫ,
as seen in panel (c), at small coupling strengths the system is in a nor-
mal state, only to smoothly transit to a weakly polarised phase with
the increase in g
√
N, and subsequently to jump into a strongly po-
larised condensed phase (discontinuous phase transition). It should
be noted that the gaps in lines (free energies) are physical. As it was
mentioned earlier the onset of multiple phase boundaries arises due
to the presence of one, three or five solutions to δ equation (5.17).
However, each solution must obey the condition ζ ≥ |δ|. Thus, since
each Eq. (5.17) is solved for fixed values of ζ, there will be instances
when the inequality is violated. At such points, the solution ceases to
exist and the free energy line disappears. More detail shall be given
towards the end of this section.
Figure 5.3 shows the order parameter λ versus the light-matter cou-
pling strength, which confirms the first order (discontinuous) transi-
tion between two condensed states for chemical potentials close to
the bare exciton energy. It also illustrates that the normal-condensed
boundary is always smooth (second order).
The discontinuous phase transition is only possible if ζ(g) is multi-
valued, which is equivalent to having non-monotonicity in g(ζ). Al-
though the equations are implicit, it turns out that an explicit form
for g(ζ) does exist. The onset of non-monotonic behaviour occurs
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Figure 5.4.: Shown in the figure are: gc
√
N(ζ) (red line), δ(ζ) (black line)
and ±ζ which marks the allowed region for δ (light blue re-
gion), for S = 0.3 presented in panel (a) and S = 6 in panel (b).
Parameters: µ = −3.9, ∆ = 4, Ω = 1
above S
g
c ≡ 3.375. At chemical potentials near the singular point,
i.e. in the limit of very small ζ and ǫ˜, the self-consistency Eq. (5.14)
becomes δ → ǫ˜/2. Thus the gap equation simplifies to gc
√
N =
eS/2
√
(ǫ˜+ ∆)|ǫ˜|, which at small values of S reflects a smooth evolu-
tion of gc with S, and larger S indicates a steep increase of gc. Fig-
ure 5.4 illustrates the behaviour of the light-matter coupling with ζ for
S = 0.3, panel (a), and S = 6, panel (b), where the (non-)monotonic
behaviour can be clearly seen. For small S, panel (a), δ(ζ) is a smooth
function with values lying very close to zero, and more importantly
always within the allowed region set by −ζ ≤ δ ≤ ζ. As such gc
√
N
is a continuous function of ζ. For large S, shown in panel (b), the be-
haviour of δ(ζ) is more complicated and points of divergence appear.
Thus, at some values of ζ the condition ζ ≥ |δ| is violated and gaps in
gc
√
N emerge. These gaps correspond to the gaps in the free energies
seen in Fig. 5.2. Furthermore, for large S, gc has a sharp increase at
small ζ, it then goes down only to rise again but at a shallower gradi-
ent (large ζ). Physically, the meaning can be inferred by focusing on
two limiting cases: small and large photon fields
g
√
N = g˜e(αc−αd)
2/2 (5.18)
=
{
g˜eS/2 if αc ≃ −αd, i.e. small photon field
g˜ if αc ≃ αd, i.e. large photon field
At small λ and ζ the relative displacement (αc − αd) =
√
SΩ/(2ζ +
Ω) → √S, and so the ground state is the one which favours a large
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Figure 5.5.: Top panels show the free versus order parameter for the ex-
act solution (blue line) and ansatz (black) for two strengths of
Huang-Rhys factor: (a) S = 0.1 and (b) S = 6. Other parameters:
Ω = 0.05g0
√
N, ∆ = 2g0
√
N, g = g0, µ = −2.1g0
√
N, T = 0
relative displacement between the vibrational configurations in the
electronic ground and excited states, i.e. αc ≃ −αd. Consequently,
the effective g˜ is very suppressed and the gradient of bare g(ζ) is
steep, implying that at small fields the optimal configuration is that
of the normal state. At large fields, large ζ limit, it is energetically
favourable to reduce the relative displacement thus increasing the
overlap, i.e. αc ≃ αd. Therefore the origin of the discontinuous phase
transition as gc
√
N is increased can be explained as follows: At small
bare couplings gc
√
N the effective g˜c
√
N is significantly reduced re-
sulting in a weak polarisation of the system. However, at some point
it becomes energetically favourable to pay the cost of the vibrational
energy by having the same displacements in both electronic states
(big overlap), as this in return inflates g˜c and the polarisation energy.
Consequently, a jump of the condensate density is observed.
The non-monotonicity of g(ζ) persists even when the chemical po-
tential is faraway from ǫ. However, the first order phase transition
is no longer observed. It is because at larger detunings only one so-
lution to δ(ζ) is in the allowed region set by ζ ≥ |δ|, and as such
the weakly polarised condensate disappears, and only the strongly
polarised phase remains. As µ moves away from ǫ the discountinu-
ous boundary between the normal and the strongly polarised state
becomes continuous.
5.5 comparison with the exact solution & con-
clusion
The comparison between the ansatz (black line) and exact solution
(blue) for two different values of the Huang-Rhys parameter is de-
picted in figure 5.5. At small S, panel (a), there is a perfect agreement
between free energies coming from both approaches suggesting that
either the ground state is a displaced coherent state for vibrational
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modes, or that the effect of vibrational modes is very small and as
such it is not important how these modes are modelled. At large S
the free energies still match in the normal state, but the variational
solution deviates in the condensed region, panel (b).
In conclusion, the variational wavefunction which assumes a BCS like
state for fermions (two-level system) as well as a coherent state for the
photon field and the vibrational modes correctly predicted the shape
of the phase diagram including the discontinuous phase transition
between a strongly and a weakly polarised condensed states and the
normal state over a narrow region close to µ = ǫ. It also provided us a
means to understanding the origin of the suppression of the effective
light-matter coupling. A variational wavefunction of this form has
been shown to work best at small values of Huang-Rhys factor, S < 1,
where there is little effect of vibrational modes and so it is likely to
be of little consequence how these modes are treated — or indeed the
vibrational excitations are described by a displaced coherent state.
Regardless of the value of S, the ansatz always matches the exact
solution in the normal state.
6
VAR IAT IONAL METHOD: F IN ITE
TEMPERATURE
The variational approach outlined in the proceeding chapter suc-cessfully predicted the shape of phase boundaries at zero temper-
ature, as well as explained the origin of suppression of light-matter
coupling strength. Now we wish to extend this analysis to finite tem-
peratures. In addition to carrying out an in-depth investigation of the
physics, we shall also focus on understanding the drawbacks of our
ansatz.
We begin by constructing a variational state for the entire system. As
before we treat the cavity photon within the mean-field theory. The
effects of temperature come via the entropy of the system, leading to
a thermal mixture of electronic populations in the ground and excited
states as well as a thermal factor in vibrational modes. The variational
ansatz for the density matrix can be expressed as
ρ =
{[
Uρtls ⊗ ρvibU†
]
⊗n
}
⊗ ρphoton (6.1)
where the product is over each molecule n. A state of this form is
explicitly a mean-field treatment for the photon field, i.e. a product
state, however the entanglement between vibrational modes and elec-
tronic states is introduced through the unitary polaron transformU =
exp
[√
Sησz(b† − b)/2
]
[95, 96]. Such a transformation, when acting
on a product state, conditionally displaces the vibrational mode. In
turn, the displacement is determined by the state of a two-level sys-
tem. By using such a displacement one obtains a state which is effec-
tively entangled in the original basis, with the entanglement (or the
extent of polaron transform) quantified by a variational parameter η.
As before, the variational ρphoton will be a coherent state with field
λ.
The density matrix, which accounts for the thermal population of
electronic states, has the form
ρtls =
1
ZtlsR
(
e−βE 0
0 eβE
)
R−1 (6.2)
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where the partition function is Ztls = 2 cosh(βE). In order for the
variational state to be as close to the real one as possible, we express
the occupation of two-level systems with a variational parameter E.
Hence, E can be understood as parametrising the occupation of two-
state systems. The rotation matrix R is defined as
R =
(
cos(θ) − sin(θ)
sin(θ) cos(θ)
)
(6.3)
with θ being the rotation angle between the eigenvectors and the basis
we work in.
The density matrix for a vibrational state is described by a thermal,
coherently displaced state
ρvib = e
−α(b−b†) 1
Zvib
∞
∑
n
e−βνn|n〉〈n|eα(b−b†) (6.4)
with the partition function Zvib =
(
1− e−βν)−1. The quantity α is a
variational parameter which describes the vibrational displacement.
Similarly to the two-level system case, we assign a variational pa-
rameter to the vibrational energy ν. By doing so, we ensure a vari-
ational thermal occupation. For comparison with the zero temper-
ature variational calculation, the ground state wavefunction can be
expressed |GS〉 = eλa†eα(b−b†)−η
√
S/2σz(b−b†) (cos(θ)| ↑〉+ sin(θ)| ↓〉),
where α = (αc + αd) /2 and η = (αc − αd) /
√
S in the notation in-
troduced in the previous section.
6.1 free energy minimisation
Having constructed the variational density matrix, we shall now find
optimal values for variational parameters by minimising the free en-
ergy. The variational free energy specifies the upper limit for the true
free energy, i.e. F 6 Fvar, where (h¯ = 1)
Fvar = Uρ − TSρ (6.5)
= Tr
[
Hˆρ
]
+ kBT · Tr [ρ ln ρ] . (6.6)
Here the internal energy of the system is Uρ, Sρ = −kBTr [ρ ln ρ] the
entropy and the Hamiltonian Hˆ = Nω˜c|λ|2 + Nh with the on-site
part h given by Eq. (4.2). Because of the way the vibrational den-
sity is currently defined, finding the free energy would require tak-
ing a trace of displacement operators. To simplify the analysis, we
will instead redefine the vibrational density matrix to explicitly in-
clude the displacement operators DρvibD
† = DZ−1vib ∑∞n e−βνn|n〉〈n|D†
with D = e−α(b†−b). Subsequently, using the property of trace we
transfer the displacement operators so as to shift the Hamiltonian
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Tr[DρD†Hˆ] = Tr[ρD†HˆD]. For the entropy term one can employ the
property Tr
[
DρD† ln(DρD†)
]
= Tr [ρ ln ρ]. Thus, from now on ρvib
will refer to a thermal state ρvib = Z−1vib ∑∞n e−βνn|n〉〈n|.
Therefore, the energy of the system can be found from
Tr[Hˆρ] = Tr
[
e−α(b
†−b)UHˆeα(b
†−b)U†ρ
]
(6.7)
= Tr
{
N
[
ω˜c|λ|2 + ǫ˜
2
σz + g
√
Nλ
(
σ+e
√
Sη(b†−b) + h.c.
)
+ Ωb†b−Ω(b† + b)
(
−α+
√
S
2
σz (η − 1)
)
+ Ω
(
α−
√
S
2
σzη
)2
+ Ω
√
S
(
ασz −
√
S
2
η
)]
[ρtls ⊗ ρvib]⊗ ρphoton
}
which after taking the trace of a product state simplifies to
Tr[Hˆρ] = N
[
ω˜cλ
2 − tanh(βE) cos (2θ)
(
ǫ˜
2
+ Ω
√
Sα(1− η)
)
(6.8)
− g
√
Nλ tanh(βE) sin (2θ) e
−Sη2
(
1
2− 11−eβν
)
+ Ωα2 + Ω
1
eβν − 1 −
ΩS
4
η (2− η)
]
.
The entropic part of the free energy is determined by considering the
contribution of all constituent subsystems, i.e. electronic states, vibra-
tional states and the cavity photon mode. The mean-field treatment
of the photon field indicates that the cavity state can either be in a
vacuum or a coherent state, both of which are pure states, and con-
sequently have no entropy, Tr[ρphoton ln ρphoton] = 0. Therefore, the
entropy of the system is Sρ = Stls + Svib with (kB = 1)
Stls = −∑
n
Tr [ρtls ln ρtls] (6.9)
= N (−βE tanh(βE) + ln [2 cosh(βE)])
Svib = −∑
n
Tr [ρvib ln ρvib] (6.10)
= N
(
βν
eβν − 1 − ln
[
1− e−βν
])
,
see appendix B.
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In this form, the variational free energy
Fvar
N
= ω˜cλ
2 − tanh(βE) cos (2θ)
(
ǫ˜
2
+ Ω
√
Sα(1− η)
)
(6.11)
− g
√
Nλ tanh(βE) sin (2θ) e
−Sη2
(
1
2− 11−eβν
)
+ Ωα2 +
Ω− ν
eβν − 1 −
ΩS
4
η (2− η) + E tanh(βE)
− 1
β
(
ln[2 cosh(βE)]− ln[1− e−βν]
)
needs to be minimised in order to find optimal values for variational
parameters: E, ν, λ, θ, η, α. Minimisation with respect to the an-
gle θ yields tan (2θ) = −gˆλ/δ, where the notation is defined in ac-
cordance with the zero temperature variational approach as well as
that outlined in Ref. [90]. The quantity gˆ refers to an effective light-
matter coupling strength with the renormalisation coming through
an exponential suppression due to vibrational overlaps between both
electronic states (as in T = 0 case) and also due to the thermal occupa-
tion of that mode. The quantity δ is the effective molecular transition
frequency shifted by the presence of vibrational modes. These two
effective terms are defined as follows
δ =
ǫ˜
2
+ Ω
√
Sα(1− η) (6.12)
and
gˆ = g
√
Ne
−Sη2
(
1
2+
1
eβν−1
)
. (6.13)
Minimisation with respect to E yields the new energy which an ex-
citon has in the presence of a photon field, i.e. E =
√
δ2 + (gˆλ)2. In
terms of this quantity, one can also express angles cos(2θ) = δ/E
and sin(2θ) = −gˆλ/E . Just like in the T = 0 case, the above terms
depend on the vibrational displacement and the extent of polaron
formation. By differentiating the free energy with respect to both
quantities, then combining equations to eliminate α and solve for η,
and subsequently for α one obtains optimal values, which in turn
depend on δ and gˆ,
η =
Ω
Ω + 2 coth
(
βν
2
)
Eκ
(6.14)
α =
√
Sδ coth
(
βν
2
)
κ tanh(βE)
Ω + 2 coth
(
βν
2
)
Eκ
(6.15)
where we have defined
κ =
(gˆλ)2 tanh(βE)
E2 − δ2 tanh2(βE) . (6.16)
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The self-consistent equation for λ is found by minimising the free en-
ergy with respect to the order parameter ω˜cλ = gˆ2λ/ (2E) tanh (βE)
which for the condensed state can be rearranged to give the gap equa-
tion
gˆ2 =
2ω˜cE
tanh (βE)
. (6.17)
Additionally, one finds that the effective energy which controls the
occupation of vibrational modes is given by
ν = Ω− Sη2 (gˆλ)
2 tanh(βE)
E
. (6.18)
Thus, the true free energy of the system is either smaller or equal to
the variational free energy
F
N
≤ ω˜cλ2 + Ωα2 − ΩS
4
η (2− η)− 1
β
ln [2 cosh (βE)] (6.19)
+
1
β
ln
[
1− e−βν
]
+
Ω− ν
eβν − 1 .
with
(
eβν − 1)−1 the Bose occupation function. The first three terms
originate from the consideration that the photonic and vibrational
states are described by coherent states, while the fourth comes from
the entropy of two-level systems. The fifth term arises from the en-
tropy of vibrational modes. The last term reflects the reduction of
vibrational energy due to the entropy of vibrational excitations.
It is instructive to notice the underlying self-consistencies of this vari-
ational approach. At small photon fields (or large vibrational frequen-
cies) the vibrational and electronic states are fully entangled as η → 1.
Conversely, at large λ the entanglement is suppressed, η → 0 [95, 96].
The expectation of the light field inside a cavity depends on the polar-
isation of embedded molecules, and hence the effective light-matter
coupling strength. Small bare couplings g
√
N imply small photon
fields, and as mentioned earlier, modest λ favour entanglement which
further suppresses the effective coupling. Stronger g
√
N will result in
greater polarisation, thus reducing the entanglement and producing
a stronger effective coupling g˜.
6.2 phase diagrams
Now, we wish to examine whether this thermal ansatz will capture
the finite temperature physics, such as the first order phase transi-
tion between normal and condensed phases. Similarly to the zero-
temperature variational treatment, one also finds that the free energy
is a function of variables which are self-consistently dependent on
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Figure 6.1.: Phase diagram showing the temperature as a function of chemi-
cal potential has been calculated using the variational approach.
The greyscale reflects the value of order parameter while the
blue line indicates the phase boundary for the exact state when
S = 0. Parameters: S = 2, g = g0, Ω = 0.05g0
√
N, ∆ = 2g0
√
N
one another thus making the analytical approach intractable. In or-
der to find the phase diagrams we choose to numerically minimise
the free energy (6.19) by varying (λ, α, η, ν). Subsequently, we select
the solution with the lowest F, i.e. global minimum.
Figure 6.1 shows how condensation varies with temperature and chem-
ical potential, as computed for the variational state. It is instructive
to compare this phase diagram with Fig. 4.1 (a), which was solved
exactly. Two features can be noticed: Firstly, the condensed region
around µ− ωc = 2g0
√
N undergoes a phase transition to the normal
state at smaller temperatures. Secondly, the ansatz fails to predict the
normal-condensed-normal phase transitions as a function of temper-
ature, which is clearly observed for the exact solution. Additionally,
when T > Ω there appear to be a first order phase boundary between
the normal and condensed states.
To further understand these differences, let us investigate figure 6.2,
which illustrates the order parameter as a function of chemical po-
tential for a constant value of g
√
N. Panel (a) clearly indicates that
when the thermal energy is lower than the vibrational energy, and
at relatively small Huang-Rhys parameters, the variational state is in
agreement with the exact numerics. When the temperature becomes
comparable to the vibrational energy, or greater, then the ansatz fails
to correctly predict the normal-condensed phase transition, as pre-
sented in panel (b). Not only does the phase transition occur at the
wrong value of the chemical potential, but it has also acquired a first
order (discontinuous) nature.
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Figure 6.2.: Phase diagrams depicting the order parameter versus chemical
potential at (a) low temperature T = 0.02g0
√
N and (b) T =
0.22g0
√
N. The exact solution is drawn in blue, while the ansatz
in black. Parameters: S = 0.2, Ω = 0.05g0
√
N, ∆ = 2g0
√
N,
g = g0
From the comparison of these two temperature limits we can learn
that a variational wavefunction which assumes a coherent state for vi-
brational excitations, and which accounts for the entropy of two-level
systems as well as vibrational modes struggles to correctly predict
the nature of phase boundaries when the temperature becomes of the
same order as the vibrational energy. In the next section we shall
investigate the discrepancies further.
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Figure 6.3.: Free energy versus order parameter for several values of light-
matter coupling (colour-scale) as predicted by (a) exact numerics
and (b) thermal ansatz. Parameters: S = 6, Ω = 0.5g0
√
N,
µ = −2.2g0
√
N, ∆ = 2g0
√
N, T = 0.1g0
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Comparison between the free energies predicted by the exact solution
and our ansatz are shown in figure 6.3(a) and (b) respectively. While
the true ground state is expected to undergo a first order normal-to-
condensed phase transition for the given values of g
√
N, panel (a), the
ground state of the ansatz corresponds to the normal phase, shown
in (b). However, at the shown light-matter strengths, the ansatz is
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seen to slowly develop the second minimum around λ ∼ 0.15, whose
free energy will decrease with the strength of g
√
N. At the same
time, as g
√
N gets larger, the shape of the free energy at small pho-
ton fields will continue to exhibit a discontinuity in the gradient (dis-
cussed further below), thus ensuring the existence of two minima.
Consequently, the first order phase transition as predicted by the
variational approach does take place, though at larger light-matter
coupling strengths as compared to the exact solution.
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Figure 6.4.: Free energies as a func-
tion of the order pa-
rameter for the ex-
act solution (blue line),
ansatz (black gray) as
well as ansatz with
η = 0 (dashed maroon)
and η = 1 (dashed
red). Parameters S =
0.2, ∆ = 2g0
√
N, Ω =
0.05g0
√
N, g = g0,
kBT = 0.22g0
√
N, µ =
−1.808.
Figure 6.4 shows that at finite temperatures (especially kBT & Ω) and
small vibrational couplings, the ansatz will still present two local min-
ima in the free energy, despite the fact that the exact solution clearly
predicts one. Consequently, the ansatz will incorrectly anticipate a
discontinuous jump between normal and condensed phases. The ori-
gin of this behaviour can be understood by examining two limits:
η = 0 and η = 1. When there is no entanglement between electronic
and vibrational states, η = 0, the system has too much vibrational
energy as seen in Eq. (6.8). As a result, the free energy curve is higher
in energy than the exact solution, though the overall shapes match.
On the other hand, when one chooses a full polaron transform, η = 1,
and hence a reduced overlap between electronic states, the line does
not follow the shape of exact solution, but does match at λ = 0. In
this limit, the effective light-matter coupling strength is greatly sup-
pressed and so the dominant terms is ωc|λ|2. Consequently, within
the variational formalism, polarising the system only increases the
free energy.
Although not accurate in the condensed region, the thermal ansatz
does match the exact solution in the normal phase, as indicated in
figures 6.4 and 6.5(a). In the absence of a photon field the non-
interacting problem (3.2) can be solved exactly yielding the exact
(thermal equilibrium) density matrix of a form given by the ansatz.
Hence, in the normal phase, we expect a thermal mixture of electronic
ground and excited states, with each having a thermal distribution of
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Figure 6.5.: Large S behaviour. Panel a) shows the free energy vs λ for the
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vibrational excitations, where the only difference between electronic
levels is the coherent displacement.
Figure 6.5(a) depicts the free energy landscape versus cavity field for
S = 6. Clearly, a discontinuity is present in the variational free en-
ergy. In order to explain this feature, we can explore how the optimal
value of η evolves with increasing λ. Building on the earlier discus-
sion explaining its shape, panel (b) depicts how the free energy, as
a function of polaron formation η, changes with λ. For large S one
discovers that F(η) has two minima. At small fields, the state chooses
η ≈ 1. As λ is increased the relative depths of minima change, and
at a certain value η ≪ 1 becomes the global minimum. The sud-
den jump in η manifests itself by a discontinuity in F(λ). Hence,
this feature is present for large Huang-Rhys factors, though is most
prominent when temperatures are comparable to and exceeding Ω.
At T ≪ Ω is it not possible to determine whether the curve has two
minima (with an extremely small maximum) or whether the ansatz
predicts a second order phase transition.
Overall, a thermal ansatz of the form (6.1) fails to mimic the physics
present in the condensed state. Furthermore, due to the intrinsic self-
consistency between the light field, entanglement and the effective
light-matter coupling strength, one finds that the suppression of en-
tanglement as the bare g
√
N gets stronger gives rise to first order
normal to condensed phase transition, even when the exact solution
predicts second order transition.
The variational wavefunction does, however, reproduce the normal
phase physics indicating that one deals with a thermal mixture of
electronic ground and excited states, with each having a thermal dis-
tribution of vibrational excitations, where the only difference between
electronic levels is the coherent displacement. Thus, the ansatz seems
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to work reasonably well at small temperatures, T < Ω, and small
couplings to vibrational modes S . 1.
7
PERTURBAT IVE APPROACH : F IN ITE
TEMPERATURE
A
pproaches outlined in previous chapters provided a means to
understand features like the shape and (partly) the nature of
phase boundaries. However, because of the number of variational
parameters, each time one had to numerically solve a set of self-
consistent equations. Here, we shall instead resort to a perturbative
treatment in the light-matter coupling strength with the hope to un-
derstand the results obtained by the numerical diagonalisation of the
Hamiltonian in Chap. 4.
7.1 the model
Similarly to chapters 4-6 we shall work within the rotating wave ap-
proximation and consider the mean field theory for photons. Con-
sequently, any phase transition will be between a vacuum state (no
photons) and a condensed state, or indeed between two distinct con-
densed phases. These approximations further imply that no sponta-
neous creation of photons can take place, nor can there be any pho-
tons in the normal state. Therefore, the perturbation theory will be
controlled by how small the photon field is at the phase boundary
and near it. This perturbative method is only going to be valid at
phase boundaries whose nature is second order, and will fail where
they are first order.
We begin by separating the Hamiltonian (3.2) into an unperturbed
part Hˆ0 and a term which characterises coupling with the photon
field gHˆ1, i.e. Hˆ = Hˆ0 + gHˆ1. We shall work in the eigenbasis of the
unperturbed Hamiltonian, focusing on the molecular part of the state,
i.e. neglecting photons, which are discussed in mean field separately
below, that can be written as
|i(0)〉 = (| ↑〉 ⊗ (|0+〉, |1+〉...|n+〉)), (| ↓〉 ⊗ (|0−〉, |1−〉...|n−〉))
(7.1)
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with | ↑〉 referring to the electronic excited state of a molecule, and
|n+〉 being the vibrational state (with n vibrational excitations) which
is an eigenstate when the two-level system is in the excited state. A
similar argument holds for the ground state | ↓〉. The reason why
|n+〉 and |n−〉 are not identical, is because the vibrational Hamilto-
nian is of a different form in the electronic ground and excited states,
and so the corresponding eigenvectors differ. The vacuum state is
defined by the property
(
b±
√
S
2
)
|0±〉 = 0 (7.2)
where |0±〉 describes a coherent state. Thus this perturbative ap-
proach can be seen as a subset of the variational treatment with iden-
tical magnitudes of displacement in both electronic states αc = αd =√
S/2, where the subscript c refers to the electronic ground and d ex-
cited states as introduced in Chap. 5. In this case the eigenvalues are
E↑,↓n = ±ǫ˜/2+ nΩ and the sign depends on whether the electronic
state is excited (plus) or not (minus).
In this chapter we shall be interested in finding the critical value of
temperature at which the system undergoes a phase transition. One
can employ the following relation between the polarisation of two-
level systems P and the cavity photon field (order parameter) λ
〈P〉 = (ωc − µ) λ. (7.3)
In essence, this is the self-consistency condition, or gap equation, for
λ. For convenience we shall measure energies relative to the cavity
photon energy, so that we may set ωc = 0. Here we are interested in
the limit of small fields λ → 0, in which the phase boundary occurs
and the polarisation is proportional to λ. Hence, we define the sus-
ceptibility χ(µ, T) by limλ→0〈P〉/λ, and thus obtain the relation
〈P〉 ≡ −µλ = χ(µ, T)λ. (7.4)
Since in the limit of small cavity fields the polarisation disappears,
〈P〉 → 0, the non-trivial solution requires χ + µ = 0. The root of
this equation yields the critical temperature Tc, which when plotted
against the chemical potential will give the desired phase diagram.
The susceptibility is found from
χ =
〈P〉
λ
=
1
λ ∑n
g
√
N
Z e
−βEn〈n|σ−|n〉 (7.5)
where Z is the partition function, |n〉 is the eigenvector of perturbed
Hamiltonian and the thermally weighted sum is over all vibrational
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states. Subsequently, the eigenvector can be expanded using pertur-
bation theory
|n〉 = |n(0)〉+ g
√
Nλ
E
(0)
m − E(0)n
∑
m 6=n
(
|m(0)〉〈m(0)|σ−|n(0)〉+H.c.
)
(7.6)
to obtain
χ = g2N ∑
m,n
e−βEm − e−βEn
Z
|αnm|2
En − Em . (7.7)
The term αnm reflects the polarisation of two-level systems induced
by gHˆ1. In the eigenbasis of unperturbed Hamiltonian it has the
form αnm = 〈↑ | ⊗ 〈n + |σ+| ↓〉 ⊗ |m−〉 . When combined with the
definition of a vacuum state one finds
αnm = 〈0|e−
√
S
2 b
(
b+
√
S
2
)n
√
n!
(
b† −
√
S
2
)m
√
m!
e
√
S
2 b
† |0〉e− S4 , (7.8)
which using property Eq. (B.9) can be shown to be
αnm =
min(n,m)
∑
k=0
n!
(n− k)!k!
m!
(m− k)!
(−1)m−k√
m!n!
S
1
2 (m+n−2k)e−
S
2 (7.9)
where n ≤ m has been assumed. Noting that only transitions start-
ing in an electronic ground state with m vibrational excitations and
ending in an electronic excited state with n vibrational quanta will
contribute to the susceptibility, one can write
χ = ∑
m,n
g2N
Z 2 sinh
(
β
ǫ˜+ (n−m)Ω
2
) |αnm|2
ǫ˜+ (n−m)Ω e
−βΩ(m+n)/2.
(7.10)
The full partition function is the sum of partition functions corre-
sponding to the electronic ground and excited states Z = Z↓ + Z↑,
hence Z = eβǫ˜/2 ∑nmaxi e−βiΩ + e−βǫ˜/2 ∑nmaxj e−βjΩ where nmax is the
maximum number of vibrational excitations, which reflects our cho-
sen truncation of vibrational space. The aspect of the Hamiltonian,
which has been used in all of the approaches introduced in previ-
ous chapters but explicitly mentioned here, is the fact that the vibra-
tional eigenvalues are identical in both electronic states (but eigenvec-
tors differ). This simplifies the expression for the partition function
to
Z = 2 cosh (βǫ˜/2)
(
1− e−βΩ(nmax+1)
)
/
(
1− e−βΩ
)
. (7.11)
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Figure 7.1.: Phase diagrams showing the critical temperature as a function of
chemical potential for several values of coupling strength (a) to
vibrational modes and (b) between light and matter. Parameters
(a): Ω = 0.6, ∆ = 2, g
√
N = 1, (b): S = 0.3, Ω = 1, ∆ = 4
7.2 phase diagrams
Figure 7.1(a) and (b) illustrate phase diagrams, critical temperature
versus chemical potential, for a range of vibrational and light-matter
coupling strengths respectively. Panel (a) shows that as S is increased
the size of condensed regions shrinks, thus clearly indicating that
the most obvious effect of vibrational excitations is to suppress the
temperature at which a system undergoes a phase transition. This
behaviour is similar to that seen in plot (b), where due to a decrease
in the light-matter coupling strength the condensed phases become
smaller.
Since increasing S has a similar effect as reducing g, one can con-
clude that a system which does not exhibit a non-trivial behaviour
for zero-phonon transitions, i.e. the phase diagram has a single con-
densed region, may acquire the re-entrance as S is increased. The
effective light-matter coupling takes the form g˜ = g
√
Nαnm, which
can be inferred from Eq. (7.7). In the zero-temperature limit we find
that the suppression is Poissonian g˜ = g
√
Ne−S/2Sn/2/
√
n! since any
transition must start from a vibrational ground state m = 0. The
above result suggests that for transitions during which the number of
vibrational quanta is not altered the effective light-matter coupling is
exponentially reduced, g˜ = g
√
Ne− S2 . Transitions involving absorp-
tion of vibrational excitations will result in a yet greater suppression
of g˜.
More insights about the reduction of critical temperature as well as
the reasons for the formation of maximum two (and not more) con-
densed regions can be gained by looking at S and T dependence of
susceptibility. One might have thought that the form of Eq. (7.10)
would suggest the susceptibility has multiple poles associated with
vibrational sidebands below the lower polariton, i.e. whenever µ =
−∆ + nΩ (with either sign of n). However, Fig. 7.2(a) illustrates a
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Figure 7.2.: Susceptibility versus chemical potential for (a) T = 0.01 and (b)
T = 0.3. Values of S are plotted in the figure. Other parameters:
Ω = 0.6, ∆ = 2, g
√
N = 1
rather surprising feature — the susceptibility diverges only for one
value of the chemical potential. Since divergence (or resonance) is as-
sociated with the presence of an eigenstate, this implies that there will
not be multiple condensed regions arising from the coupling to vibra-
tional modes. To see the connection between χ and the complexity
of a phase diagram, the chemical potential is imposed on top of sus-
ceptibility. Two disconnected condensed phases, as seen in Fig. 7.1(a),
will form when µ intercepts χ in three places. Thus, at a constant tem-
perature, as µ is increased the state will condense (first intersection),
then uncondense (second intersection) only to undergo a phase tran-
sition again as the photon energy is approached (third crossing). Of
course if µ only crosses χ once, then the phase diagram will possess
a single condensed region. The apparent lack of condensation due to
vibrational sidebands will be discussed further in chapter 8.
The reasons behind why susceptibility exhibits a single resonance can
be found by exploring Eq. (7.10) in the low temperature limit. In this
regime the expression becomes
χ ∝ ∑
n
g2N
|αn0|2
|ǫ˜|+ nΩ (7.12)
as only m = 0 transitions have any significance. The denominator
is always positive and will become zero only when n = 0 and ǫ˜ =
0. Therefore, any finite number of vibrational quanta will drive the
system away from resonance.
Figure 7.2(b) shows the effect of temperature on susceptibility. The di-
vergent behaviour of χ vanishes only to be replace by a finite-height
peak. The temperature dependent reduction in height of χ leads to
the disappearance of the condensed region around ǫ˜ = 0.
In general, the perturbative treatment provided a relatively simple
route to understanding features like the presence of a single con-
densed region around the bare excitonic energy in Tc(µ) diagram
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and its dependence on the strength of vibrational coupling, in the
fixed-vibrational displacement limit.
In terms of the variational vibrational displacements, αc, αd discussed
in chapter 5, we can see how the state predicted there relates to that
considered in this chapter. When αc = αd the gap equation, coming
from the zero-temperature variational treatment (Eq. (5.9), Eq. (5.8)
and Eq. (5.12)) shows a clear shift of two-level system energies by
ΩS, i.e. g2cN = ω˜c (±|ǫ˜|+ ΩS). This shift is not so apparent in the
perturbative case. Basing on the fact that the phase boundary appears
when χ = ω˜c, in the low temperature limit one can write
ω˜c = χ ∼ g2N ∑
n
e−SSn/n!
|ǫ˜|+ nΩ . (7.13)
For large values of S the Poisson distribution becomes Gaussian and
the peak occurs around n = S, thus
ω˜c = χ ∼ g
2N
|ǫ˜|+ SΩ (7.14)
which is indeed consistent with the gap equation found through the
variational treatment.
Part III.
Equilibrium Absorption
Spetra

8
CLEAN ABSORPT ION SPECTRA
A logical progression from the mean field treatment is to investi-gate the effects of fluctuations, which present a route to a more
exhaustive understanding of phase transitions. Fluctuations can pro-
vide an insight into the thermal population of higher energy states,
as well as the corrections to the ground state which arise due to pro-
cesses which scatter excitations to and from the condensate (quantum
fluctuations). Therefore, in this chapter, we consider the lumines-
cence spectrum, which encapsulates these effects. It also allows one
to make a direct link between theory and experiment, as a spectrum
is an experimentally observable signature.
The examination of a phase diagram in section 4 unveiled that the
presence of vibrational modes reduces the effective light-matter cou-
pling and can also introduce a re-entrant behaviour as a function of
temperature. This sequence of transitions from normal to condensed
and back to normal could potentially be explained by the considera-
tion of vibrational sidebands. As it was explained in Sec. 1.2.2, the
cavity mode will couple with all molecular transitions. Consequently,
there will be many sidebands both above and below the lower polari-
ton, with those below the polariton branch spanning the even very
low energies. This then poses a question: Why does the replica not
condense? Generally, for a second order phase transition, conden-
sation occurs when the chemical potential reaches a bosonic mode
that cannot be saturated. As such, one would expect a vibrational
sideband to become macroscopically occupied at arbitrarily negative
(low) chemical potentials. However, as clearly indicated in figure 4.1,
the condensed region forms at a well-defined value of chemical po-
tential, i.e. when it is near the bare electronic energy.
Thus, in this chapter we are going to resolve the apparent paradox of
avoided condensation by studying the absorption spectrum, and also
address the question of re-entrance by looking at the nature of the
mode which condenses. The work presented here has been published
in Ref. [90].
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Figure 8.1.: Spectral weight of the
cavity normal modes
versus the density of
excitations ρ. The red
line shows the chem-
ical potential. The
dash-dotted line indi-
cates the lower polari-
ton when S = 0. Pa-
rameters: S = 2,
kBT = 0.2g0
√
N, g =
g0, ∆ = 2g0
√
N, Ω =
0.05g0
√
N.
8.1 avoided condensation
F
ollowing the absorption of a light quantum a molecule will un-
dergo a transition to an electronic excited state. Although weak
on a single-molecule scale, collectively the coupling of all molecules
to the cavity field is described by the strong coupling regime. As a
result new normal modes form. In the absence of vibrational modes
only one transition is possible, resulting in an absorption spectrum
which shows two eigenstates: the lower and the upper polaritons.
Formally, the coupling of molecules to vibrational modes introduces
an infinite number of additional transitions, as now each electronic
state is dressed by vibrational excitations, leading to a richer absorp-
tion spectrum. The excitations existing above the bare polariton mode
are associated with the creation of additional excitations of vibra-
tional modes, and those below the bare polariton exist at non-zero
temperatures and are associated with destroying existing thermally
populated vibrational excitations, as discussed in Sec. 1.2.2.
The luminescence spectrum P(ν) can be calculated by finding poles
of Green’s function, which coincide with the excitation eigen-energies,
with the corresponding spectral weights, using the relation [77] P(ν) =
−nB(ν)ℑ [πD(iωn = ν− µ+ i0)]. In this section we consider a form
of D(ν − µ + i0) which has a finite number of discrete poles, and
these poles lie near the real axis. As such, P(ν) consists of a series of
Dirac delta functions and the luminescence spectrum takes the form
P(ν) = ∑i ziδ(ν− νi), where νi is the ith pole and zi its residue. The
photon thermal Green’s function [77] is given by
D−1(iωn) = iωn − ω˜c + Σ+−(iωn) (8.1)
with the self-energy assuming a form
Σ+−(iωn) =
g2N
Z ∑p,q
eβǫ˜/2−βpΩ − e−βǫ˜/2−βqΩ
−iωn + ǫ˜+ (q− p)Ω αpq, (8.2)
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as discussed in section 2.1. The object αpq = |〈p−, ↓ |σ− |q+, ↑〉|2 de-
fines the overlap between the states corresponding to p vibrational
excitations in the electronic ground state and q excitations in the
electronic excited state. The partition function Z as well as the ex-
citonic states are calculated neglecting coupling to light as we shall
be interested in the normal (non-condensed) state, λ = 0, up to the
phase transition. To further elaborate on this point, by considering
the mean-field approach we effectively neglect any thermal popula-
tion of photons in the normal state. However, we do still describe the
strong coupling regime as the full photon Green’s function, which we
construct, contains an excitonic self-energy. Thus, the process of re-
peated interconversion between exciton and photon is included in the
photon Green’s function via Σ+−. We do neglect nonlinear processes
between polaritons though.
Presented in figure 8.1 is the photon spectral weight of normal modes
along with the chemical potential as a function of the density of exci-
tations ρ, which is defined as the number of excitations per molecule.
The lower polariton of a system when a single exciton line is present,
S = 0, is plotted for reference (dash-dotted line). In this case the
lower polariton is always the lowest energy mode and is easy to iden-
tify. When vibrational sidebands are present normal modes, which
arise from the hybridisation of a cavity photon with various vibra-
tional sidebands of the molecular transition, lie inside a set of vibra-
tional replica. As a result, upon increasing the excitation density the
lower polariton anti-crosses with each exciton line (vibrational side-
band). Due to the overwhelming number of vibrational sidebands
present in the spectrum only a small segment in the normal state is
shown up to the value of the chemical potential at which the phase
transition occurs. In the figure each line is coloured according to
their spectral weight. Since the spectral weight reflects the amount
of the light component in a mode, it will become increasingly small
for transitions which involve significant differences of numbers of vi-
brational excitations. Crucially, as long as the weight is not strictly
zero, all of the sidebands are susceptible to become macroscopically
occupied. Nevertheless, it is clear from the figure that none of the vi-
brational replica condense, and instead there are many places where
the chemical potential appears to cross them. All these crossings are
avoided because the photon spectral weight of the replica vanishes at
these specific points.
Physically, the avoided condensation arises from the changing nature
of the normal modes as one varies the chemical potential. The photon
component, being bosonic in nature, has an unbounded occupation.
The molecular excitation, on the other hand, is a hard-core boson
with occupation zero or one, and so cannot be macroscopically occu-
pied. In general, polariton modes are superpositions of the bosonic
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cavity field and the hard-core bosonic molecular excitations. As such,
because the nature of the mixture varies, there are points where the
mode can be purely excitonic, i.e has a vanishing photon component.
Condensation can only occur if the chemical potential hits a mode
which has some photon component. The crossing of a purely exci-
tonic point would lead to the inversion of two-level systems, but no
condensation.
Mathematically, the disappearance of the spectral weight can be ex-
plained by investigating the behaviour of the poles and zeros of the
Green’s functions. The zeros, ν∗, are found by satisfying D(iωn =
ν∗ − µ) = 0, and are given by ν∗ − µ = ǫ˜+ (q− p)Ω. If the chemical
potential crosses such a zero then ν∗ = µ and so ǫ˜+ (q− p)Ω = 0,
where the emission of vibrational quanta implies q− p < 0 thus re-
ducing the optical transition frequency. At this point, though, the
numerator in the summand in Eq. (8.2), which can be rearranged
as 2e−β(p+q)Ω/2 sinh [β(ǫ˜+ (q− p)Ω)/2] αpq, vanishes introducing a
pole. Consequently, at such points poles and zeros cancel, i.e. when-
ever a pole and zero coincide the chemical potential crosses a pole. It
is, however, possible for the chemical potential to reach a pole with-
out simultaneously hitting a zero. At such a point condensation oc-
curs.
After the avoided crossing of each vibrational replica, the spectral
weight of the mode becomes negative. Furthermore, because the
chemical potential is now above the mode under consideration, the
Bose occupation function, nB(ν) = 1/(e
β(ν−µ) − 1) , also becomes
negative. By combining a negative spectral weight with a negative
occupation one obtains a positive, and thus sensible, luminescence
spectrum P(ν).
8.2 vibrational excitations & re-entrance
The luminescence spectrum presented in Fig. 8.1 provided a means
to explaining the absence of condensation of vibrational sidebands.
However, it has not given us much insight into the origin of the se-
quence of transitions from normal to condensed and back to normal
as a function of temperature. Thus, in order to address the question
of re-entrance one must investigate the role of vibrational excitations
at the phase boundary.
We proceed by looking at the same spectrum as before, but instead of
including the weight of the photon component, the weight of the tran-
sitions during which three vibrational quanta are emitted is plotted,
Fig. 8.2(a). The first noticeable feature is the flatness of vibrational
sidebands. The lower polariton, on the other hand, does exhibit a sig-
8.2 vibrational excitations & re-entrance 89
-2.35
-2.3
-2.25
-2.2
0 0.05 0.1 0.15
E
n
er
g
y
Density ρ
/
0
0.5
1
W
ei
g
h
t
o
f
3
-P
h
o
n
o
n
E
m
is
si
o
n
(a)
-10 -8 -6 -4 -2 0 2 4 6 8 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
S
id
eb
a
n
d
sp
ec
tr
a
l
w
ei
g
h
t
Absorbed phonons: q-p
kBT/g0√N=0.00
=0.03
=0.07
=0.10
=0.15
=0.17
=0.20
=0.22
(b)
Figure 8.2.: (a) Weight of three-phonon emission versus the excitation den-
sity ρ at kBT = 0.2g0
√
N. The red line indicates the chemical po-
tential. Panel (b) depicts the spectral composition of the mode
which acquires a macroscopic occupation for various tempera-
tures. Each line shows the discrete probability distribution for
the number of phonons absorbed in the associated mode. Pa-
rameters: S = 2, g = g0, ∆ = 2g0
√
N, Ω = 0.05g0
√
N.
nificant variation with the density of excitations due to the substantial
photon component.
Thus, we next turn our attention to the composition of the mode
which acquires a macroscopic occupation. To do this, we may rewrite
the above Green’s function as the inverse of a matrix in the space
of photon and vibrationally dressed exciton states, so that one may
determine the residue (spectral weight) for a given state, and thus
find the composition of a given normal mode. Introducing Ap,q =
g2N
(
eβǫ˜/2−βpΩ − e−βǫ˜/2−βqΩ) αpq/Z this matrix has the form:
D−1 = iωn −


ω˜c . . .
√
Ap,q . . .
...
. . . 0 0√
Ap,q 0 ǫ˜+ (q− p)Ω 0
... 0 0
. . .

 . (8.3)
The photon spectral weight corresponds to D00, while the various
elements D(pq),(pq) correspond to the weights of transitions from the
pth to the qth vibrational state.
Figure 8.2(b) shows the composition of the mode which acquires a
macroscopic occupation, exactly at the critical point, i.e. the chemi-
cal potential at which condensation occurs, for various temperatures.
Clearly, the pole is a superposition of different vibrational sidebands.
Naturally, at kBT = 0 there can be no thermal population of the vi-
brational states in the electronic ground state, implying that the only
transitions which will be present are those which include the absorp-
tion of vibrational quanta, or those that do not alter the vibrational
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state. According to the Poisson distribution given in Eq. (1.6), tran-
sitions involving the absorption of one or two vibrational excitations
will have the greatest overlap and thus will be most probable. As
the temperature is increased, the vibrational mode of the electronic
ground state becomes thermally populated and as such the emission
begins to have a hybrid character, involving many vibrational side-
bands, especially for kBT > Ω. Indeed it becomes apparent that
this process gives rise to the re-entrant behaviour as a function of
temperature in Fig. 4.1(a), by reducing the effective optical transition
frequency. Such a reduction can occur when the final state has fewer
vibrational excitations than the electronic ground state.
Hence, although the vibrational replica do not acquire a macroscopic
occupation, they do participate in phase transition, as the polariton
mode which does condense contains a strong admixture of different
vibrational sidebands.
9
DISORDERED ABSORPT ION SPECTRA
Thus far we have been focused on condensation of organic po-laritons — more specifically on how the presence of vibrational
modes affects the condensed phase. The main conclusion was the
suppression of the effective light-matter coupling due to the overlap
between vibrational states in the electronic ground and excited man-
ifolds. Now, we wish to turn our attention to the normal (vacuum)
state and investigate how the physical properties of the molecule are
altered by strong coupling to a cavity field.
This theoretical project was inspired by the results reported in Ref. [97]
and their subsequent interpretation which stimulated numerous dis-
cussions. In the paper Canaguier-Durand et al. studied the effect of
molecular concentration and temperature in strongly coupled organic
cavities on absorption spectra. It was noticed that upon increasing
concentration, the relative weights of polariton peaks were boosted
while a third peak at the bare excitonic energy subsided [98]. It was
concluded that the last feature should correspond to molecules which
are uncoupled from electromagnetic modes, as its weight appeared to
be transferred to the lower and upper polaritons (coupled molecules)
as the concentration was increased, i.e. a greater density resulted in
larger light-matter coupling strength and hence a fraction of previ-
ously uncoupled molecules became coupled. The temperature depen-
dence was interpreted (thermodynamically) in terms of a free energy
of coupled and uncoupled molecules.
In this chapter we would like to examine the plausibility of such ef-
fects by constructing a microscopic model, which would allow quan-
titative predictions. In particular, we shall be interested in two likely
mechanisms: the enhancement of an effective light-matter coupling
strength dependent on a vibrational configuration, Sec. 9.1, as well as
the role of vibrational modes in a strongly coupled system, and their
signature in optical spectra, Sec. 9.2. Results discussed here have been
submitted as Ref. [78].
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9.1 vibrational reconfiguration
The discussion presented in this section outlines one of the poten-tial mechanisms, which might provide an explanation for the
temperature dependent behaviour seen in the absorption spectrum.
This mechanism focuses on the possibility of self-consistently enhanc-
ing the light-matter coupling strength by allowing for the vibrational
reconfiguration of a molecule. The idea is the following: If the effec-
tive light-matter coupling of each molecule depends on a molecular
deformation, and if such a deformation inflates the effective coupling,
then this enhanced coupling will lead to the reduction of free energy
via polarisation. Consequently, the molecular reconfiguration should
be favoured as such a state will have a lower free energy, than a state
without such a reconfiguration.
The term reconfiguration does not carry its technical chemical defini-
tion. It is used here to indicate that in order for a self-consistent be-
haviour to be present, the strength of the light-matter coupling must
depend on some physical property of the molecule or its environ-
ment, which can vary.
9.1.1 Effective Hamiltonian
In the following analysis we will need to consider the full Hamilto-
nian (as introduced in chapter 3), as it is the presence of counter-
rotating terms that can give rise to the self-consistent dependence be-
tween the light-matter coupling and molecular reconfiguration. The
absence of those terms would result in an empty ground state and
consequently no coupling to the cavity field in this vacuum state.
Thus, by allowing simultaneous creation of a photon and an exci-
tation of a molecule, one effectively introduces an admixture of other
excited manifolds to the ground state. Since this admixture encodes
some information about the vibrational configuration, we are inter-
ested to know how the vibrational configuration affects the ground
state energy. Therefore, the Hamiltonian is
Hˆ = ∑
k
ωka
†
kak +∑
n
ǫn
2
σzn +∑
n,k
gk,n
(
a†ke
−ik·rn +H.c.
)
σxn (9.1)
+
(
∑
k
√
Dk
(
a†ke
−ik·rn +H.c.
))2
+ ∑
n
Ω
(
b†nbn +
√
S
2
(b†n + bn)σ
z
n
)
.
For clarity, in this analysis we chose to consider coupling to a single
vibrational mode.
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Before explaining the actual physics of interest, we note that the
diamagnetic terms, which arise from the minimal coupling Hamil-
tonian, are also included in our model. In order to investigate how
varying the density of emitters, i.e. the cavity mode volume, affects
the spectrum while respecting the Thomas-Reiche-Kuhn sum rule
we will define gk,n =
√
ǫnDk fn, where the oscillator strength of a
given molecule must obey 0 < fn < 1. The coefficient Dk encap-
sulates information about the electric field strength of a single pho-
ton, and the properties of the effective charges that respond to the
field. The diamagnetic term can be eliminated by a Bogoliubov trans-
formation ak → cosh θkak + sinh θka†−k, by which the new photon
operator is formed from a mixture of old photon operators. Thus
the ground state in the new basis will have a non-zero number of
photons; cosh θk =
1
2
(√
ω˜k
ωk
+
√
ωk
ω˜k
)
and sinh θk =
1
2
(√
ω˜k
ωk
−
√
ωk
ω˜k
)
.
This yields the effective Hamiltonian
Hˆ = ∑
k
ω˜ka
†
kak +∑
n
ǫn
2
σzn +∑
n,k
g˜k,n
(
a†ke
−ik·rn +H.c.
)
σxn (9.2)
+ ∑
n
Ω
(
b†nbn +
√
S
2
(b†n + bn)σ
z
n
)
where ω˜k =
√
ωk (ωk + 4ND) and g˜ = g
√
ωk/ω˜k. In the dipole
approximation, for a molecule with a single mobile electron Dk =
ζ/ωkV with V the mode volume. The quantity ζ = q
2/(4mrε0) mea-
sures the electronic response of a single electron (with electric charge
q) in terms of the vacuum permittivity ε0 and its reduced mass mr.
In the case of organic systems, where a molecule is often made up of
many conjugated bonds, ζ needs to be replaced by a sum over each
mobile charge. It should be noted that changing the cavity length
affects the mode volume (hence the quantities depending on Dk) and
the spectrum of photon modes ωk alike.
The presence of disorder as well as the fact that vibrational modes
are modelled as quantum degrees of freedom, which possess their
own dynamics, makes diagonalisation by Fourier transformation im-
possible — vibrational excitations, which are localised on a molecule,
can scatter to a different polariton momentum state. As such, one
must describe the effect of counter-rotating terms, which take one
between different subspaces (characterised by different numbers of
excitations), perturbatively. In order to do this we use the Schrieffer-
Wolff transformation, which requires finding an appropriate unitary
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transformation. We begin by dividing the Hamiltonian into three
parts Hˆ = Hˆ00 + ΩHˆ
Ω
0 + Hˆ1 where
Hˆ00 = ∑
k
ω˜ka
†
kak + ∑
n
ǫn
2
σzn + ∑
n,k
g˜k,n
(
a†ke
−ik·rnσ−n +H.c.
)
(9.3)
HˆΩ0 = ∑
n
(
b†nbn +
√
S
2
(b†n + bn)σ
z
n
)
Hˆ1 = ∑
n,k
g˜k,n
(
a†ke
−ik·rnσ+n +H.c.
)
. (9.4)
We wish to find the effective Hamiltonian where the coupling be-
tween different numbers of excitations originating from Hˆ1 has been
eliminated. This coupling between distinct subspaces can be removed
up to the second order in g˜k using the Schrieffer-Wolff approximation,
Sec. 2.2,
ˆ˜H = eiKˆ Hˆe−iKˆ ≈ Hˆ0 + i
2
[
Kˆ, Hˆ1
]
+H.o.t. (9.5)
where Kˆ must be chosen such that [Kˆ, Hˆ00 + Hˆ
Ω
0 ] = iHˆ1 is satisfied,
Hˆ0 = Hˆ00 + Hˆ
Ω
0 and Hˆ1 contains the counter-rotating terms. We
proceed by defining a unitary transformation as a power series Kˆ =
∑
∞
j=0 Ω
jKˆj. From section 2.2 we know that [Kˆ0, Hˆ
0
0 ] = iHˆ1 and thus
we seek
[Kˆj, Hˆ
0
0 ] = −[Kˆj−1, HˆΩ0 ]. (9.6)
One can see that K can be written as Kˆj = ∑k,n Qˆja
†
kσ
+
n e
−ik·rn +H.c.
and that the form of Q is only a function of
(
b, b†, σz
)
. Thus the left
hand side of Eq. (9.6) yields
[Kˆj, Hˆ
0
0 ] = −∑
n,k
(ω˜k + ǫn)
[
Qˆja
†
ke
−ik·rnσ+n − σ−n akeik·rnQˆ†j
]
(9.7)
In a similar way one can find [Kˆj−1, HˆΩ0 ]. Using Eq. (9.6) one obtains
a recursion relation
Qˆj =
1
(ω˜k + ǫn)
[
Qˆj−1, b†nbn +
√
S
2
(b†n + bn)
]
− Qˆj−1
√
S(bn + b
†
n)
(9.8)
with Qˆ0 =
−ig˜k,n
(ω˜k+ǫn)
. Thus we have found the form of Schrieffer-Wolff
transformation
Kˆ =
∞
∑
j=0
∑
n,k
ΩjQˆja
†
kσ
+
n e
−ik·rn +H.c. (9.9)
where one should choose at which iteration the sum over j should be
terminated.
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The effective Hamiltonian is found by calculating the quantity, which
describes the effect of Hˆ1, i. e.
i
2
[
Kˆ, Hˆ1
]
=
i
2
[
∑
j
∑
n,k
(
Qˆjσ
+
n a
†
ke
−ik·rn + σ−n akeik·rnOˆ†j
)
, (9.10)
∑
n′,k′
g˜n′,k′
(
a†k′e
−ik′·rn′σ+n′ + ak′e
ik′·rn′σ−n′
)]
.
The double sum reduces to a single sum when an expectation of this
commutator is taken in the electronic ground and excited state (pho-
ton vacuum). It is found that only when k′ = k, n′ = n and only
in the electronic ground state do the counter-rotating terms have a
non-zero effect. We thus arrive at the effective Hamiltonian
ˆ˜H = Hˆ0 + i
[
1− σz
4
]
∑
k,n,j=0
g˜k,nΩ
j
(
Qˆj + Qˆ
†
j
)
. (9.11)
For clarity, one can redefine Qˆj =
−ig˜k,n
ω˜k+ǫn
1
(ω˜k+ǫn)
j Oˆj, with the initial
term Oˆ0 = 1. The effective low energy Hamiltonian reads
ˆ˜H = Hˆ0 −
[
1− σz
4
]
∑
k,n,j=0
g˜2k(ηk,n)
j
(ω˜k + ǫn)
(Oˆj + Oˆ
†
j ) (9.12)
where ηk = Ω/(ω˜k + ǫn) is the expansion coefficient and the opera-
tors Oˆj are calculated as before from the recursion relation, given in
Eq. (9.8) without the 1/ (ω˜k + ǫn) pre-factor. One can notice here that
the counter-rotating term does not have any effect on the electronic
excited state, i.e. if we start in a state where the two-level system is
excited and the photon state is the vacuum state, then the exciton can
neither be excited again, as it is already saturated, nor can it be de-
excited as it would imply destroying a photon, and the photon state
is empty.
In most experiments the expansion coefficient ηk,n is much smaller
than one, and as such we are justified in truncating the sum at first
order. Neglecting terms beyond j = 1, which is equivalent to in-
cluding the leading effects of light-matter coupling on the effective
Hamiltonian, yields
ˆ˜H = ∑
k
ω˜ka
†
kak +∑
n
ǫn
2
σzn +∑
n,k
g˜k,n
(
a†ke
−ik·rnσ−n +H.c.
)
(9.13)
+ ∑
n
Ω
(
b†nbn +
√
S
2
(b†n + bn)σ
z
n
)
−
[
1− σz
2
]
∑
n,k
g˜2k
ω˜k + ǫn
[
1− Ω
√
S
ω˜k + ǫn
(bn + b
†
n)
]
.
The term originating from j = 0 is the energy shift of two-level sys-
tems due to virtual hybridisation in ultra-strong coupling, and j = 1
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is the first shift to the vibrational modes coming from the admix-
ture of the excited electronic state configuration into the ground state.
Physically this second term can be understood as leading to a reduc-
tion in the relative displacement between the electronic ground and
excited state, via the reduction of an effective Huang-Rhys parameter
Seff = S
[
1− 2∑k g˜2k/(ω˜k + ǫ)2
]
. As discussed in previous chapters,
the effective light-matter strength depends on the overlap between
vibrational states in both electronic states, which is determined by S.
Hence, a decrease of the effective S would, in principle, lead to the
enhancement of an effective light-matter coupling.
The sum over all photon momenta, which renormalises the state, can
be written as Gj(ǫ) = ∑k
g˜2k
(ω˜k+ǫ)j+1
, where we have ignored the disor-
der of excitonic energies and hence replaced ǫn by an average. Replac-
ing the summation with an integral ∑k
g˜2k
(ω˜k+ǫ)
j+1 → L2
∫
k
d2k
(2π)2
g˜2kN
(ω˜k+ǫ)
j+1 ,
where L2 is the quantisation area of the cavity in a two dimensional
system, and inserting the explicit forms of g˜k and Dk we find
Gj(ǫ) =
f ǫζ
lc
∫ Λ
0
kdk
2π
1
ω˜k (ω˜k + ǫ)
j+1
(9.14)
with ω˜k =
√
ω20 + c
2k2 + 4ζN/V . Note, that the factor 1/L2 which
appeared because the Hamiltonian has been written as a sum over
momentum labels, is absorbed in the definition of dk. The mode
volume is defined as V = L2 · lc with lc the cavity length and Λ =
2π/aBohr is a cut-off wave-vector reflecting the breakdown of the
dipole approximation with aBohr the approximate size of a molecule.
It can be noted that as the density of emitters is increased Gj(ǫ) does
not grow in a simple fashion, indicating that the interpretation sug-
gested in Ref. [97] might be flawed. The fact that Gj(ǫ) does not grow
is because the energy gain comes from vibrational configuration of
each molecule, as opposed to being a collective effect.
Finally, we find that for typical values N/V = 4.2 · 1025m−3, ǫ = ω0 =
2.1eV, lc = 145nm, f = 0.5, ζ = 9.5 · 103Nm2kg−1 which correspond
to the values extracted from Ref. [97], one obtains
G0(ǫ) = 6.3 · 10−4meV, G1(ǫ) = 5.2 · 10−8. (9.15)
Therefore, one may conclude that the characteristic scale of any vibra-
tional reconfiguration, determined by G1(ǫ), is negligibly small. As
such, the vibrational reconfiguration due to light-matter coupling is
not able to explain the reported temperature dependent results. In
the next chapter, we shall investigate the possibility of vibrational
dressing of the absorption spectrum.
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9.2 vibrational signatures in absorption spec-
tra
N
ext we turn our attention to a different mechanism, which could
be responsible for the observed features— the vibrational dress-
ing of absorption spectrum. We wish to investigate how disorder and
the fact that electronic transitions are accompanied by absorption or
emission of a certain number of vibrational quanta is going to man-
ifest itself in the normal state spectrum, particularly in the presence
of disorder broadening.
9.2.1 Retarded Green’s Functions
In order to calculate absorption spectra we will need to find the
retarded Green’s function for a model in the ultra-strong coupling
regime. Such a problem is discussed in great detail using input-
output formalism in [79], and a Green’s functions approach in [78].
The relationship between the retarded Green’s functions and the full
absorption coefficient is
Ak=0,σ(ν) = −κ′σ(ν)
[
2ℑ
[
GRxx(ν)
]
+ κ(ν)
∣∣∣GRxx(ν)∣∣∣2
]
, (9.16)
where κ(ν) = (κL(ν) + κR(ν))/2, subscript σ differentiates between
the left and right cavity mirror, and κ′L,R(ν) are the real parts of the
loss rates arising from either of the mirrors.
The retarded photon Green’s functions in the Bogoliubov basis is [79]
G˜−1 =
(
ν+ i κ˜(ν)2 − ω˜c + Σ˜xx(ν) i κ˜(ν)2 + Σ˜xx(ν)
−i κ˜(−ν)⋆2 + Σ˜xx(−ν)⋆ −ν− i κ˜(−ν)
⋆
2 − ω˜c + Σ˜xx(−ν)⋆
)
(9.17)
which then needs to be rotated back to the original basis
G−1 =
(
cosh(θ) sinh(θ)
sinh(θ) cosh(θ)
)
G˜−1
(
cosh(θ) sinh(θ)
sinh(θ) cosh(θ)
)
. (9.18)
Here the renormalised quantities are the decay rate, κ˜(ν) = ωcκ/ω˜c
and the self-energy Σ˜xx(ν) = ωcΣxx/ω˜c. Subsequently, the particular
combination of elements needed to calculate the absorption spectrum
is found from
GRxx =
(
1 1
)
G
(
1
1
)
=
2ωc
ν2 − ω˜c + 2ω˜cΣxx(ν) + iωcκ(ν) . (9.19)
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9.2.2 Derivation of the Self-Energy
In the regime, where both co- and counter-rotating terms are consid-
ered, the excitonic self-energy Σxx is calculated from the σ
x-σx corre-
lation function. It includes all the information about the properties
of molecules, such as the vibrational dressing and disorder of exciton
energies,
Σxx(iωn) = ∑
n
g2n
Z
∫ β
0
dτe−iωnτ ∑
m
〈m|σx(τ)σx(0)|m〉 e−βEm .
(9.20)
The sum ∑n is over all molecules, ∑m sums all states of electronic sys-
tems, and the summation over Matsubara frequencies ωn is implied.
Using the fact that σx = σ+ + σ− one can rewrite the above equa-
tion in terms of expectations of raising and lowering operators. Since
in this section we are interested in the normal (vacuum) state, at this
stage we can also eliminate terms like 〈σ+(τ)σ+(0)〉 and 〈σ−(τ)σ−(0)〉,
which clearly vanish in the normal state. Hence,
Σxx(iωn) = ∑
n
g2n
Z
∫ β
0
dτe−iωnτ ∑
m
( 〈
m|σ+(τ)σ−(0)|m〉 (9.21)
+
〈
m|σ−(τ)σ+(0)|m〉 )e−βEm ,
which can be related to the self-energy found in the rotating wave
approximation Σxx(iωn) = Σ+−(iωn) + [Σ+−(iωn)]⋆. After the ana-
lytical continuation iωn = ν+ i0+, the self-energy becomes
Σxx(ν) = Σ+−(ν) + [Σ+−(−ν)]⋆ (9.22)
where Σ+− is given by
Σ+−(ν) = − g
2N
Z ∑p,q
∫ ∞
−∞
dǫh(ǫ)αpq
e−βE
↓
q − e−βE↑p
ν+ i0+ + (E↓q − E↑p)
(9.23)
and its derivation can be found in Sec. 2.1. For the photon vac-
uum state, which we consider here, the partition function Z is cal-
culated neglecting the light-matter coupling term. The inhomoge-
neous broadening of excitonic energies is modelled assuming a trun-
cated Gaussian distribution h(ǫ) = Θ (ǫ) e−
(ǫ−ǫ0)2
2σ2 /
√
2πσ2; the step
function Θ (ǫ) is necessary as it separates the physical energy states
from non-physical by selecting only the positive frequencies. The
eigenstates corresponding to the vibrational state in the electronic ex-
cited state and the electronic ground state are labelled | ↑ p〉, | ↓ q〉
respectively. The corresponding energies are E↑p and E↓q ; they will
be found by diagonalising the vibrational part of the Hamiltonian
HˆΩm = Ωmb
†
mbm + Ωm
√
Sm
2
(
bm + b†m
)
σz. Identically to the previous
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Figure 9.1.: Evolution of absorption spectrum with the strength of light-
matter coupling, in the absence of vibrational modes. Param-
eters: S = 0, kBT = 0.025eV, ωc = 2.1eV, ǫ0 = 2.0eV, σ = 0.01eV
and f = 0.5
chapter, we introduce the overlap matrix αpq = |〈p+, ↑ |σ+| ↓, q−〉|2
which describes the extent of overlap between an electronic ground
and an electronic excited state, which is reached after changing only
the electronic state and not the vibrational.
9.2.3 Results and Discussion
As discussed earlier, a full expression for the absorption spectrum
takes into account both the intrinsic properties of ultra-strong cou-
pling and those related to transmissivity of cavity mirrors. Since our
interest mainly lies in features arising from the physics of light-matter
coupling, we shall only consider ak=0(ν) = −2ℑ[GRxx(ν)], which is a
quantity controlling the absorption in the limit of a good cavity, and
thus neglect interference effects at the input mirror. This result is
in fact only true if there are loss terms other than through the mir-
rors, e.g. scattering of photons or non-radiative exciton decay. The
effect of mirrors will, however, be briefly discussed at the end of this
section. In a good cavity limit, κ(ν) → 0, polaritons become δ(ν)-
like peaks and as such cannot be easily resolved. Therefore, a small
width is added to each polariton by assuming κ = 10−4 in the re-
tarded Green’s functions (9.19). Also, we are going to ignore effects
of the exciton energy distribution on the coupling strength, as they
can be shown to be negligible.
In order to be able to distinguish the new features arising from the
coupling to vibrational modes, two types of absorption spectra will
be shown: in the absence of vibrational dressing and when the dress-
ing is present. Visible in Fig. 9.1 is the evolution of a cavity spectrum
with the collective light-matter coupling strength, in the absence of
vibrational modes. Just as noted in [97] a peak centred near the bare
excitonic resonance, ν = 2eV, is present, and it decreases with an in-
creasing coupling strength. This feature was discussed in Ref. [99].
It arises as a consequence of the exciton linewidth, and as such, it
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Figure 9.2.: Evolution of cavity absorption spectrum with the strength of
light-matter coupling, when coupling to vibrational modes is
present. The inset illustrates the absorption spectrum for bare
molecules, i.e. without a cavity. Values of g
√
N are shown in
Fig. 9.1 (legend). Parameters: S = 0.02, Ω = 0.05eV, kBT =
0.025eV, ωc = 2.1eV, ǫ0 = 2.0eV, σ = 0.01eV and f = 0.5
will be a common signature of systems where the photon mode is
coupled to a spectrally broadened excitonic oscillator. Generally, in
disordered systems the superposition of excitons which couples to a
cavity photon of particular momentum is not an energy eigenstate.
As a result, there remains a residual coupling to the other orthogonal
"subradiant" states, with energies lying at the bare exciton energies,
which are thus visible in optical spectra [99, 40, 100]. This feature can
also be understood directly from the form of Eq. (9.19) and the def-
inition of absorption spectrum. The imaginary part of the retarded
Green’s functions will have the imaginary part of the self-energy in
the numerator, and this self-energy has a peak at the excitonic energy.
Although the peak of the bare molecule, ℑ [Σxx(ν)], increases with the
strength of g
√
N, the increase of light-matter coupling will have an
opposite effect on the polariton spectrum as (ℑ [Σxx(ν)])2 appears in
the denominator. It should be noted that this excitonic feature is only
going to be visible in the absorption spectrum. In the transmission
spectrum Tk(ν) ∝ |GRxx(ν)|2, for example, there is no term appearing
in the numerator, which arises from the exciton self-energy and thus
there will not be any spectral weight near 2eV. Also presented in the
same figure, is the growth of the splitting between the lower and up-
per polaritons as g
√
N becomes stronger. The fact that the polaritons
do not move out symmetrically is due to the presence of the diamag-
netic term D, which renormalises the photon energy. This asymmetry
is lifted when the coupling to light is weak and the rotating wave ap-
proximation holds, discussed towards the end of this section.
Shown in figure 9.2 is the same spectrum, but with coupling to a
single vibrational mode. The presence of such a mode gives rise to
vibrational sidebands: the peak centred near ν = 2eV corresponds to
transitions with no vibrational admixture, i.e. p = q = 0 transition,
denoted 0− 0. The subsequent peaks correspond to the absorption
or emission of a single, two etc. vibrational excitations. Interestingly,
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Figure 9.3.: Temperature dependence of absorption spectra for a system
with: (a) no coupling to vibrational modes, S = 0, and (b) in the
presence of coupling, S = 0.02, Ω = 0.05eV. The inset depicts
the bare molecular spectrum. Other parameters: g
√
N = 0.3eV,
ωc = 2.1eV, ǫ0 = 2.0eV, σ = 0.01eV and f = 0.5
the shape of excitonic features is dramatically different in the case
of a bare molecular spectrum, inset in (b), where the 0− 0 peak is
utterly dominant. The fact that the presence of a cavity results in
more prominent vibrational peaks can be understood in the following
way: the polariton spectrum is mostly made out of the spectral weight
associated with 0− 0 peak. This removal of spectral weight results
in a cavity zero-phonon line being of similar order as the sidebands.
Figure 9.3 depicts the evolution of spectra with temperature. Panel
(a) illustrates that in the absence of coupling to vibrational modes the
system remains virtually temperature independent. Therefore, there
must be a different mechanism which resulted in the temperature
variations observed in [97]. Indeed, it turns out that the presence of
vibrational modes results in strong temperature dependence of the
spectrum as shown in panel (b). At higher temperatures, there is a
greater thermal occupation of the vibrational modes. Thus, there is
a higher probability that an electronic transition will be dressed by
vibrations, leading to an increase of spectral weight under the replica.
Again, this effect is small in the bare molecular spectrum due to the
presence of a massive 0− 0 peak (inset), but it is very pronounced in
the cavity spectrum.
Thus far, we have looked at the case when a molecule was coupled
to a single vibrational mode and when the exciton disorder was rel-
atively small, which allowed us to easily identify each vibronic side-
band. This is not, however, in any way required for the strong tem-
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Figure 9.4.: Evolution of absorption spectrum for a strongly disordered sys-
tem, σ = 0.025eV, coupled to two vibrational modes. Temper-
atures are shown in Fig. 9.3. The inset depicts spectrum for
bare molecules. Parameters: S1 = 0.2, Ω1 = 0.05eV, S2 = 0.3,
Ω2 = 0.04eV, g
√
N = 0.3eV, ωc = 2.1eV, ǫ0 = 2.0eV and f = 0.5
perature dependence to occur, as illustrated in Fig. 9.4. Here, the
spectrum is more complicated due to the presence of two vibrational
modes and a relatively large disorder, which hides the individual
sidebands. Such a system, relatively weakly coupled to two modes,
will exhibit behaviour similar to a single mode, but with a large vi-
brational coupling.
Bad Cavity Limit
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Figure 9.5.: Full absorption spectrum showing the effect of photon loss (val-
ues cited in the figure). Parameters: S1 = 0.25, Ω1 = 0.06eV,
S2 = 0.35, Ω2 = 0.05eV, kBT = 0.035eV, g
√
N = 0.3eV, ωc =
2.1eV, ǫ0 = 2.0eV, γ = 10
−4eV and f = 0.5
In practice, experimentally acquired data will always present features
originating from the cavity set-up. It is therefore instructive to il-
lustrate how a full absorption spectrum is likely to be affected by
the loss of photons through cavity mirrors. Figure 9.5 clearly shows
that the greater the rate of photon loss the smaller the polariton fea-
tures.
When calculating the spectrum a certain issue arises, originating from
the (not accounted for) subtle difference between κ(ν) in Eq. (9.16)
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(describing interference effects from the mirror) and in Green’s func-
tions (9.19). All our equations assume that the only channel for pho-
ton decay is via mirrors. Consequently, polariton peaks are almost en-
tirely suppressed. Physically, it can be understood by the argument
that if mirrors are the only loss channel, then there can be no ab-
sorption. Mathematically, it is because the transmission term κ|GR|2
removes κ dependence from the numerator leaving
Ak=0(ν)
κ(ν)
=
8ω2cℑ[Σxx(ν)]
(ν2 − ω˜2c + 2ωcℜ[Σxx(ν)])2 + (2ωcℑ[Σxx(ν)] +ωcκ)2
(9.24)
which vanishes at frequencies away from excitonic resonances since
ℑ[Σxx(ν)] → 0. In practice, however, the photon can be "lost" via
various routes (absorbers, scattering by surface roughness) and so
the cavity photon linewidth is not identical to the mirror losses. We
resolved this issue by taking into account the exciton lifetime γ =
10−4eV, i.e. a non-zero rate of non-radiative decay. By doing so, the
expression ℑ[Σxx(ν)] gained Lorentzian tails, which contributed to a
finite weight of polariton peaks in the absorption spectrum; such an
effect was originally included by [99] when discussing the residual
peak at the bare excitonic energy.
Rotating Wave Approximation
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Figure 9.6.: Absorption spectrum calculated within the rotating wave ap-
proximation for increasing strengths of vibrational coupling. Pa-
rameters: g
√
N = 0.3, Ω = 0.05, ∆ = 0.1, µ = −2.1, T = 0.025,
σ = 0.01
Lastly, let us see which features survive in the rotating wave approx-
imation, and which originate from the presence of counter-rotating
terms. In this approximation the number of excitations is conserved
and one can use the grand canonical ensemble, identically to Sec. 8.
Fig. 9.6 shows the dependence of absorption spectrum on the strength
of vibrational coupling Ω
√
S. Clearly, when S is increased sidebands
are shown to gain more spectral weight implying that transitions
which involve a change of the vibrational state are favoured. Unlike
in the ultra-strong coupling regime, here polaritons are symmetrically
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positioned around the bare excitonic energy. Furthermore, we find
that most, if not all, of their spectral weight comes from the broaden-
ing η (photon lifetime), i.e. GR(ν) = (ν˜+ iη − ω˜c + Σ+−(ν˜))−1 and
ak=0(ν) = 2
η +ℑ [Σ+−]
(ν+ℜ [Σ+−])2 + (η +ℑ [Σ+−])2 (9.25)
where ν˜ = ν − µ. Polaritons form when ℜ [Σ+−] + ν = 0 and their
corresponding weight is
ak=0(ν) = 2
1
η +ℑ [Σ+−] ≈ 1/η. (9.26)
The approximation is generally true as ℑ [Σ+−] encapsulates infor-
mation about molecules and as such it is zero anywhere apart from
energies close to excitonic resonances.
In conclusion, we have considered the effect of counter-rotating terms
on absorption spectra in the normal state, i.e. when cavity pump-
ing is weak. We have found that in a regime where excitation non-
conserving terms become non-negligible, i.e. the light-matter cou-
pling strength is a considerable fraction of optical frequencies, virtual
fluctuations in the ground state do lead to a self-consistent depen-
dence of the light-matter coupling strength on vibrational reconfigu-
ration. While not impossible in general, for relevant parameters such
a mechanism does not result in an enhancement of the effective cou-
pling to light. We have found, though, that vibrational dressing of
electronic transitions could account for the temperature dependent
features reported in [97]. The temperature driven changes arise due
to the thermal population of vibrational states, which as the tempera-
ture rises become more significant.
Part IV.
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CONCLUS IONS & FUTURE WORK
I
n this thesis we studied a potential model for describing organic
polaritons in thermal equilibrium. Here, the strong coupling be-
tween light and electronic excitations of a molecule was described
within the Dicke formalism. By treating atoms as saturable absorbers
we ensured the validity of our model at higher excitation densities,
which are necessary when studying condensates. The presence of
vibrational modes and their coupling to electronic transitions was
accounted for with a displacement operator. Most of the analysis
was performed within the mean field approximation for the photon
field.
We have found that the effect of vibrational excitations is to suppress
the effective light-matter coupling strength. This rescaling is present
even at zero temperature, implying that thermal population of the
electronic ground state, which gives rise to additional features, is not
at all necessary. Thus, in order for condensation to occur, larger bare
coupling strengths are needed. The effect of a substantial population
of vibrational levels in the electronic ground state is to reduce the
value of chemical potential at which the system condenses. This is be-
cause, when thermal energy is comparable to the vibrational energy,
electronic transitions originating from a vibrationally excited (elec-
tronic ground) state are favoured. If during such a transition a certain
number of vibrational quanta are emitted, the effective optical energy
is reduced, thus implying that smaller chemical potentials, which con-
trol the total number of excitations, are needed for condensation to
occur. Consequently, a sequence of normal-condensed-normal tran-
sitions as a function of temperature can be observed. Additionally,
at very large couplings to vibrational modes, the phase transition be-
comes first order (discontinuous jump in the order parameter) and a
second (weakly polarised) condensed state can form.
In this work, we have also looked at potential variational wavefunc-
tions, which have helped us to uncover that in the zero temperature
limit the normal state is described by a displaced coherent wavefunc-
tion for vibrational states. At finite temperatures, in the normal phase
the occupation of two-level systems as well as vibrational states fol-
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lows a Gaussian distribution. A correct ansatz is yet to be found for
the condensed phase.
Investigations of clean absorption spectra, where all molecules are as-
sumed to be identical, have deepened our understanding of polariton
condensation in the presence of vibrational modes. We have found
that vibrational sidebands do not condense, though they do partially
participate in the phase transition by admixing to the lower polariton.
In the case when optical frequencies of atoms are disordered, absorp-
tion spectra show an additional peak centred around bare excitonic
energies. This peak as well as its dependence on the light-matter
coupling strength has already been investigated by various groups.
These works have shown that when coupling becomes stronger, the
polariton splitting increases and the exciton weight decreases. In-
stead, here we focused on the temperature dependence of this resid-
ual spectral weight. In the absence of vibrational modes, the excitonic
feature did not react to changes of temperature. It was observed to
increase only when the temperature was comparable to the bare exci-
tonic energy kBT & 1eV, thus resulting in thermal population of the
electronic excited state. The temperature dependence was, however,
observed when coupling to vibrational modes was introduced. Addi-
tionally, (temperature sensitive) vibrational sidebands were observed
to appear in the vicinity of the bare excitonic peak, thus implying
vibrational dressing of electronic transitions: those lying at smaller
energies correspond to the emission of vibrational quanta during an
electronic transition and those above to absorption.
We also investigated the possibility of molecular reconfiguration self-
consistently enhancing the normal state coupling to light. To model
such a mechanism, one needs to include terms which simultaneously
create (or destroy) a photon and excite (de-excite) a two-level system
in the Hamiltonian, as they introduce an admixture of other excited
manifolds into the ground state. We have found that although feasi-
ble, for experimentally realistic parameters, the effect of this mecha-
nism would be negligibly small.
Overall, in this thesis I have discussed how one might expect the
presence of vibrational modes to manifest itself in the normal (vac-
uum) state, as well as how it may affect the phase transition to a
condensed state. In the future, it could be instructive to extend this
analysis to the condensed phase, and thus examine how vibrational
excitations would affect the quantum coherent properties. Alterna-
tively, one could investigate the molecular reconfiguration in a sys-
tem where strong coupling is at the level of a single molecule, since
our calculation and also results reported in Ref. [101] revealed that
modifications of the ground state properties depend on the individ-
ual coupling strength of light to each molecular site, rather than the
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collective coupling. The other possible direction in which the project
could be taken is to study the out-of-equilibrium properties, as at-
tempted in the appendix. In principle, by including the environ-
ment effects (pumping, decay and dephasing) one could develop a
model which would bridge theory and experiments. Presently, theo-
retical attempts successfully reproduce the below-threshold physics,
e.g. Ref. [65]. Ideally, with an appropriate mathematical description,
one could shift between weak light-matter coupling (photon lasing)
and strong coupling (polariton condensation/lasing), as well as ac-
cess the coherent properties both below and above threshold. Ad-
ditionally, one could also investigate the non-Markovian effects, as
there are some disputes of its validity for composite systems [102].
Specifically, it has been shown that memory effects are imperative
when describing vibrational modes [85, 87].

Part V.
Appendies

A
OUT-OF -EQUIL IBR IUM TREATMENT
a.1 methods
a.1.1 Open Quantum Systems & Master Equations
G
enerally all real systems are in contact with an environment,
as complete isolation is unattainable. Since the influence of an
environment cannot always be ignored, system-environment correla-
tions form and the dynamics of such a system cannot be modelled
by a unitary time evolution. Instead, one can adopt an alternative
method for describing the dynamics of an open system. A more elab-
orate introduction to the field can be found in Ref. [103].
To begin with, let us define a quantum system S coupled to a second
quantum system B, and let us select B to represent the environment1.
Although on its own the subsystem S is to be regarded as an open
system, together with B the total (combined) system can be assumed
to be closed. Therefore, the dynamics of S+ B can be described with
the (unitary) Hamiltonian dynamics of a closed quantum system. The
most fundamental equation, called Liouville – von Neumann, por-
trays the motion for a density matrix ρ,
d
dt
ρ(t) = −i [H(t), ρ(t)] ≡ Lρ (A.1)
where ρ(t) is given by a unitary evolution of an initial state. A den-
sity matrix is an operator, which expresses a quantum state which is a
mixed state, i.e. a statistical ensemble of several quantum states. The
time dependence of a Hamiltonian generator H(t) reflects the fact
that the system under consideration might be driven by an external
force. For a completely isolated system the Hamiltonian would be in-
dependent of time. The quantity L is a Liouville superoperator.
1 Usually, environment is considered to be a general term, while reservoir is reserved
for an environment with a continuum of modes (an infinite number) and bath refers
to a reservoir in thermal equilibrium.
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Although the dynamics of a system S is correlated with the bath, it
is possible to infer the reduced system dynamics, which characterises
the dynamics of S caused by evolution of a combined systemHamilto-
nian. An observable of interest Oˆ (in subsystem S) can be determined
by taking a partial trace over the subsystem/environment degrees of
freedom〈
Oˆ
〉
= TrS
[
OˆρS
]
(A.2)
with the reduced density matrix being ρS = TrB[ρ].
The most general form of the generator L is called the Lindblad mas-
ter equation [104, 105], and it is repeatedly used to describe a non-
unitary Markovian evolution of a density matrix for driven–dissipative
systems
LρS ≡ d
dt
ρS = −i [H, ρs] +L[x]ρS . (A.3)
Here, the commutator of a Hamiltonian characterises the unitary
part, and L[x] is the Lindblad operator defined as L[x]ρS = x†xρS −
2xρSx
† + ρSx
†x, which describes channels of loss/gain to/from the
environment. It is assumed that any information obtained by the
reservoir from the system is lost, and so it cannot be fed back to in-
fluence the future evolution of a system.
The most important observable property we consider in this thesis
is the spectrum of radiation which leaves the cavity, in the station-
ary state. The so called resonance fluorescence spectrum can be de-
termined via Wiener-Khintchin theorem, which relates the two-time
correlation function of a stationary random process to its power spec-
trum,
I(ν) =
∫ +∞
−∞
dτeiντ〈E+(τ)E−(0)〉 (A.4)
In the Markovian limit, the positive and negative frequency compo-
nents of the radiated electric field, E+ and E−, can be related to the re-
tarded solutions of Maxwell equations and so E+ ∝ σ+ and E− ∝ σ−.
Thus, one can show that the fluctuation spectrum can be found from
a two-time correlation function of atomic raising and lowering opera-
tors
I(ν) ∝
∫ +∞
−∞
dτeiντ〈σ+(τ)σ−(0)〉 = 2ℜ
[∫ +∞
0
dτeiντ
〈
σ+(τ)σ−(0)
〉]
.
(A.5)
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a.1.2 Quantum Regression Theorem
The quantum regression theorem can be used to relate a two-timecorrelation function to the Markovian evolution of the density
matrix, which fully describes a single time correlation function. Marko-
vian approximation implies that evolution of a state is independent
of its past and as such only depends on the current state.
Hence, once the quantity
∂
∂t
〈φi(t)〉 = ∑
j
Gij〈φj(t)〉 (A.6)
is known, which can be calculated from a master equation, one au-
tomatically knows the time evolution of a two-time correlation func-
tion
∂
∂τ
〈φi(t+ τ)φl(t)〉 = ∑
j
Gij〈φj(t+ τ)φl(t)〉. (A.7)
In the language of spin operators, this accounts to finding
∂
∂t
〈σ+(t)〉 = α〈σ+(t)〉, ∂
∂t
〈σ−(t)〉 = β〈σ−(t)〉 (A.8)
and then evaluating
∂
∂τ
〈σ+(t+ τ)σ−(t)〉 = α〈σ+(t+ τ)σ−(t)〉 (A.9)
∂
∂τ
〈σ−(t+ τ)σ+(t)〉 = β〈σ−(t+ τ)σ+(t)〉
However, the theorem only gives time correlations 〈σ+(t+ τ)σ−(t)〉
and 〈σ−(t + τ)σ+(t)〉 where τ ≥ 0. Often one is also interested in
quantities like 〈σ+(t)σ−(t + τ)〉. In order to compute such correla-
tions, one can use the property of trace, i.e. its invariance under cyclic
permutations
〈σ+(t)σ−(t+ τ)〉 = Tr
[
σ+(t)eiHˆτσ−(t)e−iHˆτρ
]
(A.10)
= 〈σ−(t+ τ)†σ+(t)†〉⋆
= 〈σ+(t+ τ)σ−(t)〉⋆
The final expression can be easily computed using quantum regres-
sion theorem.
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Figure A.1.: Illustration of the Keldysh closed time path contour
a.1.3 Keldysh Formalism
T
his section provides a very brief outline of the main concepts of
Keldysh approach needed to understand the methods and re-
sults presented in this appendix. Similarly to the master equation,
this formalism allows one to describe an interacting many-body sys-
tem, which has been driven out of equilibrium. Explanations and
the notation presented here have been adapted from a review by A.
Kamenev [106].
Firstly, the concept of a closed time contour shall be addressed. Let us
consider a quantum many-body system characterised by a Hamilto-
nian Hˆ(t), whose state in the past, before interactions were switched
on, was well-known and described by ρ(t = −∞). The time evolu-
tion of a density matrix is given by Liouville – von Neumann equa-
tion (A.1), which can be solved by a unitary transformation of the
initial state ρ(t) = Uˆt,−∞ρ(−∞)
(
Uˆt,−∞
)†
, where the Hermitian conju-
gate implies swapping time indices, i.e.
(
Uˆt,−∞
)†
= Uˆ−∞,t. Hence, an
observable at time t can be found from〈
Oˆ(t)
〉
=
1
Tr [ρ(t)]
Tr
[
Uˆ−∞,tOˆUˆt,−∞ρ(−∞)
]
. (A.11)
Therefore, it is clear that the expectation of any observable requires
the time evolution to run from a distant past, t = −∞, up to the
present time t at which stage the desired quantity is calculated, only
to be evolved back to the past. Hence, for a non-equilibrium system,
the backward time evolution must be taken into account. It is possible
to re-write the above equation as
〈
Oˆ(t)
〉
=
1
Tr [ρ(−∞)]Tr
[
Uˆ−∞,∞Uˆ∞,tOˆUˆt,−∞ρ(−∞)
]
. (A.12)
which plainly depicts a time evolution along a closed contour. It is
instructive to notice that only the knowledge of the initial state deter-
mined by ρ(−∞) is required. The closed time contour is illustrated in
Fig. A.1. It is made of two branches, forward and backward, which
are defined by the direction of time evolution. On each branch, there
are N discrete time steps δt. Because the contour is closed, there
are two fields at any given time. It is therefore convenient to use
them, instead of a single bosonic (fermionic) field φ, and label it by
its time and branch: one defined on the forward time contour φ+
and the other on the backward branch φ−. Note that these fields are
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not uncorrelated, and they should be contour ordered, i.e. fields on
the forward contour ought to appear first, and those on the backward
branch second. Additionally, any pair of fields should have a reversed
order on the backward contour.
Within the functional integration approach any observable can be ex-
pressed in the coherent state path integral form
〈X(t)〉 =
∫
D(φ¯φ)eiSX(t) (A.13)
where in the Keldysh formalism the quantity Z = ∫ D(φ¯φ)eiS equals
to one. It can, however, be useful to calculate Z in the presence
of external (causality violating) fields, as it can act as a generating
functional for correlation functions.
The idea, is to make use of this formalism and try to obtain the form
of the Green’s functions as read out from the action. This relates
to the fact that if one were to add classical fields, then the resulting
Green’s function would take the form identical to the matrix appear-
ing in the action.
For bosons, the action S adopts a structure
S =
∫ ∞
−∞
dν
2π
(
φ¯cl, φ¯q
) ( 0 [GA]−1[GR]−1 [G−1]K
)(
φcl
φq
)
(A.14)
where the new basis consists of a classical and a quantum field, φcl
and φq respectively, and is defined as φcl = (φ+ + φ−) /
√
2 and φq =
(φ+ − φ−) /
√
2. The retarded, advanced and Keldysh Green’s func-
tions are GR, GA and GK respectively. The zero classical-classical com-
ponent in the (inverse) Green’s functions matrix reflects the "causal-
ity"2, which states that for a classical field the action must vanish, i.e.
S[φcl, φq = 0] = 0. The absence of quantum fields is equivalent to say-
ing that the forward and backward components of bosonic fields are
identical. In effect, φ+ − φ− = 0 defines a limit where time evolution
is classical.
In the case of fermionic fields, one may want to apply an alternative
rotation to the action, φ1 = (φ+ + φ−) /
√
2, φ2 = (φ+ − φ−) /
√
2,
φ¯1 = (φ¯+ − φ¯−) /
√
2, φ¯2 = (φ¯+ + φ¯−) /
√
2, thus ensuring an identical
structure for the inverse Green’s functions and fermionic self-energies.
The action then becomes
S =
∫
dν(φ¯1, φ¯2)
([GR]−1 [G−1]K
0
[GA]−1
)(
φ1
φ2
)
. (A.15)
2 This terminology, although not ideal, was introduced by A. Kamenev, and hence I
shall follow it.
118 out-of-equilibrium treatment
The fermionic fields are represented by Grassmann variables and as
such they have no classical meaning. Additionally, φ¯ and φ are inde-
pendent fields. The present structure with a zero bottom-left compo-
nent is again a manifestation of causality.
In the main body of this appendix, an action related to a particu-
lar model will be written down, and we will attempt to calculate
the Green’s functions. There we shall find a certain complication —
the action will contain interacting (quartic) terms. These terms can
be dealt with using the Hubbard–Stratonovich transformation. This
method is introduced in the subsequent subsection.
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a.1.4 Hubbard–Stratonovich Transformation
The Hubbard-Stratonovich transformation is an approximate methodfor describing electron-electron interactions. At the expense of
introducing auxiliary bosonic fields in the form of a Gaussian inte-
gral, a four-operator term is decoupled into quadratic terms. Sub-
sequently, a simple mean-field approximation can be performed, by
firstly integrating out the fermions, and secondly computing saddle
point equations over auxiliary fields.
To begin with, in order to preserve causality, the Hubbard-Stratonovich
field has to meet the condition that ∆¯ = ∆∗ i.e. the bosonic field ∆¯
must be equal to the complex conjugate of ∆. To ensure that these
fields are complex conjugate of each other, one needs to rewrite the
four-fermion term as shown below, while defining popultions nc = c¯c
and nd = d¯d,
eiAℑ c¯cd¯d = exp
{
i
Aℑ
4
[
(nc + nd)
2 − (nc − nd)2
]}
(A.16)
= exp
{
i
Aℑ
4
(
n2 − s2)} (A.17)
i.e. the interaction term in decoupled in population channels, with
n = nc + nd and s = nc − nd. Since we expect populations to be
real numbers we used n¯c = nc and n¯d = nd. Here Aℑ is a purely
imaginary interaction constant, i.e. Aℑ = iAℜ, and so the exponential
becomes
exp{iAℑ c¯cd¯d} = exp{−Aℜ c¯cd¯d} = exp
{
−Aℜ
4
(
n2 − s2)} .
(A.18)
The next step is to apply Hubbard-Stratonovich transformation to n2
and s2 terms individually. This amounts to multiplying each four-
fermion term by a factor 1 which is written in a form of a Gaussian
integral. Hence, for s2
exp
{
Aℜ
4
s2
}
=
∫
D[∆s]e−
[
∆s− Aℜ2 s
]
1
Aℜ
[
∆s− Aℜ2 s
]
︸ ︷︷ ︸
=1
e+
Aℜ
4 s
2
(A.19)
which implies a shift ∆s 7→ ∆s − Aℜ2 s. For n2 term one has
exp
{
−Aℜ
4
n2
}
=
∫
D[∆n]e−
[
∆n−i Aℜ2 n
]
1
Aℜ
[
∆n−i Aℜ2 n
]
︸ ︷︷ ︸
=1
e−
Aℜ
4 n
2
(A.20)
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with a shift ∆n 7→ ∆n − i Aℜ2 n. Putting it altogether, the partition
function can be expressed as
Z = eiS = eiAℑ c¯ici d¯idi = e− Aℜ4 (n2i−s2i ) (A.21)
=
∫ ∫
D[∆i,s]D[∆i,n] exp
[
i
{ i
Aℜ
(
∆2i,n + ∆
2
i,s
)
+ ni · ∆i,n − isi∆i,s︸ ︷︷ ︸
=S
}]
with the final expression now being quadratic in the fermionic opera-
tors.
Let us consider an action involving a four-fermion term
S(c, d) =
3
∏
i=1
(∫
dνi
)
iA++c¯+(ν1)c+(ν1 + ν2)d¯+(ν2 + ν3)d+(ν3)
(A.22)
where A++ is a purely real number. Next, we define populations in
the electronic ground nc and excited nd states
nc++(ν2) =
∫
dν1 c¯+(ν1)c+(ν1 + ν2) (A.23)
nd++(ν2) =
∫
dν3d¯+(ν3 + ν2)d+(ν3) (A.24)
with nc++ notation indicating that c fields appeared on the forward
Keldysh branch. Thus, the action can be rewritten as
S(c, d) = i
∫
dν2A++n
c
++(ν2)n
d
++(ν2) (A.25)
= i
∫
dν2
A++
4
[
n2(ν2)− s2(ν2)
]
.
Applying the Hubbard-Stratonovich transformation, the exponent of
action becomes
exp {iS(c, d)} = exp
{
−A++
4
∫
dν2
(
n(ν2)
2 − s(ν2)2
)}
(A.26)
=
∫ ∫
D[∆n]D[∆s ] exp
{
i∑
i
∫
dν2 (
i
A++
[
(∆s++(ν2))
2 + (∆n++(ν2))
2
]
+ ∆n++(ν2)
(
nc++(ν2) + n
d
++(ν2)
)
− i∆s++(ν2)
(
nc++(ν2)− nd++(ν2)
))}
.
One could use this transformation to decouple six-operator terms in
the action. However, as we make a mean-field approximation for
the photons, the photon densities ψ¯ψ are replaced with a constant
nψMF . As a result, the six-operator expressions reduce to four-fermion
terms.
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a.2 master equation
In the main body of this thesis, we considered a closed system. Theground state of such a system was found by numerically diagonal-
ising the Hamiltonian, as well as by a method of free energy minimi-
sation. In real quantum systems dissipation of energy into the envi-
ronment is always present, and so one must develop a new approach
in order to theoretically investigate an open quantum system.
We began the project in this appendix with the aim of understand-
ing the coherence properties of systems out of equilibrium. The
idea was to develop a method, which would allow one to study
non-equilibrium characteristics of a system in the strong light-matter
coupling regime. A non-equilibrium approach in the weak coupling
regime has already been established in Ref. [107] in the context of a
master equation. Extending this method to strong coupling would,
however, be difficult. On the other hand, Keldysh path integrals
have been shown to work for strong coupling [108]. As such, our
initial aim is to reproduce the physics of weak light-matter coupling
strength in the language of Keldysh path integrals. In this way, we
would have the basis to extend our analysis to strong coupling, where
one could access photon correlation functions (and other quantities)
from the Green’s functions both below and above threshold as well as
within the weak and strong coupling regime. The work presented in
this appendix was done together with Dr. Kirton, under Dr. Keeling
supervision.
Similarly to Ref. [107], our first approach is to start from the master
equation and trace out the atoms. Consequently, this section as well
as Sec. A.3 can be seen as a summary of results presented in [107]
and put here for completeness. The second approach, will be to use
a fermionic representation for two-level systems, translate the Marko-
vian master equation to the functional integral representation of a
parition function, and subsequently resort to a saddle point analysis.
The general master equation for a driven–dissipative system can be
easily written down,
ρ˙ = −i[H0, ρ] + Lρ (A.27)
where the superoperator L contains contributions from incoherent
pumping, photon loss from the cavity, and the Lindblad describ-
ing photon and two-level system dynamics under the influence of
vibrational excitations. As we are working in a strong molecule-
vibrations regime, it is convenient to remove the explicit dynamics
of vibrational modes. By applying the polaron transform UHˆU† with
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U = exp
[
∑i
√
Sσzi (bi − b†i )
]
, the vibrational coupling is moved to the
exponent, i.e.
Hˆ = ∑
m
ωmψ
†
mψm + ∑
i
ǫ
2
σzi + ∑
i
Ω
(
b†i bi − S
)
(A.28)
+ ∑
i,m
g
(
σ+i ψme
2
√
S(bi−b†i ) + ψ†mσ−i e
−2√S(bi−b†i )
)
.
The constant shift ΩS can be ignored. We also change the notation
slightly, as compared to the main part of this thesis, to make it clearer
when one refers to the photon field ψ and when fermionic operators
c, d. Such an approach is discussed in Ref. [107], in the context of
a photon condensate, i.e. in the weak coupling light-matter regime.
As the authors point out, the timescale associated with the decay of
vibrational excitations is much faster than all the other rates, and
so one can expect a thermalised stationary vibrational state. Conse-
quently, one can ignore the effect of polaron transform on the decay
terms in the master equation by tracing out the vibrational degrees of
freedom.
The subsequent step is to develop a master equation in the Born-
Markov approximation, which would characterise the influence of a
vibrational bath on the dynamics of atoms and photons, while re-
garding g as a small parameter. Defining the polaron operators (vi-
brational shift) V = exp
[
2
√
S
(
bi − b†i
)]
and then expressing it in
terms of its thermal average and fluctuations, V = 〈V〉 + δV, one
effectively splits the Hamiltonian into the system Hamiltonian Hˆs, in-
teraction part Hˆint and the bath Hamiltonian HˆB, Hˆ = Hˆs + Hˆint+ HˆB,
with
Hˆs = ∑
m
ωmψ
†
mψm + ∑
i
ǫ
2
σzi +∑
i
g〈V〉
(
σ+i ψ+ ψ
†σ−i
)
(A.29)
Hˆint = g∑
i,m
(
σ+i ψmδV + ψ
†
mσ
−
i δV
†
)
(A.30)
HˆB = Ω ∑
i
b†i bi. (A.31)
Modes for the two-level system pump and decay baths as well as the
photon bath, will be included ad hoc in the Linblad terms.
In the Markov approximation, the future evolution of a state does not
depend on its past, and so the reduced density matrix for the system
can be expressed in the interaction picture as
˙˜ρ = −
∫ ∞
0
TrB
[
H˜int(t),
[
H˜int(t− τ), ρB ⊗ ρ˜(t)
]]
, (A.32)
where H˜int(t) = e
(Hs+HB)tHinte
−(Hs+HB)t. Another approximation which
we make here, is to assume that the environment is weakly coupled to
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the system (Born approximation), ρsB(t) ≈ ρ˜(t)⊗ ρB. Keeping terms
up to the order of g2, one finds
˙˜ρ = ∑
i,m
(
Γ(−δm)
2
L
[
ψ†mσ
−
i
]
ρ˜(t) +
Γ(δm)
2
L [ψmσ+i ] ρ˜(t)
)
(A.33)
where the Linblad superoperator is L[x]ρ = x†xρ − 2xρx† + ρx†x.
The relative detuning between the cavity frequency and the energy of
two-level systems is defined as δm = ωm − ǫ. We have also defined
rates Γ(−δm) = g2
∫ ∞
−∞ dt
〈
δV(t)δV†(0)
〉
eiδm·te−(ΓT+κ)|t| and Γ(δm) =
g2
∫ ∞
−∞ dt
〈
δ†V(t)δV(0)
〉
e−iδm·te−(ΓT+κ)|t|, as originating from correla-
tions of the fluctuating parts of polaron operators. The dephasing
rate of two-level systems is ΓT = (Γ↑ + Γ↓)/2. Additionally, the con-
tribution coming from exp (−κ|t|) will be neglected as the dephasing
is assumed to be significantly faster, i.e. ΓT ≫ κ.
Back in the Heisenberg picture, the resulting master equation de-
scribes the photon and the two-level system degrees of freedom,
ρ˙ = −i [Hs, ρ] +Lρ. (A.34)
The dissipation comes from the following processes: the coupling of
cavity modes to other modes existing outside the device (first term),
incoherent pumping (second and third terms) as well as processes
mediated by vibrational modes (last two terms),
Lρ = ∑
m
κ
2
L[ψm]ρ+∑
i,m
(
Γ↓
2
L[σ−i ] +
Γ↑
2
L[σ+i ] (A.35)
+
Γ(−δm)
2
L[ψ†mσ−i ] +
Γ(δm)
2
L[ψmσ+i ]
)
ρ.
Since this is a non-equilibrium problem, the treatment is rather in-
volved and requires some thought as to what approximations can be
made. We shall try several approaches and see what we learn from
each of them. Thus, as a starting point for this kind of calculation
we would like to be able to write down a Keldysh theory which is
equivalent to the master equation description.
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a.3 attempt at eliminating two-level systems
Following the method discussed in Ref. [107], our first approach is
to write an equation for the coupled photon modes by tracing out
atoms at the level of the master equation. Such an expression would
self-consistently describe the photon dynamics. The resultant bosonic
master equation would be simple to translate to a Keldysh action,
from which Green’s functions can be extracted.
Starting from the original master equation (A.34), we trace out the
atoms assuming that the density matrix factorises at all times, i.e. the
photon and atom states are uncorrelated ρ = ∑m,i ρ
photon
m ⊗ ρtlsi , while
the entanglement between atomic and vibrational states (introduced
via polaron transformation) remains. Thus the equation of motion
ρ˜ = Trσ[ρ] is
˙˜ρ = ∑
m
−igN〈V〉
[
〈σ−〉(ψ†mρ˜− ρ˜ψm) + 〈σ+〉(ψmρ˜− ρ˜ψ†m)
]
(A.36)
−
(
κ
2
L[ψm] + Γ(−δm)Npgg
2
L[ψ†m] +
Γ(δm)Npee
2
L[ψm]
)
ρ˜
where the sum over all sites has been replaced with the total number
of atoms N. Since this expression involves occupations of two-level
systems — the probability of an atom being in the excited state is
pee, and in the ground state pgg — one needs to ensure that the set
of equations can be closed. Tracing out two-level systems has not
removed them entirely from the equations. It is then possible to solve
for the steady state of the atom density matrix (κ → 0), assuming that
each two-level system sees the mean photon field ψi → λm which
gives
pee =
4g2〈V〉2 ∑m λm + Γ˜↑Γ˜T
8g2〈V〉2 ∑m λm + Γ˜↓Γ˜T
(A.37)
peg = 〈σ+〉 = −2ig〈V〉∑m λm(1− 2pee)
Γ˜T
(A.38)
where we have defined Γ˜T = Γ˜↑ + Γ˜↓ and
Γ˜↑ = Γ↑ + ∑
m
Γ(δm)λ
2
m (A.39)
Γ˜↓ = Γ↓ + ∑
m
Γ(−δm)λ2m. (A.40)
This approach has, however, a certain problem. By treating photons
as a mean field it is not obvious how to proceed with constructing
the Keldysh action: what should terms like ψρψ† look like? Thus,
we next turn our attention to a different treatment, introduced in the
following section.
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a.4 markovian keldysh action
The alternative procedure is to use the fermionic representationfor atoms and translate the full master equation to the Keldysh
action form, i.e. a functional integral representation of partition func-
tion [109]. In the limit of a large number of atoms, this partition
function can be evaluated using a saddle point approach.
To begin with, let us express spin degrees of freedom in terms of two
fermions cˆ and dˆ,
σ+ = dˆ† cˆ σ− = cˆ†dˆ σz = dˆ†dˆ− cˆ† cˆ (A.41)
subject to the constraint that each two-level system can only be occu-
pied by one excitation at a time cˆ† cˆ+ dˆ†dˆ = 1. The master equation
then becomes
ρ˙ = −i[H0, ρ]−∑
m,i
(
κ
2
L[ψˆm] + Γ↓
2
L[cˆ†i dˆi] +
Γ↑
2
L[dˆ†i cˆi] (A.42)
+
Γ(−δm)
2
L[ψˆ†m cˆ†i dˆi] +
Γ(δm)
2
L[ψˆmdˆ†i cˆi]
)
ρ.
where H0 = ∑m δmψˆ
†
mψˆm and the effect of g-term is included in the
rates.
Anticipating that regularisation of time-ordering will produce subtle
effects, we consider discrete time steps. In the Keldysh formalism, the
relation between a master equation and an action S can be expressed
in the following way (see e.g. [110])
S =
N
∑
l=1
iφ¯l(φl − φl−1)− iR(φ¯l, φl−1) (A.43)
where each field φl acts one time step earlier, indicated with sub-
script l, with N the number of time steps of length δt on each (for-
ward/backward) branch. The quantity R(φ¯l, φl−1) corresponds to the
correctly modified master equation. The modification follows certain
rules. Firstly, all terms in the master equation need to be normal or-
dered, while respecting the anticommutation relations of fermionic
operators and commutation relations of bosonic fields. Secondly,
since at any given time two fields are present on the closed time
contour, it is customary to redefine φl in terms of these fields: one
which exists on the forward contour φ+,l and one which resides on
the backward part φ−,l, where the direction of integration over time
is reversed. In the master equation, operators which occur before
the density matrix correspond to operators on the forward Keldysh
contour, while those which occur afterwards correspond to the back-
wards contour, i.e.
ψˆ†ψˆρ→ ψ¯+ψ+, ρψˆ†ψˆ→ ψ¯−ψ−, ψˆρψˆ† → ψ¯−ψ+ (A.44)
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and cyclic permutations were used in the last expression. The more
complicated fermionic term can be calculated as
dˆ† cˆρcˆ†dˆ→ c¯−c+ − c¯−d¯+d−c+. (A.45)
This rather elaborate way of rearranging terms, which possess a den-
sity matrix sandwiched between operators, is necessary to obtain a
causality-preserving form of an action. When promoted to an action,
operators become fields, i.e. ψ becomes a complex number and c (d)
become Grassmann numbers. Finally, bearing in mind that time runs
differently on the forward and backward contour, this action trans-
lates to
S =
2N
∑
l=1
iψ¯+,l [ψ+,l − ψ+,l−1] + iψ¯−,l−1 [ψ−,l−1− ψ−,l] +
+ic¯+,l [c+,l − c+,l−1] + ic¯−,l−1 [c−,l−1− c−,l] +
+id¯+,l [d+,l − d+,l−1] + id¯−,l−1 [d−,l−1 − d−,l] +
−i
{κ
2
[ψ¯+,lψ+,l−1− 2ψ¯−,l−1ψ+,l−1 + ψ¯−,l−1ψ−,l]
. . . all other terms from R}
Here the time step is assumed to be δt = 2T/N over a time range −T
and T, with N describing the total number of steps (not to be con-
fused with the total number of molecules, which shall not appear in
the rest of this appendix). Taking the Fourier transform φl ∼ ∑j φjeiνt
and φl−1 ∼ ∑j φjeiν(t−δt) with j = 2πlNδt , the action in frequency space
is
S = Nδt∑
j
iψ¯+,jψ+,j
(
1− eiνδt
δt
)
+ iψ¯−,jψ−,j
(
1− e−iνδt
δt
)
+
(A.46)
+ic¯+,jc+,j
(
1− eiνδt
δt
)
+ ic¯−,jc−,j
(
1− e−iνδt
δt
)
+
+id¯+,jd+,j
(
1− eiνδt
δt
)
+ id¯−,jd−,j
(
1− e−iνδt
δt
)
+
−i
{
other terms from R will also pick up e±iνδt
}
where νjδt = 2πl/N. In the end, we will take the continuum limit
δt → 0. However, for the time being, we need to keep track of cer-
tain finite time steps, as they will indicate which half-plane should
be closed for the complex integration over frequencies, when saddle
points will be calculated. One can absorb most of the phase factors
by a phase twist, except those in the time derivative where to phase
factor always survives. Thus, we multiply operator densities which lie
on the forward contour by e−iνδt and those that lie on the backward
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contour by e+iνδt. Consequently, all terms from the density matrix
lose the factor e±iνδt,
S = Nδt∑
j
iψ¯+,jψ+,j
(
e−iνδt − 1
δt
)
+ iψ¯−,jψ−,j
(
eiνδt − 1
δt
)
+
(A.47)
+ic¯+,jc+,j
(
e−iνδt − 1
δt
)
+ ic¯−,jc−,j
(
eiνδt − 1
δt
)
+
+id¯+,jd+,j
(
e−iνδt − 1
δt
)
+ id¯−,jd−,j
(
eiνδt − 1
δt
)
+
−i
{
other terms from R without any e±iνδt
}
.
The quadratic terms which come from R are easily written in fre-
quency space using Fourier transformation, i.e. S[φ] =
∫
C dt h(t),
where the Fourier transform of function h(t) is H(ν) =
∫
dt h(t)eiνt
and so the action becomes
S[φ] =
∫
C
dt
∫
dν
2π
e−iνtH(ν). (A.48)
Four and six operator terms are slightly more demanding, and need
the convolution theorem to be applied three or five times respectively,
e.g.
S[c, d] =
∫
C
dt d¯(t)d(t)c¯(t)c(t) (A.49)
where the integral is over Keldysh contour, and the action in fre-
quency space translates to
S[c, d] =
3
∏
i=1
(∫
dνi
2π
)
d¯(ν1)d(ν1 + ν2)c¯(ν2 + ν3)c(ν3). (A.50)
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The full Fourier transformed action ( 2πNδt ∑j →
∫
dν) is
S = ∑
m,i
{ 1
2π
∫
dν
(
iψ¯+(ν)ψ+(ν)
[
e−iνδt − 1
δt
− δm + κ
2
]
(A.51)
+ iψ¯−(ν)ψ−(ν)
[
eiνδt − 1
δt
+ δm +
κ
2
]
+ ic¯+(ν)c+(ν)
[
e−iνδt − 1
δt
+
Γ↑
2
]
+ ic¯−(ν)c−(ν)
[
eiνδt − 1
δt
+
Γ↑
2
]
+ id¯+(ν)d+(ν)
[
e−iνδt − 1
δt
+
Γ˜↓
2
]
+ id¯−(ν)d−(ν)
[
e−iνδt − 1
δt
+
Γ˜↓
2
]
− iκψ¯−ψ+ − iΓ˜↓d¯−(ν)d+(ν)− iΓ↑c¯−(ν)c+(ν)
)
+
+
−i
(2π)3
∫ ∫ ∫
dνdν1dν2
(
− Γ(δm)
2
ψ¯+(ν)ψ+(ν+ ν1)c¯+(ν1 + ν2)c+(ν2)+
− Γ(δm)
2
ψ¯−(ν)ψ−(ν+ ν1)c¯−(ν1 + ν2)c−(ν2)+
+ Γ(δm)ψ¯−(ν)ψ+(ν+ ν1)c¯−(ν1 + ν2)c+(ν2)+
− Γ(−δm)
2
ψ¯+(ν)ψ+(ν+ ν1)d¯+(ν1 + ν2)d+(ν2)+
− Γ(−δm)
2
ψ¯−(ν)ψ−(ν+ ν1)d¯−(ν1 + ν2)d−(ν2)+
+ Γ(−δm)ψ¯+(ν)ψ−(ν+ ν1)d¯−(ν1 + ν2)d+(ν2)+
+
Γ˜↓ + Γ↑
2
c¯+(ν)c+(ν+ ν1)d¯+(ν1 + ν2)d+(ν2)+
+
Γ˜↓ + Γ↑
2
c¯−(ν)c−(ν+ ν1)d¯−(ν1 + ν2)d−(ν2)+
− Γ˜↓c¯+(ν)c−(ν+ ν1)d¯−(ν1 + ν2)d+(ν2)+
− Γ↑c¯−(ν)c+(ν+ ν1)d¯+(ν1 + ν2)d−(ν2)
)
+
+
−i
(2π)5
∫ ∫ ∫ ∫ ∫
dνdν1dν2dν3dν4
(
[
Γ(−δm) + Γ(δm)
2
]
c¯+(ν)c+(ν+ ν1)d¯+(ν1 + ν2)d+(ν2 + ν3)·
· ψ¯+(ν3 + ν4)ψ+(ν4)+
+
[
Γ(−δm) + Γ(δm)
2
]
c¯−(ν)c−(ν+ ν1)d¯−(ν1 + ν2)d−(ν2 + ν3)
· ψ¯−(ν3 + ν4)ψ−(ν4)+
− [Γ(−δm)] c¯+(ν)c−(ν+ ν1)d¯−(ν1 + ν2)d+(ν2 + ν3)ψ¯+(ν3 + ν4)ψ−(ν4)
− [Γ(δm)] c¯−(ν)c+(ν+ ν1)d¯+(ν1 + ν2)d−(ν2 + ν3)ψ¯−(ν3 + ν4)ψ+(ν4)
)}
.
The new dacay rate is defined as Γ˜↓ = Γ↓ + Γ(−δm), and the sub-
scripts labelling photon mode m and atomic site i have been dropped
for convenience.
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It is important to note, that the above action has been derived for
fermions, and so the single-occupancy constraint which two-level sys-
tems (spins) obey, does not hold. Therefore, when interpreting results,
one needs to be aware that states corresponding to zero or doubly oc-
cupied levels might show up, and need to be disregarded on the basis
of being unphysical for atoms (two-level systems).
Next we shall consider the mean field treatment for the photon field
and thus replace ψ†mψm → nMFψ . In other words we rely on the as-
sumption that a spatially constant field is energetically more favourable
than a varying one. Hence, δm will now describe the detuning of a sin-
gle mode which acquires a macroscopic occupation. Since in the end
we will be interested in the normal state, i.e. regime below threshold,
we can set nMFψ = 0. Alternatively, we could keep photon expectations
up until saddle point formalism, which would yield a self-consistency
equation for the photon operator, and thus ψsaddle point = 0, as there
would be no terms linear in ψ. Although we start in the normal state,
we hope to approach threshold and learn something about the insta-
bility.
The action derived above contains terms which are products of four
fermion operators. These are difficult to deal with and so we resort
to the Hubbard-Stratonovich transformation to replace these with
quadratic fermion terms, at the expense of introducing an auxiliary
bosonic field which couples to the fermions. Depending on the prob-
lem at hand, one can choose to decouple interaction in the density,
Cooper or exchange channels [111]. Here we shall be primarily fo-
cused on normal state properties, and as such we will choose to de-
couple the four fermion operator in density channels, see Sec. A.1.4.
Thus, for each term with four operators we define populations nd =
d¯d (nc = c¯c) and hence n = nc + nd and s = nc− nd. Subsequently, we
apply the Hubbard-Stratonovich transformation separately to n and
s. Below we consider a characteristic example of the decoupling, and
so a similar procedure needs to be done for the ++, +−, −+ and
−− sectors,
Z = eiS = eiAℑ c¯ici d¯idi = e− Aℜ4 (n2i−s2i ). (A.52)
In the following discussions it will be necessary to know which quan-
tities appearing in the action are real and which imaginary, since this
determines whether a certain term leads to decay or an energy shift.
Hence, we use a notation to explicitly note when the interaction term
is real Aℜ or imaginary Aℑ, where Aℜ = −iAℑ. Using shifts
∆i,s 7→ ∆i,s − Aℜ
2
si (A.53)
∆i,n 7→ ∆i,n − i Aℜ
2
ni (A.54)
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the equation can be written in the following way
Z =
∫ ∫
D[∆i,s]D[∆i,n] exp
[
i
{ i
Aℜ
(
∆2i,n + ∆
2
i,s
)
+ ni · ∆i,n − isi∆i,s︸ ︷︷ ︸
=S
}]
.
(A.55)
The auxiliary bosonic fields ∆n (∆s) are real. Since ∆s, which informs
one about the population differences, appears as an imaginary quan-
tity in the action, we expect it to lead to decay. Conversely, the other
bosonic field, ∆n, will lead to energy (population) shifts as it is real
in the action.
The transformed action in the forward/backward-contour basis is
S = ∑
i
{ ∫
dν { (A.56)
+
(
c¯+(ν), c¯−(ν)
)  12π
(
i e
−iνδt−1
δt + i
Γ↑
2
)
0
−i 12πΓ↑ 12π
(
i e
iνδt−1
δt + i
Γ↑
2
)

(c+(ν)
c−(ν)
)
+
(
d¯+(ν), d¯−(ν)
) 12π
(
i e
−iνδt−1
δt + i
Γ˜↓
2
)
0
−i 12π Γ˜↓ 12π
(
i e
iνδt−1
δt + i
Γ˜↓
2
)

(d+(ν)
d−(ν)
)

+
∫
dν1
{ i
A++
[
(∆n++)
2 + (∆s++)
2
]
+
i
A−−
[
(∆n−−)2 + (∆s−−)2
]
+
+
i
A+−
[
(∆n+−)2 + (∆s+−)2
]
+
i
A−+
[
(∆n−+)2 + (∆s−+)2
] }
+
∫
dν1
{ ∫
dν
(
c¯+(ν), c¯−(ν)
) (∆n++ − i∆s++ ∆n+− − i∆s+−
∆n−+ − i∆s−+ ∆n−− − i∆s−−
)(
c+(ν+ ν1)
c−(ν+ ν1)
)
+
+
∫
dν2
(
d¯+(ν1 + ν2), d¯−(ν1 + ν2)
) (∆n++ + i∆s++ ∆n−+ + i∆s−+
∆n+− + i∆s+− ∆n−− + i∆s−−
)(
d+(ν2)
d−(ν2)
)}}
where the interaction constants are defined as
A++ =
−1
(2π)3
Γ˜↓ + Γ↑
2
A−− =
−1
(2π)3
Γ˜↓ + Γ↑
2
(A.57)
A+− =
1
(2π)3
Γ˜↓ A−+ =
1
(2π)3
Γ↑.
Here, all ∆ fields are dependent on ν1. This form of the action is
a result of doing four Hubbard-Stratonovich decompositions in the
four sectors.
In order to be able to identify Green’s functions within the action, we
make a Keldysh rotation to the Grassmann numbers,
φ1 =
1√
2
(φ+ + φ−) φ2 =
1√
2
(φ+ − φ−) (A.58)
φ¯1 =
1√
2
(φ¯+ − φ¯−) φ¯2 = 1√
2
(φ¯+ + φ¯−). (A.59)
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It is instructive to notice that φ¯ and φ are independent Grassmann
fields, i.e. they are not conjugate pairs, and that they have no classical
meaning. As such, before writing saddle point equations, these fields
must be integrated out. This rotation yields
S = ∑
i
∫
dν
{(
c¯1(ν), c¯2(ν)
) 1
2π
G−1c,0
(
c1(ν)
c2(ν)
)
(A.60)
+
(
d¯1(ν), d¯2(ν)
) 1
2π
G−1d,0
(
d1(ν)
d2(ν)
)}
+
∫
dν1
{ i
A++
[
(∆n++)
2 + (∆s++)
2
]
+
i
A−−
[
(∆n−−)2 + (∆s−−)2
]
+
+
i
A+−
[
(∆n+−)2 + (∆s+−)2
]
+
i
A−+
[
(∆n−+)2 + (∆s−+)2
] }
+
∫
dν1
{ ∫
dν
(
c¯1(ν), c¯2(ν)
) C∆(ν1)
(
c1(ν+ ν1)
c2(ν+ ν1)
)
+
∫
dν2
(
d¯1(ν1 + ν2), d¯2(ν1 + ν2)
) D∆(ν1)
(
d1(ν2)
d2(ν2)
)}
and the matrices are
Gc,0 = 1
P2 + Q2 − Γ↑P+
(
Γ↑
2
)2
(
Q(ν)− i Γ↑2 iP(ν)− iΓ↑
iP Q(ν) + i
Γ↑
2
)
(A.61)
Gd,0 = 1
P2 + Q2 − Γ˜↓P+
(
Γ˜↓
2
)2
(
Q(ν)− i Γ˜↓2 iP(ν)− iΓ˜↓
iP Q(ν) + i
Γ˜↓
2
)
(A.62)
Q = sin(νδt)/δt, P =
1− cos(νδt)
δt
(A.63)
with
C∆ = (A.64)

1
2 [(∆
n
++ − i∆s++)− (∆n−− − i∆s−−) 12 [(∆n++ − i∆s++) + (∆n−− − i∆s−−)
+(∆n+− − i∆s+−)− (∆n−+ − i∆s−+) −(∆n+− − i∆s+−)− (∆n−+ − i∆s−+)]
1
2 [(∆
n
++ − i∆s++) + (∆n−− − i∆s−−) 12 [(∆n++ − i∆s++)− (∆n−− − i∆s−−)
+(∆n+− − i∆s+−) + (∆n−+ − i∆s−+)] −(∆n+− − i∆s+−) + (∆n−+ − i∆s−+)]


D∆ = (A.65)

1
2 [(∆
n
++ + i∆
s
++)− (∆n−− + i∆s−−) 12 [(∆n++ + i∆s++) + (∆n−− + i∆s−−)
−(∆n+− + i∆s+−) + (∆n−+ + i∆s−+) −(∆n+− + i∆s+−)− (∆n−+ + i∆s−+)]
1
2 [(∆
n
++ + i∆
s
++) + (∆
n−− + i∆s−−) 12 [(∆
n
++ + i∆
s
++)− (∆n−− + i∆s−−)
+(∆n+− + i∆s+−) + (∆n−+ + i∆s−+)] +(∆n+− + i∆s+−)− (∆n−+ + i∆s−+)]


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In the continuum limit limδt→0 iP→ 0 and causality is obeyed.
Since the decoupling fields are real quantities in the action, C∆ and
D∆ will describe energy shifts. Also, it can be noticed that the last two
matrices differ by the sign in front of ∆s, and also the diagonal terms
are swapped. This variation comes about from the arrangement of
c¯+c−d¯−d+ and c¯−c+d¯+d− in Eq. (A.51).
In the given basis for Grassmann fields, causality requires that the
bottom left component in each matrix vanishes,
∆n++ + ∆
n−− = −(∆n+− + ∆n−+) (A.66)
∆s++ + ∆
s−− = −(∆s+− + ∆s−+).
This reflects the fact that when c+ = c− and d+ = d− the action is
zero as the contributions from the forward and backward contours
cancel out.
Let us now apply a rotation without assuming that the causality is
obeyed. This will enable us to determine whether the saddle point
equations are compatible with causality condition, i.e. if the causal-
ity breaking terms will go to zero when saddle point equations are
computed. The rotation
∆++ ∆+−
∆−+ ∆−−

 = 1
2

 1 1
−1 1



∆R ∆K
∆K¯ ∆A



1 1
1 −1

 (A.67)
will allow us to define fields in the following way:
∆R =
1
2
(∆++ − ∆−− + ∆+− − ∆−+)
∆A =
1
2
(∆++ − ∆−− − ∆+− + ∆−+)
∆K =
1
2
(∆++ + ∆−− − ∆+− − ∆−+)
∆K¯ =
1
2
(∆++ + ∆−− + ∆+− + ∆−+)
∆++ =
1
2
(
∆K + ∆K¯ + ∆R + ∆A
)
∆−− =
1
2
(
∆K + ∆K¯ − ∆R − ∆A
)
∆+− =
1
2
(
−∆K + ∆K¯ + ∆R − ∆A
)
∆−+ =
1
2
(
−∆K + ∆K¯ − ∆R + ∆A
)
for n and s alike. Hence,
C˜∆ =

∆Rn − i∆Rs ∆Kn − i∆Ks
∆K¯n − i∆K¯s ∆An − i∆As

 =

ΣR− ΣK−
ΣK¯− ΣA−

 (A.68)
D˜∆ =

∆An + i∆As ∆Kn + i∆Ks
∆K¯n + i∆
K¯
s ∆
R
n + i∆
R
s

 =

ΣA+ ΣK+
ΣK¯+ Σ
R
+

 (A.69)
Just as before, the difference between C˜∆ and D˜∆ comes through the
opposite signs in front of ∆s as well as exchanged diagonal elements
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∆R ↔ ∆A. Note that Σ± are not self-energies, as they involve gain
and losses.
Indeed, in order to obtain physically meaningful results we need to
satisfy the causality. For the time being, however, we will keep the
causality breaking term, and only once it becomes clear that ∆K¯ = 0
is a solution, will we set it to zero.
Hence, the action takes the form
S = ∑
i
∫
dν
{
c¯(ν)
1
2π
G−1c,0 (ν) c(ν) + d¯(ν)
1
2π
G−1d,0 (ν) d(ν)
}
+
(A.70)
+ ∑
i
∫
dν1
{
i/4
A++
[(
∆Kn + ∆
K¯
n + ∆
R
n + ∆
A
n
)2
+
(
∆Ks + ∆
K¯
s + ∆
R
s + ∆
A
s
)2]
+
i/4
A−−
[(
∆Kn + ∆
K¯
n − ∆Rn − ∆An
)2
+
(
∆Ks + ∆
K¯
s − ∆Rs − ∆As
)2]
+
i/4
A+−
[(
−∆Kn + ∆K¯n + ∆Rn − ∆An
)2
+
(
−∆Ks + ∆K¯s + ∆Rs − ∆As
)2]
+
i/4
A−+
[(
−∆Kn + ∆K¯n − ∆Rn + ∆An
)2
+
(
−∆Ks + ∆K¯s − ∆Rs + ∆As
)2] }
+ ∑
i
∫
dν1
{ ∫
dν c¯(ν) C˜∆(ν1) c(ν+ ν1)
+
∫
dν2 d¯(ν1 + ν2) D˜∆(ν1) d(ν2)
}
The next step is to find an expression for the action, which only in-
volves bosonic fields, i.e. integrate out fermions. The frequency de-
pendence, though, significantly complicates the expression. Hence,
we are going to make an assumption that the saddle point values of
∆ are time independent (delta function in frequency space), and thus
correspond to static saddle points. It is not clear, however, if this ap-
proach correctly describes the physical state. As such, we shall find
the static saddle points and compare them with the corresponding
results from a density matrix to see if they makes sense.
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The action with static fields which describes the below threshold
regime is
S = ∑
i
( ∫
dν
{
c¯(ν)
[
1
2π
G−1c,0 (ν) + 2πC˜∆(0)
]
c(ν) (A.71)
+d¯(ν)
[
1
2π
G−1d,0 (ν) + 2πD˜∆(0)
]
d(ν)
}
+
πi/2
A++
[(
∆Kn + ∆
K¯
n + ∆
R
n + ∆
A
n
)2
+
(
∆Ks + ∆
K¯
s + ∆
R
s + ∆
A
s
)2]
+
πi/2
A−−
[(
∆Kn + ∆
K¯
n − ∆Rn − ∆An
)2
+
(
∆Ks + ∆
K¯
s − ∆Rs − ∆As
)2]
+
πi/2
A+−
[(
−∆Kn + ∆K¯n + ∆Rn − ∆An
)2
+
(
−∆Ks + ∆K¯s + ∆Rs − ∆As
)2]
+
πi/2
A−+
[(
−∆Kn + ∆K¯n − ∆Rn + ∆An
)2
+
(
−∆Ks + ∆K¯s − ∆Rs + ∆As
)2] )
where we pick up 2π because we lose the integral over ν1.
It is therefore straightforward to integrate out fermions using the fol-
lowing:
Z = 1
Tr(ρ)
∫
D[c] exp
{
i c¯
(
1
2π
G−1c,0 + 2πC∆
)
c
}
=
1
Tr(ρ)
det
(
i
1
2π
G−1c,0 + i2πC∆
)
= det
(
1+ (2π)2Gc,0 · C∆
)
= eTr[ln(1+(2π)
2Gc,0·C∆)]
= ei(−i) ln[det(1+(2π)
2Gc,0·C∆)] (A.72)
Hence, the normal state action is
Sstat = ∑
i
(
2π
Nδt ∑ν
(−i ln(det(1+ 4π2Gc,0C˜∆))− i ln(det(1+ 4π2Gd,0D˜∆)))+
(A.73)
+
πi/2
A++
[(
∆Kn + ∆
K¯
n + ∆
R
n + ∆
A
n
)2
+
(
∆Ks + ∆
K¯
s + ∆
R
s + ∆
A
s
)2]
+
πi/2
A−−
[(
∆Kn + ∆
K¯
n − ∆Rn − ∆An
)2
+
(
∆Ks + ∆
K¯
s − ∆Rs − ∆As
)2]
+
πi/2
A+−
[(
−∆Kn + ∆K¯n + ∆Rn − ∆An
)2
+
(
−∆Ks + ∆K¯s + ∆Rs − ∆As
)2]
+
πi/2
A−+
[(
−∆Kn + ∆K¯n − ∆Rn + ∆An
)2
+
(
−∆Ks + ∆K¯s − ∆Rs + ∆As
)2] )
A.4 markovian keldysh action 135
Saddle point solutions for ∆ correspond to the extrema of action,
and as such are found by differentiating the action with respect to
each field and setting it to zero, i.e. ∂S∂∆j = 0 ≡ ∑
N
i
∂Si
∂∆j
. The equiv-
alence stands because sites are not coupled, i.e. i is not coupled to
i+ 1.
As will be discussed in Sec. A.6.2, including causality factors has
shown us that there is a finite contribution to the integral coming
from behaviour at large frequencies −iπ/2, not captured by the naive
continuum limit where P → 0, Q → ν. The saddle point equations
read
∆Kn =
(Γ˜↓ − Γ↑)
[
Γ↑(∆An − ∆K¯n − ∆Rn ) + Γ˜↓(∆An + ∆K¯n − ∆Rn )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.74)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2i
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
{
− iπ/2
+
∫
dν
[
iΓ↑ + 4π2Σ−K
ζc
+
iΓ˜↓ + 4π2Σ+K
ζd
]}
which came from differentiating the action with respect to ∆K¯n , simi-
larly the s-field
∆Ks =
(Γ˜↓ − Γ↑)
[
Γ↑(∆As − ∆K¯s − ∆Rs ) + Γ˜↓(∆As + ∆K¯s − ∆Rs )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.75)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
∫
dν
[
iΓ↑ + 4π2Σ−K
ζc
− iΓ˜↓ + 4π
2Σ+K
ζd
]
.
Here the large ν contributions coming from c and d have cancelled out.
In a similar fashion, differentiation with respect to ∆Ks yields
∆K¯s =
(Γ˜↓ − Γ↑)
[
Γ↑(∆As + ∆Ks − ∆Rs ) + Γ˜↓(∆As − ∆Ks − ∆Rs )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.76)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
∫ +∞
−∞
dν
[
4π2Σ−¯
K
ζc
− 4π
2Σ+
K¯
ζd
]
and for the n-field
∆K¯n =
(Γ˜↓ − Γ↑)
[
Γ↑(∆An + ∆Kn − ∆Rn ) + Γ˜↓(∆An − ∆Kn − ∆Rn )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.77)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2i
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
{
−iπ/2+
∫
dν
[
4π2Σ−¯
K
ζc
+
4π2Σ+
K¯
ζd
]}
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For the other Hubbard-Stratonovich fields there is no contribution
from large ν,
∆An =
(Γ˜↓ − Γ↑)
[
Γ↑(−∆K¯n + ∆Kn − ∆Rn ) + Γ˜↓(−∆K¯n + ∆Kn + ∆Rn )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.78)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑(−8π
2i)
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
∫
dν
{
−iΓ↑ + 8π2Σ−A + 2ν
ζc
+
iΓ˜↓ + 8π2Σ+A + 2ν
ζd
}
∆Rn =
(Γ˜↓ − Γ↑)
[
Γ↑(∆K¯n − ∆Kn − ∆An ) + Γ˜↓(∆K¯n − ∆Kn + ∆An )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.79)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑(−8π
2i)
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
∫
dν
{
iΓ↑ + 8π2Σ−R + 2ν
ζc
+
−iΓ˜↓ + 8π2Σ+R + 2ν
ζd
}
∆Rs =
(Γ˜↓ − Γ↑)
[
Γ↑(∆K¯s − ∆Ks − ∆As ) + Γ˜↓(∆K¯s − ∆Ks + ∆As )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.80)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑8π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
∫
dν
{
−iΓ↑ − 8π2Σ−R − 2ν
ζc
+
−iΓ˜↓ + 8π2Σ+R + 2ν
ζd
}
∆As =
(Γ˜↓ − Γ↑)
[
Γ↑(−∆K¯s + ∆Ks − ∆Rs ) + Γ˜↓(−∆K¯s + ∆Ks + ∆Rs )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
(A.81)
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑8π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
∫
dν
{
iΓ↑ − 8π2Σ−A − 2ν
ζc
+
iΓ˜↓ + 8π2Σ+A + 2ν
ζd
}
.
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The above four saddle point equations were obtained by differenti-
ating the action with respect to ∆Rn , ∆
A
n , ∆
A
s , ∆
R
s respectively. Here
Σ±
j∈K,K¯,A,R = ∆
j
n ± i∆js
ζc = Γ
2
↑ + 8π
2Γ↑
(
iΣ−A − 2iΣ−¯K − iΣ−R
)
+
1
4
(4π)4
(−Σ−¯
K
Σ−K + Σ
−
AΣ
−
R
)
(A.82)
+ (4π)2
(
Σ−A + Σ
−
R
)
ν+ (2ν)2
ζd = Γ˜
2
↓ + 8π
2Γ˜↓
(−iΣ+A − 2iΣ+K¯ + iΣ+R )+ 14 (4π)4 (−Σ+K¯ Σ+K + Σ+AΣ+R )
(A.83)
+ (4π)2
(
Σ+A + Σ
+
R
)
ν+ (2ν)2
Having calculated the saddle point equations, we wish to verify the
equation for ∆K¯. By demanding ∆K¯n = 0 and ∆
K¯
s = 0 one obtains a
strange fluctuation–dissipation equation,
∆Kn = −
ΓT
γ
(
∆An − ∆Rn
)
− i
4π
ΓT
[(
ΓT
γ
)2
− 1
]
(A.84)
with ΓT = Γ↑ + Γ˜↓ and γ = Γ↑ − Γ˜↓. The peculiar second term comes
from the large frequency behaviour.
For completeness, let us find the retarded, advanced and Keldysh
Green’s functions in terms of ∆-fields. In {φ1, φ2} basis, the action
takes the form
S =
∫
dν(φ¯1, φ¯2)
([GR]−1 [G−1]K
0
[GA]−1
)(
φ1
φ2
)
(A.85)
and can be equated with Eq. (A.71). As we will find out in the next
section, correlation functions are more easily accessible in {φ+, φ−}
basis,
〈φαφβ〉 =
∫
D[φ1, φ2]φαφβeiS[φ1,φ2]. (A.86)
Rotating the action back to the original basis one obtains
S =
∫
dν
1
2
(c¯+, c¯−)
(
1 1
−1 1
)([GR]−1 [D−1]K
0
[GA]−1
)(
1 1
1 −1
)(
c+
c−
)
(A.87)
=
∫
dν(c¯+ , c¯−) G−1c
(
c+
c−
)
138 out-of-equilibrium treatment
with
G−1c = (A.88)
 12
([GR]−1 + [D−1]K + [GA]−1) 12 ([GR]−1− [D−1]K − [GA]−1)
1
2
(
− [GR]−1 − [D−1]K + [GA]−1) 12 (− [GR]−1 + [D−1]K − [GA]−1)

 .
The part for d-operators has exactly the same form with the matrix
G−1d . The action expressed in forward/backward basis is
S = ∑
i
∫
dν
{(
c¯+(ν), c¯−(ν)
)
Mc
(
c+(ν)
c−(ν)
)
+ (A.89)
+
(
d¯+(ν), d¯−(ν)
)
Md
(
d+(ν)
d−(ν)
)}
+
2πi
A++
[(
1
2
(
∆Kn + ∆
K¯
n + ∆
R
n + ∆
A
n
))2
+
(
1
2
(
∆Ks + ∆
K¯
s + ∆
R
s + ∆
A
s
))2]
+
+
2πi
A−−
[(
1
2
(
∆Kn + ∆
K¯
n − ∆Rn − ∆An
))2
+
(
1
2
(
∆Ks + ∆
K¯
s − ∆Rs − ∆As
))2]
+
+
2πi
A+−
[(
1
2
(
−∆Kn + ∆K¯n + ∆Rn − ∆An
))2
+
(
1
2
(
−∆Ks + ∆K¯s + ∆Rs − ∆As
))2]
+
+
2πi
A−+
[(
1
2
(
−∆Kn + ∆K¯n − ∆Rn + ∆An
))2
+
(
1
2
(
−∆Ks + ∆K¯s − ∆Rs + ∆As
))2]
where
Mc = (A.90)

1
2π (ν+ i
Γ↑
2 )+ 0+
+π
(
∆Kn + ∆
K¯
n + ∆
R
n + ∆
A
n − i()s
)
+π
(
−∆Kn + ∆K¯n + ∆Rn − ∆An − i()s
)
1
2π
(−iΓ↑)+ 12π (−ν+ i Γ↑2 )+
+π
(
−∆Kn + ∆K¯n − ∆Rn + ∆An − i()s
)
+π
(
∆Kn + ∆
K¯
n − ∆Rn − ∆An − i()s
)


and
Md = (A.91)

1
2π (ν+ i
Γ˜↓
2 )+ 0+
+π
(
∆Kn + ∆
K¯
n + ∆
R
n + ∆
A
n + i()s
)
+π
(
−∆Kn + ∆K¯n − ∆Rn + ∆An + i()s
)
1
2π
(−iΓ˜↓)+ 12π (−ν+ i Γ˜↓2 )+
+π
(
−∆Kn + ∆K¯n + ∆Rn − ∆An + i()s
)
+π
(
∆Kn + ∆
K¯
n − ∆Rn − ∆An + i()s
)


.
The notation ()s indicates that one has the same arrangement of ∆s-
fields as ∆n. By equating G−1c with Mc and G−1d with Md, and solving
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four simultaneous equations (for each Mc and Md) for the Green’s
functions one finds
GRc (t, t) =
∫
dν
2π
2π(
ν+ i
Γ↑
2 + (2π)
2Σ−R
) = ∫ dν
2π
GRc (ν) (A.92)
GAc (t, t) =
∫
dν
2π
2π(
ν− i Γ↑2 + (2π)2Σ−A
)
DˇKc (t, t) =
∫
dν
2π
−2π (iΓ↑ + (2π)2Σ−K )(
ν+ i
Γ↑
2 + (2π)
2Σ−R
) (
ν− i Γ↑2 + (2π)2Σ−A
)
Hence, let us define
DKc (t, t) = −DˇKc (t, t) (A.93)
=
∫
dν
2π
2π
(
iΓ↑ + (2π)2Σ−K
)(
ν+ i
Γ↑
2 + (2π)
2Σ−R
) (
ν− i Γ↑2 + (2π)2Σ−A
) .
One must remember that this form does not include contributions
coming from the large ν behaviour. These shall be considered later.
The Green’s functions for the d-part are:
GRd (t, t) =
∫
dν
2π
2π(
ν+ i
Γ˜↓
2 + (2π)
2Σ+A
) (A.94)
GAd (t, t) =
∫
dν
2π
2π(
ν− i Γ˜↓2 + (2π)2Σ+R
)
DˇKd (t, t) =
∫
dν
2π
−2π (iΓ˜↓ + (2π)2Σ+K )(
ν+ i
Γ˜↓
2 + (2π)
2Σ+A
) (
ν− i Γ˜↓2 + (2π)2Σ+R
)
and define
DKd (t, t) = −DˇKd (t, t) (A.95)
=
∫
dν
2π
2π
(
iΓ˜↓ + (2π)2Σ+K
)(
ν+ i
Γ˜↓
2 + (2π)
2Σ+A
) (
ν− i Γ˜↓2 + (2π)2Σ+R
) .
We can spot the following relations between retarded and advanced
Green’s functions
GRc (t, t) = −GAc (t, t), GRc (ν) = −GAc (−ν) (A.96)
provided Σ−R = −Σ−A . Similarly for GRd .
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a.5 comparison with density matrix approach
In this section we aim to calculate the fluctuation spectrum from amaster equation of a two-level systems with no photon field. In
this way, we wish verify the form of fluctuation–dissipation relation
obtained from Keldysh formalism, bearing in mind that the path in-
tegral approach did not contain the single-occupancy condition, and
as such some of the results might be unphysical for atoms.
The fluctuation spectrum can be found from the correlation of system
operators
I(ν) =
∫ +∞
−∞
dτeiντ〈σ+(τ)σ−(0)〉 = 2ℜ
[∫ +∞
0
dτeiντ
〈
σ+(τ)σ−(0)
〉]
(A.97)
and then compared to Eq. (A.84), which was obtained by demanding
that the causality condition is obeyed. In this section we wish to iden-
tify equations for the sum of populations as well as their difference
using the master equation approach and correlation functions∫ +∞
−∞
dν
2π
e−iν0 I(ν) =
∫ +∞
−∞
dν
2π
2ℜ
[∫ +∞
0
dτeiντ
〈[
σ+(τ), σ−(0)
]〉]
(A.98)
and ∫ +∞
−∞
dν
2π
I(ν) =
∫ +∞
−∞
dν
2π
2ℜ
[∫ +∞
0
dτeiντ
〈{
σ+(τ), σ−(0)
}〉]
(A.99)
where the integral over frequencies implies equal time correlations
〈σ+(0), σ−(0)〉. The commutator tells us about the spectral density
(which can be identified with ∆s), whereas the anticommutator about
the population density (hence similar to ∆n). Subsequently we wish
to compare them with the causality violating saddle point equations,
expressed in terms of Green’s functions and thus integrals over fre-
quency.
Let us consider a master equation for atoms in the absence of a pho-
ton field and driving, i.e. two-level systems are only coupled to the
thermal reservoir of radiation
∂
∂t
ρ(t) = −i [H, ρ] +Lρ (A.100)
One can ignore [H, ρ] because the terms in the Hamiltonian relate to
populations σz, and as such will not contribute to transitions, i.e. we
can always set the system in a rotating frame. Hence
ρ˙ = ∑
i,m
−Γ↑
2
(
σ−i σ
+
i ρ− 2σ+i ρσ−i + ρσ−i σ+i
)
(A.101)
− Γ↓
2
(
σ+i σ
−
i ρ− 2σ−i ρσ+i + ρσ+i σ−i
)
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with σ+ = dˆ† cˆ and σ− = cˆ†dˆ as before, with the condition cˆ† cˆ+ dˆ†dˆ =
1.
In order to calculate the fluctuation spectrum we need to evaluate
two-time correlation functions. Quantum regression theorem allows
one to relate two-time correlation function to the evolution of a den-
sity matrix. Using 〈σ+〉 = Tr(σ+ρ) and ddt 〈σ+〉 = Tr(σ+ ddtρ), one
finds expressions for the time evolution
d
dt
〈σ+〉 = −Γ↑ + Γ↓
2
〈σ+〉 (A.102)
d
dt
〈σ−〉 = −Γ↑ + Γ↓
2
〈σ−〉. (A.103)
It follows that
d
dτ
〈σ+(t+ τ)σ−(t)〉 = −Γ↑ + Γ↓
2
〈σ+(t+ τ)σ−(t)〉 (A.104)
d
dτ
〈σ−(t+ τ)σ+(t)〉 = −Γ↑ + Γ↓
2
〈σ−(t+ τ)σ+(t)〉.
The simple solution is (set t = 0)
〈σ+(τ)σ−(0)〉 = 〈σ+(0)σ−(0)〉e−
Γ↑+Γ↓
2 τ, (A.105)
identically for 〈σ−(τ)σ+(0)〉. The stationary state 〈σ+(0)σ−(0)〉
d
dt
〈σ+(0)σ−(0)〉 = Γ↑〈σ−σ+〉 − Γ↓〈σ+σ−〉 (A.106)
= 0
d
dt
〈σ−(0)σ+(0)〉 = −Γ↑〈σ−σ+〉+ Γ↓〈σ+σ−〉 (A.107)
= 0
Since 〈σ+σ−〉 informs one about the population in the electronic ex-
cited state and 〈σ−σ+〉 in the ground state, the relation between them
is 〈σ+σ−〉 = 1− 〈σ−σ+〉. Hence one finds
〈σ+(0)σ−(0)〉 = Γ↑
Γ↑ + Γ↓
(A.108)
〈σ−(0)σ+(0)〉 = Γ↓
Γ↑ + Γ↓
. (A.109)
Here the term
Γ↑
Γ↑+Γ↓ tells me about the probability of population in
the excited state, while
Γ↓
Γ↑+Γ↓ in the ground state. Therefore, the cor-
relation functions for atoms in the two-level picture without a photon
field are
〈σ+(τ)σ−(0)〉 = Γ↑
Γ↑ + Γ↓
e−
Γ↑+Γ↓
2 τ (A.110)
〈σ−(τ)σ+(0)〉 = Γ↓
Γ↑ + Γ↓
e−
Γ↑+Γ↓
2 τ. (A.111)
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Hence, one arrives at the fluctuation spectrum
I1(ν) = 2Re
[∫ +∞
0
dτeiντ
〈[
σ+(τ), σ−(0)
]
±
〉]
(A.112)
=
Γ↑ ± Γ↓
ν2 +
(
Γ↑+Γ↓
2
)2
I2(ν) = 2Re
[∫ +∞
0
dτeiντ
〈[
σ−(τ), σ+(0)
]
±
〉]
(A.113)
=
±Γ↑ + Γ↓
ν2 +
(
Γ↑+Γ↓
2
)2
where the subscripts on I(ν) differentiate between σ± arrangements
and [·, ·]− indicates a commutator and [·, ·]+ ≡ {·, ·} an anticommu-
tator. Integrating over all frequencies yields
∫ +∞
−∞
dν
2π
I1(ν) =

1, for anticommutatorΓ↑−Γ↓
Γ↑+Γ↓ , for commutator
(A.114)
∫ +∞
−∞
dν
2π
I2(ν) =

1, for anticommutator−Γ↑+Γ↓
Γ↑+Γ↓ , for commutator
(A.115)
Thus, we know the form of correlations present in a system where
atoms are coupled to a bath. From the previous section, we have a set
of saddle point equations describing bosonic fields ∆. What we wish
to do now, is to find the relationship between Green’s functions, ∆-
fields and σ-correlations. In this way we could show that the saddle
point equation for ∆K¯n gives a condition for the sum of populations in
the electronic ground and excited states and ∆K¯s for their difference
(in agreement with the master equation approach).
a.5.0.1 Relations: Green’s Functions, Fermions, σ-correlations and Hubbard-
Stratonovich Fields
We shall begin by expressing Green’s functions in terms of fermionic
operators, which are defined in the forward/backward Keldysh con-
tour. To start with we note that in the {c1, c2} basis the action is
written
S =
∫
dν(c¯1, c¯2)
(
(GR)−1 (G−1)K
0 (GA)−1
)(
c1(ν)
c2(ν)
)
. (A.116)
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From that we can identify
∫
dν〈c¯1c1〉 = iGR, which on the forward/back-
ward contour is∫
dν〈c¯1c1〉 = −i
∫
dν〈(c¯+ − c¯−)(c+ + c−)〉 (A.117)
= −i
∫
dν〈c¯+c+ + c¯+c− − c¯−c+ − c¯−c−〉
The expression c¯+c+ − c¯−c− can be easily eliminated (set to zero) be-
cause populations must be identical on both contours. Before expec-
tations can be taken, Gaussian numbers must be "contour ordered".
Because of the obvious direction in which the time flows the Gaus-
sian numbers on the forward contour will appear first (to the left)
and those on the backward contour second, ie. c¯+c− = cˆ† cˆ while
c¯−c+ = −cˆcˆ† (read from right to left). Hence, one obtains
−i
∫
dν〈c¯1c1〉 = −i
∫
dν
1
2
{cˆ, cˆ†} = GR(t, t). (A.118)
Similarly we can find∫
dν〈c¯2c2〉 = iGA (A.119)
and ∫
dν〈c¯1c2〉 = −iGR(G−1)KGA. (A.120)
Therefore, on the forward/backward contour the Green’s functions
are:
retarded
GRc (t, t′) = −iΘ(t− t′)
∫
dν
2π
(〈c− c¯+〉 − 〈c+ c¯−〉) e−iν(t−t′)
(A.121)
= −iΘ(t− t′)
∫
dν
2π
〈{cˆ(ν), cˆ†(ν)}〉e−iν(t−t′)
advanced
GAc (t, t′) = iΘ(t′ − t)
∫
dν
2π
〈{cˆ, cˆ†}〉e−iν(t−t′) (A.122)
and Keldysh
GKc (t, t′) = −i
∫
dν
2π
〈[
cˆ, cˆ†
]〉
e−iν(t−t
′) (A.123)
and causality implies c+ c¯+ + c− c¯− = c+ c¯−+ c− c¯+. Another useful re-
lation is
[GRc (t, t′)]⋆ = GAc (t′, t) and [GKc (t, t′)]⋆ = −GKc (t′, t). It is also
worth noting that for fermions the spectral response function, which
contains information about the response of the system to external
perturbations, has the commutator form
i
[
GRc (t, t)− GAc (t, t)
]
=
∫
dν
2π
〈
{cˆ, cˆ†}
〉
(A.124)
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and also
GRc (t, t) =
∫
dν
2π
GRc (ν). (A.125)
Next, let us see how the spin operators are related to expectations of
fermionic operators present in the action. The quantity of interest is
the expectation of a commutator and an anticommutator, as present
in the fluctuation spectrum,
〈[
σ+(τ), σ−(0)
]
±
〉
=
〈[
dˆ†(τ)cˆ(τ), cˆ†(0)dˆ(0)
]
±
〉
(A.126)
=
〈
dˆ†(τ)cˆ(τ)cˆ†(0)dˆ(0)± cˆ†(0)dˆ(0)dˆ†(τ)dˆ(τ)
〉
=
〈
dˆ†
(
1− cˆ† cˆ
)
dˆ± cˆ†dˆdˆ†dˆ
〉
=


〈dˆ†(τ)dˆ(0)〉 − 〈cˆ†(0)cˆ(τ)〉
〈dˆ†(τ)dˆ(0)〉+ 〈cˆ†(0)cˆ(τ)〉+
−2〈cˆ†(0)cˆ(τ)dˆ†(τ)dˆ(0)〉
where the upper equation comes from the expectation of a commu-
tator and the lower from an anticommutator. Clearly, in the case of
the commutator, the four-fermion terms have cancelled out. Even
if 〈cˆ(†)dˆ〉 were to show up, one should throw them away as there
are no cˆbˆ terms in the action, and consequently zero expectation
of those couplings, i.e. there are no coherences in a normal state
〈cˆ†dˆ〉 = 〈σ−〉 = 〈dˆ† cˆ〉 = 〈σ+〉 = 0. The commutator describes the
spectral density
〈[
σ+(τ), σ−(0)
]〉
Keldysh
τ=0
=
〈
dˆ†(0)dˆ(0)
〉
−
〈
cˆ†(0)cˆ(0)
〉
. (A.127)
We wish to verify whether this correlation function reproduces the
same quantity (thus the subscripts) as
〈[
σ+(τ), σ−(0)
]〉
Master Eq
τ=0
=
∫
dν
2π
I[](ν) =
γ
ΓT
(A.128)
found from the master equation treatment.
The anticommutator, on the other hand, still has a term formed of
four fermionic operators. In principle, the anticommutator should
describe the sum of populations, i.e.
〈{
σ+(τ), σ−(0)
}〉
Keldysh
!
= 〈dˆ†dˆ〉+ 〈cˆ† cˆ〉. (A.129)
Consequently, we can discard 〈cˆ† cˆdˆ†dˆ〉 as it counts states in which
both the ground and excited states are occupied (unphysical for a
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two-level system). As before, we wish to compare this result with
that coming from the master equation
〈{
σ+(τ), σ−(0)
}〉
Master Eq
τ=0
=
∫
dν
2π
I{}(ν) = 1. (A.130)
Thus far, we have a self-consistent set of saddle point equations, a
frequency form of Green’s functions, and also Green’s functions ex-
pressed in terms of fermionic fields. The last link is to identify the
relation between the saddle point equations and Green’s functions.
This can be done by taking a derivative of the action (A.89) with
respect to every ∆ field, and subsequently noticing how the certain
arrangement of fermionic fields can be expressed in terms of Green’s
functions (A.92-A.95). A matrix form is given below where the col-
umn on the left hand side indicates the field with respect to which
the derivative of action was taken:

∂/∂∆Rn
∂/∂∆An
∂/∂∆Kn
∂/∂∆K¯n


∣∣∣∣∣


∆Rn
∆An
∆Kn
∆K¯n = 0


=
Γ
16π2


1
2
(GRc − GAc )− 12 (GRd − GAd )
− 12
(GRc − GAc )+ 12 (GRd − GAd )
2iπ
DˇKc (t, t) + DˇKd (t, t) + 2iπ


(A.131)
and

∂/∂∆Rs
∂/∂∆As
∂/∂∆Ks
∂/∂∆K¯s


∣∣∣∣∣


∆Rs
∆As
∆Ks
∆K¯s = 0


=
iΓ
16π2


− 12
(GRc − GAc )− 12 (GRd − GAd )
1
2
(GRc − GAc )+ 12 (GRd − GAd )
0
−DˇKc (t, t) + DˇKd (t, t)


(A.132)
where the matrix which contains decay rates is defined as
Γ =


0 −ΓT γ2 − γ2
−ΓT 0 − γ2 γ2
γ
2 − γ2 0 −ΓT
− γ2 γ2 −ΓT 0


. (A.133)
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Solving the integrals (sums) over frequency inside the definitions of
Green’s functions one obtains

∆Rn
∆An
∆Kn
∆K¯n = 0


=
Γ
16π2


πi(−σc + σd)
πi(σc − σd)
2iπ
2iπ − πi
(
iΓ↑+(2π)2Σ−K
i
Γ↑
2 +(2π)
2Σ−R
σc +
iΓ˜↓+(2π)2Σ+K
i
Γ˜↓
2 −(2π)2Σ+R
σd
)


(A.134)
and

∆Rs
∆As
∆Ks
∆K¯s = 0


=
iΓ
16π2


πi(σc + σd)
πi(−σc − σd)
0
−πi
(
− iΓ↑+(2π)2Σ−K
i
Γ↑
2 +(2π)
2Σ−R
σc +
iΓ˜↓+(2π)2Σ+K
i
Γ˜↓
2 −(2π)2Σ+R
σd
)


(A.135)
with σc =sgn
(
Γ↑/2+(2π)2ℑ[∆Rn − i∆Rs ]
)
and σd =sgn
(
Γ˜↓/2− (2π)2ℑ[∆Rn +
i∆Rs ]
)
.
Equations for the causality violating fields ∆K¯n = 0 and ∆
K¯
s = 0
yield
γ
ΓT
(σc − σd) = 2 & γ(σc + σd) = 0 (A.136)
which imply the following conditions
σc = −σd & σc = γ
ΓT
= ±1. (A.137)
Hence, it would appear that the above equations are only satisfied in
the absence of a rate describing excitation of two-level systems Γ↑ = 0
or their de-excitation Γ˜↓ = 0. In such a case, one would end up with
a system where all atoms are in the electronic ground or excited state.
Instead, what we were hoping to find, is that ∆K¯n = 0 which would
result in
γ
ΓT
(σc − σd) + 2 = Nc + Nd (A.138)
where GRc = iπσc , GAd = iπσd with σc = σd = 1, and the populations
being given by the Keldysh Green’s function GKc = Nc. This would
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result in 2 = Nc + Nd and − γΓT (σc + σd) = Nc − Nd (from ∆K¯s = 0)
implying that
2
γ
ΓT
= Nd − Nc (A.139)
which would agree with the master equation solutions (up to a factor
of 2)
〈cˆ† cˆ〉+ 〈dˆ†dˆ〉 = 1 & 〈dˆ†dˆ〉 − 〈cˆ† cˆ〉 = γ
ΓT
. (A.140)
In conclusion, the aim of this project was to develop a method, which
would allow one to study non-equilibrium properties of a system in
strong light-matter coupling regime. Starting from a master equation,
we attempted to trace out the atoms, only to find out that they could
not be completely removed from equations. The second approach,
was to use a fermionic representation for two-level systems, translate
the Markovian master equation to the functional integral representa-
tion of a partition function, and to resort to a saddle point analysis.
Here we found that, in the limit of no photon field and no driving, i.e.
two-level systems are coupled to a thermal reservoir of radiation, the
path integral approach did not reproduce results found via the den-
sity matrix method and evaluating the fluctuation spectrum.
Perhaps the assumption of frequency independent auxiliary bosonic
fields was not correct, or else one should have developed a non-
Markovian master equation. Here one has subsystems which are
strongly coupled with one another, where the bath correlation func-
tions might not decay fast enough for the memoryless approximation
to be valid. In particular, it has been shown that vibrational modes
cannot be regarded as a Markovian bath [85, 87].
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a.6 additional calculations with δt -steps
In this section, a more detailed explanation of how we determined
the large frequency behaviour is provided.
To begin with, let us identify all of the saddle points — there will be
N identical solutions for each ∆Ai ,∆
R
i ,∆
K
i ,∆
K¯
i :
∂S
∂∆K¯s
= 0 ⇒ (A.141)
∆Ks =
(Γ˜↓ − Γ↑)
[
Γ↑(∆As − ∆K¯s − ∆Rs ) + Γ˜↓(∆As + ∆K¯s − ∆Rs )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
lim
N→∞
lim
δt→0
2π
Nδt ∑ν
{−iP+ iΓ↑ + 4π2Σ−K
ζ˜c
+
iP− iΓ˜↓ − 4π2Σ+K
ζ˜d
}
∂S
∂∆Ks
= 0 ⇒ (A.142)
∆K¯s =
(Γ˜↓ − Γ↑)
[
Γ↑(∆As + ∆Ks − ∆Rs ) + Γ˜↓(∆As − ∆Ks − ∆Rs )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{−iP+ 4π2Σ−¯
K
ζ˜c
− −iP+ 4π
2Σ+
K¯
ζ˜d
}
∂S
∂∆Kn
= 0 ⇒ (A.143)
∆K¯n =
(Γ˜↓ − Γ↑)
[
Γ↑(∆An + ∆Kn − ∆Rn ) + Γ˜↓(∆An − ∆Kn − ∆Rn )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2i
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{−iP+ 4π2Σ−¯
K
ζ˜c
+
−iP+ 4π2Σ+
K¯
ζ˜d
}
∂S
∂∆K¯n
= 0 ⇒ (A.144)
∆Kn =
(Γ˜↓ − Γ↑)
[
Γ↑(∆An − ∆K¯n − ∆Rn ) + Γ˜↓(∆An + ∆K¯n − ∆Rn )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑16π
2i
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{−iP+ iΓ↑ + 4π2Σ−K
ζ˜c
+
−iP+ iΓ˜↓ + 4π2Σ+K
ζ˜d
}
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∂S
∂∆Rn
= 0 ⇒ (A.145)
∆An =
(Γ˜↓ − Γ↑)
[
Γ↑(−∆K¯n + ∆Kn − ∆Rn ) + Γ˜↓(−∆K¯n + ∆Kn + ∆Rn )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑(−8π
2i)
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{2Q− iΓ↑ + 8π2Σ−A
ζ˜c
+
2Q+ iΓ˜↓ + 8π2Σ+A
ζ˜d
}
∂S
∂∆An
= 0 ⇒ (A.146)
∆Rn =
(Γ˜↓ − Γ↑)
[
Γ↑(∆K¯n − ∆Kn − ∆An ) + Γ˜↓(∆K¯n − ∆Kn + ∆An )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑(−8π
2i)
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{2Q+ iΓ↑ + 8π2Σ−R
ζ˜c
+
2Q− iΓ˜↓ + 8π2Σ+R
ζ˜d
}
∂S
∂∆As
= 0 ⇒ (A.147)
∆Rs =
(Γ˜↓ − Γ↑)
[
Γ↑(∆K¯s − ∆Ks − ∆As ) + Γ˜↓(∆K¯s − ∆Ks + ∆As )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑8π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{−2Q− iΓ↑ − 8π2Σ−R
ζ˜c
+
2Q− iΓ˜↓ + 8π2Σ+R
ζ˜d
}
∂S
∂∆Rs
= 0 ⇒ (A.148)
∆As =
(Γ˜↓ − Γ↑)
[
Γ↑(−∆K¯s + ∆Ks − ∆Rs ) + Γ˜↓(−∆K¯s + ∆Ks + ∆Rs )
]
Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑
+
− i(Γ˜↓ + Γ↑)Γ˜↓Γ↑8π
2
8π4(Γ˜2↓ + 6Γ˜↓Γ↑ + Γ
2
↑)
2π
Nδt ∑ν
{−2Q+ iΓ↑ − 8π2Σ−A
ζ˜c
+
2Q+ iΓ˜↓ + 8π2Σ+A
ζ˜d
}
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with the denominators defined as
ζ˜c = 4
2P
δt
+ 4P
[−Γ↑ + 4π2i(Σ−¯K + Σ−K )]+ (A.149)
+ Γ2↑ + 8π
2Γ↑
(
iΣ−A − 2iΣ−¯K − iΣ−R
)
+
1
4
(4π)4
(−Σ−¯
K
Σ−K + Σ
−
AΣ
−
R
)
+ (4π)2Q
(
Σ−A + Σ
−
R
)
and
ζ˜d = 4
2P
δt
+ 4P
[−Γ˜↓ + 4π2i(Σ+K¯ + Σ+K )]+ (A.150)
+ Γ˜2↓ + 8π
2Γ˜↓
(−iΣ+A − 2iΣ+K¯ + iΣ+R )
+
1
4
(4π)4
(−Σ+
K¯
Σ+K + Σ
+
AΣ
+
R
)
+ (4π)2Q
(
Σ+A + Σ
+
R
)
We have also used the equality:
Q2 + P2 =
2P
δt
(A.151)
where as before
Q = sin(νδt)/δt (A.152)
P = (1− cos(νδt))/δt
For comparison, in the continuum limit δt→ 0 the quantity P would
vanish P → 0 and Q would simplify as Q → ν. Thus, the above de-
fined denominators would reduce to those given in Eq. (A.82, A.83).
Including causality factors has shown us that there is a finite contri-
bution to the integral coming from large ν behaviour. It is important
to take into account what those causality factors do, because what we
really have is a sum of frequencies on a real line ∑ν, not an integral∫
dν. As long as the sum converges, we are allowed to do numer-
ous manipulations, for instance: symmetrisation, take the continuum
limit δt → 0 (which is equivalent to looking at small ν behaviour)
or evaluate the expression by contour integration. It is therefore nec-
essary to verify that the sum does converge and has no infinite (or
finite) part missing.
From the expressions presented above, it is clear that ∆K and ∆K¯ have
well-defined integrals. Integrals in expressions for the retarded and
advanced bosonic fields, on the other hand, are ill-defined. Therefore,
we shall split the discussion into two parts: Sec. A.6.1 for ∆K, ∆K¯ and
Sec. A.6.2 for ∆R, ∆A.
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a.6.1 Procedure for ∆K and ∆K¯
This is the procedure for Hubbard–Stratonovich fields, which have
well-defined integrals. Firstly, saddle point equations are written
as a sum over frequencies rather than an integral, i.e.
∫ +∞
−∞ dν →
2π
Nδt ∑ν= 2πnNδt
. Secondly, we split the expression so that the contribution
from P appears as a separate sum,
2π
Nδt ∑ν
[
P+ f (Γ) + g(Σ)
ζ
]
→ 2π
Nδt ∑ν
[
P
ζ
+
f (Γ) + g(Σ)
ζ
]
(A.153)
where f (Γ) and g(Σ) are some functions of decay rates and Hubbard-
Stratonovich fields respectively. Then, looking at how each of these
terms contributes in the small and large frequency limits we dis-
cover
2π
Nδt ∑ν
P
ζ
=

0, for ν = small⇔ δt→ 0
finite number, for ν = large and real
(A.154)
2π
Nδt ∑ν
f (Γ) + g(Σ)
ζ
=

well-defined, for ν = small
0, for ν = large and real
(A.155)
Notice the leading order contributions
P =
1− cos(νδt)
δt
, lim
δt→0
P ∼ ν
2δt
2!
the leading order term
(A.156)
Q =
sin(νδt)
δt
, lim
δt→0
Q ∼ ν the leading order term
Let us take ∆Kn as an example and evaluate the integral. The form of
this saddle point is given in eqn (A.144). Following the steps outlined
above we obtain,
2π
Nδt ∑ν


−iP
ζ˜c
+
−iP
ζ˜d︸ ︷︷ ︸
(a)
+
iΓ↑ + 4π2Σ−K
ζ˜c
+
iΓ˜↓ + 4π2Σ+K
ζ˜d︸ ︷︷ ︸
(b)

 . (A.157)
In the limit of small frequencies, there is no contribution from part
(a) as P vanishes. On the other hand, part (b) becomes a well-defined
integral, which can be solved using complex integration. At large val-
ues of ν, the dominant terms in denominators ζ˜c and ζ˜d will be 8P/δt.
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Consequently, part (a) will contribute 2πNδt ∑ν
[
−iP
8P/δt +
−iP
8P/δt
]
= −iπ/2,
while part (b) 18P/δt ≃ δtν2δt+hot(νx(δt)x−1) , which ultimately becomes
limn→∞ limδt→0 18P/δt → 0. Therefore, one can evaluate the integral
over part (b) using contour integration.
To conclude, we have found that the saddle point equation for ∆Kn can
be evaluated using complex integration, where the large ν behaviour,
−iπ/2, is to be separately added to the expression.
a.6.2 Procedure for ∆R and ∆A
Expressions for advanced and retarded fields have ill-defined inte-
grals, and so we turn to the causality factors to select over which
half-plane to close the contour.
Let us look at the general behaviour present in ∆R and ∆A fields,
2π
Nδt ∑ν
[
Q
P/δt︸ ︷︷ ︸
(a)
+
iΓ↑ + 8π2Σ−A
ζ˜c︸ ︷︷ ︸
(b)
]
(A.158)
Similarly to the proceeding section, we will investigate the small and
large frequency behaviour. Clearly part (b) will behave identically
to that described above, i.e. can be solved using complex integra-
tion. In the limit of small ν the contribution from part (a) cannot
be neglected as limδt→0 Q → ν and limδt→0 P/δt → ν2δt/δt = ν2, so
2π
Nδt ∑ν
Q
P/δt ∼
∫
dν 1ν . At large frequencies, we find that we have a
sum over odd functions. Consequently, on the symmetry grounds
the large ν contribution vanishes, implying that one is justified in
replacing limN→∞ limδt→0 2πNδt ∑ν →
∫
dν.
The route which we adopt is to symmetrise the integral,
∫ +∞
−∞
f (ν) =
1
2
∫ +∞
−∞
[ f (ν) + f (−ν)] (A.159)
where the right hand side of the above expression is even. Subse-
quently, put opposite frequency parts over a common denominator
(the odd behaviour ought to vanish as Eq. (A.159) is even) and evalu-
ate the integral by complex integration.
B
USEFUL PROPERT IES
T
his section contains some useful properties.
Selected properties of trace:
Tr[X +Y] = Tr[X] + Tr[Y] (B.1)
Tr[X ⊗Y] = Tr[X]Tr[Y] (B.2)
Tr[U−1XU] = Tr[X] (B.3)
Tr[cX] = cTr[X] (B.4)
Tr[ρ] = 1 (B.5)
where U is a unitary matrix and c is a constant.
Invariance of Neumann entropy under unitary transformation is re-
flected through
S(U†ρU) = S(ρ) (B.6)
Additionally, if ρ = ρ1 ⊗ ρ2 then S(ρ) = S(ρ1) + S(ρ2) and if the
density matrix describes a pure state ρ = |ψ〉〈ψ| then S(ρ) = 0.
The logarithm of a matrix
ln
[(
a11 0
0 a22
)]
=
(
ln[a11] 0
0 ln[a22]
)
(B.7)
Calculation of the thermal state for vibrational modes, as needed
in chapter 6, which discusses a finite temperature variational ap-
proach
Tr
[
e
√
Sη(b†−b) 1
Zvib ∑n
e−βνn|n〉〈n|
]
= (B.8)
= Tr
[
1
Zvib
∞
∑
n,k
e
−Sη2
2 e−βνn(−1)k (Sη
2)k
(k!)2
n!
(n− k)! |n〉〈n|
]
= exp
[
−Sη2
(
1
2
− 1
1− eβν
)]
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This property is used in chapter 7(
B+
√
S
2
)n(
B† −
√
S
2
)m
= (B.9)
=
min(m,n)
∑
k=0
n!
(n− k)!k!
m!
(m− k)!
(
B† −
√
S
2
)m−k(
B+
√
S
2
)n−k
.
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