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Abstract. Fuzzy interpolation improves the applicability of fuzzy inference by
allowing the utilisation of sparse rule bases. Curvature-based rule base generation
approach has been recently proposed to support fuzzy interpolation. Despite the
ability to directly generating sparse rule bases from data, the approach often suf-
fers from the high dimensionality of complex inference problems. In this work, a
different curvature calculation approach, i.e., the Menger approach, is employed
to the curvature-based rule base generation approach in an effort to address the
limitation. The experimental results confirm better efficiency and efficacy of the
proposed method in generating rule bases on high-dimensional datasets.
Keywords: Fuzzy Interpolation, Rule Base Generation, Sparse Rule Base, Menger
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1 Introduction
Fuzzy inference systems are built upon the fuzzy sets and fuzzy logic theory to provide
a mapping mechanism that maps system input spaces to output spaces. A typical fuzzy
inference system consists of two components: a rule base and an inference engine. A
number of inference engines have been proposed, with the Mamdani inference and the
TSK inference being the most widely applied. The TSK fuzzy inference is able to pro-
duce crisp outputs directly, as the polynomials are employed in the rule consequences.
In contrast, the Mamdani fuzzy model is more intuitive and suitable for coping with lin-
guistic inputs, thereby, to produce the fuzzy outputs. Common to both fuzzy inference
approaches, Mamdani and TSK approach, a dense rule base, in which the entire input
domain is fully covered, is required to support the fuzzy inference.
A fuzzy rule base can usually be generated in one of two ways: knowledge-driven,
which generates fuzzy rule bases from expert knowledge, or data-driven that extracts
rule bases from existing data. The knowledge-driven approaches essentially are a rep-
resentation of the human expertise in the format of fuzzy rules that require full under-
standing of the problems by human experts. Recognising that the expert knowledge may
not always be available, data-driven approaches were proposed, which extract fuzzy
rules from a set of training data. Such data-driven approaches are commonly built upon
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a large quantity of existing data to target the dense rule bases used by the conventional
fuzzy inference engines.
Fuzzy rule interpolation (FRI), which was initially proposed in [1], relaxes the re-
quirement of dense rule bases from conventional fuzzy inference systems [1]. When a
given input does not overlap with any rule antecedent, certain conclusions can still be
obtained by means of interpolation. A number of fuzzy interpolation approaches have
been developed, such as [1–8], which have been successfully applied to deal with real-
world problems, such as cybersecurity [9–11], smart home control system [12], network
QoS management system [13], personalised exoskeleton control [14], and job planning
system [15]. Fuzzy interpolation is not only able to enhance fuzzy inference over a
sparse rule base but also able to help in system complexity reduction by removing the
rules that can be approximated by others [16]. To reduce the complexity of such rule
bases, various rule base reduction approaches have been developed [16–18]. Neverthe-
less, those approaches usually generate a dense rule base first, which is followed by the
removing of redundancy rules based on certain similarity measures. As a consequence,
such operations are likely to lead to an extra computational cost.
This paper proposes a different curvature-based data-driven rule base generation
approach [19, 20] for FRI which not only directly generates sparse rule bases from the
given training datasets but also copes well with high-dimensional data. Fundamentally,
the majority of existing fuzzy interpolation approaches are fuzzy extensions of crisp
linear interpolation. Based on this, the ‘flat’ or ‘straight’ regions of a data pattern can
be easily approximated by its surroundings. The curvature value of a part of the data
pattern in a way indicates the straightness of the given region of the data, where the
lower curvature value represents the flatness and vice verse. Based on this observation,
the proposed system first determines and removes the ‘flat’ or ‘straight’ regions of the
given data by calculating the curvature values, thus only extracts rules from the selected
regions that have high-curvature values. The proposed approach is evaluated by two
experiments with promising results generated.
The rest of the paper is structured as follows: Section 2 revisits the related back-
ground theories, including the Transformation-based fuzzy interpolation approach and
the conventional curvature-based rule base generation approach. Section 3 presents the
proposed system. Section 4 demonstrates and evaluates the proposed system. Section 5
concludes the paper and suggests probable future developments.
2 Background
Recent development of rule base generation has been reported, with compact sparse rule
bases targeted [20]. This approach is developed based on the concept of profile curva-
ture values of different parts of the data pattern. In particular, the method divides the
problem domain into a number of components (sub-regions). As the ‘flat’ or ‘straight’
parts of the pattern can be approximated by linear fuzzy interpolation techniques, only
the parts with higher curvature values are selected for fuzzy rules extraction. The ap-
proach is illustrated in Fig. 1(a).
Domain partition: Given a training dataset, which is distributed in a 3-dimensional
space (2-inputs and signal output), the input domain is equally partitioned into a  b
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Fig. 1: Curvature-based rule base generation
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grid areas, where a and b P N indicate the number of partitions on a horizontal axis and
a vertical axis, respectively.
Curvature value calculation: The profile curvature values are usually used in geospa-
tial analysis, which represents the steepest downward gradient for a given direction [21].
The profile curvature values are used in this approach to help indicate the importance
of each sub-region. Given a sub-region fpx, yq, the profile curvature, kp, is the rate at
which a surface slope, S, changes whilst moving in the direction of gradpfq, which can
be calculated by the directional derivative:
Dpn̂qpF q  5F  n̂. (1)
The directional derivative refers to the rate at which any given scalar field, F px, yq, is
changing as it moves in the direction of some unit vector, n̂, such as n̂  p5f{Sq,
where S is the slope defined as the magnitude of the gradient vector and is a scalar field:
Spx, yq  |5 f | 
a
f2x   f
2
x , (2)
where 5f  pfx, fy, 0q denotes the gradient of this surface, which is a 2D vector that
points in the steepest uphill and downhill directions. From here, the profile curvature
values, kp, can be expressed as:
kp  S
1p5S 5fq, (3)
In order to calculate the overall linearity of a sub-region, eight directions of profile
curvature values, which are defined from the centre of the sub-region to the four corners
and the central points of the four edges, are defined, such as kpi , i  t1, 2,    , 8u. That
is, the final profile curvature value takes the maximum value of the eight directional
curvature values: kp  maxpkpiq, i  t1, 2,    , 8u.
Rule extraction: Given a curvature threshold θ, if the curvature value of a sub-region
is greater than θ, the corresponding sub-region will be selected to form a fuzzy rule. In
this approach, each selected sub-region is represented by one fuzzy rule. For simplicity,
only isosceles triangular fuzzy sets are employed in this approach, each of which can
be precisely represented as A  pa1, a2, a3q, where a2 is the core and pa1, a3q is the
support of the fuzzy set. In this approach, the core of the fuzzy set is set to the centre
of the sub-region, and the support of the fuzzy set is equal to twice the span of the
corresponding sub-region. Given a selected sub-region fpx, yq, the extracted fuzzy sets
are illustrated in Fig. 1(b). The raw rule base can then be constructed from all extracted
rules.
Optimisation: The generated raw rule base can be employed for results generation.
An optional process, the rule base optimisation, can also be applied in the end to fine-
tune the parameters by adopting a genetic optimisation algorithm, such as a Genetic
Algorithm (GA) [22], in order to increase the performance. The details of the optimisa-
tion process are omitted here, as it is not the main focus of this paper.
The profile curvature is based on the directional derivative, which usually used in 3D
surface. As a consequence, the profile curvature-based rule base generation approach is
limited on three-dimensional problems, which comprise two inputs and signal output.
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3 Menger Curvature-based Rule Base Generation
The original curvature-base rule base generation approach as introduced in Section 2
is extended in this section by deploying the concept of the Menger Curvature [23],
thereby to relief the limitation of the original approach by allowing to handle the high-
dimensional data instances.
3.1 Menger Curvature
The Menger Curvature (MC) measures the curvature of a triple of points in n-dimensional
Euclidean space En which is the reciprocal of the radius of the circle that passes through
the three points [23]. In this work, only plane curves, that is, only two-dimensional prob-
lems, are considered. Assume that p1px1, y1q, p2px2, y2q, p3px3, y3q are three points in
a two-dimensional space E2 and p1, p2, p3 are not collinear, as depicted in Fig. 2, the
MC on p2 can be defined by:
MCpp1, p2, p3q 
1
R

2sinpϕq
||p1, p3||
, (4)
where R represents the ||p1, p3|| denoting the Euclidean distance between p1 and p3,
and ϕ is the angle made at the p2-corner of the triangle spanned by p1, p2, p3, which
can be obtained by the Law of Cosines:
cospϕq 
||p1, p2||
2   ||p2, p3||
2  ||p1, p3||
2
2  ||p1, p2||2  ||p2, p3||2
. (5)
Note that the MC on point p1 and p3 will not be calculabled, due to the boundary points.
𝑝1(𝑥1, 𝑦1)
𝑝2(𝑥2, 𝑦2) 𝑝3(𝑥3, 𝑦3)
𝑅
𝑥
𝑦 Circumcircle of (𝑝1, 𝑝2, 𝑝3)
𝑐
𝜑
Fig. 2: The Menger Curvature of a triple of points on two-dimensional space
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3.2 Extended Rule Base Generation
Given a high-dimensional complex inference problem, the same procedure as detailed
in Sec. 2 is used for rule base generation, except the step of curvature value calculation.
In particular, a high-dimensional data instance is first evenly partitioned to a number
of hypercubes. Then, each hypercube is broken down into a set of two-dimensional
(2D) problems with one input and a single output. From there, the MC is applied to
each data point of the obtained 2D problems, thus to calculate the mean of MC of each
2D problem. Finally, the curvature of each generated hypercube can be determined by
the weighted average of the curvature values of its corresponding 2D problems. The
hypercubes with higher curvature values are then selected to contribute to the fuzzy
rule base generation.
Given a high-dimensional problem denoted as Pn 1pn ¡ 2q, assume it contains n
inputs features X  tx1, . . . , xnu, and single output feature y, which have been evenly
partitioned into m1     mn hypercubes, where mip1 ¤ i ¤ nq denotes the number
of partitions in the input domain of xi. Taking a hypercube Hi, which contains hi data
instance, as an example, its curvature value can be computed by the following steps:
Step 1 Hypercube break down: Given a hypercube Hi, which contains n input fea-
tures and single output feature, it is first broken down into n 2D planes, denoted as
P ij p1 ¤ j ¤ nq, which is implemented by combining each input feature and the single
output feature. As a result, the given high-dimensional hypercubeHi can be represented
by a set of corresponding decomposed 2D planes.
Step 2 Mean value determination for the Menger Curvature of each 2D: Suppose
that a decomposed 2D plane P ij contains hi data instances, the mean of MC of P
i
j can
be determined by:
MCij 
1
hi  2
hi2¸
k1
mcik, (6)
wheremcik represents the Menger Curvature value on the k
th data point in the 2D plane
P ij , which can be calculated by Eq. 4. Note that the MCs on the two boundary points
are not calculable.
Step 3 Curvature value determiunation for each hypercube: The curvature value
Ci of corresponding hypercube Hi can be obtained by averaging all decomposed 2D
planes as:
Ci 
1
n
ņ
j1
MCij , (7)
where n represents the number of features,MCij is the mean of Menger Curvature of i
th
decomposed 2D plane, which can be obtained by Eq. 6. Note that the dimensionality re-
duction techniques, such as Principal Component Analysis (PCA), Fuzzy rough feature
selection (FRFS) [24], and Linear Discriminant Analysis (LDA) [25], could be applied
in this step in helping identify the most relevant features. In this case, a weighted av-
erage method can be employed to calculate the curvature of each hypercube. However,
this mechanism will remain as a piece of future work.
Step 4 Raw Rule Base Generation:
Based on the obtained curvature values of hypercubes, the important rules for FRI can
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be identified. Similar to the original rule base generation approach as detailed in Sec. 2,
given a threshold φ, the hypercube with a curvature value higher than the given thresh-
old will be selected to contribute to the generation of a fuzzy rule, which can be ex-
pressed as:
Rr : IF x1 is Ar1, x2 is A
r
2, . . . , xn is A
r
n THEN y  Br, (8)
where Ai, i  t1, . . . , nu, is a triangular fuzzy sets, which can be precisely represented
as Ai  par1i, a
r
2i, a
r
3iq, and its extraction procedure is outlined in Fig. 1 and introduced
in Sec. 2. The final fuzzy rule base is constructed by comprising all extracted important
rules. The generated rule base could be dense or sparse, depends on the given training
dataset. In the case of sparse rule base, the T-FRI will be employed to generate inference
results.
4 Experimentation
The proposed system was evaluated in this section. In particular, two experiments have
been carried out, a mathematical model and a real-world application.
4.1 Illustrative Example
The problem considered in [19, 20] is re-considered in this work for an illustrative ex-
ample. This problem is given below:
fpx1, x2q  sin
x1
π
	
sin
x2
π
	
, (9)
which takes two inputs x1 px1 P r10, 30sq and x2 px2 P r10, 30sq, and produces a single
output y  fpx1, x2q py P r1, 1sq, as illustrated in Fig. 3(a).
The problem domain is equally partitioned into 20 grid areas, which consequently
results in a total 400 cubes, as shown in Fig. 3(a). Assume that only 10 data instances
are contained in H1, as listed in the second, third and fourth columns of Table 1, the
curvature values of H1 can be obtained by following steps:
Step 1: To break down H1 into two 2D plane P1px11, y1q and P2px12, y1q.
Step 2: To calculate the menger curvature values for each data point of two decom-
posed 2D planes by Eq. 4, which are listed in fifth and sixth columns of Table 1, and
obtain the mean of menger curvature values of two 2D planes, which are 0.0059 and
0.0059, respectively.
Step 3: To determine the curvature value of cube H1 by average two mean of
menger curvature values of two 2D planes, which is Ci  0.0059. The curvature values
of the rest of cubes can be obtained as the same way, which are listed in Table 2, and
also visualised in Fig.3(b).
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Fig. 3: Curvature-based rule base generation
Table 1: Data instances in H1 and corresponding menger curvature value
No. (j) x11 x12 y1 MC1j px1, yq MC
1
j px2, yq
1 10 10 0.0017 N/A N/A
2 10.1 10.1 0.0054 0.0024 0.0024
3 10.2 10.2 0.0110 0.0034 0.0034
4 10.3 10.3 0.0187 0.0044 0.0044
5 10.4 10.4 0.0282 0.0054 0.0054
6 10.5 10.5 0.0397 0.0064 0.0064
7 10.6 10.6 0.0531 0.0074 0.0074
8 10.7 10.7 0.0683 0.0084 0.0084
9 10.8 10.8 0.0852 0.0094 0.0094
10 10.9 10.9 0.1038 N/A N/A
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Given a threshold φ  0.09, which is identified by human expert knowledge, cur-
vature values of 23 cubes are greater than φ, as shown as bold in Table 2, and also are
marked as  (i.e. the selected tubes) in Fig. 3(b). Therefore, those 23 cubes are selected
to extract to the fuzzy rules. As a result, the generation rule base comprises with to-
tal 23 rules, which exactly same as the rule base generated by profile curvature-based
approach provided in [19]. The aim of this illustrative example is to demonstrate the
working procedure of the proposed rule base generation method, and its competitive
ability will be presented in the next experiment by involving a real-world scenario.
4.2 Real-world Scenario
In this experiment, a dataset, which was derived from images in the Mammographic Im-
age Analysis Society (MIAS) database [26] and used for breast cancer risk assessment,
is used for evaluation purpose. The dataset includes a set of Medio-Lateral Oblique
(MLO) left and right mammogram of 161 women (in total 322 data samples). Each
data sample has been pre-processed and represented by 280 features, as well as to be
labelled into one of six classes, which are indicated by a proportion of dense breast
tissue method in breast cancer risk assessment [27].
In this experiment, all 280 features of the MIAS dataset are selected as the inputs,
the six integer numbers (1  6), which indicate the six classes, are used as a single
output to construct a high-dimensional dataset. The proposed curvature-based rule base
generation approach is used to generate a sparse rule base, and the T-FRI inference
approach is applied to produce the inference result. The 10-fold cross-validation strat-
egy was employed for system evaluations. In order to evaluate the performance of the
proposed approach, eight commonly used classification approaches, including Gaussian
Naive Bayes [9], Naive Bayes [9], k-Nearest Neighbours (k-NN) [28], Multi-functional
nearest-neighbour classification (MFNN) [29], Logistic Regression [9], Random For-
est [9], Adaptive Boosting (AdaBoost) [9], and Linear Support Vector Machine (Linear
SVM) [9], were also implemented with the same experimental setup. Note that the min-
max normalisation method was applied for all experimentations for noise reduction. The
accuracy of the classification results for each class obtained by different approaches in-
cluding the proposed one are listed in Fig. 4, which confirmed the competitive ability
of the proposed system.
5 Conclusion
The existing curvature-based rule base generation approach has been modified using
a different curvature calculation approach in this work for more efficient fuzzy inter-
polation in the setting of handling high-dimensional data, in addition to reducing the
space and time complexity with a sparse fashion. Though promising experimental re-
sults have been obtained, a faster version of this method is expected as a possible piece
of future work, which can be achieved, for example, by investigating the computation
of the second-order derivatives in a more efficient way. Besides, it is also worthwhile to
investigate how the curvature values can be directly used in helping generate TSK style
rule bases.
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