Abstract-According to the Gaussian channel model, the throughput of a wireless link (u, v) is B log(1 + S/N ) bps, where B is the channel bandwidth and S/N is the signal to noise ratio. Wireless links which are scheduled simultaneously add to the noise levels of each other and cause the overall network capacity to decrease. In this paper we consider a wireless ad hoc network with unicast or multicast routing and simultaneously transmitting nodes along the route. Our major goal is to increase the capacity of the unicast/multicast sessions when all the wireless links are scheduled simultaneously. In addition, we try to minimize the number of active nodes involved in the unicast/multicast session for the purpose of energy efficiency. We assume that all the nodes share the same transmission range if activated and propose several node activation schemes with provable asymptotic bounds on the capacity and energy efficiency of the induced communication graph. We verify our results by simulations.
I. INTRODUCTION
The increasing popularity of wireless ad hoc networks has lead to extensive research on many of the important functional properties of these networks. A central issue in wireless networks is that of network capacity (or throughput). Roughly speaking, network capacity defines the amount of data which can be transported during a given period of time. One of the main factors affecting the network capacity is radio interference caused by simultaneous transmissions. In fact, it has been shown ( [1] ) that the capacity of a network with n nodes is Θ(B √ n) bits per second (bps), where B is the bandwidth of the communication channel. This bound holds even when the nodes are optimally placed in a disk of unit area, the transmissions are optimally assigned, and traffic patterns are optimally chosen. Thus, if the capacity is equally divided between the nodes, the per-node throughput scales as Θ(B/ √ n), i.e. it decreases at the rate of 1/ √ n as the number of nodes, n, increases. This surprising result emphasizes the destructive impact radio interference has on the network capacity. While there has been a sizable amount of work in the literature on network capacity, almost all previous work [1] - [9] have assumed some form of scheduling is allowed. That is, nodes are assumed to use synchronized channel access methods such as the TDMA protocol; the time is divided into time slots and each communication link is scheduled during one of the time slots in such a way that the mutual interference of simultaneously transmitting nodes is bounded. These schemes draw theoretical upper bounds on the achievable throughput rates in perfect conditions as they typically rely on global knowledge of the communication links. In contrast to previous work, in this paper we explore the worstcase scenario -that of when all the communication links are scheduled simultaneously.
The capacity bounds in this setting is of fundamental interest, both from a theoretical and practical perspective. Such bounds represent the capacity achievable in the worst-case scenario when node transmissions take place in a distributed fashion without a centralized scheduler. More precisely, the achievable capacity in this setting represent a lower bound on the achievable capacity in scenarios where local collision avoidance protocols are used. Examples of such protocols include the widely used IEEE 802.11 specified CSMA/CA protocol, as well as TDMA-like protocols with distributed local slot-selection mechanism, such as TRAMA [10] or LMAC [11] . Additionally, we believe that these bounds can shed light on the possible quantitative and qualitative improvement of capacity under scheduling. This is an important question, as scheduling adds complexity to the operation of a wireless network, and the tradeoff between this complexity and the improved capacity is of considerable interest to the network designer. Finally, the bounds derived in this paper serve as a guarantee on the minimum throughput achievable when centralized scheduling in a network is infeasible.
We will focus on the achievable capacity in this setting for continuous unicast and multicast sessions in the Gaussian channel model. In this model, the capacity of a link (u, v) is a monotonic increasing function of Signal to Noise plus Interference Ratio (SINR). The SINR is computed as
, where p(u) is the transmission power of u, and I is the interference sensed at v. The interference I is computed as N 0 + w / ∈{u,v} p(w)/d(w, v) α , where N 0 is the ambient noise. This implies that the capacity of each link is a function of both the placement and the transmission power of every other node in the network and thus capacity maximization in these settings becomes a highly non-trivial and non-linear problem even for a single unicast or multicast session.
Capacity maximization is not the only parameter which affects the performance of the network. Nodes in a wireless network are typically battery-powered and have an initial battery charge which is sufficient for a limited amount of time.
As it is usually impossible to re-charge or replace the battery, energy efficiency becomes crucial. The transmission range r of a wireless node u determines the potential communication links from u to any node v such that d(u, v) < r, where d(u, v) is the Euclidean distance between u and v. It is common to assume that to achieve a transmission range of r a node has to transmit with power r α , where α is a constant representing the distance-power gradient, usually taken to be in the interval [2, 4] (see [12] ). In this paper we assume that all nodes share the same transmission range r.
Computing an energy efficient unicast path in this homogeneous network model is equivalent to computing the shortest path in terms of hops. Similarly, computing a least cost multicast tree can be accomplished using a polynomialtime approximation scheme (PTAS) for node weighted Steiner trees [13] . However, the best energy efficient communication path does not necessarily yield the best capacity in the Gaussian channel model. We demonstrate this phenomenon by computing the bottleneck SINR in the example shown in Fig. 1 . In this simple topology, the transmission radius of each node is 10. The least energy path from u to v requires only node u to transmit. Taking α = 2, this gives a bottleneck SINR of 
N0
. Despite the simplicity of the topology, the preceding example illustrates the intractability of computing communication paths that can both minimize energy, while maintaining good SINR in every link in the Gaussian channel model.
The main contribution of this paper is the study of capacity bounds for energy efficient unicast and multicast sessions without scheduling while considering one-and two-dimensional node layouts. To the best of our knowledge, [14] is the only other work to study network capacity in similar settings, but for strongly connected networks. This paper is organized as follows. In the rest of this section we present our network model, discuss previous work and outline our contribution. We develop some fundamental bounds on the achievable capacity in Section II. Then we study the capacity of energy efficient unicast and multicast when nodes are in a one-dimensional layout in Section III. In Section IV we generalize our analysis to arbitrary positioning in a two-dimensional plane. Finally, in Section V we show some simulation results.
A. Network model
Let V be n wireless nodes in a Euclidean plane. Each node can be in either a receive-only or a receive-transmit state. A state assignment is a boolean function, b : V → {0, 1}, which defines the state of every node, i.e.
If node u is in a receive-transmit state it assigned a transmission power of r α which generates a transmission range of r. A power assignment is a function, p : V → {0, r α }, which denotes the power a node is assigned. From the definition it follows that p(u) = b(u)·r α , for any u ∈ V . The transmission possibilities which result from a power assignment p induce a directed communication graph H p = (V, E p ), where
is a set of directed edges. The total energy consumption, also referred to as the cost, of the power assignment is given by c(p) = u∈V p(u). Clearly, the cost of the power assignment follows directly from the number of nodes which are in the receive-transmit state. We define H * be a communication graph where all the nodes are in the receive-transmit state, i.e. H * = H p * , where p * (u) = r α for every u ∈ v. Note that H * contains all theoretically possible communication links (an edge between any two nodes within distance r).
According to the Gaussian channel model, node v can successfully receive a transmission from u over a wireless communication link (u, v) at a data rate
bits per second, where B is the channel bandwidth, and
where N 0 is the ambient noise power and I(u, v) is the interference from other simultaneous transmissions:
That is, the receiver achieves the Shannon's capacity for a wireless channel with additive Gaussian noise [15] . A closer look at the expression SIN R(u, v) reveals that it consists of two parts: the signal strength in the numerator, and the interference in the denominator. In our scenario, the ambient noise, N 0 , is negligible comparing to the interference caused by other transmitting nodes, which we denote as I(u, v) = w∈V \{u,v} p(w)/d(w, v) α . As the expression for SIN R(u, v) is the only variable which effects the capacity of the link (u, v), most of the paper is dedicated to its analysis. To simplify the notation we define Φ(x) = B log(1 + x).
The capacity of a path P in a communication graph H is defined as the capacity of the minimum capacity link in P :
For a pair of nodes u, v ∈ V , we define the feasible throughput between u and v in a H as Cap(H, u, v) = max{Cap(P ), P is a path from u to v in H}. If there is no path from u to v in H, then Cap(H, u, v) = 0. For a source node s and a set of target nodes M = {t 1 , t 2 , . . . , t m } we define a feasible throughput between s and the target nodes in H as
Cap(H, s, t).
In this paper we address the general Maximum Throughput Minimum Energy Multicast problem (the Multicast Problem in short) which is formulated as follows. Let us denote by Cap * (s, M ) and c * (s, M ) the maximum network capacity and minimum cost of a power assignment attainable for the Multicast Problem, where M ⊆ V is a set of target nodes. For the Unicast Problem we use the Cap * (s, t) and c * (s, t) notations, where t is the target node. The following observation is obvious.
Observation I.3. For two sets of target nodes
We assume α = 2 for simplicity, although our results can be easily extended to any constant α ≥ 2. We also consider a general case where the distance between the sender s and the most distant node in the set of targets is at least 3r.
B. Previous work
This paper considers both capacity bounds in wireless networks as well as minimizing the energy required for either unicast or multicast. In this section, we will discuss previous studies in the literature related to our work.
1) Capacity in wireless networks:
Previous research on wireless network capacity usually either assume one of two channel models -the threshold-based channel model and the Gaussian channel model. The seminal work of Gupta and Kumar [1] studied the asymptotic capacity for multi-session unicast in multi-hop wireless networks under the threshold based model. They showed that a capacity of Θ(B/ √ n) per node can be achieved, regardless of the placement of each node. Under this model, Grossglauser and Tse [2] further take into consideration mobility, and showed that it can increase the overall throughput. Moscibroda and Wattenhofer [3] , presented an O(log 4 n) scheduling algorithm under this model, which minimizes the amount of time required to schedule a connected structure. We refer the reader to [4] , [5] for more results in the threshold based model.
In contrast, much less work has been done in the Gaussian channel model. Notably, Franceschetti et al. [6] proved that a throughput of Ω(1/ √ n) can be achieved for random unicast sessions in random networks. In contrast, Zheng [7] consider power constrained networks, and showed that the total broadcast capacity is Θ(P/ log n), when every node uses the power P transmit. Additional results in this model can also be found in [8] , [9] . The previously mentioned work all assume some form of scheduling, such as using TDMA for channel access. Scheduling requires synchronization, which may not always be possible. In contrast, in this paper, we consider the wireless capacity of unicast and multicast for the case when scheduling is not feasible and all nodes transmit simultaneously.
2) Multicast:
Multicast is the most general communication paradigm in networks, since both broadcast and unicast can be viewed as a special cases of multicast. Multicast is an attractive data delivery mechanism that utilizes bandwidth efficiently by reducing redundant data transmissions, thus at the same time reducing energy consumption in wireless networks. Computing optimal multicast routing in networks is equivalent to the well-studied problem of packing Steiner trees [16] , which is NP-hard [17] . However, constant approximation algorithms exist, notably through the use of primal-dual schemes [18] and minimum spanning tree heuristics [19] .
C. Our contribution
We study the capacity of unicast and multicast networks with simultaneously transmitting nodes (without scheduling) under the Gaussian channel model. We develop schemes for computing unicast and multicast paths with provable guarantees on both the energy efficiency as well as the path capacity. Our contributions can be summarized as follows: One-dimensional case:
• We show that the network capacity for the UP (and accordingly for the MP) can be arbitrarily small.
• For the UP we develop two power assignments p 1 and p 2 such that for any s, t ∈ V , c(p 1 ) = c * (s, t),
, where u 1 , u n are the left-most and right-most, respectively, nodes on a line segment (e.g. as in Fig. 2 ), δ and ∆ are minimum and maximum distances between any two adjacent nodes on a line segment, and ρ is the max degree of H * .
• For the MP we generalize the results achieved for the UP and show that the asymptotic bounds are the same as in the case of unicast. Two-dimensional case:
• For the UP we develop a power assignment p 3 such that for any s, t ∈ V , c(p 1 ) = c * (s, t) and Cap(H p3 ) = Φ(Ω((µ/r) 2 + log n)) = (Ω(µ/r) 2 + log n) · Cap * (s, t).
• For MP we adapt an existing algorithm for minimum energy multicast tree construction and prove the same analytical bounds as for the UP.
• We verify our asymptotic bounds through simulations.
II. FUNDAMENTAL PROPERTIES
In this section we present several fundamental properties of the UP and MP problems. The next theorem shows an upper bound on the feasible throughput between a pair of nodes.
Proof: Let p be some power assignment. If there is no path from s to t in H p then Cap(H p , s, t) = 0 by definition. Otherwise, let P = s = u 1 , u 2 , . . . , u m = t be the maximum capacity path from s to t in H p . Clearly m ≥ 4 as d(s, t) > 3r. We consider two possible cases:
Since P is the maximum capacity path the theorem follows.
III. THE ONE-DIMENSIONAL LAYOUT
In this section we consider the case that the nodes are positioned on a line segment. Let V = {u 1 , u 2 , . . . , u n } be the nodes ordered from left to right (e.g. in Fig. 2 there is a network with 4 nodes). We assume that there are no two nodes at exactly the same location. To simplify the notation
We also use the following notation: an edge (u i , u j ) is called a forward edge if i < j and a back edge if i > j. We start by addressing the Unicast Problem and then show how it is possible to generalize our results for the Multicast Problem.
A. The Unicast Problem
Without loss of generality we assume that the source s is always to the left of the destination t. We also assume that there exists a power assignment p so that there exists a path from s to t in H p . We begin by developing the following technical lemma which states that there exists a maximum capacity simple (no loops or self-loops) path which uses forward edges only.
Lemma III.1. For a pair of nodes s, t ∈ V there exists a power assignment p and a simple path P = s = u i1 , u i2 , . . . , u im = t in H p , where i 1 , i 2 , . . . , i m ∈ {1, . . . , n}, such that Cap(P ) = Cap * (s, t) and for any j ∈ {1, 2, . . . , m − 1} it holds i j < i j+1 .
Proof: We prove the lemma by showing that any path with back edges can be converted to a path with no back edges without decreasing the capacity. We consider simple paths only since loops or self-loops can be easily removed without affecting the capacity. Let P be a simple path which contains back edges. This means that there exists a j, after u ij such that i k > i j . Clearly u i k is within the transmission range of
′ be a path obtained by extracting the nodes u ij+1 , . . . , u i k−1 from P . That is, P ′ = s = u i1 , . . . , u ij , u i k , . . . , u im = t . Note that at least one node, u ij+1 , is extracted. It is easy to verify that SIN R(u ij , u i k ) > SIN R(u i −1 , u i k ) . In addition, all the other edges have an increased SINR in P ′ than in P as there is less interference due to the extracted nodes. As a result, P ′ contains less back edges than P and Cap(P ′ ) ≥ Cap(P ). This process continues until there are no back edges.
We just showed that any path, including the maximum capacity one, with back edges can be converted to a path with forward edges only without decreasing the capacity.
Remark: As a conclusion from the proof of Lemma III.1 we can assume w.l.o.g. that s = u 1 and t = u n , as nodes to the left of s and to the right of t can be neglected.
In what follows we first show that the network capacity can be arbitrarily small and then develop two different power assignment algorithms with different performance guarantees.
1) Arbitrarily small capacity: Consider the network in Fig. 2 . There are 4 nodes, u 1 , . . . , u 4 , such that d 1 = d 3 = r and d 2 = ε, where ε > 0. Clearly, for any power assignment
As ε can arbitrarily small, so does the capacity.
2) Minimum cost power assignment:
We now show that a power assignment that is optimal in terms of energy efficiency has a good throughput for several one-dimensional layouts.
The simple linear time greedy algorithm MINIMUM COST LINEAR UNICAST (MCLU) computes the minimum cost power assignment which induces a communication graph which has a path from u 1 to u n . The algorithm greedily selects the next farthest neighbor from the current one, starting with u 1 .
MINIMUM COST LINEAR UNICAST
The next theorem shows that the power assignment is optimal in terms of energy cost.
Proof: We prove that the MCLU algorithm is optimal in terms of energy by induction on the number of nodes n. Clearly for n ≤ 2 the algorithm finds the minimum cost power assignment. Suppose that the MCLU algorithm is optimal for any set of at most n − 1 nodes. If d 1,n ≤ r then c(p 1 ) = r 2 = c * (u 1 , u n ). Otherwise, let u i be the minimum index node which is in the receive-transmit state as assigned by the MCLU algorithm, i.e. i = min{j : 1 < j < n, ≤ p(u j = 0}. Due to the induction assumption c(p 1 ) = r 2 + c * (u i , u n )). Let u j , 1 < j ≤ i, be the left most node which is reachable by u 1 in the optimal power assignment. As u i is the farthest reachable node from u 1 it is easy to observe that c
. From the construction of p 1 it follows that there is only one path from u 1 to u n in H p1 . Let this path be
As P is the only path in H p1 we can easily derive the observation below.
Next, we analyze the network capacity Cap(H p1 , u 1 , u n ) for different cases of the one-dimensional layout. We start with a simple case of unit distances, i.e. the distance between every pair of adjacent nodes is equal. Then we extend the analysis to more general networks.
Proof: Note that the distance between any pair of adjacent nodes in P , except for the pair (u im−1 , u im ), is the same, i.e. d ij ,ij+1 = x, 1 ≤ j ≤ m − 2. In conjunction with Observation III.3 it can be easily deduced that r/2 ≤ x ≤ r.
To analyze the capacity of P we bound the interference at every edge in P . The analysis is slightly different for the last edge in P and the other ones. For 1 ≤ j ≤ m − 1 we have:
Similarly, for the last edge in P we have the following bound:
. By definition, the signal strength of every link is at least 1. Therefore, Cap( P ) = Φ(Ω(1)). Recall that according to Theorem II.1, Cap
For the analysis of general one-dimensional networks with arbitrary distances between adjacent nodes we require the following two technical lemmas which derive lower bounds on the distance between nodes in P . Let δ and ∆ be the minimum and maximum distances between any two adjacent nodes on a line segment, respectively. That is,
Proof: Let u ij , 1 ≤ j ≤ m − 2, be any node in P . From the definition of δ and construction of P it follows easily that
Due to Observation III.3 we conclude d ij ,ij+1 ≥ r − ∆, and the lemma easily follows.
Proof: Without loss of generality we assume k < l − 1. Then
At least ⌊ |k−l| 2 ⌋ addends are above r by Observation III.3. As a result,
The next theorem shows the capacity guarantee for P for general one-dimensional networks.
Proof: We start by showing the following max{δ, r − ∆} ≥ rδ δ + ∆ .
We consider two cases. If δ ≥ r − ∆ then δ + ∆ ≥ r and so
Otherwise, δ < r − ∆, which results in
The rest of the proof resembles the proof of Theorem III.4 and relies on Lemmas III.5 and III.6. We bound the interference of every edge in P . For 1 ≤ j ≤ m − 2 we have:
For the last edge, the interference can also be bounded:
We can conclude as in the proof of Theorem III.4 that
Note that the general bound obtained in the theorem above matches the one for the unit distance networks.
3) Balancing the ratio of consecutive links:
We can see that one of the major factors which affect the capacity of P is the distance between any two consecutive nodes in P . Theorems III.4 and III.7 address this issue by providing adequate analysis for different cases. However, for some networks where the ratio ∆/δ is high, the capacity achieved by p 1 can be significantly improved. For instance, in Fig. 3 there is a network of 5 nodes, so that d 1 = d 2 = r/2, d 3 = ε (an arbitrarily small constant), and d 4 = r. The active links in H p1 will be (u 1 , u 3 ), (u 3 , u 4 ), (u 4 , u 5 ). Easy to see that (u 1 , u 3 ) will be significantly interfered by (u 3 , u 4 ). The capacity, however, can be improved by using the following links (u 1 , u 2 ), (u 2 , u 4 ), (u 4 , u 5 ). We develop a power assignment p 2 which balances the ratio between the lengths of two consecutive active links which do not involve u n . Let 
We define for any path P in H * ,
Also, let γ * = min{γ(P ) : P is a path in H * from u 1 to u n }.
We say that γ(P ) is the balance coefficient of a path P . The next technical lemma shows an upper bound on Cap
Proof: We show that the lower bound holds for any power assignment p. Let p be some power assignment so that there is a path from u 1 to u n in H p and P be the maximum capacity path in H p . Due to Observation III.1 we can assume w.l.o.g that P has only forward edges and therefore P is also a path in → H * . Let (u, v), (v, w), u, v, w ∈ V \ {u n }, be two consecutive links in P so that
And the lemma easily follows. Next we show how to find a path P * in H * so that γ(P * ) = γ * by using dynamic programming. Let P [i], 1 ≤ i ≤ n be the minimum balance coefficient path from u 1 to u i and M [i] = γ(P [i]). We outline a dynamic programming type algorithm MINIMUM BALANCE COEFFICIENT PATH to compute P [u n ].
MINIMUM BALANCE COEFFICIENT PATH
It is easy to verify that the MINIMUM BALANCE COEFFI-CIENT PATH algorithm computes the minimum balance coefficient path from u 1 to u n in
(proof is omitted due to space constraints). We define the power assignment p 2 as follows: p(u n ) = 0 and for every u ∈ V \{u n }, if u ∈ P * then p 2 (u) = r 2 , otherwise p(u) = 0. By definition, P [n] is a path in H p2 .
In the next two theorems we analyze the cost and capacity of p 2 . Let ρ be the maximum number of nodes within distance r from any node in the network, i.e.
Proof: Recall the power assignment p 1 and path P . Let
Proof:
. . , u i k = u n be the path computed by MINIMUM BALANCE COEFFICIENT PATH. We show that Cap(H p2,u1,un ≤ Cap(P * ) = Φ(1/(ρ · γ * )).
Similarly to the proofs of Theorems III.4 and III.7 we bound the interference of every edge in P * . Note that by the definition of ρ, for any 1 ≤ j ≤ n−1 and ρ < l ≤ n−j, it holds d j,j+l > r. This results in d ij ,i j+l ≥ ⌊r · l/ρ⌋, for any 1 ≤ j ≤ k − 1 (1)). And for the last edge,
.
It is easy to verify that the bound holds for the last edge in P * as well. Finally, due to Theorem II.1 and Lemma III.8,
B. The Multicast Problem
We show how the results obtained for the UP can be easily generalized for the MP. Let s ∈ V and M ⊆ V be the source node and a set of target nodes, respectively. W.l.o.g. we assume that s = u 1 and u n ∈ M , as otherwise we could simply consider two line segments, from s to the right most and left most nodes in M as all the nodes beyond these segments can be neglected due to Lemma III.1. We argue that for any power assignment p developed for the UP the throughput from s to any t ∈ M is at least Cap(H p , u 1 , u n ). Recall that due to Observation I.3, Cap * (s, M ) ≤ Cap * (u 1 , u n ). Let P be a maximum capacity path in H p from u 1 to u n (according to Lemma III.1 we can assume it has only forward edges). For any u l ∈ M , l < n, let (u i , u j ) be an edge in P such that i < l < j.
It is easy to verify (details are omitted due to lack of space) that
IV. THE TWO-DIMENSIONAL LAYOUT
This section addresses a more general case, where the nodes are positioned in a two-dimensional Euclidean plane. As in the previous section we start with the Unicast Problem, and then show a construction of energy efficient multicast tree with a good capacity bound. Let µ = min u,v∈V d(u, v) be the minimum distance between any two nodes in the network.
A. The Unicast Problem
We develop a power assignment p 3 which is optimal in terms of cost and has a capacity guarantee which is at least Ω((µ/r) 2 + log n) times the optimum. Let P s,t be a shortest path from s to t in H * (in terms of hops). We define p 3 as follows: p(t) = 0 and for every u ∈ V \ {t}, if u ∈ P s,t then p(u) = r 2 , otherwise p(u) = 0. The cost of p 3 is optimal as this power assignment uses the minimum number of nodes for a successful unicast transmission from s to t. This fact is summarized in the next theorem.
To analyze the capacity of P s,t we define a ring of nodes R(u, i) ⊆ V \ {u}, i > 0, as the nodes which are at distance greater than r · i and closer than r · (i + 1), i.e. for any v ∈ R(u, i), r·i ≤ d(u, v) ≤ r·(i+1). In the following lemmas we bound the number of nodes which are in the transmit-receive state in the rings.
We start by showing that |R(u, 0) ∩ P s,t | ≤ 2. Suppose by contradiction that |R(u, 0) ∩ P s,t | > 2. Then there are at least three nodes, x, y, z ∈ V \ {u}, which are in P s,t and are within distance r from u; w.l.o.g., let x, y, z be the order of the nodes in P s,t . There are two cases to consider: if u appears before y, z in the path, then it is possible to shortcut from u to z and remove the portion of the path from u to y and then to z, which is a contradiction to the optimality of P s,t ; if u appears after x, y, then it is possible to shortcut from x to u -once again a contradiction to the optimality of the path.
For 1 ≤ i ≤ n − 1, we define A(u, i) to be a circular ring area centered at u with an inner and outer radii of r · i and r(i + 1), respectively. Let σ 1 be the maximum number of disks with radius r which can be placed in the plane such that: (a) their centers are located in A(u, i), (b) each disk contains at most 2 other disk centers. It is easy to see that |R(u, i) ∩ P s,t | ≤ σ 1 as disks represent the transmission range of nodes and disk centers represent the nodes themselves.
To bound σ 1 , we define
. Let σ 2 be the maximum number of non-intersecting disks with radius r which can be completely placed inside ↔ A (u, i). It easy to verify that σ 1 ≤ σ 2 as all disks with centers in A(u, i) are completely contained in
πr 2 = 9(2i + 1).
For i > n − 1, since there are at most n − 1 hops in P s,t it follows easily that |R(u, i) ∩ P s,t | = ∅.
We are ready to analyze the capacity of H p3 .
Theorem IV.3. Cap(H p3 ) = Φ(Ω((µ/r) 2 + log n)) = (Ω(µ/r) 2 + log n) · Cap * (s, t).
Proof:
We bound the interference of every link in the path, (u, v) ∈ P s,t , with the help of Lemma IV.2. Recall that µ is the minimum distance between any two nodes.
As in the proof of Theorem III.4, the signal strength is at least 1, and therefore SIN R(u, v) ≥ 1/O(r 2 /µ 2 + log n). The asymptotic bound for Cap(H p3 ) is obtained due to Theorem II.1.
B. The Multicast Problem
In this section, we will consider the Multicast Problem. Our goal is to compute a tree that is both energy efficient with a provably good bound on the capacity the communication paths between the source node s and the receiver nodes in M . We begin by focusing solely on the problem of constructing a minimum energy tree connecting s and nodes in M . Unfortunately, computing such a tree is NP-Hard, since it is equivalent to computing the optimal Steiner tree [20] . Before we describe our algorithm for computing such a tree, we will require some definitions. We define a node cut δ(S) as the minimal set of nodes such that the set S ⊂ V is disconnected from V \ S in H * . Equivalently, removing the set of nodes δ(S) induces a graph on H * such that S and V \ S is disconnected. We will also require the use of the indicator function f : S → {0, 1}, where f (S) = 1 if and only if S does not contain the source node s, and |S ∩ M | ≥ 1. In other words, the function f (S) is used to indicate if the set S contains a multicast receiver, but not the source node.
Armed with the definitions above, it is not hard to see that one can compute the cheapest tree connecting s and M by solving the following integer program (IP):
Initialize active components C = {{t}|t ∈ M } 3 Update solution set W = ∅ 4 Phase 1: 1) Update set of active components C.
2) If C = ∅, go to Phase 2.
3) Increase y(S) for all S ∈ C at uniform rate until constraint of LP (2) holds with equality for some u 4) Set b(u) = 1, and add u to W . Repeat step 1). Phase 2:
1) Examine each node u ∈ W , in the order in which they were opened. If graph induced by W ∪ M \ {u} does not disconnect s from some t ∈ M , then set b(u) = 0, and set W = W \ {u}.
The objective function of IP (1) attempts to minimize the number of transmitting nodes. The first constraint ensures that any solution found by the IP meets our requirements of connecting s to every node in M . We can take the linear program (LP) relaxation of IP (1) by relaxing the second constraint to b(u) ≥ 0. The dual of such a relaxation can then be stated as
Naturally, it is NP-Hard to solve IP (1) directly. Instead, we will employ a slightly adapted version of the primal-dual type algorithm [18] due to Gopinathan et al. [21] to compute our energy efficient tree. We will first require the following definition: Definition 1. An active component is a set of nodes S such that f (S) = 1, and the following is true:
• S is connected, that is for any u, v ∈ S there is a path from u to v using only nodes in S,
The algorithm begins by setting all variables in both the primal and dual LPs of (1) and (2) to 0, which results in an infeasible primal solution and a feasible dual solution. In line with most primal-dual methods, the algorithm then increases dual variables y(S) for all active components uniformly until some constraint in LP (2) holds with equality for some node u. By complementary slackness conditions, this means b(u) > 0 in the optimal solution, and thus we set b(u) = 1. This process continues until we have a feasible primal solution. At this point, we may possibly have set b(u) = 1 for too many nodes. Hence, the second phase of the algorithm performs a pruning procedure in which we remove nodes from the solution as long as doing so does not result in an infeasible multicast tree. The next theorem states the performance of this algorithm:
Theorem IV.4. The algorithm PRIMAL-DUAL SCHEMA FOR STEINER TREE computes an energy efficient tree with cost at most twice the optimal tree.
We refer the reader to Gopinathan et al. [21] for details on the proof for this theorem. We next prove a lemma similar to that of lemma IV.2.
Lemma IV.5. For any transmitting node u ∈ W in the multicast tree computed by algorithm 3, |R(u, 0) ∩ W | ≤ ⌊ 2π arcsin(0.25) ⌋ − 1.
Proof: For any transmitting node v within R(u, 0) there must be a receiving node v ′ in R(u, 1), otherwise, in phase 2 of the algorithm, we would have set b(v) = 0. Further, for any other transmitting node w within R(u, 0), there must be another receiving node w ′ that is in R(u, 1), such that d(v ′ , w ′ ) > r. This is true since phase 2 prunes unnecessary nodes in the order in which they were added to the solution, and leaf nodes are initialized to transmit in Algorithm 3. Therefore, bounding the number of transmitting nodes within R(u, 0) reduces to the problem of finding as many nodes that can fit in R(u, 1) such that the distance between any two of these nodes is greater than r. The worse case occurs when we place these nodes on the boundary of the disk centered at u with radius 2r. Simple geometry suffices to show that the number of nodes is at most ⌊ 2π arcsin(0.25) ⌋ − 1. Let p 4 be a power assignment as computed by the algorithm PRIMAL-DUAL SCHEMA FOR STEINER TREE for some subset of target nodes M . Lemma IV.5 shows that for any transmitting node u, there is a constant number of other transmitting nodes within a range r from u. Following Observation I.3 it is clear that for any multicast subset M , the bound of Theorem II.1. Therefore, the theorem below is easily derived.
Theorem IV.6. Cap(H p4 ) = Φ(Ω((µ/r) 2 + log n)) = (Ω(µ/r) 2 + log n) · Cap * (s, M ).
V. SIMULATION RESULTS We performed simulations to measure the capacity of some of the unicast and multicast sessions. In particular, we measured the performance of the schemes proposed in Section IV for a random network in a unit square (Fig. 4) . The simulations were carried out for values of n ranging from 40 to 100 with steps of 10. We considered three different transmission ranges: r = 0.25 (R1), r = 0.3 (R2), r = 0.4 (R3). The plots show the minimum SINR in the respective unicast/multicast sessions.
For unicast, we computed the average minimum SINR over all possible unicast pairs; each point in the plot is an average of 5 tries. For multicast, simulations were performed between a randomly chosen source and 10 randomly chosen multicast receivers. For a given network size and radius, each experiment was conducted 7 times, and the average SINR of the multicast tree is presented. It is interesting to observe that the SINR (in both cases) is within a constant factor from the optimum (which is 4 according to Theorem II.1).
