Abstract. Let M = G/H be a irreducible symmetric space of Cayley type. Then M is diffeomorphic to an open and dense G-orbit in the Shilov boundary of G/K × G/K. This compactification of M is causal and can be used to give answers to questions in harmonic analysis on M. In particular we relate the Hardy space of M to the classical Hardy space on the bounded symmetric domain G/K × G/K. This gives a new formula for the Cauchy-Szegö kernel for M.
Introduction
In this paper we shall begin a study of the harmonic analysis of a certain class of affine symmetric spaces by introducing a compactification of the space. We shall call these causal compactifications. The idea of using such compactifications has been studied before in special cases, see for example [1] , [9] and [10] , where Cayley type spaces are treated as well as the case of the metaplectic group, and also recently by V. Molchanov for the case of the orthogonal group of Hermitian type and the corresponding hyperboloid [12] . The causal compactification is especially convenient for studying the noncommutative analogue of the Hardy space, since it is a Shilov boundary of a classical bounded domain. Such non-classical Hardy spaces were introduced by Stanton in [20] in the group case, also studied by Ol'shanskii, and later constructed for symmetric spaces of Hermitian type in [6] .
One may trace some of these ideas to the celebrated Gelfand-Gindikin program of understanding the harmonic analysis on a symmetric space by studying the holomorphic extension of functions into domains in the complexification of the space. One of the first questions was to calculate the reproducing kernel for the Hardy space, in the sense of finding the orthogonal projection from L 2 onto the Hardy space, i.e. to find explicitly the Cauchy-Szegö kernel which reproduces the holomorphic functions in the Hardy space.
One of our aims in this paper is, in addition to the harmonic analysis treated, to make precise the notion of causal compactification. For symmetric spaces of Cayley type there is, as we shall see in this paper, a natural way to obtain a causal compactification and to use it to identify the Hardy space and its Cauchy-Szegö kernel explicitly in terms of classical Hardy spaces, namely a tensor product of two such spaces corresponding to the associated tube domain. By specializing our results we obtain as a corollary an explicit formula for the Cauchy-Szegö kernel for the two-dimensional hyperboloid of one sheet -namely a special case of an old formula of Heine:
(2n + 1)P n (z)Q n (t), see e.g. [21] p. 322. (We thank J. Faraut for this observation.) Here the functions in the sum are Legendre functions of the first and second kind. Our formula is obtained by setting z = 1 and is the expression of the Cauchy-Szegö kernel as a sum of the invariant distributions which define the projections onto the holomorphic discrete series representations for the symmetric space. The numerical coefficients in the sum are due to the standard normalization of the Legendre functions, but as shown in [6] the multiplicity is one in general, so in principle the coefficients are all 1.
Although in this paper we deal only with affine symmetric spaces of Cayley type, it is plausible that the ideas and constructions carry over to quite general (reductive) affine symmetric spaces G/H of Hermitian type. Namely, for such a (general) space there will be a causal compactification into the Shilov boundary of a Hermitian symmetric space G 1 /K 1 , where G 1 is the group of local causal transformations on G/H. This compactification map extends to a holomorphic imbedding of Ξ, the domain in a suitable complexification of G/H for a Hardy space of functions on G/H. In this way it is possible to directly compare the Hardy space on G/H with the classical one on the Shilov boundary of G 1 /K 1 ; to have an isomorphism between the two Hardy spaces will require some control over the asymptotics at infinity in Ξ of the functions in the Hardy space. This is an interesting program, and several researchers are presently studying special cases; we hope to pursue it with regard to calculating the Cauchy-Szegö kernels, and also to utilize the compactifications to study the other series of representations as in the original program of Gelfand and Gindikin.
The main result in this paper is Theorem 6.6, complemented by Theorem 6.9, giving an explicit isomorphism between the classical Hardy space and the one for the symmetric space. Note that in this case the causal group is G 1 = G × G, so that the corresponding Hardy space is actually a tensor product of the Hardy space on G/K tensor itself. Hence we may interpret the result as calculating this tensor product and identifying it with the direct sum of all holomorphic discrete series representations for G/H (it is also possible to do this tensor product calculation directly by algebraic means -this we did first -and to compare it with the parameters in the holomorphic discrete series for G/H). We start by recalling the structure theory of Cayley type spaces where a number of new technical aspects have to be dealt with. One is the normalization of various measures and corresponding Jacobians, as we do in Sections 2 and 5. Another is the introduction of a double covering, necessary in two of the series of spaces, similar to the one appearing in [10] . It seems a natural feature of the geometry that one should consider a double covering of Ξ, defined much in the spirit of the Riemann surface for √ z, but with z replaced by the complex Jacobian of the (extended) causal compactification.
It is a pleasure to thank P. Torasso for the invitation to Poitiers, where we first lectured on these results, J. Faraut and K. Koufany for remarks and discussions, and Odense University and the Mittag-Leffler Institute, where this work was finished. We also thank the referee and the communicating editor for many suggestions to improve the presentation.
Symmetric Spaces of Cayley Type
In this section we recall some facts about causal symmetric spaces. We refer to the original paper [14] and the monograph [5] for proofs and more information. Let V be a Euclidean space. A subset C in V is called a cone if C is convex and R + C ⊂ C. The closed cone C is called nontrivial if C = −C and regular if it is pointed (C ∩−C = {0}) and generating (C −C = V). Suppose that the Lie group L acts on V. We say that the cone C is L-invariant if a(C) ⊂ C for all a ∈ L. Denote by Cone L (V) the set of regular L-invariant cones in V. Let M be a manifold. A cone field or causal structure on M is a map
The cone field is said to be differentiable if there exists a differentiable atlas A on T (M ) such that for
is the projection onto the second factor. Suppose that the Lie group G acts on M. Let g (m) := g·m. The cone field is said to be invariant if
. If the action is transitive, then M is said to be causal if there exists a smooth G-invariant 
Let G be a connected simple Lie group and g be its Lie algebra. Let G C be the connected simply connected complex Lie group with Lie algebra g C := g ⊗ R C. For simplicity we will assume that G ⊂ G C . Let τ be a nontrivial involution on G commuting with a (fixed) Cartan involution θ. We assume that τ = θ. We denote by the same letters the corresponding involutions on G C , g, g C , g * , and g *
Both H C and K C are connected as G C is simply connected, cf. [11] , p. 171. K is a connected maximal compact subgroup of G and D := G/K is a Riemannian symmetric space. Let M := G/H. M is a pseudo-Riemannian symmetric space.
For a vector space V over the field K, T ∈ End(V) and
Then h is the Lie algebra of H and k is the Lie algebra of K. Finally we define q := g(−1, τ) and p := g(−1, θ). Then, as τ and θ commute,
Let o = {H}. Then q is isomorphic to T o (M) in such a way that (d h ) o corresponds to Ad(h)|q, h ∈ H. Thus the causal structures on M correspond bijectively to the H-invariant nontrivial cones in q. There are three different types of causal structures on M:
Cayley type: M is both compactly causal and noncompactly causal.
We say that M is irreducible if there are no τ -stable ideals in g that are not contained in h. From now on we assume that M is irreducible. We will also assume that [q, q] = h. This is no loss of generality because [q, q] ⊕ q is an ideal in g and there exists an ideal l contained in h such that
Denote the center of h a by z(h a ). Denote the center of k by z(k). We have, cf. [5, 14] : 
Assume that M is compactly causal. Then (4) part (iii) implies that D is a bounded symmetric domain and that we can choose Z 0 ∈ q ∩ z(k) such that ad Z 0 has exactly the eigenvalues 0, +i, −i. We have k = g(0, ad Z 0 ) and 
The bounded realization of G/K, cf. [2] or [3] , is given by
For g ∈ G C and Z ∈ p + with g exp
The universal factor of automorphy k(g, Z) satisfies
Denote the Killing form on g by B.
Proof. ad Y 0 is semisimple, symmetric and with real spectrum as
is an orthogonal direct sum. But the same holds for the
Let a q be a maximal abelian subalgebra of p containing Y 0 . Because of (1.3) a q is contained in q ∩ p and a q is abelian in q. We have H = Z K∩H (a q )H o , cf. [5, 16] .
From now on we will -if not otherwise stated -assume that M is an irreducible semisimple symmetric space of Cayley type. Let Y 0 and Z 0 be as above. Define
Proof. The first part is obvious from the definition of c. By Lemma 1.3 we have Ad(c 2 )|g(−1, θτ) = − id. The claim follows now as
Proof.
(1) This follows immediately from Lemma 1.4. For (2) we notice first that
Then the following hold:
ad(X 0 ) is semisimple with real spectrum because of (1). (2) follows from the fact that ad Z 0 has spectrum {−i, 0, i}. (3)- (5) follow from Lemma 1.5 and (7) is obvious.
(6) That q + and q − are abelian follows from (5). That θ(q
h-stable subalgebra of g by the Jacobi identity.
) is connected and contained in H C by (7) . By (3) both groups have the same Lie algebra. As
. From this the claim follows easily.
The Shilov boundary of
In [7] it was proved that M G/HQ − × G/HQ + . The following lemma gives a geometric interpretation of this fact.
Lemma 2.2.
1)
C . This implies (1) . (2) follows from (1) and Lemma 2.1 as c −1 = θ(c) and θ(HQ − ) = HQ + . (3) and (4) are trivial in view of (1) and (2) and Lemma 2.1.
Let t be a Cartan subalgebra of k (and g) such that a := t ∩ q is maximal abelian in q, cf. [17] . Then Z 0 ∈ a. Let ∆ = ∆(g C , t C ) be the set of roots of t C in g. Then
Choose a positive system ∆ + k and let
. . , γ r } be a maximal set of strongly orthogonal roots in ∆ + n such that γ 1 is the maximal root in ∆ + n and γ j+1 is the maximal root strongly orthogonal to γ 1 , . . . , γ j . By the Theorem of Moore [8] and [17] we have the following facts: 
4) The root spaces g Cγj are one dimensional and all the root spaces corresponding to a root of the form
We list here the irreducible symmetric spaces G/H of Cayley type, cf. [5] , the Shilov boundary of G/K, together with the real rank r of G/K, and the common dimension d. Here k ≥ 3, T is the one dimensional torus, Q n is the real quadric in the real projective space RP n defined by the quadratic form of signature (1, n) and the subscript + means positive determinant:
Irreducible Spaces of Cayley Type
The following lemma and theorem are well known, but we prove them here for lack of a good reference. Lemma 2.5. Let ρ n be the half sum of positive noncompact roots with multiplicities.
(1) follows from Lemma 2.3, part 3. (2) is a direct consequence of (1), and (3) is clear from the last column of the above list of Cayley type spaces. (4) follows by inspection of the Dynkin diagrams.
Theorem 2.6. Fix the positive system
1) There exists an irreducible finite dimensional representation of G C with lowest weight −2ρ n . 2) Assume that g = sp(2n, R), so(2, 2k + 1), n, k ≥ 1. Then there exists a finite dimensional irreducible representation of G C with lowest weight −ρ n .
Proof. Let {α 1 , . . . , α k } be the simple roots for ∆ + (g C , t C ). Then α 1 = γ 1 is the unique simple noncompact root. Furthermore (ρ n |α) = 0 for α ∈ ∆ k . If γ is an arbitrary noncompact positive root, then γ = γ 1 + j>1 n αj α j . By Lemma 2.5:
As γ 1 is a long root 
Let u 0 be a lowest weight vector of norm 1, and let c be as before. Define Φ m : 
The Cartan involution θ is given by conjugating by Z 0 and the holomorphic extension to SL(2, C) is
Thus τθ(X) = −X T . Identify p + and k C with C by z → 0 z 0 0 respectively 
In general we choose
The conjugation of sl(2, C) with respect to su(1, 1) is given by
Thus ϕ j • σ su(1,1) = σ • ϕ j from which it follows that ϕ j (su (1, 1) ) ⊂ g. Furthermore ϕ j intertwines the involutions θ, τ and τθ on su(1, 1) and on g. We denote the corresponding homomorphism SL(2, C) → G C also by ϕ j . As the roots γ j are strongly orthogonal g j := ϕ j (su(1, 1)) commutes with g k if j = k. Using ϕ j calculations involving the strongly orthogonal roots and the algebras g j are reduced to calculations in sl(2, C) and SL(2, C). In particular we get E = E j . Let ξ be a character of K C and assume it is unitary on K. Then dξ ∈ iz(k). We write 
Proof. Let W be the K C -module generated by u o . Then, as K C normalizes p − ,
Here V is the representation space of π. Let n
C is one-dimensional and the claim follows. Lemma 2.10. Let σ : G C → G C be the conjugation with respect to G. Let χ :
character. If χ|K is unitary, then χ(στ (k)) = χ(k).
Proof. Both sides are holomorphic in k and agree on K as τ |z(k) = −1. The lemma now follows as K is a real form of K C .
Lemma 2.11. Let Z ∈ p + . Then the following holds:
where the last equality follows from Lemma 2.9 .
(2) We have k · Z = Ad(k)Z. By Lemma 2.9:
(3) This follows from (2) and su(1, 1)-reduction.
Theorem 2.12.
. . , r, and let
k ∈ K C . Then Ψ m (k · r j=1 z j E j , k · r j=1 w j E j ) = k 2mρn r j=1 (z j − w j ) m(1+d(r−1)/2) .
Proof. (1) By definition exp g · Z = g exp Zk(g, Z)
−1 q, q ∈ P − , and similarly for W . Thus
for some p ∈ P − . Now Ad(c −2 ) = θτ . Thus c −2 P − c 2 = P + . As above we get 
The Causal Compactification of M
In this section we show that the map
is a causal compactification of M. Recall that the causal structure on M is determined by the cone C in q generated by − Ad(H)Z 0 , cf. [5, 14, 15] . The cone C can also be described in the following way, cf. [5, 14] :
Proof. (1) is a standard su(1, 1)-reduction. (2) and (3) are from [5] , Theorem 2.6.8.
Identify the tangent space of S 1 at ξ 0 with (g×g)/((h+q
Lemma 3.2. D is an (HQ
− ) × (HQ + )-invariant cone in T ξ0 (S 1 ). Proof. Let q = exp X ∈ Q + and p = exp Y ∈ Q − . Let (R, T ) ∈ q + × q − . Then
Ad(p, q)(R, T ) = (e ad Y R, e ad X T ) = (R + [Y, R] + [Y, [Y, R]], T + [X, T ] + [X, [X, T ]]).

But [Y, R] ∈ h and [Y, [Y, R]]
It follows that Ad(p, q) restricted to T ξ0 (S 1 ) is the identity map. By this the claim follows.
As explained in Section 1 it now follows that D defines a G × G-invariant causal structure on S 1 by translating the cone D by G × G.
In the case of su(1, 1) we have
(2) This follows by equation (3.1), Lemma 3.1, and su(1, 1)-reduction.
In particular
The claim follows now from (2) and Lemma 3.1.
We will also need the following lemma, cf. [3] or [5] : 
Corollary 3.7. S = (K
∩ H) r j=1 z j E j ∈ S |z j | = 1 .
Proof. By Lemma 3.6 we have
z j E j ∈ S | |z j | = 1} and the second set is closed in S. On the other hand
Proof. The function Φ is by definition G-equivariant. As the causal structure on M and S 1 are G-invariant we only have to show that (dΦ) o (C) ⊂ D ξ0 . But this is obvious from the definition of D. To show that the image is dense it suffices to show that it is given as stated. It follows by Theorem 2.12 that the left-hand side is contained in the right-hand side. Assume now that Ψ m (Z, W ) = 0, (Z, W ) ∈ S 1 . Let g ∈ G be such that g · W = −E and then choose k 
Let pr q : g → q be the orthogonal projection. Let C G be a G-invariant regular cone in g such that −τ (C G ) = C G , and C = C G ∩ q = pr q (C G ), cf. [5] , Theorem 4.5.8. The minimal extension is the minimal cone C min generated by − Ad(G)Z 0 and the maximal extension is the maximal cone
As in [6] we set
In particular Ξ
o (and Ξ) are independent of the extension C G . The map Φ from Theorem 3.8 is defined for all g ∈ G C /H C such that g ·ξ 0 exists. We have by Lemma 4.1, part 3,
The following has also been proven by M. Chadli, cf. [1] . , n) ). Let G = SU(n, n). Then
Example 4.3 (SU(n
and the action of SU(n, n) on p + is given by
The maximal compact subgroup is S(U(n) × U(n)) and the bounded realization is
The Shilov boundary is U(n) and E corresponds to the identity matrix. The Cayley type involution τ is given as
By Lemma 2.11 we get Φ m (Z) = det(Z) mn . Thus
and Ξ o is given by
L 2 -spaces and Double Coverings
The quasi-invariant and normalized measure µ on S 1 is given by
where µ is as in (5.1) . For g ∈ G C and Z ∈ p + such that g exp Z ∈ P
2ρn . This is the holomorphic Jacobian of the action on p + . The connection between J and J R is given by the following lemma.
Lemma 5.1. Suppose that Z = k · E ∈ S for some k ∈ K. Then the following hold:
Proof. Write c = exp Ek o p − . Simple calculation shows that
for some q ∈ P − . The lemma now follows from c
From Theorem 2.6 we know that J(a, Z) = k(a, Z) ρn , a ∈ Γ −1 and Z ∈ cl(D b ) is well defined if g is not one of the Lie algebras sp(2n, R) or so(2, 2n + 1). In general there is a double coveringΓ, respectivelyG, of Γ, respectively G, such that 
We define also a double covering of the set X := {ξ ∈ p
The covering projection and the square-root √ Ψ 2 of Ψ 2 are given by the projection onto the first, respectively second, variable:
we have a well-defined action ofG onX given by
The pullback of the G-invariant (respectively quasi-invariant) measure on M (respectively S 1 ) defines a G-invariant measure onM (respectivelyS 1 ). We will denote this measure by the same letter as before. Thus the corresponding L 2 -spaces are defined. We will denote the subspace of even, respectively odd, functions by L 2 even , respectively L 2 odd . The same convention will be used for other function spaces. Notice that all those coverings are trivial (i.e. splits) in case g is not sp(2n, R) or so(2, 2n + 1) because we can take a global square-root of both J and Ψ 2 .
Lemma 5.4. Let
Proof. Let be as in the lemma. Then J( , Z) = −1 for every Z. The claim follows now from (5.3).
It follows that the representation λ 1 factors toG ×G/{(1, 1), ( , )}. Restricted to the diagonal ∆(G) it defines a representation of ∆(G)/{(1, 1), ( , )} G. We notice also that Lemma 5.4 and Theorem 2.12 imply that action ofG andΓ onΞ factors to an action of G and Γ as acts trivially. The same argument shows that the coveringΞ → Ξ is trivial on every G and Γ o -orbit. 
As z is a square-root of Ψ 2 (m) we have also fixed a square root z o of Ψ 2 (o). It follows that (m, z) = g · (o, z o ). That M 0 M 1 M is obvious as the stabilizer of ξ o and ξ 1 is in both cases H.
2) If f ∈ L 2 (M) is continuous, then we can write
which defines a continuous projection onto the space of even, respectively odd, functions. On the other hand, if f is even or odd, then f is determined by the restriction to M o or M 1 . This gives the needed isomorphism.
We prove the following lemma in the same way as part 1) in the last lemma: 1) The G-invariant measure on Φ(M) ⊂ S 1 is up to a constant given by
2) The map
Remark 5.8. The above theorem shows in particular that, restricted to the diagonal, the different representations of G = ∆(G) on L 2 (S 1 ), i.e. those defined by using the real Jacobian, respectively the complex Jacobian, are equivalent.
The Hardy Spaces
For a complex manifold U let O(U ) be the space of holomorphic functions on U . 
The image of β is given by the direct sum of the holomorphic discrete series constructed in [17, 18] . Let π be an irreducible unitary representation of K on the finite dimensional Hilbert space V π . Denote by the same letter π the holomorphic extension to K C . Let π * denote the contragradient representation on V * π . We will assume that π * contains a non-zero H C ∩ K C fixed vector u o . We normalize u o to have norm 1. Let t be a Cartan subalgebra of k and g containing a. Let µ π ∈ it * be the highest weight of π with respect to the positive
where m α = dim g α . Then the following holds, cf. [6] :
Lemma 6.2. Let u be a weight vector of weight µ. Then
Proof. We recall that exp −i r j=1 Y −j · ξ = (E, 0). On the other hand su(1, 1)-reduction shows that
The claim follows now from Theorem 6.1, part 4. 
Proof. Let Φ ν := Φ π,uν . By Theorem 6.1 we know that Φ π,u is P In particular the boundary value map is G-equivariant, resp.G-equivariant. We remark that we could have replaced, in all the constructions G, Γ and Ξ o by the corresponding coverings to get the corresponding Hardy spaceH 2 and boundary value mapβ :H 2 → Λ 2 (M). Note that it is known from [6] and [17] that the image ofβ is again the sum over the holomorphic discrete series constructed in the same way as before, using the lifting of the map k H .H 2 is a G-space as the action of onX is trivial and β is an isometric G-map. The boundary value map maps even functions into even functions and odd functions into odd functions. Then Lemma 5.5 and Lemma 5.6 show that Lemma 6.5. We have the decomposition ofH 2 into equivalent G-spaces Proof. Write µ = r j=1 n j γ j . As µ is ∆ + k -dominant, n 1 ≥ n 2 ≥ · · · ≥ n r . By [19] we have n j ∈ Z for every j. As ρ = 
