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INTRODUCAO 
ESTIMACAO POR MINIMA DISTANCIA 
A principio vamos descrever brevemenLa o que é o problema 
de esLimaç~o paramétrica. 
Sejam X ,X , ••• ,X , n observaçESes de 
< 2 n 
aleatório e que a distribuição conjunta 
conheci da, exceto por um parÂmoel.r-o 9 E é 
chamado de espaço paramétrica. 
um certo Ienómeno 
de 
c 
X , X , •• 
• • 
d~1. 
. , X é 
n 
é sará 
Admi t.amos que a !'unção de distribuição conjunta F 9 de 
X ,X , ... ,X 
' Z n 
e VJ: @ ____. 
pertença a uma fanúlia 
!Rd sgja. uma f'unção suave e bijet.iva. O problema de 
estimação paramétrica consiste em estimar ~8) por meio de f'unçBes 
TCX , ... ,X) que são variáveis aleal.6rias s6 dapendenl.es das 
• n 
observações. 
Vários métodos da estimação roram desenvolvidos ao longo 
dos anos. Um destes métodos ficou particularmente conhecido após 
os: trabalhos de- R. A. Fisher o qual f" oi denominado por Máxima 
Veiossimilhança Cver Bickel & DoksumC1977)). 
1 
O esli mador de máxima ver os si mi 1 hança C EMV) consiste no 
seguin~e (v~r Bus~osC1091)): 
Def'iniç~o 1: Seja n~1 :fixo; chama-se :funçllo de verossimilhança a 
L: e X ~n ~ ~ de:finida por 
LCS,x , ... ,x) = f' 0 Cx , ... ,x) 1 n ço 1 n 
onde e e 9 e :r8 é a densidade de F8 e r em relaç~o a 
uma certa medida~ a-finita que domina r. 
Par a cada x= C x •..• , x ) ' E lR0 , supeíe-se que 
1 n 
A 
exi sl.a um BC x) E 9 tal que 
A 
LCGCx),x) ~ LCB,xJ, e e 9 
Chama-se est..i mador de máx.i ma verossl mi 1 hança C EMV) 
de 1fC $) à funç~o 
A 
T ex •...• x ) ~ '!'(eCX)) 
n 1 n 
e &CX) é chamado o EMV de 8. 
Dent..re os procedimentos de est.imação, est..amos 
interessados numa classe em particular, que é conhecida como 
esl.imaç~o por núnima distância entre :funç~es de disl.ribuiç~es. 
t oportuno aqui definir o que se pode entender por 
dist..Ancia ent..re ~unções de disLribuiç8es. 
Em mat..emát..ica encont..ramos a def'inição de dist..ância entre 
elem~n~os de um conjun~o abs~ra~o que é exLremaman~e sa~is~a~6ria 
para as situações nas quais vamos incorrer. 
Definição 8: Seja M um conjunto qualquer não vazio. Chama-se 
mét..rica ou dist..Ancia. on~rg pon~os da M uma f'unç~o 
6:MxM ~~tal que: 
Ca) óCA,B)~O, quaisquer que sejam A,B eM; 
Cb) 6CA,8)=0 ~A=B; 
Cc) óCA,B)=óCB,A), quaisquer que sejam A,B 6 M; 
Cd) 6CA,C)S 6CA,8) + 6CB.C), quaisquer que sejam 
A,B,C 6 M. 
A es~imaçSo por Mfnima Dist..Ancia f'oi desenvolvida nos anos 
50 por Wolfowi t..z, ver Wolfowi tzC1953). Este método providencia 
es~i mat.i vas consi s~ent..es par-a parâme~ros desconheci dos, sob a 
suposiç~o de amost.ragem independente de uma populaç~o fixa. O 
mét.odo pode ser descri~o por~ 
Sejam 
dist..ribuiçllo G, 
X , X , ••• , X 





uma amost..ra aleat..ória de uma 
n 
E !CX.Sx:>. 
i."' :l \. 
a função distribuição empirica e 
[X SxJ. 




Mais ainda, seja r = <Fe; G E é ), d onde é c IR, d?:-1 que 
denot..arâ a f'amilia de distribuiç5ss parame~rizadas. Por quast~o de 
simplicidade, nest.a seção vamos considerar soment.e as 
di st.r i bui çeses uni variadas. embora o mét.odo possa ser estendi do 
para dimons~os maioros. Como na dofiniç~o 2 donot..aromos por Ó(. ,.) 
a medida de distAncia ent..re duas f'unç6es de dist.ribuiçBes. 
3 
Agora daremos algumas definições de dis~ãncia en~re 
funçees de dis~ribuiçees Cver ParrC1981)). 
1.- Distancia ponderada de Srnirnov-Kolmogorov 
ó CG ,F0J = 
' n 
sup CO.l.D 
-oo< z <«> 
quando ~Cu):1, obtemos a estatistica de Kolmogorov-Smirnov. 
2.- Distancia ponderada de Cramer- von Mises 
"' óz'Gn,PG) = J [Gn(z)-F8 Cz)J 2 l}CP8Cz))dP6 Cz) 
-oo 
quando ~Cu)=!, ob~emos a es~a~is~ica de von-Mises. 
3.- Distancia de Kuiper 
ô CG .F0 ) = • n sup CGnCz)-F8 Cz)) -
-oo<Z<OO 
4 




4.- Distancia Qui-quadrado 
6 CG ,F~) 
• n ~ 
-oo = z < z < z < . . . < z < zk = oo 
o 1 z k-1 
5.- Distancia baseada na funcao caracteristica empirica 
"' 
"' c l) n =f ei.lzdGCz)· n ' -oo<t.<oo 
-ao 
{0.1 • .() 
O) 
Se pt.Jsermos f><'l,9) = J ..,uzdF'9 (z) en'l~o obt.emos dis'lAncias t.ipicas 
-O) 
baseadas nas ~t.Jnç~es caracte~isticas, tais como 
ô CG .Fo) 5,p n ,.... 
O) 




14> cu -.pc~. m I rw< O 
n 
(o. 1 o 5. 1) 
CO. L 5. 2) 
Neste t.~abalho estamos int.eressados numa dist.ãncia em 
pa~t.icular, a saber 
5 
6.- Dis~ancia de Hellinger 
Suponha quo r = <Fe; e .c; e ). soja dominada por uma cç;wl.a 
medida~· u-finita. Então definimos a distância de Hellinger por: 
onde r e e gn são, 
relativamente a ~· 
respectivamente, 
7.- Distancia de Kulback-Leibler 
as densidades de F8 
(0.1. 7) 
(0.1. 6) 
" G n 
onde fe e g s~o. respectivamen~e. as densidades de Fe e G 
relativamen~e a ~ 
Os es~imadores de Mini ma Dis-Lãncla s1ro ob~idCl!=: 
minimizando-se a distância entre a dis~ribuição empirica e a 
:íarrúlia r. 
Os es~imadores que cumprem ~al objetivo são for~emen~a 
consis~ent.es.ist.o é, se Lemos uma sequéncia <T) de est.imadores de 
n 
e por mínima distância, então T ~e q,c .. Entretanto a classe 
n 
de estimadores - MD Cnúnima distância) providencia muitos exemplos 
de não normalidade assin~6tica de algumas distâncias. Em 
particular, as dist-âncias do "tipo-sup" t.ais como 6 
1 
e 6 são não 
3 
normais, enquanto que ou~ras, sob condiçBes de regularidade. são 
distribuidas normalmehte. Cver ParrC1981)), 
6 
Podemos encontrar pelo menos dois fatos que tornam a 
es~imaç~o MO um mé~odo a~ra~ivo. Um deles é que es~e mé~odo é de 
f"ácil implementação, pois dado um conjunto de dados, um modelo 
paramétrico e uma dist.ância ent.re as ~unções de dist.ribuição rest.a 
apgnas const.ruir uma rot.ina de minimização para cont.ruir o 
gg~imador. 
O segundo !'alo Co mais importante) é que os eslimadores MO 
lova em consid9ração quando G fi! r. ist.o é. quando o modelo 
paramétrica conjecturado é incorreto Cver SimpsonC1987)). Nest.es 
casos. os es~imadoros do t.ipo MD sito consist.ent..es para o valor de 
e tal que inf 6CG,F'8 ) = 6CG,F'e ). Assim, a estimação por MD o ee<9 o 
sc:tlc:tciona a mc;,lhor aproximaçi:i:o c:tm r c;aom rc:.laç~o a Ó( • •• ) . 
Quando uma parcela das observaçeses se dest.aca por t.e-r- um 
Barnet.t. & Lewis:C1Q82) • este método t.ende a produzir esl.imadores 
robust.o8. Na verdade;,, quando ôC. ,.) g a dist.Ancia dQ Hellinggr o 
est.i mador resul t.ant.e é as si nt.ót.i cament.e aqui val ent.e ao est.i ma dor 
dc:t máxima veros;:s;ai mi 1 hança, c;ao mai 5I • é robuSõlt.O no s:ent.i do de;, dar 
pouco peso a observaçees que podem ser consideradas como 
.,out.li erSt'", (Ver S.impgon( 1 097)). 
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CAPITULO I 
INFERENCIA BASEADA NA DISTANCIA DE HELLINGER 
§ 1; Def'inicoes Basicas 
A partir de agora, salvo menç~o em contrário, nossa 
d..,.!'iniy&l:o de disat.&lt.ncia qnl.re f'unçesoo drP disl.ribuiç~o g..,.rQ dada 
pela definiç~o (0.1.6), ou seja, a distância de Hellinger. 
.. assim podemos definir uma quantidade 









respectivamente, em relaç~o 
q-finita. Chamaremos o número 
(1.1.1) 
qu" S9 mostrará 
d& distribuiçi:ro F a 
• 
densidades f e :f 
' . 
a alguma medida v 
p = p(F ,F) = f -Ir . f dv 
• a IR 1 z 
do at'inidada ent.re F a F Cvar Mat.usit.aC1951)J, 
1 2 
8 
Ci) O :!O p{F ,F) ~ 1 
' 2 
Cii) ô 2CF' ,F) = 2C1 - pCF ,F)) 5 2 
• 2 ' 2 
Ciii) 
Civ) 
6ZC p F' ) :S f 
'' . IR 
Sojam <F' ) 
n 
di st..r i bui ç~o. 
lf' -f' I dv " aóCP ,P) 




IF' n CEJ-P ,c E) I 
quando n ~ oo s&, & som&n~& s& 
O, quando n-+oo, 
de 
f imGdiat..o qu& ôCFn,F()) ___.. O, quando n __.oo, implica que 
p(Fn,FG) ~ 1 e vice-versa 
Prova do Lema I.1s 
Ci) Por construçllo p(F ,F) ~ O. 
' . 
Agora suponha óCF ,F) = O. dai F ;;;; F e por~an~o p(F' ,F )=1; 
f. 2 f. 2 1 2 
se t..ivermos 6CF .F) > O ent.iro 6 2 CF ,F) = 2C1-pCF .F)) > O, logo 
1 a 1 a 1 2 
p(F,F) < 1. 
' 2 
C i i) De Ci) t.G>mos O ::S p(F ,F) ::S 1, dai O ::S ZCl-pCF ,F)) ::S 8. 
1 2 :l 2! 
Ciii) Prirnqiro varno8 provar que ó2c P • P J ,; f 
' • IR 
I f' - f' I d .... 
' 2 
Dai, c-if- - ..tr- >2 .s I~' - f' 1 ... port..an~o. 
1 2 1 2 
9 
Mas, 
I~ - r I dv 
• • 
=f I~- ~1. I~+ ~I dv 
~ & a ~ a 
= .se P • P , [I r dv + f r dv + 
"*IR" IR 2 
2J ~d ... 




c ôCF ,F) 2 + 2pCF ,F) 
" a " a 
1/Z 
:S: óCF ,F) [2 + 2] = 2.óCF ,F). 
" a t. a 
a primeira das i _gual dade decorrendo da Desigualdade 
Cauchy-SChwar~z. 
Civ) 5eja E S ~. um conjunto mensurável qualquer tal que 
F.CEJ = f f'. dv, \.=1 ,2. 
' E ' 
IP,CE) - F8 CE) I = IJE:<f",-f"8 )dvl :S IJ <~-f: )dvl :S IR • a 
por Ciii) temos 
Dai. 
f I~ -r ldv ,; 
IR • a 
26<F ,F) 
• • 
IFn(E) - F 9 CE) I :S 2ó<Fn,F9 ) 
f li: -f: ldv 
IR • a 
de 
Portanto, óCFn,F&J 
uniformemente em E, 
Por out.ro 
~O, quando n~~. implica IFnCEJ - F9 CEJI ~O 
pois 6CF
0
,F9) n~o depende de E. 
significa que J lf 
E: n 
lado, IFnCEJ F8 CEJI ~ O, quando n-4oo, 
- f 9 jdv ~O. Mas, como já vimos em Ciii), 
10 
- r I e 
dai~ 
f lf' - f'Aidv, E: n ~ qualquGr qu" IR. 
Port.ant.o~ 
IFnCE)- F9CE)I ~O, quando n ~ oo~ implica 
JE C~ - ~)2dv --4 O, qualqugr qu9 sgja E ~ ~ 
Assim, vale t.ambém par a E = IR e t.emos 6C F n • F 9 ) -·-+ O, quando n~oo. 
De posse dast.es resul t.ados, pod~õF"mos ast.udar ral ~õF"vant.ras 
problemas da inferência param~~rica. Para lornar mais 
compr e~õF"nsi vral o que pretendemos expor, vamos di vi di r 
problemas em dois grandes casos, a saber, 
Caso Discret.o: Quando a dist.ribuiç3'o F6 Q d.iscret.a e f'init.a~ 
Caso Geral: Quando F9 é absolutamente cont.inua e quando F9 ~em 
suport.e enumerável. 
11 
§2: Caso Discreto 
Vamos supor que F seja uma função de distribuição 
discrccrla com probabilidades 
E , E , •.• , Ek que são observados em 
• • 
para os gvgnt..os 
um experimento. A distribuiç~o 
isto é, [-:• , ~· , , ~·) 




CF,S0 J ~ 1(/+- ;-;: ( ~ 2 ( 1 J./+.;-;:) 
Ponha ;r,.
2 
= . 2 
••• 
pois para cada i;l, ... ,k L&mos: 
(/+- ;-;:) ~ n. ' - np_ 














(~-;-;:r= -z ) . 
e dai decorre o resultado. 
Lema I. 8: Quando uma variável al~at..ória f'unç&s:o d~ 
dist-ribuição discr9ta F6 , então para todo ç > O, temos 
~ 1 - 1 
Assim, 
J n. z k' 1 - P, IECó2CSn,Fe)) ~[-'- P,) .l k' - 1 :S = = Pt n n n 
'-· '-· 
k - 1 
:S 
n 
aqui IEC.) denota a esperança com respeito a F9 . Agora pela 
DvsigualdadQ dQ Markov 
1 
• v & > o. 
& 
Agora, quando n é grande x2 é distribuida assin~ót.icamant.e 
como uma qui -quadrado com k-1 graus de liberdade-. Por~an~o da 
relaç~o C1.2.2), obtemos 
13 
Tl!ilorrwma I. 1: Qt.lando 
'"""' 
variável alllii'at.ória f'yny~o 
di st.r i bui çliro F 9 di ser et.a. com densidade 
obtemos a seguinte igualdade assintót.iça 
D'{ó"csn,F e) < .,•} "' D'{ x:_, < 4n&"} 
• 





distribuiç~o qui-quadrado com k-1 graus de liberdade 
Prova do Teorema J.la 









• ~ <n.-np.) 1.. ' ' X 
Port.anto. 
::: t=:t--n-pt 
• D'{.s"cs..,,F,, < .,•} :.: IP{--,==--< 
Agora. para n sl.lf'icient.ement.e grande 
1 
n 




• :t, • 
4n 
o .. ... 
O Lema I. 8 e o Teorema I .1 dizem que possui mos uma cot.a 
in~erior para a probabilidade de que a distância entre a runção de 
dist.ribuiç~o ompirica .. .. f'unçeío do dist.ribuiça'o discrot.Q 
par ametr i zada da qual provém s 
" 
niro exceda um número positivo 
pr•-f'i xado e qulit t.omos uma di st.ri boi çli'o conhocida o t.abOitlada para 
esta cota inrerior. Estes resultados podem ser de muito interesse, 
por çxçmplo num t,.gs;t,.g de bondadG> dg ajusl.G>. 
interessados em decidir se uma variável aleatória tem :função 
dist..ribuiç~o F9 G r = <F9 discr ... t..a ... f'init..a; 9 .o;;; 9} ou enl.!ilo se 
esta variável aleatória tem runç~o distribuiç~o F tal que o 
inf'6CF,Fe?~~>Y7, para algum número real l? > O, pré-f'ixado. Para 
Fer 
isto temos o seguinte resultado: 
Teorema 1.2: Sejam F9 a funçiro de distribuiçiro discreta com 





E ,E, ...• E que 
• • k 
P, •Pa• · · · •Pk 
são observados 
para os evenl.os 
em um experimento. 
S a função de di st.r i bu.i ç~o 
" 
empírica e 1'1 um número 
real positivo. Então lemos: 
6CS ,F) s >) } 
" 
1 k-1 quando Fe E r -n • 
"'l 
" 
ó<S , F) > n} 
" 
1 k-1 quando inf óCF,F6 ) 
" 
<> > - >) 
" 
•• n(&-Y)) F <=I' 
15 
Provai Quando Fe ~r. ob~emos claram~n~a 
inF 6CF.Sn) ~ 6CF9 ,Sn) Fel" 





Quando inF ôCF6 ,FJ ~ • > ry, ob~amos Fel" 
porlanlo 
inf ôCF,S J 
n 
Assim lemos a seguinle regra de decis~o: 
(ver MalusilaC1066)) 
-~ando inF 6CSn,F) s ~· decida que Fg E ro 
Fer 
- Quando inF 
Fel" 











k-1 1 i mi t.ada por 
2 2 
dado que a função perda toma o 
nn nC&-TJ) 
valor O quando a decisão é correla e um valor menor que 1, quando 
a decisão está errada. Portanto temos que o risco tende a zero 
quando o tamanho da amoslra cresce. 
16 
• Desd$ qye ó (F, G) = 2( 1 - pC F, G)) onde· F e G silo f'unç&s 
de distribuiç~o, podemos definir a regra de decis~o em funçgo da 
a f' i ni da de p: 
• 
- Qvando sup p<F,S) 
" 
1 - Y) decida que F9 E r; 
Fer n ~· 
• 
- QtJando sup p<F,S) < 1 - Y) decida inf 6CF,F.,) 
" 
& > Yl· 
Fer n ~· Fer 
Com esta mesma regra de decisão podemos estudar o problema 
do indopond~ncia. 
Sejam X,Y duas variáveis aleatórias e p,p, ... p. 1 z k 
n n q as pr obabi 1 idades ~t'-,z'' · ·' t dos A , A , •.. , A • • k .. 
B • B , ... B r-especti vamenle. Denote por 
1 • l 
F8 a distribuição conjunta 
de X e Y e por r o conjunt.o de t.odas as distribuiçe5'61:s :sobre os 
• ev~mtos (A. , 9) tal que as probabi 1 i dade·s de CA,,B) 
' k' 
detetmi nadas 
' J l 
por elas, possam ser escritas na forma P .. q. com E p. = E q, :::. 1, 
.. J i.;:: .. j = J 
com p,;::o e q.~o. Note que para aplicar a regra de decis~o acima, 
' J 




podg s;gr calculado. 
Ssjam F a runção de dis~ribYição do ve~or CX,Y) cuja 
densi dada pode ser escrit..a como .. s a 
n 
div~ribuiç~o empiriea cuja den&idad~ ~em a ~orma 
xi.=~· Yt~ e att-r'Pi.j' Então temos 
pCF,S) 
n 
Em notação matricial, 
Assim, 
-(p:. ,q:-. rp:-: = \a .. • X .. y. 
"J "J L"J"J 
i.j 





pCF,S) "" < A'x, y > QU < x, Ay > 
n 
"'" .... "'" "'" 
onde< .•. > é o produto interno usual. 
D9sdr& quE> 
função de 
p .. • 
" 
Ponha 
( . r· r' . r· N X N = l X. = 1 .. 11 y 11 = l y = 1 
i.=.t " j=.t J 
- -
é verdade;, qu9, 
< A"x, y > = < x, Ay > s 11 A'x 11 ou 11 Ay 11 
- - - - - -
A express~o < A'x, y > "" < x, Ay > atinge seu máximo se, e 
somen~e se, a direção de A'x coincide com a de x Cou a de y com 
Ay). Ist..o decorre da Desigualdade de Cauchy-Schwart..z. 
Port..ant..o encontramos a seguinte relação: 
max pCF,S) = max 11 A' X 11 





Agora A.A" é simél.rica posil.iva sEtmi-dEtfinida, ent.~o A.A" 
podo QOr diagonalizada por uma ma~riz or~ogonal V. Is~o ~. 
V. A. A', v· = A = diagCÃ. ,i\ , .. · ,Ã.k) • 
• z 
ondo À. silo os at.Jl.O-V9.l oros, ~odes nilo-nEtga~i vos e s1..1a soma é 1. 
' Mais ainda, 
k 
J: , .. À. = ~rayoCA.A') ' = '\' . L.. 
'" 
a ... a .. 
\.j J" 
= 1. 




11 A' X 11 2 = À 
pCF,S) 
h 
As;sim o probloma d~~;~ docisilo t.orna-g~~;~ n1..1m cort.o sont.ido 
mais fácil, pois basta Etncon~rar o maior au~o-valor da ma~riz A'A, 
o quo Q eompu~aeionalmon~o ~avorávol, já quo oxial.om ao~~waro~ 
bastante eficient.es para est.e t.ipo de problema. Na maioria dos 
casos C dependendo da sst.rut.1..1ra de A' A), &st.os programas s;gro mais 
rápidos do que aqueles que maximizam funçaes, 
19 
De man~ira anã!oga podemos utilizar os resultados ant~riores 
para o problema de duas amostras (ver Matusita(1g66)), 
$$jam X e Y dua& variávqis aleat-órias CnUo necessariamc;;mt.e 
i ndependent.es) que tenham :funçe,esde distribuição discreta F e G 
q •.. 





E n. = n e 
i= i \. 
respect.i vamente. 
observaçeíes 
d';msi dadqs exi st<Pm <P s!l:o 
eventos E f ••• 
par a i =1 , ..• k. 
k 
E = m, 
ist.o é. = 
ai nda , sejam 
observaçeles 
pf •.•. pk 




sobre X o Y 
a parl.ir do dois conjunl.os d .. 
" 
Cm •... ,m ) 
' k 
se 
6CF,G) ~ & > O, onde & • um númoro real pré-~ixado. 
F = G ou se 
Nlillsl.e problema 
nós também estamos interessados na questão de F e G est-arem 
ou nlto pr óxi mas uma da out.r a. 
( n nk ) Denote s como a distribuição empírica ' .... 
" n n n 
( m :k). s di st.r i bui ção empírica ' Então nós como a ..... m m 
t.emos: 
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Tqorsma I. 3: C Ma.-t..usi t.aC 1 066)) 
Sejam T/P & E IR tal qlJe O < 7) < 
CaJQuando óCF'~GJ = o. t.sm-s&: 
"'{ óCS ,S ) ( } " 1 k-1 7) -n m z 7) 
Cb)Quando 6<F~GJ ~ &, t.em-se 
IP{ ôCS ,s) 
n m " 1 -
"· 




Mais ainda, SQ X e Y s~o ind9pQndent.es, t.em-se 




(+ + +J + 16Ck-Dz • Y? .n.m 
(d) Quando 6CF,GJ ~ &, tem-se 
IP{ôcs ,s ) 
n m 
16Ck-Dz 
N$st~ caso (a) ~ mais preciso do que (c) s&, & somente se, 
3C m+nJ - 2-fm. n > 




e CbJ é mais preciso do que CdJ se, e 




Provat ~ando 6CF,G) = O, en~ao 
6CS ,S) ,; 6CF',S )+ 6CS ,G) 
n m n m 
dai, y~ando a De&igYaldade de Markov 
6CS ,S ) 
n m 
"' 
1 - 1 [ C6CS ,F') + 6CG,S )) 0 
• n m 
" 
"' 
1 - ~[ ftc6CSn,F) 0 ) + fic6CG,Sm) 0 ) r 
" 
"' 
1 - ( k-~ l ( 1 + 1t 
" -til -1m 
a mais ainda, se X e Y s~o independentes 
~ { 6CS ,S ) < " } " ~ { 6<S , F) < __!!__ , ôC G, S ) < " } n m n a m --a 
= ~ { 6CS ,F') < " }~ { 6CG,Sm) < " } n --a --a 
[ 1 4Ck-1:l l [ 1 - 4C k-1) ) = -
• • n.T/ m., 
1 - 4Ck-D (+ + 1 ) . 16Ck-1) 2 = 
• m • 
" 
77 m.n 
e quando ôCF,G) ~ & anLão 
6CS ,S) ;< 6CF',G) - 6CS ,F') - 6CG,S) 
n m n m 
> tF - óCS ,F) - óCG,S ) 
n m 
e analogamente, nós obtemos Cb) e CdJ Cvar MatusitaC1955)), 
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No caso em que sabemos que X a Y são independentes e F e G 
.. como obt.ido& em (1.8.3) 
dist.ribt.liçiro :t;2 com k-1 graus dCOJ liborda.dcet, podcetmos f'az.ar uso do 
seguinte resultado: 
Quando 6CF,G) = o. 
6CS ,S ) 
n m 
.. 
D' { 6CS , S ) < TJ 
n m 
~ando ôCF,G) > ~. 













• • X < n. TJ } • D' { xk• < m. -,•} <F> k-:i <Ot -:l 
1 • 1 < C.s=--TJ)z } :tk-1 ... • a;:;- <F> 2m~ <o•xk-:i 
k-1 (+ +J + • 2(&-7)) 
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§31 Caso Gvral 
3.1 -Quando F8 é absol~~ament~ con~inua 
Aqui gs~amos i nt.~r~ssados ~ part.i cul ar~nt.lã', no probleiiUil dlã' 




com dCJnsidado portonconto a uma ~anúlia 
paramétrica n = e e >, C9 s; IRd, d~1. E procurar um 




" ondCJ g 4 um CJati mador n~o 
n 
X., i=l, ... ,n. Denotar61'mos 
' 
númCJro roal tal qug; 
param4trico adgquado da dCJnlilidadCJ dCJ 
""H "H 
este est.i mador por 8 (X , . , X ) =8 , o 
n .t n n 
= 6(Fí>H,G) = 11 .;;:;;;- ~11 
" " 
onde G é a f'unç~o de distribuição empírica e 11 
n 
2 L, o espaço das runyaos do quadrado int.egrável. 
84 
11 é a norma no 




heurist.ica com o est.imador d" máxima v"rossi mi 1 hança CEMV:l 
~ 
quando gn provém dg alguma f' e ... o. 
o 




EMV Qst..ar i a suriciQnt..Qment..Q grand~ o próximo dQ e Q o QSt..imador 
o ~ 
da dl5'nsi dade g EJstar i a 
n 
pr6xi mo de f' 8 sob o ponto de vi st.a 
o 




max ~t. log :r-6 cxi.) =jlog :r-6•cx~) .. e~ '-. 
1 1 log f ,/x,) max = eee n 
.. max J log f'6 Cx)dGn(x) = 9~9 - -
max 
e..e 
I log [ 




I log [ d~ = 2 J log 
expandindo em Série de Taylor. 
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+.I log f 9 •cx,J 
t.= t 
f log f' 8 •Cx)dGnCx) 
- -
I log [ -c.,-~·-c-~--gCx) 
n 











a[( f'i/2 - ·] 9 A 1 9 - ""2 1/Z n 
gn 
= a ( f't/2 - ..... 1/2) 9 gn 





- ·]\] = 








"'.t/z r1'z "'.t/2 f1/2 !'1/2 1/2 A 
= a gn ' 6 - a gn = + a 9 'gn - gn 9 
"'trz fsrz A 
= 4 gn ' 9 - 3 gn - {"9 
Port.ant.o. 
I 1 og [ ,__: 9-'-~-gcx:> 
n 
A 
- 3 g (x) 
n 
- r ~(x) dx 
~ ~ ~ 





asslnt.oticament.e eficiente sob r9 . 
2!6 
Podemo&~ 






como um v-lor em gn de um ~uncional T. S$ja 
as densidades com respei lo à m&di da de 
LQbggguo na re~a. O runcional T do ~ipo MDH Cminima disLAncia de 
HellingEtr) é aquele que está definido em~ e sat.isf'az: 
Para t.oda g oe;;; ;;:. 
óCF ,G) 
T(g) 
11 f'1/Z 1/Z 11 
• - 9 (1. 3.0) 
O t.eorem~ a s~ui r garante a exi st.énci a e a cont.i ntJi dadlii do 
esti mador T do tipo MHD. Isto é, existe um f une i onaJ TC gJ que 
satisfaz C1.3.1) e TCg) é consistente para 8 e®. 
TEtorema I.4: CBeran Cl977)) 
Suponha 





IRd seja compact.o 
r e >'f e num conjunto que 
' 
2 
posi t.i va .. para quase 
continua em e. Então: 
" 
d:?::1. Admi t.a que 
tenha medida de 
t.odo 
"• recxl é 
(i) Para t.oda g e , exist.e TCg) e e sat.isf'azendo 
C1.3.0J: 
Cii) Se TCg) é único, o funcional T é continuo em g 
na t.opologia induzida pela mét.rica 
He-11inge-r; 
Ciii) TCf6 ) =e é único para todo e e 9. 




mesmo a.rt.igo 1Q77, Beran as seguint.es 
(i) O t.eorema I, 4 é t.ambém útil para ramilias paramétricas 
< f'9 : 9 e 9 >, onde a n~o é compacto mas pode ser imerso denLro de 
um conjun~o compac~o. 
Cii) Em problemas d& bondade de ajuste, um "plot" residual de 
f't/2(x) ~ ~H f/2( ) sondo 9SLimador Hpo MHD g X ' 9 o ~ um bom ~H n n 9 
n 
pont.o d<> partida para considerar quest...e!es como i diii>nti f' i c ar 
obsorvaçf:Sos do gross;o do" dados; para 
invest.igaç6as posteriores. Verif'icar se a f'amilia paramétrica 
g plausivol pQra explicar o conjunt.o do observaç3os. 
Ciii)Ainda sobre 
6zCFêH,Gr,' = 
o problema de bondade de aj ust.e. a sostat.i sti ca 
1/Z "'1/Z Z a r.... - g 11 parece particularmente adequada, 
9H n 
n 
desde que ela estima a distância de He11inger ao quadrado 
entre a atual dansi dada demsidade mais próxima na 
(iv) E! import.ant.o not.ar quo a ogt.at.igl.iea 11 n• niio g 
n 
muit.o af'et.ada no ajust..;;. na presonya de poucos ""ot.~l.liers••, 
C ver secção 4, BeranC1977JJ. justament.e esta 
insensibilidade quo t.orna a est.at.ist.ica Yt.il em decidir se o 
grosso dos dados pode ser razoavelmente ajustado por uma r8 . 
89 
Con$idsre o qsqu~ma geral de es~imaç~o numa classe ds 
dia~ribuiçSe~ paraméLrieQS r = < F9 : B E 9 ), Assuma ~ ~ ~d. d21 $ 
que r é dominada por uma cGrt.a medi da 1-'· O...no~g 11 
L'. 
11 a r-. o r ma r-. o 
Seja r9 a densidade de F9 em relação a uma medida ~o-finita 
.. um ga~imador nlro-para~~rico da dgnrddadG b...seado numa 
amost.ra aleat.óri a X , . • K . 
< n 
., 
Se gn(x) ~ O 9 l gn(x) = 1, ent.a:o facilment-e obtemos, 
x:::o 
6<F G) = 11 1 ~"'2 9' n gT'I 
Para dados ds contagsm, 
dada por 
g (X) = 
n 
n 
onde N = '\' j(X. = x) 
" 
I (X, = X \.f. \. 
ist.o é, N é a ~reqUência. de X 
X 
(1.3.1) 




, x=0,1,2, ... 
n 
x) é o indicador do evento [X. =x] 
' 
' 
ent..re X 1 •.• ,X . 
n 
Port..ant..o, o 9Sl.inildor de 9 do t.ipo MDH quq rninimi:z:a a 
di st.ãnci a de Hel.l i nger • maxi mi :za 
89 
Sere é diferenciável em 8, maximizar (1.3.3) é eq~ivalente a 
vncon~rar um z~ro da swguin~e equay~o d9 o5~imay~o1 
. 2 9~,....2CxJ.r~ ..... 2 CxJ.I 8cxJ =o 
H•O 







O, qiJando fi =fi =maxp 
n n,e 9E@ 
A 
: O, quando S : 9 
n 
Em oposiç~o a C1.3.4J, t~mos a equaç~o de estimaç~o d9 máxima 
ver os si nú 1 hança: 




ObLemos (1.3.6) da seguinLe ~orma: 
S$jam X , ••• , X 
• n 
uma arnost.ra aleaLória 
disaLribuiçSo F 8 , "\ um dos posauivgisa valor9D 
e X. e <0,1,2, ..• ). 
' 
Logo, 
Defina LC8,x , . 
• 
L<e,x, ... ,x) 
• n 
n 
,xr? = . n f 9 Cx1_). Dai, 
'-· 
N [f6 Cx:>J x •• 
ln LC8,xJ., ... x
0
) = 2 Nx ln f 6 CxJ 
x=-o 
de urna 
i "'1 , ... , n 
A /J 




"' ln LC9,x,. ,x) = 2 X 1 9 Cx:> 2 gn(x) o ""7fT = = • n n 
A x•O x•O 
quando fJ = fJ. 
Observe que quando gn provém de uma dist-ribuição F8 ent~o as 
equaçe!as (1. 3. 4) g (1. 3. 6) concordam no limit.g, quando n --+ oo. 
Por$m, quando gn pro~m de uma F8 • ~ F9 , a equação <1.3.4) leva 
islo em considarayi(o, mt.Jit.o mais que a equaç~o (1.3.6), pois a 
esperança d$ 18 é tomada em relação à p~:8.Ygn.fe ao invés de gn 
Pode-se ver 'is~o da seguint-e forma: 
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S.:.ja. f'e• a dons:idadg do Fe•· (1.:3.4) o (1.:3.8) podom s:or 
pensadas como esperanças de uma v. a., 1 8CZ) tal que em (1.3.4) 
lf'C Z = x) = p-'e, ig (x).l'e(X), da!, 
n, n 
IEC leCZJ) =I p~:e. -t9 ncx:;.recx:;. le'>U 
x=o 
e, E>m (1.3.5), IP C Z = x) = g CxJ, logo 
n 
00 
IE< le<Z> ) = l gro<x:>.le<x) 
x=o 
Agora suponha quo cada Xi ~enha densidad0 ~e• ~ ~8 • para ~odo 
i=l, ... ,n. Ent~o, claramente, (1.3.6) leva em consideraç~o somente 
as informaç~es provenienLes de r 8•. enquanto que C1.3.4) considera 
também as informaç6es provenientes de r8 . 
Mais ainda, sa 
./. f' i ni ta, então f 8 C xJ. por exemplo F 9 l.em lleCxJ/ --+O, quando i nf'or maç:Io da Fi shar x ~ oo. Isto significa 
qu'iil uma contagem Co.b69rvay~o) pouco provável t.em pequeno impacto 
no astimador por MDH. Pois neste caso: 
.. .. 
~ lleCX) lféX) -->O, quando x--+ oo e 1.1 é uma medida dominante em 
r=< Fe: e e e}. 
P • • f'!/Z( .,, • /l c .. , I o d or .... an .... o, o::o ..>\...." 61 ""'"" ___,. , quan o x ----+ co. 
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3.8.1 -Propriedades Assintóticas 
Estabal ecer a di stri buiçâ:o assi nt.ót.i c a do est.imador MDH é 
impor'l.an'l.c;> para f'a:zc;>r 'l,.qórica&l' com ou'l.ro& 
oa'l.imadoro& o para ~ornar v&lidag ae in~ ... r~neias aproxiiDQdas. 
Primeiro ~ nvc$Ssário di&~cu'l.ir a consis:'l-4-ncia do 92-l.imador 
MDH, islo é, a conlinl.lidade de MDH na f'orma funcional dada por 
Bera.nC1077). 
Nesta seção, vamos utilizar uma notaç~o que será mais 
adequada para o enlendimc;>nlo dos 
exposlos. 
Ponha, 
HC~, G) = 
relativa à familiar). 
concoilos quo aqui 
O ~uncional T do ~jpo MDH é aquelo quo resolve 
HCTCGJ,G) = min HCt,GJ, se existe soluçllo 
1-e€> 
sorES:o 
No teorema I, 4 provou-se a exi sl~nci a e a conti nui da de de T 
no caso continuo, para e compacto. Mostrou-se- também qt.Je- o 
resultado se aplica qyando e está imerso em um conjunto compacto e 
e- qu9 HC. ,G) é continuo am 15), Porém tais im1!:1rseles podem ser 
complicadas em siLlJ~çe...s mulli-paramélricas e a di$LÃncia do 
Hellinger nem sempre se estende continuamente. 
Veja por exemplo o caso da Binomial Negat.iva bi-param9t.rica 
d<>scr i ta por Coll i ngs " Hargoli n( 19135) como 
f' (x) = ~ 
-· rcx+c ) 
-· xl rcc J 




ond$ 9 = <m,c), O< m < +oo e OS c< +w. 
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x=0.1.2, ... <1.3.6) 
Not.g qug c -Jo o. f' e corrgspondg a densidade de Poisson com 
média m, C ver Si mpsonC 1 987)) . 
Agora quando m ---+ <X> <:em c:: -+ 0 0 H<O.G) - 2. para G f'ixa. 
Isto porque: 







, x=0,1, ... 
00 





e m O, quando m -+ w 
) 
Por outro lado, pode-se 
m -i' oo com m. c=k C constanle), 
porqulil SIIÕI' f 6 CO) -i' 1 quanQ.o m 
mostrar que se f 8c 0) -> 1. quando 
l/2 
ent.iro HC 8, G) ---+ 2 - 2. g C 0). Isto 
-~' oo com m.c=k, &ntão 
1 - f' (}(0) ---+ o 
f' e> o 
O -+ f" 9 CXJ ---+O, V x>O. 
Agora, p ,., 
n,~ 
= 1-tg<xJ. f e'xJ = -(g(Q). f' e< O) 
x=O 
.. lim Pn,G 
m-+00 
mc:=k 





2 -l'gCXJ. f" GCxJ 
·-· 
I 
Port.ant.o, aplicando o Teorema da Conver·gência Dominada tíil 
usando o :f-ato que a f1.1nç~o -r- é> cont..inua, temos 
Logo, 
lim Pn,e = ~gCO) 
m->00 
mç=k 
HC8,G) ---+ 2 - 2 g 1' 2 CO). 
Assim HC. ,G) n~o S9 estende continuamente aos pontos limites 
dq 9 e a eompac~i~icaçUo de 9 via Gua aplicaç~o conrormo na osrera 
Cver Apostol(lg57),pag.ll) não salisraz a afirmação Ci) feita por 
9QranC1Q77) Cvoja SQÇ~O a.i). 
o d<> Simp:iiionC1QS7) 
" 
continuidade de Beran. 
SOJja !j. a. clasG:e dRs dis.t.ribuiçSvsa: G para asa quais 
inf HCt,G) > Hca*,G) para algum compacto~ c a e a* e C 
t.ee-cc 
Se e é compacto, tome c = e. 
!', inclui qualquer distribuição não singular com respeito a r. 
Pois se exist.isse G
0 
E .'\ t.al que 
G
0
CE0 ) = F8CE) =O, F6 e r com E c~. mensurável 
Ent.ão, HC8,G) = 8, V 8 e e, dai, 
o 
2 = inf HCt.,G ) > H< e* ,G ) = 2 <cont.radiç~ol) 
tEG-C 0 0 
pela def'iniç~o da classq J..· 
Teorema 1.6: CSlmpsonC1Q87)) 
Suponha f tl xJ con\.i nua am e par a cada x. Enl:lo par a 
cada G a ~. 
C-.) TC G) exi st.e; 
Cb) Se TCGJ é único, e-ntão 11 g~/2 - gt.""z H -+ o. 
i mpl i ca que TC G ) ____... TC G) quando n -+ co. 
n 
Provai 
Ca) TCGJ vxist.v 
!, . Caso 1: ® é compacto. então tome e = C, dai por HC. , GJ 
ser con~inua. t.emos que: 
min 
t.EE> 
• HCl.,G) = HCt. ,G), dai TCG) = t.* 
: ' Caso e: e nio é compacto, 
compacto 9 v e• a c t.vmo& in~ 
t.EE>-C 
compact.o existe t. • E C la.l que 
mas sabemos que 
• HCt.,GJ > HCS ,GJ e 
axi :sta (; 
port.anto min 
t.e@ 
• HCt,GJ = HCt. ,GJ, 
(b) So TCGJ 6 único, ont.a:o I 
Sejam h (l) = R 
n 
dai 
como C 4o 
mio HCt.,GJ = HC t. •, GJ • 
t..C • 
TCG) = t. • 
_____. O implicA em 
1'1/Z _ gt/Z I 
' 
h Ct) - hCl) I --> O, pois 
n 
I h Ct.) - hCt.) I = I• 1".,.._ I/Z. n l gn 
Dai. sup Ih Ct.) - hC\.) I --+ O 
t. n 
.. Ih ct.)- hCt.)l--+ o 
n 
,..,h Ct.J --+ hCt.J .. .. 
n 





Como G e Y segue que exista C compacto, C c e tal que 
in1' 
tEG-4; 
• • HC~,G) > HC6 ,GJ, 9 & C 
Mas, sup Ih(~)- hC~JI ~O • 
~ n 
.. I in1' HC~,G) 
t..a®-(: n 
- inf' HCt...GJI -Jo O 
I.EG-<C 
porque: 
i) Suponha que inf h Ct) ~ inf hC\.), dai: 
~cG-C n Lc9-C 
v 6 >o, a ~ c& ' G e -
o o " 
C; inf' 
t&S-<C 
hC~) 2: hC~ )-6 
o o 
h Ct. ) ~ in:f 
n o t..ee-c 
h Ct..J 
n 
2: i nf' hC t.J 
tee-c 




h Ct.J - inf' hCt.J ::5 h Ct. J-hCt.. J+6 :S sup Ih(\.)- hCOI+6 
n n O O O t. n o 
iiJ Suponha que inf' h Ct..J 
t.4i:9-C n 
~ inf' hCt..), 
I.EG-<C 
dai: 
V 6 >O, 5I t C6) "e - C; inf h Ct)~ h Ct )-6 




hCt.) ~ inf' hCt.J ~ inf' h Ct.J ~ h Ct.. J-6 
• t.ee-c t.ee-c n n f. f. 
- inf 
t..S-4; 
h Ct) :S hCt )-h Ct )+6 :S 
n :L n i :1. 
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sup Ih C\.) - hCt) 1+6 
t n 1 
Port.ant.o. 
I inf' h (\.) - inf' hCO I S sup Ih Ct.:l - hCt.) l+maxC6 ,6) 
t. n o t. ~GS-C n ~QQ-C 




ô s~o quaisquer, t.emos: 
• 
- inf' h Cl-) I:S sup Ih C\.) 
~~e-e n ~ n 
-hCI-)1, 
e quando sup Ih (\.) - hCD I ----> O, obl-emos 
1- n 
, , Porem, 
I inf' h CU - inf' hCI-) I ----> O 
t.ee-c n ~ee-c 
I inf' h Ct.) 
1-ES-(: n 
- inf' hCt.) I 
1-ES-(: 
-o .. I inf' 
1-ES-(: 
z 
- inf' h Ct.) I 
1-&9-(: 
Logo, 
I inf' HCI-,G) - inf' HC\.,G) I ----> O 
t....e-CC n t.c;9-C 
Ent.ao t.ernos, 
.., &)0, 3 n o; v n>n .. I inf' HCt.,G) - inf' HCI-,G)I < 0'/2 .. o 1-e&-(: n t.ee-cc 




- H< E> ,G) I < ç/2 
-o 
Tomando ç = inf' HCt,G) 
1-EEI-CC 
- Hce*,G)I, e*<&C e rnax<n ,n) = n 




Hce• ,G) - &/2 < Hce• ,G' < Hce• ,G) + &/2 
n 
inf' HCt.,G) - &/2 < inf' HCt.,G) 
t.ea-c t.ee-c n 
< i nf' HC t. , G:> 
1-E€1-CC 
inf HCt.,G) > inf HC\.,G) 
1-EEI-C 
• 
- &/2 - HC9 ,G) - &/2 = O 
t.Cã9-C n 
e t-emos 
para t.odo n > n . 
• 
in1' HCt..,Gn) > Hcs• ,Gn) 
1-EEI-CC 
! ----
Portanto, G e '§ eventualmente, ent~o existe TCG ) & C lal 
n n 
que: 
HCTCG) ,G J= 
n n "'ln 9 eiC 
Seja TCG) = 9, único e TCG ) = 9 tal que 
n n 
HCTCG ),G) = min HCt.,G) e 
n n tâ n 
HCTCG),G) = min HCt.,G) 
l.eiC 
De maneira tot.alment.e anãloga ao ~ait.o ant.eriorment.a 
t.emos que 
I :l/2 :l/Z 11 ' g - g ---> o .. sup 
L ..C 









hCtJI---> O .. h (9 ) ---. hC9) 
n n 
Ih (t) - hCD I - o 
n 
.. 
ih C9) - hC9 ) I --+ o. 
n n n 
lhC9) - hC9) I :s ihC9) - h (9 ) I + Ih (9) - hC9) I 
n n n n n n 
Portanto, hC9) --+ hC9J. Agora, se e -/-t e. 
n n 
compacidade de C, exist.iria uma subsequencia <8 ) 
m 
9 ----... 9 :ot 8 e como h é continua hC e ) ___., hC 6 ) , 
m :l m ' 
hC9) = hC9), o que contradiz a unicidade de TCG)=8. 
' . 






Not.G qug se TCG) é único gnt.~o a consist.Oncia de <T ) segue 
n 
diretamente do t.eorema 1.6. 
Corolário: SUponha 
(i) r ident.if'ic.Qvol ,i. o.' 9 :ot9 + u 
• z 





- {'" ...... 
9 
• 
I > O; 
algum compacto CiD inf 
tee-IC 
Cc:Go ~9Cx) continua om Q G C para cada x. 
Ent.il:o quando n -+ oo, U ---+ O implica 




i nt' I {'1/Z - {'1/Z u > o implica qu., e 6 pont.o int..•rior d• 
t.~-C 9 ' 
c. Dai. existe TCF6,J = e " TCFe) é 
único, jã que r é 
idvn~i~ic&vol. Da dvmons~raç~o do Teorema I.B (ver Simpson(10Q7))• 
1/Z 1/Z podo-111o vor quo eo U g - g 11 --ao O, quando n -+ OQo, ont.ito G 
n n 
• J evont.ualment.e, dai TCG) oxiat.v o port.enco a C ovont.ualmont.v. 
n 




pois 11 {'1/Z i/Z u :5 I i/2 gn 'e TIO ) 
n 
desde que 
i f":l/Z ~1/2 n :5 u i/Z g TIO ) e n 
n 
Portanto. quando n ~ ro 
U {'f./Z 
e 
e como r 8 é continua em e temos 
i/2 H o gn ---+ 
i/2 N .v e e gn 
" 
f'1/Z u u ~1/Z i/Z + gn T-CO J e 
n 






Ai nda no ar t..i go de Si mpsonC 1 gs7) enc:ont.r amos que HC t. • G) é 
duas vezes diferenciável em t e e e que o estimador MDH é um zero 
a d9 .........a- HC t.., G ) , onde G 6 a f'unyllo di st.r i btJi çllo empi r i c a.. O que 
~ n n 
torna o problema de minimizaç~o de HCl,GJ num problema da resolver 
a 
a seguint..e equaç~o: -,ç- HCt.,G) = O. Mais ainda, em seu Teorema 2 




é um zero da iJ ~ HCl,G) 
• -1 
[ :,. HCO,G)] i CO) [ -1 HCO,G)] e 
iC8) =f 1 9.1é.f'9.d~, J.1 medida dominante em r 
e que quando G s F9 ent.~o o est.imador MDH é equivalent.e ao EMV. 
Sob o pont.o da vist.a da robust.ez qualit.at.iva, o ast.imador MDH 
possui uma cot.a inf'erior para seu pont.o de rupt.ura numa 
dist.ribuiç~o G. Considere o modelo de cont.aminaç~o 
'rJ&~0(&(1, H = Cl-e)G + eK 
n n 
(1. 3. 7) 
onde < K > , é uma sequência de dist.ribuiçSes. 
n nc;.:t 
Suponha qu& h , g e k: sejam as densidades de H • G e K • 
n n n n 
respe.;:t.i vament.e. 
Teorema I, 6: Seja p = max pCG, F ) e s-uponha que o máximo ocorra 
t.c9 ' 
no 
• interior de e. Seja p = lim sup pCG,F,J. 
N---+00 I t. I >N 
< 
soqu6ncia 
A • • (p-p) 
• z 1 + (p-p ) 
da f'orma 
nllo 
Cl. 3. 7) 







Provai Suponha que ITCH)- TCG)I ~ +m, quando n ~ m, onde H é 
n n 
A • 2 
Cp-p) da forma <1.3.7). Mostraremos que isto implica em & > 
A • • 
1 + (p-p ) 
Sejam TCGJ=8 e TCH )::8 os valores que maximizam fÃG,F) e 
n n ' 
p(H ,F), respect.ivamente. 
' n ' 
Deve e:xi st.i r uma saquênci a { 8 ) ..... com I 8 I --+ oo, par a 
n n.:::.i n 
a qual pCHn,F6l) > p(Hn,F9 J inf'init..as vezes. Admitamos que 
n 
:Soment.w para um n<lmero 
pCHn,P'6l ) ) p(Hn,F6l), ict.o 61 
n 
3 n ,n , .••• n._; 
' a • 
finito de vezes tenhamos 
para todo i=l, ... ,k 
42 
