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УДК 621.372.061 
І.О. Сушко, О.І. Рибін 
ОСОБЛИВОСТІ ВИКОРИСТАННЯ МЕТОДУ РЕГУЛЯРИЗАЦІЇ ПРИ РОЗВ’ЯЗАННІ                    
ОБЕРНЕНОЇ ЗАДАЧІ ІМПЕДАНСНОЇ ТОМОГРАФІЇ МЕТОДОМ ЗОН ПРОВІДНОСТІ 
The features of regularization method of ill-conditioned derivatives matrices from transfer resistances (nodal voltages) 
on surface zones conductivities solving the Electrical Impedance Tomography (EIT) reconstruction problems are 
considered. Using the proposed method allows significantly (hundreds of times) reduce the derivatives matrices orders 
in comparison to the classical phantom model using finite element method that noticeably simplifies the images 
reconstruction. The calculation examples show that for separate inhomogeneity visualization (geometric localization, 
size and character definition) it is sufficient to use the no iteration regularization by A. Tikhonov. The iteration 
regularization should be applied in cases when it is necessary to determine the absolute values of inhomogeneity 
conductivities with some precision; it requires a large number of iterations. The alternative method (for the last one) 
is the modification method for matrix inversion. The examples of inhomogeneity (in the center and in the edge of 
phantom) visualization are shown. 
Вступ 
Як відомо, розв’язання оберненої задачі 
імпедансної томографії за використання ітера-
ційних [1—3] процедур стикається зі значними 
обчислювальними труднощами, зумовленими 
як великими порядками розв’язуваних систем 
рівнянь, так і поганою обумовленістю матриці 
похідних від вузлових напруг (передаточних 
опорів) по обводу контуру фантома по поверх-
невих провідностях скінченних елементів. Змен-
шити порядок матриць похідних, які обертають 
в ітераційній процедурі, можна використанням 
зон провідностей [4]. При цьому матриці похід-
них мають порядки 6—30 (залежно від кількості 
вузлових напруг 8—32, що вимірюються по об-
воду контуру). Але і матриці похідних малих 
порядків є погано обумовленими [5, 6]. Для 
обертання погано обумовлених матриць вико-
ристовують методи регуляризації [7]. 
Постановка задачі 
Різноманітні методи регуляризації вводять 
певну додаткову похибку при розв’язанні задачі 
реконструкції образу (неітераційні методи) або 
вимагають значних витрат часу (ітераційні ме-
тоди). Завданням роботи є розгляд властивос-
тей відомих методів регуляризації при їх засто-
суванні до запропонованого авторами методу 
реконструкції томографічного образу на базі 
методу зон провідностей. 
Обернення погано обумовленої матриці з ре-
гуляризацією за А.М. Тихоновим 
Класичне рівняння, що розв’язується в 
ітераційній процедурі, для обчислення картини 
розподілення поверхневих провідностей (опо-
рів) має вигляд 
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 (1б) 
де kΔσ  — стовпець коригуючих значень поверх-
невих провідностей, які зменшують норму 
нев’язки [6]; jZΔ  — різниця між стовпцями 
виміряних та обчислених значень передаточних 
опорів; kσ  — поверхнева провідність k-ї зони; 
j
k
Z⎛ ⎞∂⎜ ⎟⎜ ⎟∂σ⎝ ⎠
 — квадратна матриця похідних від пере-
даточних опорів по поверхневих провідностях 
зон; jU  — стовпець напруг по обводу контуру, 
який з точністю до сталого множника збігаєть-
ся з передаточними опорами. 
Матриця j
k
Z⎛ ⎞∂⎜ ⎟⎜ ⎟∂⎝ ⎠σ
, або j
k
U⎡ ⎤∂⎢ ⎥∂σ⎢ ⎥⎣ ⎦
, в ітераційній 
процедурі є погано обумовленою. Тому пряме 
розв’язання (1а) або (1б)  
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як правило, не приводить до шуканого резуль-
тату. 
Для розв’язання поставленої задачі слід 
скористатися таким алгоритмом. 
1. Побудувати матрицю 
T
j
k
Z⎡ ⎤∂⎢ ⎥⎢ ⎥∂σ⎣ ⎦
. 
2. Знайти добуток 
T
j j
k k
Z Z⎡ ⎤ ⎡ ⎤∂ ∂⎢ ⎥ ⎢ ⎥Ψ = ⎢ ⎥ ⎢ ⎥∂σ ∂σ⎣ ⎦ ⎣ ⎦
, при-
чому матриця Ψ  є симетричною (при дійсній 
матриці j
k
Z⎡ ⎤∂⎢ ⎥⎢ ⎥∂σ⎣ ⎦
). 
3. Виділити діагональ матриці Ψ  і на її 
основі створити діагональну матрицю Dψ  або як 
діагональну використати одиничну матрицю E . 
4. Скласти нове рівняння за рівнянням (1), 
вибравши 0 1< α < ,  
 ( ) [ ] [ ],
T
j
k i
k
Z
D Zψ
⎡ ⎤∂⎢ ⎥Ψ + α ⋅ ⋅ Δσ = − ⋅ Δ⎢ ⎥∂σ⎣ ⎦
 (3) 
яке тотожне (1а) при 1α = . 
5. Знайти розв’язок рівняння (3): 
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⎡ ⎤∂⎢ ⎥Δσ = − Ψ + α ⋅ ⋅ ⋅ Δ⎢ ⎥∂σ⎣ ⎦
 (4а) 
або 
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⎡ ⎤∂⎢ ⎥Δσ = − Ψ + α ⋅ ⋅ ⋅ Δ⎢ ⎥∂σ⎣ ⎦
. (4б) 
При зменшенні α  отримане прирощення 
провідностей буде наближатися до істинного 
(якщо визначник матриць j
k
Z⎡ ⎤∂⎢ ⎥⎢ ⎥∂σ⎣ ⎦
 або Ψ  не то-
тожний нулю). Квадратична форма Ψ  має 
кращу збіжність [7], ніж матриця j
k
Z⎡ ⎤∂⎢ ⎥⎢ ⎥∂σ⎣ ⎦
. Але, з 
урахуванням обмеженої розрядності обчислень, 
визначник матриці j
k
Z⎡ ⎤∂⎢ ⎥⎢ ⎥∂σ⎣ ⎦
 може виявитися в 
межах коректних чисел розрядної сітки ПЕОМ, 
а його квадрат (визначник матриці Ψ ) — за 
межами цих чисел (або взагалі за межами роз-
рядної сітки). Тому наведена вище процедура 
обчислень потребує додаткової корекції в плані 
як вибору коефіцієнта α , так і врахування 
зменшення значення визначника при переході 
до квадратичної форми Ψ . 
Ясно, що вибір “дуже маленького” α  не 
зробить задачі (1)—(4) краще обумовленими. 
Введення “великих” регулюючих коефіцієнтів 
α  призведе до збільшення відхилення отрима-
ного результату від істинного.  
Для забезпечення доброї обумовленості 
матриці ( )DψΨ + α ⋅  або ( )EΨ + α ⋅  слід виби-
рати 1α <  “великим” і використовувати ітера-
ційне обернення матриці в (4). При цьому (3) 
набуває вигляду 
( )( ) [ ]nkEΨ + α ⋅ ⋅ Δσ =  
 ( 1)[ ] [ ],
T
j n
i k
k
Z
Z −
⎡ ⎤∂⎢ ⎥= − ⋅ Δ + α ⋅ Δσ⎢ ⎥∂σ⎣ ⎦
 (5) 
де n  — номер ітерації процедури обернення. 
Для спрощення пояснення алгоритму вве-
демо такі позначення: 
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  (6) 
Тоді отримаємо 
(1) 1 (0)( )B S−= − ⋅ − α ⋅ ΔΔ ; 
(2) 1 ( )1
1 1 2 2 1 2 (0)
( )
(( ) ( ) ) ( ) ;
B S
B B S B
−
− − −
Δ = − ⋅ − α ⋅ Δ =
= − + α ⋅ ⋅ + α ⋅ ⋅ Δ
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− − −
Δ = − ⋅ − α ⋅ Δ = − + α ⋅ +
+ α ⋅ + α ⋅ ⋅ + α ⋅ ⋅ Δ
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Значення (0)Δ  можна зобразити у вигляді 
стовпця нулів або (у випадку уточнення 
розв’язку (4)) у вигляді [ ]kΔσ  в (4). Як видно з 
(7), значення ( )nΔ  наближається до істинного 
при n → ∞, якщо матрична геометрична про-
гресія є спадною. Останнє залежить також від 
значення .α  
Особливості обчислювальних процедур, по-
в’язаних із регуляризацією, розглянемо на при-
кладах, вибраних із міркувань наочності та 
простоти перевірки результатів. 
Приклад 1. Нехай погано обумовлена мат-
риця похідних має вигляд 
 
1 1
1 1,00002
A
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
, (8) 
а її визначник 0,00002AΔ = . Розрядність обчис-
лень дорівнює 10. Тоді обернена матриця похі-
дних має вигляд 
 1
50001 50000
50000 50000
A −
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
. (9) 
Нехай тепер нев’язка передаточних опорів — 
0,9
0,6
Z
⎡ ⎤Δ = ⎢ ⎥⎢ ⎥−⎣ ⎦
. Тоді прирощення поверхневих 
провідностей зон є таким: 
1
50001 50000 0,9
50000 50000 0,6
15000,9
.
15000,0
A Z−
⎡ ⎤ ⎡ ⎤− = − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
⋅Δ
 
Квадратична форма має вигляд 
1 1 1 1
1 1,00002 1 1,00002
2 2,00002
,
2,00002 2,00004
TA A
− −⎡ ⎤ ⎡ ⎤Ψ = = ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
⋅
 
а її визначник 0,0000000004ψΔ = . 
Причому остання значуща цифра визнач-
ника виходить за межі розрядної сітки, тобто 
0ψΔ = . 
Таким чином, матриця Ψ  є не погано обу-
мовленою, а виродженою. Тому будь-яка її регу-
ляризація не має сенсу, оскільки рівняння (3) 
при 0α =  не має жодного розв’язку. 
Приклад 2. Розглянемо рівняння (8) як рів-
няння для регуляризації з коефіцієнтом регуля-
ризації 0,001α = . У цьому випадку обернена 
матриця похідних (8) має вигляд (9). Приро-
щення поверхневих провідностей обчислені  
точно:  
50001 50000 0,9 15000,9
50000 50000 0,6 15000,0
−⎡ ⎤ ⎡ ⎤ ⎡ ⎤Δσ = − ⋅ =⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦ ⎣ ⎦
. (10) 
Для матриці (8) виконаємо регуляризацію 
відповідно до виразу ( ) ( )А A E
αϕ = + α ⋅ =  
1,001 1
1 1,00102
−⎡ ⎤⎢ ⎥⎢= ⎥−⎣ ⎦
, звідки  
( ) 1
495,3043513 494,7996556
( )
494,7996556 495,2944553
А
α − ⎡ ⎤⎢ ⎥⎢ϕ ⎣ ⎦
= ⎥ . 
Для цієї регуляризованої матриці прирощення 
провідностей становлять 
( )(1) (1) 1( )
495,3043513 494,7996556 0,9
494,7996556 495,2944553 0,6
148,8941228
,
148,1430169
А Z
α −Δσ = Δ = − ⋅ Δ =
⎡ ⎤ ⎡ ⎤= − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
−⎡ ⎤
ϕ
= ⎢ ⎥⎢ ⎥−⎣ ⎦
 
тобто значно відрізняються від істинних (10). 
Це зумовлено внесенням “великої” регуляри-
зуючої поправки при 0,001α = . Але це забез-
печує кращу обумовленість матриці ( )А
αϕ . Тому 
слід використовувати ітераційну процедуру (5)— 
(7) обернення матриці A , для якої отримання 
точного розв’язку вигляду (10) не залежить від 
значення α : 
(2) 1 (1)( 0,001 )
495,3043513 494,7996556 1,048894123
494,7996556 495,2944553 0,451856983
А Z
−Δ −ϕ Δ − ⋅ Δ =
⎡ ⎤ ⎡ ⎤= − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎣ ⎦
⋅
⎦
=
 
295,9431436
;
295,1901926
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
 
(2)
0,9 295,9431436
0,001 0,001
0,6 295,1901926
1,195943144
;
0,304809807
Z
−⎡ ⎤ ⎡ ⎤Δ − ⋅ Δ − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
⎡ ⎤
=
= ⎢ ⎥⎢ ⎥−⎣ ⎦
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(3) 1 (2)( 0,001 )
495,3043513 494,7996556 1,195943144
494,7996556 495,2944553 0,304809807
441,5360556
.
440,7816484
А Z
−Δ = −ϕ ⋅ Δ − ⋅ Δ =
⎡ ⎤ ⎡ ⎤= − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
 
Значення (2)Δ  значно відрізняється від іс-
тинного. Внаслідок великої кількості кроків 
ітераційної процедури наведемо лише деякі ви-
біркові ітерації: 
(10) 1 (9)( 0,001 )
495,3043513 494,7996556 2,320732384
494,7996556 495,2944553 0,819968185
1555,188824
;
1553,603312
А Z
−Δ = −ϕ ⋅ Δ − ⋅ Δ =
⎡ ⎤ ⎡ ⎤= − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
 
(20) 1 (19)( 0,001 )
495,3043513 494,7996556 3,727810440
494,7996556 495,2944553 2,227031680
2948,335240
;
2947,555765
А Z
−Δ −ϕ ⋅ Δ − ⋅ Δ =
⎡ ⎤ ⎡ ⎤= − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
=
 
(99)
0,9 15000,9
0,001 0,001
0,6 15000,0
15,90090000
;
14,40000000
Z
−⎡ ⎤ ⎡ ⎤Δ − ⋅ Δ − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
=
  
(100) 1 (99)( 0,001 )
495,3043513 494,7996556 15,90090000
494,7996556 495,2944553 14,40000000
А Z
−Δ = −ϕ ⋅ Δ − ⋅ Δ =
⎡ ⎤ ⎡ ⎤= − ⋅ =⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
 
15000,90000
.
15000,00000
−⎡ ⎤= ⎢ ⎥⎢ ⎥−⎣ ⎦
 
Таким чином, внаслідок  ітераційної про-
цедури (дуже довгої) отримано істинні значен-
ня прирощень поверхневих провідностей, хоча 
результати без ітераційного обернення регуля-
ризованої матриці були досить далекими від іс-
тинних. Аналогічні результати можна отримати 
і при 0,5α = , але за значно більшої кількості 
ітерацій. Кількість ітерацій можна значно змен-
шити, якщо зменшити .α  Але оскільки вибір 
α  проводять “наосліп”, то можна його вибрати 
і таким, що задача обернення залишиться по-
гано обумовленою. 
Для підвищення стійкості розв’язку й отри-
мання достатньо доброго наближення до іс-
тинного результату (що одночасно дасть змогу 
скоротити кількість ітерацій обернення матри-
ці) можна вибрати 1α =  та скористатися мето-
дом модифікацій, вирощуючи в діагоналі обер-
неної матриці 1− . 
Приклад 3. Нехай, як і раніше, для матри-
ці (8) 0,001α = . Тоді відповідно до методу мо-
дифікацій [8—10] слід вирощувати два діаго-
нальні значення 0,001α = −  для зведення мат-
риці 1А
−ϕ  до 1A − . За матрицею 
1
495,3043513 494,7996556
494,7996556 495,2944553
А
− ⎡ ⎤ϕ = ⎢ ⎥⎢ ⎥⎣ ⎦
 
знайдемо  
11 495,3043513ξ = ; 
0 495,3043513 494,7996[ 56]5
T
Zξ = ; 
0 495,3043513 494,7996 56[ ]5Z =ξ ; 
0 0
486,0877672 485,5924628
485,592462 485,0976631
ZZ
⎡ ⎤δ = ⋅ ξ ⎢ ⎥⎢ ⎥⎣ ⎦
ξ = ; 
1 111 /((1/ ) ) 0,001981392k− = − −α + ξ = ; 
1 (1) 1
1( )
495,3043513 494,7996556
494,7996556 495,2944553
486,0877672 485,5924628
485,592462 485,0976631
А Аk
− −ϕ = − ⋅ δ + ϕ =
⎡ ⎤+ +⎢ ⎥⎢ ⎥⎣ ⎦
⎡ ⎤+ =⎢ ⎥⎢ ⎥⎣ ⎦
 
981,3921185 980,3921184
980,3921184 980,3921184
⎡ ⎤= ⎢ ⎥⎢ ⎥⎣ ⎦
. 
Аналогічно, 
22 980,3921184ξ = ; 
0 0 [980,3921184 980,3921184]
T
Z Zξ = ξ = ; 
2 221/((1/ ) ) 0,050999900k− = − − α + ξ = ; 
18 Наукові вісті НТУУ "КПІ" 2013 / 5 
 
1 (2)
50000,50788 49505,10034
( )
49505,10039 49514,80234
А
− ⎡ ⎤ϕ ⎢ ⎥⎢ ⎥⎣ ⎦
= . 
Прирощення провідності становить 
1 (2)( )
[ 15297,39689 ,14845,70895]
А
T
Z−Δσ = − ϕ ⋅ Δ =
= − −
 
що значно ближче до істинного значення 
15000,9
15000,0
−⎡ ⎤⎢ ⎥⎢ ⎥−⎣ ⎦
, ніж (1) (1)
148,8941228
148,1430169
−⎡ ⎤Δσ = Δ = ⎢ ⎥⎢ ⎥−⎣ ⎦
.  
Знайдений методом модифікацій результат 
можна вважати задовільним і таким, що не по-
требує подальших уточнень. 
Для тієї самої матриці (8) візьмемо тепер 
1α = . Тоді матриця ( ) 2 1
1 2,00002
А
α −⎡ ⎤ϕ ⎢ ⎥⎢ ⎥−⎣ ⎦
= , а її 
визначник 3,00004А =Δ . Відповідно, обернена 
матриця має вигляд 
1
0,666664444 0,333328889
0,333328889 0,666657778
А
− ⎡ ⎤ϕ = ⎢ ⎥⎢ ⎥⎣ ⎦
. 
Для вирощування в діагоналі 1−  обчислимо  
11 0,666664444ξ = ; 
0 0 [0,666664444 0,333328889]
T
Z Zξ = ξ = ; 
1 2,999979996k− = ; 
1 0 0
1,333315552 0,666651110
;
0,666651110 0,333322222
Z Zk
⎡ ⎤δ = − × ξ × ξ = ⎢ ⎥⎢ ⎥⎣ ⎦
 
1 (1)
1,9999799996 0,999979999
( )
0,999979999 0,999980000
А
− ⎡ ⎤ϕ = ⎢ ⎥⎢ ⎥⎣ ⎦
. 
Для вирощування другого діагонального 
елемента маємо  
22 0,999980000ξ = ; 
0 0 [0,999979999 0,999980000]
T
Z Zξ = ξ = ; 
2 221/((1/ ) ) 50000k− = − − α + ξ = ; 
1 (2)
49999,99990 49998,99995
( )
49998,99995 49999,00000
А
− ⎡ ⎤ϕ ⎢ ⎥⎢ ⎥⎣ ⎦
= . 
Прирощення провідностей становить 
1 (2)( )
[ 15000,59994 ,14999,69996]
А
T
Z−Δσ = − ϕ ⋅ Δ =
= − −
 
що достатньо близько до істинного значення, 
до того ж значно ближче, ніж при 0,001α = . 
Обчислення розподілу поверхневих провід-
ностей із використанням зонного фантома 
Як модель (фантом) при розв’язанні пря-
мої та оберненої задач імпедансної томографії 
будемо використовувати круг, розбитий на скін-
ченні елементи квадратної форми (рис. 1, а). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
а б 
Рис. 1. Фантом для розв’язання задач імпедансної томографії: а — фантом, розбитий на квадратні скінченні елементи і 
14 зон провідностей; б — фантом з неоднорідністю по центру 
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Відповідно до методу зон провідності [4] фан-
том на рис. 1 розбито на 14 зон із постійною 
поверхневою провідністю кожної зони. Вихідне 
значення (для ітераційної процедури) провід-
ності кожної зони становить 1σ = . Фантом до-
сліджуваного об’єкта (рис. 1, б) містить неодно-
рідну область із провідністю, відмінною від 1.σ =   
У розглядуваному випадку це 0,01; 0,1; 0,5;σ =  
0,9.  
У наведених прикладах використовується 
регуляризація (3), (4) для реконструкції карти-
ни розподілення поверхневих провідностей 
(опорів) за “великої” неоднорідності у вигляді 
круга, який міститься в центрі фантома та біля 
його нижнього краю. 
При використанні зонного фантома ре-
зультати реконструкції (велика неоднорідність 
у центрі фантома) мають вигляд, як на рис. 2—4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
а 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
б 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
в 
Рис. 2. Результати реконструкції образу з великою неоднорідністю по центру фантома за використання зонного фантома: 
а – розподілення поверхневої провідності для одної ітерації; б – розподілення поверхневої провідності для двох іте-
рацій; в –  розподілення поверхневого опору для трьох ітерацій 
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Так, на рис. 2 зображено результати реконструк-
ції внутрішнього розподілення поверхневої 
провідності (рис. 2, а, б для одної та двох іте-
рацій) та опір (рис. 2, в для трьох ітерацій) при 
неоднорідності у вигляді круга у центрі фанто-
ма 0,01σ =  (фон у всіх прикладах утворює по-
верхнева провідність 1σ = ). Світлішим є круг 
неоднорідності. На рис. 3 наведено реконст-
руйовану картину розподілення поверхневих 
провідностей (рис. 3, а) та опорів (рис. 3, б) 
при провідності нерівномірності 0,1σ = . На 
рис. 4, а, б наведено відповідно розподілення 
поверхневих провідностей та опорів при неод-
норідності 0,9σ = . Зі збільшенням кількості 
ітерацій картини розподілення провідностей 
“розмиваються”. Для подальшого уточнення 
абсолютних значень поверхневих провідностей 
на кожній ітерації слід використовувати алго-
ритм (5)—(7).  
За невеликої кількості ітерацій реконстру-
йований образ дає інформацію про наявність 
неоднорідності, її геометричні розміри та місце 
розташування на фантомі, що еквівалентно ре-
зультатам, отримуваним при інших видах томо-
графічних досліджень. 
У випадку наявності великої неоднорідно-
сті (того ж самого розміру, що й у попередніх 
випадках) на краю фантома при провідності 
неоднорідної ділянки 10σ =  картина розподі-
лення спотворена (рис. 5, а), хоча розміщення 
та наявність неоднорідності визначено задовіль-
но. Спотворення, мабуть, виникли внаслідок 
певної анізотропії поля образу, яке використо-
вувалася для обчислень фантома, складеного з 
обмеженої кількості квадратних скінченних 
елементів (840), а також за рахунок форми са-
мих зон (рис. 1, а). Зі збільшенням кількості 
скінченних елементів (за незмінної кількості 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
а б 
Рис. 3. Результати реконструкції образу з великою неоднорідністю по центру фантома при провідності нерівномірності 
0,1σ = : а – реконструйована картина розподілення поверхневих провідностей; б – реконструйована картина роз-
поділення поверхневих опорів 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
а б 
Рис. 4. Результати реконструкції образу з великою неоднорідністю по центру фантома при провідності нерівномірності 
0,9σ = : а — реконструйована картина розподілення поверхневих провідностей; б — реконструйована картина роз-
поділення поверхневих опорів 
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зон) анізотропія буде зменшуватися. Збільшен-
ня кількості скінченних елементів у 4 рази при 
об’єднанні зон призведе до збільшення кілько-
сті вузлів (об’єднаних методом модифікацій [8, 
9]) і кількості операцій множення при обчис-
ленні похідних від вузлових напруг по поверх-
невих провідностях зон удвічі. 
Висновки 
Розв’язання оберненої задачі імпедансної 
томографії з використанням методу зон провід-
ності значно спрощується за рахунок ради-
кального зменшення кількості трудомістких 
операцій внаслідок малих порядків матриць 
похідних. 
Використання регуляризації за А.М. Тихо-
новим робить матриці похідних добре обумов-
леними, хоча при виборі коефіцієнта α  “нао-
сліп” можливі значні відхилення отриманих 
результатів від істинних. 
Для уникнення відхилення результатів від 
істинних доцільно використовувати “великі” 
коефіцієнти α  з подальшою ітераційною про-
цедурою обернення матриць похідних. Але це 
потребує дуже великої кількості ітерацій і при-
зводить до великих витрат часу. 
Альтернативним методом регуляризації є 
використання регуляризації з великими зна-
ченнями α  та подальшим вирощуванням іс-
тинного розв’язку задачі обернення матриці 
методом модифікацій. Такий прийом слід вва-
жати подальшим розвитком методів регуля-
ризації. 
Наведені приклади показали, що навіть за 
малої кількості ітерацій обернену задачу можна 
розв’язувати на предмет наявності, характеру 
(провідність неоднорідності більша або менша 
провідності фону) розмірів та місця розташу-
вання неоднорідності. 
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