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Abstract. In this manuscript, we present an intercomparison
of three different aerosol microphysics modules that are im-
plemented in the climate model ECHAM5. The comparison
was done between the modal aerosol microphysics module
M7, whichiscurrentlythedefaultaerosolmicrophysicalcore
in ECHAM5, and two sectional aerosol microphysics mod-
ules SALSA, and SAM2. The detailed aerosol microphysical
model MAIA was used as a reference to evaluate the results
of the aerosol microphysics modules with respect to sulphate
aerosol.
The ability of the modules to describe the development of
the aerosol size distribution was tested in a zero dimensional
framework. We evaluated the strengths and weaknesses of
different approaches under different types of stratospheric
conditions. Also, we present an improved method for the
time integration in M7 and study how the setup of the modal
aerosol modules affects the evolution of the aerosol size dis-
tribution.
Intercomparison simulations were carried out with varying
SO2 concentrations from background conditions to extreme
values arising from stratospheric injections by large volcanic
eruptions. Under background conditions, all microphysics
modules were in good agreement describing the shape of the
aerosol size distribution, but the scatter between the model
results increased with increasing SO2 concentrations. In par-
ticular in the volcanic case the setups of the aerosol modules
have to be adapted in order to dependably capture the evolu-
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tion of the aerosol size distribution, and to perform in global
model simulations.
In summary, this intercomparison serves as a review of the
different aerosol microphysics modules which are currently
available for the climate model ECHAM5.
1 Introduction
While greenhouse gases such as carbon dioxide and methane
have been shown to have a large effect on climate by warm-
ing the Earth’s surface when absorbing the long wave radia-
tion emitted from earth (e.g. Fleming, 1998; Le Treut et al.,
2007; Weart, 2003), it has been acknowledged that increased
atmospheric concentrations of aerosol particles might drive a
signiﬁcant radiative forcing process of the planet (Twomey,
1974; Seinfeld and Pandis, 1998; IPCC, 2007). The knowl-
edge of the impacts of aerosols on health, atmospheric com-
position and climate is still incomplete. Even more uncer-
tainties lie in the understanding of direct and indirect effects
of aerosols on climate and how these effects are modiﬁed by
aerosol processing and aerosol composition (Chen and Pen-
ner, 2005).
To comprehensively assess the impact of aerosol particles
on ozone concentration, cloud formation and radiative forc-
ing, information about the particle size and number density
is necessary (e.g. Zhang et al., 2002; Dusek et al., 2006). In
globalscaleatmosphericmodels, modelingaerosolprocesses
isalwaysacompromisebetweenaccuracyandcomputational
efﬁciency. Thus the descriptions of the aerosol size as well
as the chemical composition of aerosol populations have to
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be simpliﬁed. The aerosol distribution in aerosol modules
is described in most cases using the bulk approach (Liao
and Seinfeld, 2005; Liu et al., 2005; Reddy et al., 2005;
Rasch et al., 2008), modal approach (Ghan et al., 2001; Wil-
son et al., 2001; Herzog et al., 2004; Vignati et al., 2004;
Lauer et al., 2005; Stier et al., 2005), and sectional approach
(Weisenstein et al., 1997; Jacobson, 2001; Timmreck, 2001;
Rodriguez and Dabdub, 2004; Spracklen et al., 2005; Hom-
mel, 2008; Kokkola et al., 2008). In the bulk approach, only
the aerosol mass is prognostic. The particle sizes can then
be retrieved assuming e.g. monodisperse or prescribed size
distributions. The bulk approach is computationally very ef-
ﬁcient, but introduces a large error when calculating strongly
size dependent physical effects of aerosols, such as scat-
tering of radiation and cloud activation (e.g. Zhang et al.,
2002). While in the mono-disperse approach a particle pop-
ulation is assumed to be of uniform size, both modal and
sectional aerosol schemes resolve entire particle spectra and
are able to consider more than a single aerosol moment. Sev-
eral model studies highlight the importance of a simultane-
ous prognostic treatment of both aerosol mass and number
for aerosol-climate process interactions (e.g. Adams and Se-
infeld, 2002). Depending on the number of aerosol species
treated by the aerosol modules, the modal approach is com-
putationally more efﬁcient than the sectional approach, and
the demands of the latter in global climate simulations can
easily exceed today’s available high performance computing
facilities (e.g. Ghan and Schwartz, 2007). Nevertheless, sim-
plifying the aerosol size distribution by the assumption of
log-normal modes is a source of uncertainty when the shape
of the size distribution is heavily modiﬁed by microphysi-
cal processes. This can be crucial especially in studies of
evolvingperturbationsofthestratosphericaerosollayersince
the mean aerosol life time there can achieve several years,
compared to a few days under tropospheric conditions (e.g.
WMO/SPARC, 2006).
Under stratospheric background conditions, concentra-
tions of sulphate aerosol precursor gases remain below 1 ppb
and the stratospheric background aerosol load is estimated
to be 0.65±0.2 Tg (WMO/SPARC, 2006). In case of large
volcanic eruptions, the stratospheric sulphate mass increased
for a short time period approximately one to two orders
of magnitude. After the Pinatubo eruption, the maximum
aerosol load has been estimated to be 30Tg (McCormick
et al., 1995). Not only the aerosol mass but also the parti-
cle size increased from a typical background effective radius
of 0.17±0.07 µm to a peak value of 0.5 µm during the 1991
Pinatubo eruption.
The size distribution of the stratospheric aerosol popula-
tion has a strong inﬂuence on climate, which has become
of increasing scientiﬁc interest in the light of geoengineer-
ing the climate using human-induced sulphate aerosol (e.g.
Crutzen, 2006; Rasch et al., 2008). Hence it is important
to assess the abilities of different microphysical approaches
to simulate the temporal development of particle size distri-
butions under evolving atmospheric conditions. Comparison
of stratospheric aerosol models on a global scale have been
carried out recently in the frame of the SPARC Aerosol As-
sessment (WMO/SPARC, 2006) and the Global Model Ini-
tiative intercomparison (Weisenstein et al., 2007) pointing to
a range of uncertainties in the model predictions in particular
transport rates.
In the following we will focus in the ﬁrst step on model
differences not inﬂuenced by any transport or removal pro-
cesses investigating initial changes in the sulphate aerosol
distribution after an enhancement of the stratospheric SO2
loading encompassing small and large (Mt. Pinatubo size)
volcanic eruptions and geoengeering case studies. For our
studies we will use boxmodel versions of aerosol micro-
physical models implemented in the global climate model
ECHAM5 (Roeckner et al., 2003) which will be tested
against a highly resolved particle spectrum model MAIA
(Kazil et al., 2007). Special emphasis will be placed on the
simulation of the effective radius (Reff), which characterizes
aerosol populations independent of the shape of their distri-
bution and turned out to be more sensitive to model formu-
lation than mass or surface area density (Weisenstein et al.,
2007).
The size distribution of aerosol populations has a strong
inﬂuence on climate, as larger particles scatter less visible
light than smaller particles and, in the case of non-sulphate or
mixed phase aerosol, absorb more efﬁciently in the near- and
far-infrared. It is therefore important to assess the abilities of
different microphysical approaches to simulate the temporal
development of particle size distributions under evolving at-
mospheric conditions (volcanoes, geoengeering). In the fol-
lowing, we will focus on initial changes in the stratospheric
sulphateaerosol distribution aftera volcanic eruptionencom-
passing small and large (Mt. Pinatubo size) SO2 emissions.
In Sect. 2, the principal features of the aerosol micro-
physics modules participating in this intercomparison are in-
troduced. A detailed description of the improved time inte-
gration scheme for M7 is given in Sect. 3, followed by an
illustration of its performance compared with the variable-
coefﬁcient ordinary differential equation solver (VODE). In
Sect. 4, the experimental conditions are described. In Sect. 5,
different treatments of resolving the aerosol spectra in M7
are compared, and the simulated number distributions of
all participating aerosol modules under stratospheric con-
ditions, varying the initial SO2 concentration from typical
background to extreme volcanic conditions are investigated.
The effective radii of the aerosol size distributions from the
different simulations and aerosol modules are discussed. A
summary is given in Sect. 6.
2 Aerosol microphysics modules
In this intercomparison, we compare four different aerosol
microphysics modules MAIA, SAM2, SALSA, and M7. Of
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Table 1. Major characteristics of M7, SALSA, SAM2, and MAIA.
M7 SALSA SAM2 MAIA
Method for
describing the size
distribution
modal sectional, moving
center and ﬁxed
center for three largest
size sections
sectional, ﬁxed center hybrid kinetic-sectional, ﬁxed
center, ﬁrst order approxima-
tion of size distribution inside
geometric size sections
Number of modes or
size sections
7 20 (10 in size space) 44 21 kinetic, 99 geometric
Chemical species
treated
sulphate, organic
carbon, mineral dust,
sea salt
sulphate, organic
carbon, mineral dust,
sea salt
sulphate sulphate
References
Vignati et al. (2004),
Stier et al. (2005)
Kokkola et al. (2008) Hommel (2008),
Timmreck and Graf,
2000
Lovejoy et al. (2004),
Kazil et al. (2007)
these, MAIA and SAM2 treat sulphate as the sole aerosol
chemical component while SALSA and M7 include also or-
ganic compounds, sea salt, black carbon, and mineral dust.
The modules describe the processing of aerosol size distribu-
tion through the following microphysical processes:
– New particle formation by nucleation.
– Condensation of gas phase compounds to the particle
phase.
– Coagulation of the aerosol particles.
– Thermodynamical equilibrium between liquid water
and water vapour.
Table 1 summarizes the major features of the aerosol micro-
physics modules. Three modules of this intercomparison,
M7, SALSA, and SAM2 have been designed to be used in
large scale climate models and have all been implemented in
theclimatemodelECHAM5. Sincethesemicrophysicsmod-
ules have been designed for large scale models, they param-
eterize aerosol microphysical processes and use assumptions
to resolve the aerosol size distribution. Binary homogeneous
nucleation of sulphate aerosols is treated identically in all the
three modules using nucleation scheme by Vehkam¨ aki et al.
(2002) extending it for high concentrations of sulphate us-
ing collision rate as nucleation rate (H. Vehkam¨ aki, personal
communication, 2008). For other microphysical processes
the treatment varies between the modules. To evaluate the
results of these modules, the aerosol model MAIA was con-
sidered as a reference since it has a highly resolved particle
size spectrum and it is based on advanced numerical, thermo-
dynamical and kinetic approaches compared to parameteri-
zations which are currently used in aerosol modules suitable
for global climate simulations.
Since all modules in this intercomparison include sul-
phate, we chose it to be the sole aerosol compound treated in
the simulations. This way we can ensure identical conditions
for all the modules and that the results of different modules
are comparable and the differences in results are only due to
methods used to calculate the microphysical processes.
This idealized experimental setup, of course, does not rep-
resent realistic stratospheric conditions. In particular dur-
ing the ﬁrst days of an eruption, insoluble compounds like
volcanic ash are major constituents of volcanic plumes (see
Niemeier et al., 2009). However, ﬁne ash particles are large
compared to aerosols and sediment out very quickly so that
they are not relevant for long term climate effects (Schnei-
der et al., 1998). In addition, here we focus on the ability of
aerosolmodulestosimulatetheclimateeffectofanenhanced
stratospheric sulphate load, either due to volcanic eruptions
or due to geoengineering efforts.
In our model setup we neglect the non-microphysical pro-
cesses such as gravitational settling. The gravitational set-
tling removes coarse particles (>1µm) when the simulation
time extends over several days and neglecting it can cause
an overestimation of particle numbers of the coarse particles.
On the other hand, in the atmosphere, the sedimented parti-
cles will to some extent be replaced by coarse particles from
the upper levels. More importantly, as can be seen later in
Sect. 5, this approach shows how the modules perform in
“extreme conditions” and reveals weaknesses in the methods
used by these modules.
Even though the microphysics modules all solve the same
microphysical processes, the methods used in the modules
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vary signiﬁcantly. Following is a brief description of formu-
lation of the microphysics modules including improvements
introduced in the modules in this study.
2.1 MAIA
The reference model in this study is the detailed aerosol
model MAIA (Model of Aerosols and Ions in the Atmo-
sphere) (Lovejoy et al., 2004; Kazil et al., 2007). MAIA sim-
ulates microphysical processes of neutral and charged (neg-
ative) H2SO4/H2O aerosol particles. The aerosol size distri-
bution is represented with a hybrid kinetic-sectional scheme:
In the kinetic part, the model solves the differential equa-
tions for the concentrations of each aerosol particle contain-
ing up to 21 H2SO4 molecules. For particles with a larger
H2SO4 content, the model uses geometric size sections: The
aerosol size distribution is divided into size ranges; parti-
cles in neighbouring size ranges differ by a constant factor
in their H2SO4 content. The model solves the differential
equations for the concentrations of aerosol particles within
each size range. The size distribution within these geomet-
ric size sections is resolved with linear functions. This ap-
proach suppresses numerical diffusion better than a doubling
of the number of size sections at a negligible computational
expense. The system of differential equations for the particle
concentrations is integrated with the VODE solver (Brown
et al., 1989).
MAIA describes nucleation of sulphate aerosol and
growth of the freshly nucleated particles using laboratory
thermochemical data for the uptake/loss of gas phase H2SO4
and H2O by small neutral and charged molecular clusters
(Curtius et al., 2001; Lovejoy and Curtius, 2001; Froyd and
Lovejoy, 2003a,b; Hanson and Lovejoy, 2006). The ther-
mochemical data for H2SO4/H2O uptake and loss by large
aerosol particles derive from the liquid drop model and
H2SO4 and H2O vapour pressures over bulk solutions, cal-
culated with a computer code (S. L. Clegg, personal com-
munication, 2007) that is based on Giauque et al. (1960);
Clegg et al. (1994). The thermochemical data for uptake/loss
of gas phase H2SO4 and H2O by intermediate sized parti-
cles are a smooth interpolation of the data for the small and
large particles (see Lovejoy et al., 2004; Kazil et al., 2007).
The rate coefﬁcients for sulphuric acid uptake and loss by the
aerosol particles, for the coagulation of the aerosol particles,
and for the recombination of the negatively charged aerosol
with cations are calculated with the Fuchs formula for Brow-
nian coagulation (Fuchs, 1964) and averaged over the equi-
librium H2O content probability distribution of the aerosol.
This simpliﬁcation holds well at the SO2 concentrations in
the stratospheric conditions used in this work down to a rel-
ative humidity of 1%, where water vapour is still more abun-
dant by several orders of magnitude than gas phase sulphuric
acid in the MAIA runs, so that the aerosol particles have am-
ple time to equilibrate with respect to water uptake/loss be-
fore colliding with a H2SO4 molecule.
2.2 M7
M7 (Vignati et al., 2004) is the microphysical core of
aerosol module HAM (Stier et al., 2005) of ECHAM5. The
aerosol microphysics module M7 describes the aerosol size-
distribution by 7 log-normal modes, predicting the mode
size, mixing state, and composition. In the default setup of
M7, the modes are assumed to have a ﬁxed geometric stan-
dard deviation σg of 2.0 for coarse modes and 1.59 for ﬁner
modes, so the size distribution can be described by mode
radius Rp, number concentration and composition and thus
less variables are needed to describe the particle size interval
compared to a sectional model. This makes M7 computa-
tionally very efﬁcient.
The aerosol population is divided into two types of
particles: mixed, or water-soluble particles, and in-
soluble particles. Soluble aerosols are assumed to
exist in nucleation mode (Rp<0.005 µm), Aitken
mode (0.005 µm<Rp<0.05 µm), accumulation mode
(0.05 µm<Rp<0.5 µm), and coarse mode (Rp>0.5 µm),
while insoluble aerosols are assumed to exist in Aitken,
accumulation, and coarse mode. However, since in this
intercomparison, only sulphate is treated, the insoluble
modes are not used in the simulations.
Previously, M7 has integrated the differential equation for
the aerosol compounds using a computationally efﬁcient op-
erator splitting scheme (Vignati et al., 2004). However, this
approach may result in numerical errors when time steps typ-
ical for global scale models are used. An improved time in-
tegration scheme for M7 is described in Sect. 3.
2.3 SALSA
SALSA follows the formulation of M7 using a sectional ap-
proach as opposed to the modal approach of M7. The size
sections are divided in three subranges with a different de-
gree of external mixing, width of the size sections, and num-
ber of chemical compounds. Particle diameters in the differ-
ent subranges and their chemical composition are deﬁned as
follows: Subrange 1: particles with diameter Dp<0.05 µm,
Subrange 2: 0.050 µm≤Dp<0.73 µm, and Subrange 3:
Dp≥0.73 µm.
– Subrange 1: Three internally mixed size sections con-
sisting of sulphate and organic carbon. Sizes are calcu-
lated using the moving center method (Jacobson, 2005).
– Subrange 2: Four sections in the size space. Each size
section includes two parallel size bins, one for poten-
tial CCN particles and one for cloud inactive particles.
Compounds that are treated in this subrange are sea
salt, sulphate, organic carbon, black carbon and mineral
dust.
– Subrange 3: three sections in the size space. Each size
section includes three parallel size bins, one for com-
pletely soluble particles, one for cloud active insoluble
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particles, and one for cloud inactive insoluble particles.
Particle sizes in the subrange 3 are calculated using the
ﬁxedcentermethod, sincethesizesoftheseparticlesare
not assumed to be sensitive to microphysical processing
in most atmospheric conditions.
Since in this intercomparison, sulphate is considered as the
sole chemical component in the aerosol particles, the insolu-
ble size sections are not used in this intercomparison, reduc-
ing the number of size sections to 10. When insoluble size
sections are used the number of size sections in SALSA is
20.
For nucleation, SALSA applies the parameterization by
Kerminen and Kulmala (2002), which determines the for-
mation rate of 3 nm particles from the nucleation rate given
by the Vehkam¨ aki et al. (2002) scheme. Condensation of
gas phase compounds onto the particles is calculated concur-
rently with nucleation using the analytical predictor of nu-
cleation and condensation method (Jacobson, 2005). Coagu-
lation is calculated using a semi-implicit method (Jacobson,
1994).
For a more detailed description of the treatment of aerosol
compounds, methods for microphysical processes, and the
division of size sections in SALSA, see Kokkola et al.
(2008).
2.4 SAM2
SAM2 is a one moment aerosol scheme treating the aerosol
mass in each bin prognostically. The scheme follows the
ﬁxed sectional approach (Gelbard et al., 1980) to resolve an
aerosol distribution from 1×10−3 µm to 20.64 µm in radius.
44 logarithmically spaced size bins are determined by mass
doubling.
Unlike M7 and SALSA, which assume zero saturation
vapour pressure of H2SO4 at the particle surface, SAM2
is able to treat the mass transfer of sulphuric acid vapour
reversely without further parameterizations for evaporating
particles. Considering that the latter process is of relevance
for global aerosol-climate models designated for investiga-
tions of volcanic effects on stratospheric aerosol, since evap-
orationdeterminestheverticallimitationoftheglobaldisper-
sion of liquid aerosol particles in regions where the strato-
sphere is locally subsaturated with respect to their vapour
concentrations (Hamill et al., 1977). In SAM2 the change in
the aerosol size distribution due to reversible gas-to-particle
partitioning of H2SO4 is treated as an advective type pro-
cess that allows particles to grow and shrink virtually in size
space. Here a one-dimensional hybrid exponential-upwind
advection scheme (Spalding, 1972; Chlond, 1994; Timm-
reck and Graf, 2000) ensures the preservation of the particle
number concentration under conditions of the “whole atmo-
sphere”. This is of special interest when an aerosol distribu-
tion is characterized by rapid changes, which can be caused
by e.g. ultraﬁne aerosols nucleating from the gas phase.
Brownian coagulation is considered following a semi-
implicit mass conserving formulation by (Timmreck and
Graf, 2000). As opposed to the time integration scheme of
SALSA and the new time integration scheme of M7, the time
integration of individual microphysical processes in SAM2
is processed sequentially. A complete description of the pa-
rameterizations implemented in SAM2 and its overall per-
formance in the context of a global aerosol-climate model
resolving the troposphere and the stratosphere up to ∼80 km
can be found in Hommel (2008).
3 New time integration scheme of H2SO4 processes in
M7
A new method for the integration of the time evolution equa-
tion
d[H2SO4]
dt
= P − C · [H2SO4]−R([H2SO4]) (1)
for the concentration of gas phase sulphuric acid has been
implemented in the M7 aerosol microphysics module. P de-
notes the production rate of gas phase H2SO4, C its loss rate
due to condensation onto aerosol particles, R([H2SO4]) the
removal rate of gas phase sulphuric acid due to aerosol nu-
cleation, and t the time. P and C depend on gas and aque-
ous phase chemistry and aerosol microphysics, and are deter-
mined in separate time integration (operator splitting) proce-
dures before or after the integration of Eq. (1). They are con-
sidered constant for the integration of Eq. (1) over one time
step.
In the Euler backward scheme, Eq. (1) is discretized as
[H2SO4]t+1t−[H2SO4]t
1t
= P − C · [H2SO4]t+1t−R([H2SO4]t+1t) (2)
which can be rewritten to
[H2SO4]t+1t
=
[H2SO4]t + 1tP−1tR([H2SO4]t+1t)
1 + 1tC
. (3)
This equation is then solved for [H2SO4]t+1t, typically it-
eratively. However, the iteration and a repeated evaluation
of the removal rate R until a satisfactory degree of conver-
gence is achieved may not to be computationally affordable.
A common approach is then to abort the iteration after all
processes have been calculated once. This can be realized
with operator splitting between production/condensation and
nucleation: When the iteration is initialized as
[H2SO4]0
t+1t =
[H2SO4]t + 1tP
1 + 1tC
[H2SO4]1
t+1t =
[H2SO4]t + 1tP−1tR([H2SO4]0
t+1t)
1 + 1tC
. . . (4)
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Table 2. Ambient parameters and the initial values for the the pro-
duction rate of gas phase sulphuric acid, the pre-existing aerosol
size distribution, and sulphuric acid gas phase concentration for the
evaluation of the new time integration scheme for three different
test cases.
case 1 case 2 case 3
Temperature (K) 255 225 285
RH (%) 80 50 90
production rate (cm−3s−1) 100000 10000 50000
condensation sink (s−1) 0.001 0.0001 0.01
Initial

H2SO4

(cm−3) 1×106 7.5×107 1×108
then the ﬁrst two steps can be interpreted as
[H2SO4]PC
t+1t =
[H2SO4]t + 1tP
1 + 1tC
(5)
[H2SO4]PCN
t+1t = [H2SO4]PC
t+1t−
1tR([H2SO4]PC
t+1t)
1 + 1tC
(6)
which corresponds to calculating the concentration of gas
phase H2SO4 after production and condensation (PC) and
then after nucleation (PCN). However, [H2SO4]PC
t+1t in
Eq. (5) can be computed exactly by exploiting the fact that
if nucleation is neglected, Eq. (1) has an analytical solution:
[H2SO4](t)=

[H2SO4](t0)−
P
C

· e−C(t−t0) +
P
C
. (7)
The new integration method therefore reads
[H2SO4]PC
t+1t = ([H2SO4]t−
P
C
) · e−C1t +
P
C
(8)
[H2SO4]PCN
t+1t = [H2SO4]PC
t+1t−
1tR([H2SO4]PC
t+1t)
1 + 1tC
Unlike the Euler backward scheme and the original M7 time
integration method, the new time integration has the advan-
tage to converge towards the exact solution of Eq. (1) for all
time step lengths with decreasing nucleation (R→0). As in
the original M7 time integration, a safeguard is implemented
which prevents the gas phase sulphuric acid concentration
from becoming negative: When the removal due to nucle-
ation in the course of a time step would exceed the initially
available and newly produced gas phase sulphuric acid, all of
it is converted to newly formed particles, and its concentra-
tion is set to zero.
3.1 Testing new time integration scheme
In order to illustrate the performance of the new time integra-
tion scheme we compare it with the Euler backward scheme,
the original M7 time integration method, and the VODE
solver (Brown et al., 1989) which uses the variable coefﬁ-
cient Adams-Moulton method for non-stiff ordinary differ-
ential equations and time step lengths based on a desired rel-
ative error tolerance.
Three different cases were considered, with ambient con-
ditions chosen so that H2SO4 decreases, is kept constant,
or increases, without focus on particular geophysical con-
ditions. The conditions for the three cases are given in Ta-
ble 2. The same pressure (1013.25 hPa), ion pair production
rate (4 cm−3s−1), diameter of the preexisting aerosol parti-
cles (0.165 µm), and mass density of the preexisting aerosol
particles (2 gcm−3) was used in all three cases. Nucleation
rates and the resulting removal rates of gas phase sulphuric
acid were calculated with the method of Kazil and Lovejoy
(2007).
Figure 1 shows the gas phase sulphuric acid concentra-
tion after one time step, as a function of the time step length,
calculated with the new time integration method, the Euler
backward scheme, and the original M7 method. As a refer-
ence, the gas phase sulphuric acid concentration calculated
with the VODE solver is given, which divides the time step
intoshorterintegrationsteps, basedonadesiredrelativeerror
tolerance (10−9 in this comparison).
In cases 1 and 3 the new time integration method performs
as well as VODE and better than the Euler backward scheme.
In case 2 the new time integration method and the Euler
backward scheme produce very similar results (overlapping
curves), both underestimating the sulphuric acid concentra-
tion obtained with the VODE solver. The systematic bias is
increasing with increasing time step length. In contrast, the
original M7 method signiﬁcantly underestimates sulphuric
acid gas phase concentrations in all three cases, and predicts
atotalremovaloftheavailablesulphuricacidinthegasphase
at longer time step lengths in the cases 1 and 3. The under-
estimation of the gas phase concentrations for shorter time
step lengths arises from an overestimation of condensation
by this scheme. The zero values in cases 1 and 3 for longer
time steps result from an overestimation of the loss of sul-
phuric acid via nucleation, which exceeds the available gas
phase sulphuric acid, and which is entirely converted to new
particles. A complete conversion of the available gas phase
sulphuric acid to new particles can also result with the new
time integration method and the Euler backward scheme, but
requires higher nucleation rates or longer time steps com-
pared with the original M7 method.
The new time integration method outperforms both the
original M7 method and the Euler backward scheme for the
solution of the gas phase sulphuric acid time evolution equa-
tion with concurrent nucleation and condensation. In the fol-
lowing simulations, we have used this new time integration
method.
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4 Experimental setup
The ability of the microphysics modules to describe the pro-
cessing of the sulphate aerosol size distribution was inves-
tigated by calculating the evolution of the size distribution
over a 10 day period assuming typical conditions of the mid-
latitude stratosphere at 30 hPa ambient pressure and 214.8 K
temperature. Initial stratospheric sulphate size distribution
was assumed to be unimodal with 0.234 µm geometric mean
diameter, 1.59 geometric standarddeviation, and atotalnum-
ber concentration of 3 cm−3. The simulations were carried
out in a zero dimensional framework in order to distinguish
the differences between the modules in the treatment of mi-
crophysical processes.
The evolution of the size distribution was affected by
varying the initial SO2 concentration which modiﬁes the
size distribution through oxidation to H2SO4 and subse-
quent gas-to-particle partitioning processes. We assume
that gaseous H2SO4 is exclusively formed from the oxida-
tion of SO2 by the hydroxyl radical OH. The concentra-
tion of the latter is prescribed by an abstracted diurnal cy-
cle with a daytime concentration of 1×106 cm−3 between
06:00 and 18:00. This value was derived from a time slice
experiment conducted with the chemistry-climate model
MAECHAM4-CHEM (Timmreck et al., 2003). The initial
SO2 mixing ratio was varied between a typical background
value of 1.5×10−11 kg/kg (∼10 pptv; WMO/SPARC, 2006)
and 3.9×10−4 kg/kg for the assumed volcanic case and
two intermediate mixing ratios of 3.9×10−8 kg/kg and
3.9×10−6 kg/kg. The extreme case mixing ratio of
3.9×10−4 kg/kg was derived from a MAECHAM5 simula-
tion of the June 1991 Mt. Pinatubo eruption (Niemeier et al.,
2009), In this 3-D simulation 17 Mt of SO2 was initialized
according to satellite observations after the Pinatubo erup-
tion (Read et al., 1993).
The sensitivity studies presented in the following were
conducted using integration time step length of 1t=1 s, 60 s,
and 900 s. The latter corresponds to the default time step of
ECHAM5 using the spectral truncation T42.
In M7, the standard deviation σg of the individual modes
is ﬁxed, so the choice of the value for σg affects the mod-
ule’s ability to describe the development of the size distri-
bution especially in conditions where the shape of the size
distribution is heavily modiﬁed, for example when high con-
centrations of sulphuric acid vapour yield high mass transfer
rates into the particle phase. The role of the coarse mode in
M7 is to describe primary sea salt and dust particles which
are mainly present in the troposphere. Sulphate aerosol can
be accurately described with three modes, as shown in the
M3 module (Wilson and Raes, 1996; Wilson et al., 2001), a
predecessor module of M7. Therefore we tested two differ-
ent mode setups in M7, the default mode setup and a second
setup in which the coarse mode was neglected.
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Fig. 1. Gas phase concentration of sulphuric acid after one time
step, calculated with the Euler backward scheme, the original M7
operator splitting method, and the new time integration method. As
a reference, the gas phase sulphuric acid concentration calculated
with the VODE solver is given. In this case, the abscissa denotes the
integration time, which is divided into shorter time steps by VODE
according to a desired relative error tolerance. Parameters for the
three cases are given in Table 2.
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Fig. 2. Aerosol number size distributions at noon of the 10th day of the simulations calculated using different aerosol microphysics modules
and the reference model. The size distributions were calculated for four different initial gas phase SO2 mixing ratios and three different time
step lengths 1t. The SO2 mixing ratios (kgkg−1) and time step lengths are given on the title of each sub-ﬁgure.
– Setup 1, default size distribution of M7; σg=1.59 for
nucleation, Aitken and accumulation mode, σg=2.00
for coarse mode.
– Setup 2, σg=1.59 for nucleation, Aitken and accumula-
tion mode, no coarse mode.
5 Results and discussion
5.1 Size distributions
First, we compared the shapes of aerosol size distributions
calculated by individual aerosol microphysics modules when
the size distribution is modiﬁed by gas-to-particle conversion
of sulphate.
In Fig. 2, the number size distributions at 12:00, 10 days
into the simulations are shown for the given different initial
gas phase mixing ratios and different time step lengths. Each
row in Fig. 2 represents a simulation using a speciﬁc initial
mixing ratio of SO2 and the columns represent the time step
length. The mixing ratios and time step lengths are denoted
in the title of each subplot.
From Fig. 2, we can see that all microphysics modules
reproduce the shape of the size distribution given by the ref-
erence model well for background conditions and also when
the SO2 load was moderately enhanced (two upper rows).
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Also in these cases, the time step length has no signiﬁcant
effect on the ﬁnal size distribution.
As the initial SO2 mixing ratio is increased, the size distri-
butions begin to differ for the individual microphysics mod-
ules (two lowest rows). Increased SO2 mixing ratios yield to
a separation of the aerosol size distributions into two narrow
modes in the ultraﬁne regime of the size spectrum and the
coarse mode respectively. The feature is pronounced for the
case representing conditions in the stratosphere in the course
of a large volcanic eruption (bottom row). Although no di-
rect particle number concentration measurements are known
to have been carried out immediately after volcanic eruptions
comparable to those considered here in regions where the
material was injected into the stratosphere, there is evidence
from in situ observations that clearly separated bi-modal par-
ticle spectra will evolve under conditions as assumed in this
study. Brock et al. (1993) conducted aircraft measurements
in the subtropical northern hemisphere, starting 10 weeks af-
ter the eruption of Mt. Pinatubo in 1991. During the ﬁrst
days of the campaign particle size spectrometers registered
not continuously but in more than 1/3 of all measurements
bi-modal size spectra where a distinct and clearly separated
coarse mode appeared beyond particles sizes of 1 µm in di-
ameter. Since the ﬂights were carried out in heights below
40hPa the authors conclude to measure “fallout” from higher
elevations. Due to the fact that these spectrometers were cal-
ibrated for sulphuric acid only and volcanic ash fallout termi-
nates after a couple days after it was injected into the strato-
sphere (Guo et al., 2004), it can be assumed that these ultra
large particles contain mainly sulphuric acid.
As can be seen from Fig. 2, when the SO2 mixing ratio
is above background levels, M7 with a ﬁxed standard de-
viation cannot reproduce the shape of the size distribution
at the upper end of the spectrum. The sectional approach
has advantages to reproduce the narrow band structure of the
size distribution in the coarse mode nearly independent on
the number of sections used to discretize the aerosol spec-
trum. Under assumed volcanic conditions the default mode
setup of M7 also fails to reproduce the distinct bimodal char-
acteristic of the size distribution in particular when the global
model time step length of 900 s is used.
In SALSA, to minimize the amount of tracers, only the
number concentration is calculated for the size sections in
subregion 3. Also, no coagulation between the particles in
subregion 3 is assumed, so these size sections are treated as
a sink for smaller particles and condensing gases. In normal
atmospheric conditions this assumption is valid, but it fails in
the volcanic case. This is more evident in the effective radius
as will be shown later in Sect. 5.3.
The sensitivity of the modules to the integration time step
length increases as the initial SO2 mixing ratio increases due
to the fact that high concentrations of sulphate yield to rapid
changes in aerosol concentrations and particle sizes. For ex-
ample for 3.9×10−4 kg/kg, SAM2 describes extremely well
the ﬁnal size distribution when time step length of 1 s is used,
whereas for 1t of 60 and 900 s a distinctly bimodal distribu-
tion does not appear at the end of the simulation. The evolu-
tion of the size distributions as predicted by M7 and SALSA
is less affected by the integration time increment. When
changing the time step length, most notable differences in
the size distribution are seen, in particular for M7 setup 1,
for particles in the nucleation and accumulation mode.
5.2 M7 with different mode setups
As seen in Fig. 2, according to the reference model MAIA,
under high concentrations of SO2 the size distribution is sep-
arated in two narrow modes at the end of simulation. These
separated modes cannot be reproduced by M7 setups 1 and
2. Therefore, we introduce a third mode setup to get a bet-
ter agreement for the simulations with high concentrations of
SO2. The third mode setup is as follows:
– Setup 3, σg=1.59 for nucleation and Aitken mode,
σg=1.2 for accumulation mode, no coarse mode.
In this section, we investigate the result calculated using M7
with the three different mode setups described above. Fig-
ure 3 shows the aerosol number size distributions at 12:00,
10 days into the simulation compared to the results calcu-
lated by the reference model MAIA (red curve). Simulations
with M7 were done using time step of 900 s. The magenta
curvesarecalculatedusingthedefaultsizedistributionofM7
(setup 1), the green curves are for the mode setup 2, and the
blue dashed curves are for mode setup 3.
Figure 3a represents simulations for the background con-
centration of SO2. It can be seen that the reference size dis-
tribution given by MAIA is well reproduced by the mode
setups 1 and 2. This is because the size distribution is only
slightlymodiﬁedbythesmallconcentrationsofsulphatepro-
duced from SO2 oxidation. As expected, under these condi-
tions M7 setup 3 with σg=1.2 for the accumulation mode is
not able to reproduce the shape of the size distribution.
In Fig. 3b, the initial SO2 mixing ratio is set to an inter-
mediate value of 3.9×10−8 kg/kg and the processing of the
size distribution by sulphuric acid formed in the gas phase
becomes more pronounced than in Fig. 3a. In this sim-
ulation, MAIA clearly predicts a multi-modal distribution
which arises from evolving nucleation bursts through parti-
cle growth. MAIA predicts a well-established narrow peak
at approximately 0.15 µm on top of the accumulation mode.
Even though this peak cannot be reproduced by the M7 se-
tups 1 and 2, their curves follow relatively well the size dis-
tribution calculated using the reference model. M7 in setup 3
reproduces best the size distribution for the ﬁne modes, but
the number concentration at the upper end of the size spec-
trum is underestimated.
Figure 3c is a simulation under conditions of an as-
sumed volcanic eruption resulting in mixing ratio of
3.9×10−4 kg/kg SO2. As seen before, in this simulation, the
size distribution is divided into two separate narrow modes of
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Fig. 3. The aerosol number size distribution at noon of the 10th
day of the simulation calculated using the reference model MAIA
and M7 with three different mode setups for different initial SO2
concentrations: (a) 1.5×10−11 kg/kg, (b) 3.9×10−8 kg/kg, and
(c) 3.9×10−4 kg/kg.
nucleating particles and coarse particles grown by coagula-
tion and condensation of sulphuric acid.
A distinct coarse mode formed by sulphate particles in the
size range between 1 and 10 µm in diameter already one day
into the simulation. The predicted standard deviation of such
a mode varies in particular depending on the description of
the size distribution in the modules, as shown in Fig. 3c.
From Fig. 3c we can see that the default mode setup of M7
(setup 1) overestimates the size distribution at the upper end
of the spectrum with a coarse mode σg=2.0. Overestimation
of large particles in this setup will likely affect the removal
of particles in a volcanic plume and potentially has implica-
tions in radiative transfer calculations and respective climate
responses. With MAIA as reference, M7 in the mode setup 3
gives the best ﬁt for size distributions under assumed high
stratospheric concentrations of SO2 while the mode setup 2
falls in between the results given by setups 1 and 3.
5.3 Effective radius
Since the shape of the aerosol size distribution affects spe-
ciﬁcaerosolparameterswhicharerelevanttoseveralaerosol-
climate interactions (e.g. Dusek et al., 2006), we now discuss
the effective radius, a key variable that is used in radiative
transfer calculations. The aerosol effective radius is the mean
radius of the aerosol size distribution weighted by the aerosol
cross sectional area and a measure which part of the wave-
length spectrum is mostly affected. Particles with a larger
effective radius (Reff>0.7 µm) absorb more in the near in-
frared and infrared part of the spectrum than particles with a
smaller effective radius, e.g. 0.17 µm (background), which
leads to an increase in the aerosol induced radiative heating.
Lacis et al. (1992) demonstrated that the climate forcing of
stratospheric aerosol can be characterized with the aerosol
effective radius. If the effective radius is equal or greater
2 µm the global average greenhouse effect of the aerosol ex-
ceeds its albedo effect leading to net surface heating. Also
other mean variables for the size of the particle population,
such as surface area density or volume area density can be
used. Nevertheless, since we have neglected the removal of
particles in the model setup, surface area or volume density
result are greatly overestimated. Also, for the cases inves-
tigated here, the surface area densities and volume densities
given by the different modules show qualitatively very simi-
lar characteristics as the effective radii. Thus for the sake of
clarity, only effective radii are examined here.
Figure 4 is structured as follows: the rows represent the
evolution of the effective radii as predicted by the aerosol
modulesforthreedifferentinitialSO2 mixingratios, whereas
the columns represent the parameter derived from speciﬁc
integration ranges. In the left column of Fig. 4, the effec-
tive radii were derived for the whole size range of parti-
cles as treated in the modules. Nevertheless, the effective
radius from global model results is often compared to re-
spective data retrieved from optical remote sensing technolo-
gies (e.g. satellite instruments, Lidar). With respect to water
soluble aerosols, the measurement uncertainties of those re-
trievalsincreaseexponentiallyforparticleswithradiusbelow
0.1 µm (e.g. Dubovik et al., 2000; Thomason et al., 2008).
Thus, we believe that the derived parameters of our model
simulations are better represented when the integration of
the effective radius is adapted for the size range of aerosol
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Fig. 4. Evolution of the effective radius for the modules MAIA, SALSA, SAM2, and M7 in three mode setups, using three different SO2
mixing ratios (kgkg−1). In the left column Reff is derived for the whole aerosol size range as deﬁned by the modules, in the right column
the integration range starts at 0.05 µm.
particles detectable by remote sensing instruments. There-
fore, in the right column of Fig. 4 the model results were
ﬁltered to represent the particle size above a threshold size
of radius R≥0.05 µm. For all integrations shown in Fig. 4
a time step length of 900 s was used, which is normally ap-
plied when the modules are integrated coupled to the global
climate model ECHAM5.
The initial mixing ratios shown here range from slightly
and moderately increased stratospheric SO2 abundances of
3.9×10−8 kg/kg in the upper row, and 3.9×10−6 kg/kg in
the middle row. The bottom panels show how the effective
radii are predicted under assumed volcanic conditions with
SO2=3.9×10−4 kg/kg.
5.3.1 General behaviour
Before we discuss the module performance for speciﬁc SO2
initial concentrations, the general behaviour in predicting the
effective radius shall be analyzed. Although in Fig. 2 the
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aerosol number distributions given by the different aerosol
modules appear very similar at moderately increased strato-
spheric SO2 concentrations, Fig. 4 reveals signiﬁcant relative
differences in the evolution of the effective radii given by the
different modules. Under all conditions a rapid change ap-
pears in the evolution of the effective radius in the very ﬁrst
model time steps.
Excluding the highest SO2 concentration case, all modules
rapidly drift towards a more or less similar state and predict
size distributions whose effective radii are smaller by a factor
of 2 to 3 than those of the respective initial size distributions,
which we assume to represent a typical stratospheric back-
ground state in which ultraﬁne particles were not considered.
This drop in Reff results from the formation of particles in
the nucleation size range, which are a consequence of SO2
oxidation when we prescribe the availability of OH during
daylight after 6 h of simulation. After dropping to a cer-
tain value, the effective radii increase due to further mass
transfer of sulphur from the gas to the particle phase which
evolve the aerosol distributions towards the coarse mode.
The aerosol mass in the modules constantly increases since
we neglect the non-microphysical particle sink terms in this
experiments. During night, when new particle formation is
inhibited, the effective radii increase sharply due to the ab-
sence of a nucleation burst and the rapid growing of ultraﬁne
particles. Then further condensation of H2SO4 constantly
depletes its gas phase reservoir and the mass transfer rate is
smaller during night than during day when the availability
of OH leads to gaseous sulphuric acid production. Conse-
quently, changes in Reff are smaller during night.
Our investigations revealed that the magnitude of the diur-
nal cycle in Reff is related to the shape of the modeled size
distribution and depends on module speciﬁc deﬁnitions. As-
suming that MAIA tends to represent the nature of an evolv-
ing aerosol effective radius, in the sectional modules SAM2
and SALSA the diurnal cycle in the evolution of Reff ampli-
ﬁes when the stratospheric SO2 load is increased. In contrast,
the modal module M7, Reff evolves relatively smoothly. The
predicted size distribution in M7 is less affected by ﬂuctu-
ations in the Aitken mode between day and night, because
standarddeviationsσg oftheindividualmodesarepredeﬁned
and cannot vary: In M7 the condensational ﬂux is partitioned
over four bands representing the aerosol size distribution (the
ﬂux is calculated according to the condensation sink of the
individual modes). After the sunset, the nucleation mode
particle concentration tends to zero and the available gas is
transferred to higher modes only. This yields to a slightly in-
creasing median radius in each mode, not affecting the width
of their lognormal distribution. As can be seen from Fig. 2,
when initial SO2 mixing ratios are increased and a nucle-
ation burst appears during the day, SAM2 shows no distinct
bimodal size distribution. During night, aerosols in nucle-
ation sizes are not present and Aitken mode particles grow
towards the accumulation mode (not shown). Thus the low-
ermost range of the predicted size distribution strongly varies
depending on the availability of sunlight (here abstracted by
the diurnal cycle in OH concentration). Consequently, in
SAM2 the magnitude of the diurnal cycle in Reff increases
as the mass transfer rate onto the particles increases due to
higher SO2 mixing ratios. In SALSA, the mechanism to am-
plify the diurnal cycle in Reff is similar to that of SAM2 but
the coarse representation of the aerosol size distribution fur-
ther ampliﬁes the diurnal cycle.
From the right column of Fig. 4 it can be seen that ﬁltering
the results in respect of an instruments lower detection limit
at 0.05 µm, the predicted effective radii might evolve dif-
ferently compared to the parameter when derived from the
whole size range of the respective module. The differences
in the ﬁltered and non-ﬁltered effective radius increase for
lower stratospheric SO2 concentrations, since the “signal-to-
noise ratio” is much weaker than under volcanic conditions.
At the end of the simulation, for the lowest SO2 concentra-
tions shown in Fig. 4 the difference in Reff relative to the
parameter derived from the whole size range can reach 15%
in the case of SALSA. Furthermore it can be seen that the
formation of a diurnal cycle in the evolution of the effective
radius is mainly caused by small particles. Whether the pre-
dicted size distributions in the nucleation and Aitken mode
are affected by diurnal changes or not, it has an almost neg-
ligible effect on the ﬁltered effective radii.
From the differences between the ﬁltered and non-ﬁltered
values of the effective radius shown in Fig. 4, it can be con-
cluded that subjecting model results to constraints of ob-
servational aerosol data, such as detection cut-off size may
lead to difﬁculties in the interpretation of the model results.
Knowing and accounting for exact speciﬁcations, e.g. detec-
tion limits, of respective instruments is essential when pre-
dictions of aerosol size distributions are intended for such
applications.
5.3.2 Low SO2 concentration
The upper row of Fig. 4 shows the evolution of the effective
radii as predicted by the modules, when the initial mixing ra-
tio of stratospheric SO2 is 3.9×10−8 kgkg−1. As shown in
Fig. 2, in M7 setup 1, no clear bimodal distribution is pre-
dicted for SO2=3.9×10−8 kg/kg, 900 s time step. In this
simulation, in M7, particles do not grow to coarse mode size,
so the effective radii are equal when mode setups 1 and 2
are used. Also, M7 setup 3 gives qualitatively similar, but
slightly lower values for the effective radius. Compared to
MAIA, the modal module clearly overestimates the effective
radius towards the end of the simulation by ∼90%.
When the effective radius is calculated for the whole size
range, SALSA reproduces similar diurnal variation for the
effective radius as MAIA, ﬁnally underestimating Reff of
MAIA in the mean by ∼20%. SAM2 predicts very similar
values as MAIA for the effective radius during night time,
but does not show a signiﬁcant diurnal cycle, since devia-
tions in the predicted size distribution between day and night
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time turn out weaker than in the other modules (not shown
in detail). The diurnal variation in Reff is increased in SAM2
when the mass ﬂux from the gas to particle phase is getting
stronger and particles are predicted to grow faster. This in
turn is accompanied by notable differences in the size dis-
tribution between day and night, thus amplifying the diurnal
variation in Reff.
After setting the cut-off size of the effective radii to
0.05 µm (top right panel) and ﬁltering the results, all mod-
ules show increasing effective radii in the beginning of the
simulation before the the effective radii decrease to a value
which is approximately twice as high as when the whole
particle size range is considered. Owing to its coarse par-
ticle size resolution, SALSA predicts a slightly increasing
effective radius over about two thirds of the simulation, ﬁ-
nally predicting a ∼15% higher Reff as when derived from
the whole modules size range. In addition, a ﬁner resolution
of the aerosol size range seems to better represent the effec-
tive radius using the sectional approach, since SAM2 follows
most accurately the shape of its evolution as given by MAIA,
even when the results are adapted to an optical instrument’s
lower detection limit.
5.3.3 Moderate SO2 concentration
When the initial SO2 mixing ratio is increased to
3.9×10−6 kg/kg, the setups 1 and 2 of M7 overestimate the
effective radius for both integration ranges compared to the
reference model. Since the aerosol is growing into a narrow
mode of large particles as shown in Fig. 2, M7 setup 1 cannot
reproduce the width of this mode, hence the effective radius
is overestimated. Generally, under the conditions considered
here the representation of the effective radius in M7 is im-
proved when no coarse mode is deﬁned. When mode setup 1
is used, as the effective radius exceeds 0.3 µm, particles are
transferred in M7 from the accumulation mode to the coarse
mode and the effective radius increases more rapidly than
when mode setups 2 and 3 are used. Compared to MAIA at
the end of the simulation, Reff is overestimated by ∼100% in
setup 1 and ∼40% in setup 2, while the evolution of Reff in
setup 3 almost accurately follows that of the reference model
with ∼2% relative difference at the end of the simulation.
Relative to the reference model, SAM2 gives good results
here as well for the effective radius, with nearly overlapping
curves for the ﬁltered parameter. The relative difference be-
tween the effective radius given by MAIA and SAM2 is less
than 5% throughout most of the simulation. At the end of the
simulation the relative difference is ∼5%. SALSA performs
qualitatively as in the case of lower SO2 concentrations, but
when the whole size range is considered in retrieving Reff,
the diurnal cycle is pronounced. At the end of the simula-
tion, the relative difference in predicting Reff compared to
MAIA slightly increases to approximately 27% (mean of the
last days diurnal cycle).
5.3.4 High SO2 concentration
In the conditions chosen here to represent the stratosphere af-
ter an injection of SO2 from a large Mt. Pinatubo scale trop-
ical volcanic eruption, the differences between the modules
become distinct. When the global model time step length is
used, the modules SALSA and SAM2 seem not be able to
reproduce an effective radius as observed in the ﬁrst month
after e.g. the Mt. Pinatubo eruption in early summer 1991
(Russell et al., 1996; WMO/SPARC, 2006).
As shown in Fig. 2, the high concentration of gaseous
sulphuric acid produced by SO2 oxidation leads to the for-
mation of a mode of large particles. The median radius of
the mode is approximately an order of magnitude larger than
the median radius of the large particle mode which appears
under background conditions. During the ﬁrst two days in
the simulation, in M7 setup 1 the aerosols grow rapidly into
the coarse mode with σg=2.0, causing a general overestima-
tion of the effective radius compared to the reference model
MAIA (∼40% at the end of simulation). With ∼25% for M7
setup 2 the overestimation is lower but signiﬁcant, because
as seen earlier in Sect. 5.2, M7 setup 2 better represents the
very narrow mode of large particles as predicted by MAIA.
Changingthestandarddeviationoftheaccumulationmodein
M7 setup 3 to σg=1.2 and neglecting the coarse mode leads
to a much improved agreement of Reff compared to MAIA.
The relative difference at the end of the simulation is ∼2%.
The coarse resolution of SALSA causes an inaccuracy in
the calculated effective radius even though the shape of the
size distribution matches well with the size distribution of
MAIA (Fig. 2). To reduce the amount of tracer variables,
for the three largest size sections in SALSA only the number
concentration and the ﬁxed mean radius of the size section
are stored, so condensation and coagulation can not increase
the size of these particles. Only the growth of particles from
smaller subregions affects the number concentration and the
largest size classes (see Kokkola et al., 2008). In Fig. 4 it can
be seen that this assumption of ﬁxed size sections in subre-
gion 3 is not favorable under extreme volcanic conditions as
the effective radius of particles larger than 0.05 µm reaches
a constant value.
For the assumed volcanic perturbation of the stratosphere,
SAM2 fails to represent the evolution of the effective radius.
Sinceinthisaerosolmoduleparticlegrowthduetocondensa-
tion of H2SO4 is treated as an advective type process explic-
itly in time (see Sect. 2.4), the applied CFL criterion (e.g. Ja-
cobson, 2005) limits the total uptake of sulphuric acid vapour
through a limitation of the particles growth rate (particles
are not allowed to grow beyond the size of their neighboring
size section). This also means that the integration time step
length and the width of the aerosol size sections as chosen in
the module setup ultimately determine a threshold saturation
on which such an mass transfer limitation begins to exert.
Here, in the assumed volcanic case, condensational growth is
strongly underestimated in SAM2, leading to an asymptotic
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evolution of Reff. This limitation of the H2SO4 mass ﬂux
onto the particles also accounts for the ampliﬁcation in the
diurnal cycle in the evolution of the effective radius as well
as for the formation of lower order oscillations preceding the
night time increase in Reff.
6 Conclusions
We have conducted an intercomparison of aerosol micro-
physics modules for use in the climate model ECHAM5. We
studied the evolution of an aerosol size distribution in an en-
vironment assumed to be representative in the stratosphere
after the injection of SO2 from modest to Mt. Pinatubo scale
volcanic eruption.
It was found that the time increment used in the module
integration can affect the predicted shape of the aerosol dis-
tribution. These differences are emphasized with increasing
SO2 mixing ratios. Whereas the deﬁnition of the mode struc-
ture in modal modules mainly account for this distinct differ-
ent model behaviour, it is thought that in sectional modules
these differences are caused by the representation of aerosol-
microphysical parameterisations.
To further improve the ability of the modules to be used
in global model studies of the climate impact from large vol-
canic eruptions, we have presented a new method for the in-
tegration of the time evolution equation for gas phase H2SO4
to be used in the ECHAM5-HAM microphysics module M7.
The new time integration method outperforms the original
M7 scheme as well as the Euler backward method when us-
ing the ordinary differential equation solver VODE as a ref-
erence. In M7 the ﬁxed standard deviation was shown to be
problematic when the size distribution is heavily modiﬁed by
high concentrations of gaseous sulphuric acid. Then the as-
sumption of σg=2 for the coarse mode results in a “tail” of
too large particles. This “tail” causes an overestimation of
the effective radius of the coarse mode increasing the esti-
mated sedimentation velocity of the particles and can lead to
an unrealistically reduced lifetime of stratospheric sulphate
aerosols depending on how sedimentation is treated. Also, a
too broad coarse mode might also lead to an overestimation
of the radiative response of a large volcanic eruption before
the coarse particles are sedimented. This ﬁnding is extremely
important for stratospheric aerosol modeling, because strato-
spheric sulphate particles are not deposited as quickly as in
the troposphere and their lifetime is much longer.
A more general solution than the simple changing of the
distribution σg of the log-normal distribution could be the de-
velopment methods for alternating the standard deviation in
different modes. This would nevertheless increase the num-
ber of prognostic variables, hence it degrades M7’s com-
putational beneﬁts. The numerical treatment of competing
aerosol microphysical processes becomes important under
high concentrations of SO2 when the mass ﬂux onto the par-
ticles is highest. Then other techniques than “classical” op-
erator splitting and the explicit treatment of condensational
growth can be favoured as seen from improving the perfor-
mance of the module M7 or even from the reference model
MAIA.
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