Abstract: This paper addresses the impact of including neighboring effects to analyze the concentration status of some manufacturing sectors across the Brazilian mesoregions from 1995 through 2010. The analysis of spatially weighted indices -namely H s , G s and γ s -points to a likely deconcentration process in most sectors of the Brazilian manufacturing industry in the period under study. In contrast to spatially unweighted indices, spatially weighted concentration indices proved to be more robust for addressing neighboring effects in the analysis of the (de)concentration process of the Brazilian industry.
Introduction
In general, industry is deemed as one of the major sectors providing for the socio-economic development of a country. It represents a strong link in the national production chain and stands out in comparison with other economic activities because of its potential to create jobs, produce revenues, attract investment, and pave the way to spillovers. One of the main characteristics of this dynamic sector is "change" -whether structural, economic, or geographical.
In the 1990s, an important modernization process boosted the Brazilian economy, having a significant effect on industry. This process included trade liberalization, market deregulation, and privatization of national companies. In addition, the stabilization of the Brazilian currency in 1994 had several macroeconomic effects. The successful control of inflation rates reduced the number of scenarios in the short term, improved the level of macroeconomic confidence, and allowed for management estimations to include larger time horizons. From a demand point of view, the redistributive effect on income following the fast drop of inflation rates and the resumption of credit availability were key factors leading to consumption structuration and dynamism. These factors have contributed positively to increasing the rates of decisions to invest in fixed capital. In short, the structural plan implemented in 1994 was a milestone in the process of gaining macroeconomic stability in Brazil (KUPFER, 1998) .
The literature on industry location points to factors that support and restrain industry concentration in a geographic area. Weber (1929) categorizes the factors influencing decisions of location as: a) Regional Factors: related to geographic distribution, such as transportation and workforce costs; or b) Local Factors: not influenced by geography. Local factors can be further categorized as either agglomerative or deglomerative. More recently, taking the so-called "New Economic Geography" approach, Krugman (1991) has referred to these factors respectively as centripetal forces (those that stimulate the concentration of economic activities), and centrifugal forces (those that are opposite to or restrain concentration, that is, those that lead to geographic deconcentration).
Most studies taking Krugman's (1991) approach and measures of spatial concentration to understand Brazilian industry have focused on aggregate analyses of the industry. Only recently have some studies been developed focusing on the analysis of concentration at cross-sectoral levels (cf., among others, SOUZA, 2002; RESENDE; WYLLIE, 2005; LAUTERT; ARAÚJO, 2007) . To the best of our knowledge, however, the measures of concentration used in such studies have been limited to information within each areal unit, thus neglecting neighboring effects. For instance, the Herfindahl Index, an absolute measure of concentration, presupposes a homogeneous scenario, and does not compare a given variable with a reference distribution to gain understanding of its relative share. In other words, this index does not measure neighboring effect, and its results are eventually incomplete, as it does not account for permutations in spatial arrangements of the regions.
Against this background, this study aims at complementing unweighted indices with measures that capture the position of regions in space and account for neighboring effects. This allows for clustering regions and performing analyses that incorporate sets of industrial agglomerations and all possible inter-sectoral relationships of an industry that may trespass the boundaries of specific municipalities and micro-regions.
The spatial concentration tends to be measured based on the information about the exact location of each business unit. The use of techniques based in the spatial statistics for the analysis of spatial patterns pioneered the application of indicators related to spatial distance concentration.
1 In these studies, the authors relied on the existence of detailed micro-level data on employment and location for each 1 Read the papers of Marcon and Puech (2003) , Duranton and Overman (2005) and Duranton and Overman (2008) . VIGNANDI, R. S.; PARRÉ, J. L.; GUIMARÃES, P. Measures of Industry Agglomeration...
plant. Most often, researchers only have access to the spatial aggregation of the data area and therefore resort to measurement of concentration indices that make use of this class of data. When applied to data area, the concentration measures are subject to known difficulties as "Modifiable Areal Unit Problem" (MAUP) and "checkerboard problem". The MAUP refers to measurements based on data area with the highest sensitivity setting the limits used to build the unit area or how the space is clipped. Normally, one has to work with data in units of area and these are not necessarily significant to the problem in question, leading to a possible bias in the results.
Another limitation is found with the concentration measures related to "checkerboard problem". This "problem" refers to the fact that the measures ignore the geographical position of the regions, including the adjacent regions, although they are based on spatial data. Such statistics are shown only to the concentration with respect to units of area and ignore the effects neighbors. This means that the existing measures, based on area data are insensitive to the spatial position of the regions. Indeed, economic activity in a unit adjacent space is treated differently than the activity at the other end of a country (or region). The current space concentration of economic activity, however, does not recognize the area units. As a result of these spillovers, clusters of industries intersect area limits, and concentration measurements lose positions or order of regions in space.
According Arbia (2001) and Lafourcade and Mion (2007) , point solutions are presented for this limitation that complement the information of spatial concentration measures such as the Gini coefficient Locational and/or the index of Ellison and Glaeser ( ). For measures specifically designed to meet the spatial autocorrelation, we use the Moran's I statistic.
2 More specifically, the goal of this paper is to understand how including neighboring effects in measures of spatial concentration has an impact on the statuses of sectors and meso-regions in the scope of the Brazilian manufacturing industry from 1995 through 2010. This paper consists of five sections, including the Introduction and Final Remarks. Section 2 introduces a brief review of the major studies developed in Brazil with a focus on industry concentration. Section 3 describes the methodology used to approach both spatially unweighted and weighted concentration indices. Section 4 provides the data analysis.
2
The interest and concern about the influence of different space phenomena emerge officially in 1948 with the study of Moran, which introduces the first formal estimation of spatial dependence, the test I. 
Inter-Sectoral Industry Concentration and Applications to the Brazilian Context
This section presents the major papers published in Brazil that approach industry concentration in the country and uses the Ellison-Glaeser index to analyze isolated periods of time. A few studies were found in the literature that analyzed this concentration index over a longer period of time, i.e., years. Biderman (2004) mapped the concentration process onto a dynamic model in which companies decide their localization simultaneously. In an analysis of concentration according to industry qualification, one result that stood out was that low skilled sectors are originally clustered, whereas highly skilled sectors (i.e., technology-intensive sectors that demand a skilled workforce) are originally scattered. Over time, however, the levels of concentration reduced in both sectors. Particularly, deconcentration took place at a faster pace among low skilled sectors -a phenomenon that could be correlated to their higher initial levels of concentration. The result for the most concentrated sectors was as expected, as in principle losses of economies of scale tend to increase with concentration. The result for the originally deconcentrated sectors was also as expected, i.e., the levels of concentration did not vary over the decade (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) .
According to the author, concentration may have relied on both spillovers and natural advantages. Low skilled sectors may also depend on natural resources at some level. This was true, for instance, for personal service sectors --a subgroup of the low skilled sectors. However, concentration was lower for personal services than for the low skilled sectors altogether, while heterogeneity effects were stronger for the personal service sectors. In other words, overall deconcentration was greater among the low skilled sectors. Reduced concentration of low skilled sectors was consistent with reduced transportation costs. This may point to reduced advantages from agglomeration, and, therefore, reduced incentives to concentration. Biderman (2004) also reports that the heterogeneity effect was reasonably weaker among highly skilled sectors. The reason is that such sectors must be closer to a skilled workforce, which, at least in principle, was not affected by reduced transportation costs. However, the low level of concentration of the highly skilled sectors is not perfectly consistent with the theory. As Biderman (2004) states, highly skilled sectors would most likely be in those places where the qualified workforce is concentrated.
A study developed by Resende and Wyllie (2005) assessed the industrial agglomeration of the manufacturing industry in Brazil in 1995 and 2001. It used the measures developed by Ellison and Glaeser (1997) with support by micro data compiled with a sound theoretical foundation. The study found evidence of substantial heterogeneity across several sectors. Among the leading industries were several technology sectors -a result partially consistent with those found in other countries, such as France and the United Kingdom. In addition, direct, substantial changes were observed in the industrial agglomeration patterns from 1995 to 2001, implying skewness coefficients. In other words, the proportion of sectors at low levels of agglomeration increased from 1995 to 2001. Lautert and Araújo (2007) analyzed the geographic concentration of the Brazilian manufacturing industry at the sectoral level in 1996 and 2001. The authors used the Ellison-Glaeser index (1997) , a measure of concentration relatively unexplored in the literature on industry localization in Brazil. They detected a tendency toward geographic deconcentration, given the reduced mean index of industry concentration and the occurrence of deconcentration in most industrial sectors and groups under scrutiny. The authors also found some level of stability between the most concentrated and the least concentrated sectors, regardless of the occurrence of mobility within groups. In general, technology sectors, especially the producers of semi-finished and capital goods, were the most concentrated, while traditional industry groups, generally producers of non-durable consumer goods, were the least concentrated.
According to Lautert and Araújo (2007) , no clear pattern was identified that could be generalized to the entire manufacturing industry. Most sectors of the Brazilian manufacturing industry had deagglomerative tendencies in the years studied, a period when the economic environment stimulated companies to adopt adjustment strategies. The authors' main findings are consistent with those reported by other scholars interested in the sectoral concentration of the manufacturing industry in 1996 and 2001, except for the greater mobility across the most concentrated sectors reported by Resende and Willie (2005) .
Other research on the topic is reported by Camargo (2006) , who studied the restructuration process of the Brazilian auto industry in the context of the changes that took place in the industry at the national level. The analysis focused on changes in competition patterns and market structures, and aimed at correlating such changes with the locational dynamics of this industrial segment. The author assessed the geographic distribution of the auto industry in Brazil, building on the joint analysis of market concentration and spatial concentration as measured using the Ellison-Glaeser (1997 ) indices of 1996 and 2001 . Camargo (2006 used the process of spatial deconcentration of the Brazilian manufacturing industry as a reference to the study of geographic concentration changes in the auto industry (as measured using the Ellison-Glaeser index). The variation found in the study pointed to a deeper process of geographic deconcentration in the auto industry activities when compared to that found for the manufacturing industry as a whole. The reduction of the index indicated a moderately lessened relevance of locational factors influencing the concentration of the Bra-zilian auto industry for the period. The index increased in 2000 and 2001. This increase was indicative of a change in the reduction of spatial deconcentration in the auto industry, especially considering that the manufacturing industry continued in that process.
Methodology

Indices of Industry Agglomeration
Like the Gini index, the Herfindahl index of industry concentration informs how much a given segment is unequally distributed in relation to the general employment or product concentration in a series of reference locations (HERFIN-DAHL, 1950) . It is defined as:
Rewriting Equation 1 gives:
In this procedure, the market share of each firm is transformed into the weights w i , that is, w i =s i . By squaring each share s i , a greater weight is assigned to the relatively larger shares.
The upper limit of this index is 1, and represents a monopoly, as in this case s i = i for a given i value, and s j = 0 for any j ≠ i.
As the number of firms increases, the lower limit of the Herfindahl index decreases. When the number of firms tends to infinite, the minimum value of the index clearly tends to zero (HERFINDAHL, 1950) .
The concentration measures proposed by Ellison and Glaeser (1997) and Maurel and Sedillot (1999) can be considered as more general indices aimed at controlling size difference across multiple industrial sectors in relation to the industry as a whole (RESENDE; WYLLIE, 2005) .
These measures also apply to assessing industrial activity concentration, and for this purpose they are referred to as Gini Index or Hoover Index (HOOVER, 1936) . This adaptation to produce the Hoover Index includes information regarding the share of employment (or product) that the regions have within an industrial sector in comparison to overall employment in the industry. Ellison and Glaeser (1997, p. 895 ) considered a group of industries j = 1, 2,..., n, and supposed that a geographic whole is divided into subareas I, and that s 1j ,s 2j ,…,s ij are the industry's or sector's shares j contained in each of these areas.
Letting x 1 , x 2 ,…, x i be some other measure of the size of these areas (e.g., each area's share of population or aggregate employment), the authors concluded that a simple measure of the raw geographic concentration of industry j is: where s i is location i's share of overall sectoral employment in the manufacturing industry (i.e., in relation to the sector), and x i indicates locations i's share of overall employment in the whole manufacturing industry.
Applying this indicator has some advantages, such as: easy interpretation, immediate comparison between activity sectors, and it is relative to the local economic scale, instead of simply pinpointing a location's share of sectoral employment or production. Nevertheless, it also features some pitfalls, such as: it sensitive both to the geographic units selected as reference (spatial divisions) and to the level of sectoral aggregation adopted. Ellison, Glaeser and Kerr (2007) were aware of the problems arising from applying such measures to cross-region or cross-country analyses. The results would be invariably sensitive to both the size distribution of plants in the industry and the fitness of the available geographic data. The authors, therefore, proposed an alternative measure of agglomeration, herein referred to as :
where:
• ≡G=∑ i (s ij -x i ) 2 represents an estimator of "natural" (absolute) concentration;
2 ) stands for the regional distribution of overall employment (if it equals 1, the distribution is equitable); and • H=∑ j s ij 2 is the Herfindahl index of industry concentration (the nearer H is to 1, the larger the industry concentration ). In conclusion, the authors favor an index of geographic concentration combining G and the Herfindahl index to address the impact of locational factors on the geographic concentration of industry. The higher the index, the larger the impact of location factors on the geographic concentration of the manufacturing industry. By the same token, the lower the index, the lower the impact of these factors on the geographic concentration of industry.
In relating a measure of spatial concentration with a measure of market structure concentration, the Ellison-Glaeser index makes up for the effect of internal economies of scale (the Herfindahl index includes in the index the distribution of the plants according to their sizes). The result is the net effect of location factors upon the geographic concentration of industrial activities. Consequently, the index allows for analytically relating market structure with concentration, as it includes both technical scale and spatial localization. In addition, it allows for comparing the level of geographic concentration across industries in reference to the spatial distribution of the manufacturing industry. The aim is to identify potential excesses of geographic concentration (ELLISON; GLAESER; KERR, 2007, p. 7).
Spatial Agglomeration and Neighboring Effects
According to Guimarães, Figueiredo and Woodward (2011) , a number of straightforward changes can be applied to the Herfindahl index to address the neighboring effects more effectively. This revisited statistics can be conceived of as a quadratic form associated to the identity matrix (Id). Admitting the spatial interactions between all terms, Equation 1 can be formally rewritten as follows:
where: Ψ is a matrix of spatial weights with generic, non-null elements Ψ ij on the main diagonal. The matrix Ψ is designed to account for spillovers that trespass the boundaries of the area under scrutiny. It can be rendered in several different ways, but this study approaches it as Ψ = Id + W, where W is the conventional, row-standardized contiguity matrix with zeros on the diagonal. If no neighboring effects apply, then Ψ = Id, giving the traditional Herfindahl Index the spatially weighted version of the Herfindahl index is bounded -if all regions have neighbors -in the [1/J, 1] 3 interval. The definition of a spatial weight matrix (W) is based on the continuity, which, in turn, may be defined as a neighborhood, and the geographic distance and the social-economic combination of both. The analysis of many results in spatial econometrics depends on the choice of the spatial weights matrix, ie, a discussion regarding the types of matrices is a very important and crucial in the spatial econometric literature. The binary matrix of spatial weights can be prepared in accordance with the idea of continuity, the definition of which is that two regions are neighbors if they share a common physical boundary. According to this concept of continuity is given a unit value in the array to two neighboring regions, otherwise it is assigned a null value.
Formally we have:
W ij =1 if i and j are continuous 0 if i and j are not continuous By convention, W ij =0 represents that no neighboring region i can be herself. This happens because, once calculating the trace of the matrix of spatial weights, and the trace is represented as the sum of the diagonal elements of the matrix, whether these are zero, the trace will be a null value also facilitating a series accounts.
Despite the apparent simplicity of the concept, there have been several possibilities to define the neighborhood, according to different conventions continuity. The problem is configured as specified in the definition of the geographical border through the observation of a map. The map, despite being a good representation of the actual geographic configuration also contains measurement errors. Considering these measurement errors and in reference to the movement of pieces on a chessboard, the matrix used to implement the convention Brazilian was like "Queen" (considering the matrix endogenously in the proceedings). For this definition, which is adopted across borders with non-zero length, can be considered the vertices (nodes) in the map view as continuous. This matrix was chosen because it showed the highest and best values of Moran's I, as recommended by Almeida (2004) . The weight matrix for the Brazilian case was constructed from the 137 meso-regions and across the 23 sectors that make up the manufacturing industry in Brazil, considering the classification of the CNAE. However, it is important to note that other mothers were tested, such as the Rook, Bishop and K-neighbors.
It follows that the spatially weighted Herfindahl index combines the information from both the traditional Herfindahl index and Moran's I statistics: Guimarães, Figueiredo and Woodward (2011) state that this idea can be applied to the raw concentration index, referred to as the Ellison-Glaeser Index. In this case, a spatially weighted version could be rendered as:
Equation 5 The relation between G s and Moran's I can be defined as follows:
where the index M D is added to indicate that Moran's I is applied to different regions.
Using G s as a starting point, Guimarães, Figueiredo and Woodward (2011) also pointed to the possibility of applying the same procedure used for the Ellison--Glaeser Index (1997) to derive a spatially weighted version of EG ( ) index. Thus, using the weighted version of the Ellison-Glaeser index gives:
For Ψ=Id, the index gives way to the standard EG. With the neighboring effect, is a reparameterization of index G s and, as such, will monotonically behave with the G s for a spatial structure (Ψ) and reference distribution (x). This means that is also monotonically related to M D (Moran's I applied to differences in the shares). Thus, it is possible to demonstrate that:
where: k 2 is a constant equal to , and and are rescaled versions of and .
In essence, Guimarães, Figueiredo, Woodward (2011) proposes applying an "inflation factor" of (1+M D )k 2 to the common EG index ( ) to account for the level of spatial autocorrelation across regions. This "inflation factor" will be equal to 1 under the null hypothesis of no spatial autocorrelation, E(M D ) , and, thus, e will produce exactly the same results. In addition, if M D >E(M D ) , then will be larger than , and the reverse is true if M D <E(M D ).
Variable Description and Secondary Data
The variable used in this study to calculate both the standard and the spatially changed indexes of Herfindahl, Raw Geographic Concentration, and Ellison-Glaeser was: number of firms as identified in a secondary database comprising data from the Annual Report of Social Information developed by the Brazilian Ministry of Labor and Employment (RAIS/MTE). The data comprises the years 1995, 2000, 2005, and 2010 . All concentration indexes mentioned in sections 4.1 and 4.2 were calculated using scripts specifically developed for the statistical software package Stata.
The set of data involves the results of the equations introduced in the previous section, which were spatially measured considering the 137 Brazilian meso--regions and the 23 sectors that made up the manufacturing industry from 1995 to 2010. These data served as input to the standard and modified analyses of spatial concentration and, therefore, to the observation of the potential changes in the status of sectors and regions in relation to the overall industry in Brazil in the period under scrutiny.
A new code of economic activities was implemented in 1995 (CNAE/IBGE), producing data that are inconsistent for analysis with data from the previous years, especially in the case of more fine-grained data. The Ministry of Labor and Employment (1999) has sought to map new data onto the old codification, but the data are assumed to be reliable only down to the level of the 26 subsectors of the economy (NAJBERG; OLIVEIRA, 1999) .
Given the use of secondary data on the number of firms as published in the Annual Report of Social Information, the analyses included an assessment of the effect of this method on the results. For the sake of consistency, the analysis focused on the data related to the CNAE 95, which basically corresponds to the CNAE 1.0. This was assumed to make up for the changes in sector classification in Brazil (CNAE 1.01 and CNAE 2.0) and ensure the feasibility of computing the spatial concentration indexes using the variable of choice over the selected period.
Results and Discussion
Industry Agglomeration in Brazil from 1995 to 2010: an Unweighted Analysis
This section reports on the results after computing the Herfindahl (H), Raw Concentration (G), and Ellison-Glaeser (γ) Indexes as spatially unweighted measures, following Equations 1, 2, and 3 respectively. Tables 1 and 2 show the results of the three indexes in relation to the manufacturing industry sectors in 1995, 2000, 2005, and 2010. In some sectors shown in In Table 2 These results seem to be partially consistent with those reported in Biderman (2004) , who analyzed a dynamic model in which companies decided their location simultaneously. The author first claimed that the low skilled sectors were originally concentrated, while the highly skilled industries were originally more deconcentrated. The author also claimed that the level of concentration decreased in both sectors, but it took place at a faster pace among the less qualified sectors. The results herein described, however, do not support the claim that the low skilled industries are originally clustered, while the more qualified sectors are originally declustered. On the other hand, the second claim seems to be consistent with the present analyses of the tables containing the concentration indexes of the Brazilian industry over the period under scrutiny. (15, 16, 19, 20, 21, 24, 25, 26, 28, 29, 30, 31, 33, 34, 35, 36, and 37 5 ). However, variations were very small in some sectors (e.g., 18, 21, 27, and 30). An analysis of the relative changes revealed that one sector held the same ranking (Sector 16) over the years, 12 lost their ranking (Sector 15, 19, 24, 25, 26, (28) (29) (30) 31, 34, 35, and 37) , and 10 became relatively more concentrated (Sectors 17, 18, (20) (21) (22) (23) 27, 32, 33, and 36) . Changes, though, were slight in some sectors. These findings indicate a trend towards industry deconcentration in the years studied.
These findings corroborate the results reported by Resende and Wyllie (2005) and Lautert and Araújo (2007) . These authors showed that the most concentrated sectors comprise both activities that use natural materials as input (e.g., those related to Leather and Shoes) and activities that involve more technology and investments (e.g., those related to Coke, Nuclear Fuel, Ethanol, and Oil). Some sectors are characterized as located near the agricultural sources of raw materials (e.g., Manufacturing of Tobacco Products) and/or experiencing the influence of economies of agglomeration, as is the case of spillovers provided by other industries that carry out activities somewhat related to these sectors. In addition, some sectors can be deemed as more sensitive to economies of agglomeration, such as Manufacturing of Electronic Materials and Communication Equipment and Devices, and Manufacturing of Other Transportation Equipment. The least concentrated sectors were usually those involving traditional industrial activities, such as Manu-facturing of Furniture and Miscellaneous Industrial Products, Recycling, Manufacturing of Cellulose, Paper and Paper Products, and Manufacturing of Machinery and Equipment.
Overall, ranking changed significantly over the years studied, with sectors gaining or losing several places from one period to another. Among the most concentrated sectors, those in the first to fifth places in the ranking, the results stood out in the case of Sectors 23 (Manufacturing of Coke, Nuclear Fuels, Ethanol, and Oil Refinery) and 32 (Manufacturing of Electronic Material and Communication Equipment and Devices), which respectively advanced their places from 6th to 1st and from 4th to 3rd when compared to their concentration in 1995 and 2010. This finding is consistent with that reported by Camargo (2006) , who studied the restructuration process of the Brazilian auto industry in the context of the changes that took place in the industry at the national level. The author also pointed out that the process of geographic deconcentration was deeper in the auto industry than in the manufacturing industry as a whole.
Industry Agglomeration in Brazil from 1995 to 2010: a Weighted Analysis
This section reports the findings after computing the Herfindahl (H), Raw Concentration (G), and Ellison-Glaeser (γ) Indexes as spatially unweighted measures, following Equations 4, 5, and 6 respectively. Tables 4 and 5 show the results of the weighted Ellison-Glaeser indexes of some sectors of the manufacturing industry in 1995, 2000, 2005, and 2010 . They also display the overall Moran's I for all sectors that made up the Brazilian manufacturing industry in that period. Moran's I statistics breaks down the overall index of autocorrelation to the level of the individual local contribution. Two different types of spatial weight matrices were tested to support the spatially weighted analyses, namely the Queen type and the Rook Type. The Queen type matrix provided the most meaningful results, which led to it being chosen for data analysis.
As shown in Table 4 , geographic concentration retrenched in some sectors of the manufacturing industry from 1995 to 2000. The sectors chosen for a more fine--grained analysis were not necessarily the least and the most concentrated ones according to the absolute values of the spatially weighted indexes of Herfindahl (H s )
, Raw Concentration (G s ) and Ellison-Glaser (γ s According to an individual analysis of the Ellison-Glaeser indexes, Manufacturing of Leather and Leather Goods was the sector that saw the greatest drop Table 6 presents the Ellison-Glaeser indexes of concentration in the industrial sectors as defined by CNAE. In addition to the indexes' absolute values, the table also includes the ranking of the 23 industrial sectors for an easier analysis of the geographic concentration changes that took place in 1995, 2000, 2005, and 2010. According to the table, concentration increased in 9 sectors (17, 28, 20, 21-23, 27, 31, and 32) , 6 while it decreased in 11 sectors (15, 19, 24-26, 28-30, 34, 35, and 37) .
7 Some variations were very slight, implying stability over the years studied (cf. Sectors 16, 33, and 36 8 ). These findings seem to indicate a trend towards industry deconcentration in the selected sectors over the period under scrutiny. 0.017; in this case, the sub-index that accounted for the greatest drop (thus contributing to the decrease in the Ellison-Glaeser index) was the Herfindahl index -a drop of 0.031. Manufacturing of Coke, Nuclear Fuel, Ethanol, and Oil Refinery was one of the few sectors that experienced increased concentration: from 0.075 in 2005 to 0.165 in 2010, a concentration increase of 0.09. The sub-index that contributed most to this increase was the Herfindahl index, with an increment of 0.136. Table 6 presents the Ellison-Glaeser indexes of concentration in the industrial sectors as defined by CNAE. In addition to the indexes' absolute values, the table also includes the ranking of the 23 industrial sectors for an easier analysis of the geographic concentration changes that took place in 1995, 2000, 2005, and 2010. According to the table, concentration increased in 9 sectors (17, 28, 20, 21-23, 27, 31, and 32) , 9 while it decreased in 11 sectors (15, 19, 24-26, 28-30, 34, 35, and 37) .
10 Some variations were very slight, implying stability over the years studied (cf. Sectors 16, 33, and 36 11 ). These findings seem to indicate a trend towards industry deconcentration in the selected sectors over the period under scrutiny.
In general, some sectors stood out more intensely than others by their relative importance in a given meso-region analysis. These sectors are more sensitive to the presence of industries "neighbors" to influence the dynamics of the production process and tend to gain a more highlights in the analysis. Besides the comparative advantage that exists in some divisions of the Brazilian manufacturing industry in the period studied, such as: related sectors Manufacturing of Textile Products; Clothes and Accessories; Wood Products; Cellulose, Paper, and Paper Products; Coke, Nuclear Fuel, Ethanol, and Oil Refinery; Basic Metallurgy; Electrical Machines, Devices and Materials; and Electronic Material and Communication Equipment and Devices. These economic activities assisted with greater force agglomerative these segments of Brazilian industry mentioned above.
The study of Guimarães, Figueiredo and Woodward (2011) make the application of this new methodology developed by them to the case of the North American industry, in order to demonstrate that the proposed new tools and methods are well may be useful for regional analysis. The authors illustrate the case of the Tobacco industry, who consider certain degree of concentration in the southeas- tern region of the United States while for Railroad Rolling Stock industry for several concentration points around the country. For comparison analysis between the non-weighted indicators and spatially weighted authors reported no significant difference as "ranking" of segments and more concentrated to the less concentrated.
As for the Brazilian case it was observed that this difference is more visible than that presented by the North American results. This point is that you can try and ascertain the importance of measuring this article for the Brazilian scenario.
Final Remarks
This paper aimed at understanding how including the neighboring effect in measures of spatial concentration has an impact on the statuses of sectors and meso-regions in the scope of the Brazilian industry from 1995 through 2010. To accomplish the aim, it first introduced the spatially unweighted indexes of Herfindahl, Raw Geographic Concentration, and Ellison-Glaeser to subsequently contrast them with their respective spatially modified versions. The ultimate objective was to identify concentration status variations derived from comparing the results of standard spatial concentration measures with the results of indexes that account for neighboring effects.
In particular, this study presented an alternative approach to the standard measurement of (de)concentration in the Brazilian industry. This alternative methodology prevents the so-called "checkerboard problem" and "modifiable areal unit problem MAUP", concerned with the sensitivity of the measures to areal data. This paper suggests an alternative and differentiated approach, as -to the best of our knowledge -no other study in the Brazilian literature account for neighboring effects that may impact on their results regarding industry concentration. Therefore, this study is insightful and pioneering in this type of analysis and paves the way for future research to include the spatial weight matrix (neighboring effects) in the indexes of industry concentration in Brazil.
Data analysis particularly focused on assessing the efficacy of applying the spatially weighted method to study industry concentration in Brazil. The results of the model's application were further analyzed with a view to assessing its relevance to the analysis of the reality and spatial interpretation in Brazil. In assessing the relevance of the measures, the findings indicated that spatially weighted measures were more robust for the analysis than the spatially unweighted method.
The results point out that the spatially weighted indexes of concentration more clearly show the possible deconcentration process of most sectors that make up the manufacturing industry in Brazil from 1995 to 2010. More specifically, the spatially calculated indexes clearly indicated a deconcentration process in most of the sectors herein investigated, especially Manufacturing of Leather and Leather Products (Sector 19) One of the few sectors that presented a considerable increase in the level of concentration was Sector 23 (Manufacturing of Coke, Nuclear Flue, Ethanol, and Oil Refinery). This may be related to the influence of the pre-salt oil and companies related to this Brazilian economic sector since 2006-2007. The production structure of this sector has undergone important changes in Brazil over the last 10 years. Part of these changes took place upon the approval of 9th Amendment to the Brazilian Constitution, which terminated, in 1995, the state monopoly of oil exploration in Brazil (until then under the control of PETROBRAS). The end of PE-TROBRAS' monopoly was an important milestone, yet it has not put an end to the concentration of these economic activities. Currently, PETROBRAS holds over 50 % of the production included in Sector 23.
When compared to the spatially unweighted indexes, the spatially weighted indexes shed light on and expose the interference of neighboring effects, as they account for the presence (or absence) of neighbors affecting the results. This is particularly true for the analysis of the (de)concentration process of Brazilian industry in recent years, i.e., after the stabilization of the Brazilian currency (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) . Therefore, including neighboring effect in the analysis of spatial concentration indices seems to improve the robustness of the findings and produce results that are closer to reality.
Given the potential of taking such an alternative approach, this study can serve as input or a starting point for the development of future studies. Potential developments of this research include improving the method building on a "single" index that accounts for all of the sectors making up the manufacturing industry in Brazil and carrying out a spatially weighted analysis of industry concentration per Brazilian region.
Appendix A -Additional Statistical Indices of Industrial Agglomeration Spatially Weighted
In order to analyze some statistics from spatially weighted indexes to enhance the results and discussions held section 4.2 below presents a statistical supplement. The spatially weighted indices selected for this analysis were the latest over the period of years analyzed, ie, the indices for the year 2010 (Herfindahl (H s ) Concentration-Press (G s ) and Ellison-Glaeser (γ s ) because it believes that these indicators are more current/recente, considering that this is one of the most important contribution of this study and also by limiting the number of pages of this paper.
A descriptive analysis of a statistical distribution is important because, in addition to determining a measure of central tendency, allows knowing the data dispersion and shape distribution. The analysis of the histograms, and measures skewness and kurtosis of a variable relating to the shape, the arrangement and the relative position of a given distribution, and a good indication of normality of data. According to Milone (2004) distribution is symmetric when said elements equidistant from the center have the same frequency, happening so its mean is equal to its median, and can be defined as the difference between mean and median, and between average and fashion. For kurtosis, defined as the flattening of the characteristic curve of the distribution, reflecting the difference between the curve in question, and usually flattened. Thus, we applied such features basic statistics, and obtained the following results: Source: Prepared by using Stata 12.0.
As revealed in Table 7 and the histograms (Figure 1 ) can be verified that the Herfindahl spatially weighted (H s ) for the year 2010 is the closest to a normal curve format. The highest values of this variable are often in the range of 0.10, a range that characterizes a situation of industrial decentralization. This occurrence happens similarly in the other two indices spatially weighted Concentration-Press (G s ) and Ellison and Glaeser (γ s ). But the greatest frequency values are in the range of 0.05, confirming a trend of industrial decentralization in the three indicators.
The skewness and kurtosis are important because of theoretical considerations concerning the statistical inference. The skewness measures the degree of deviation from the symmetry of a distribution. It is positive for asymmetric distributions to the right and negative for the asymmetric left. For symmetric distributions the value is zero (MILONE, 2004) . For the calculated indices observed positive skewness, that is, there is a concentration values on the graph to lower values, as can be seen also in the analysis performed in Section 4.2, by examining Tables 4, 5 and 6, respectively. With respect to kurtosis in the curve of probability distribution function ascertained that the Herfindahl index (H s ) showed a value less than 3 is called platykurtic distribution function. The other indices, namely: Concentration-Press (G s ) and Ellison-Glaeser (γ s ) showed values above 3 being characterized as leptokurtic distribution function. Therefore, this analysis follows using the non-parametric tests applied to spatially weighted indexes: Herfindahl (H s ) Concentration-Press (G s ) and Ellison-Glaeser (γ s ) .
To analyze the dispersion of the 23 sectors that make up the Brazilian Manufacturing Industry in the year 2010 we will examine the correlation of spatially weighted indices presented in Figure 2 . Despite this scenario possible industrial decentralization through the Graph 2 we can see that there is a correlation between the spatially weighted indices for the year 2010. This is what is possible to explain the variations that occur in spatially weighted indices from changes occurring in these indexes industrial (de)concentration in Brazil. This result is completely relevant to everything discussed so far and can be reaffirmed by making a study of the equations of this paper presented in section 3.2.
To complete this complementary statistical analysis of the indices of industrial concentration spatially weighted (H s , G s and γ s ) examine the correlation matrix of Spearman (ρ: rho), based on a "rank correlacion", and significance (p) of this coefficient correlation between indices. The linear correlation coefficient involve va-riables that measure the degree of association or mutual linear relationship between the variables selected for the correlation test (BUNCHAFT, KELLNER, 1999) .
The coefficient is dimensionless and lies in the range -1 ≤ ρ ≤ 1. The closer these extremes, the greater the association between variables. The negative sign means that the correlation variables vary in the opposite direction, that is, higher categories of a variable are associated with lower categories of another variable (SIEGEL, 1975) . The statistical validity of the linear correlation coefficient assumes that the variables are random and comes from a "population" bivariate normal. This coefficient is not sensitive to asymmetries in the distribution, or the presence of outliers (GUILFORD, 1950) .
As already discussed above and in Figures 1 and Dispersion (Figure 2) can be verified by means of Spearman matrix (Table 8 ) the strong correlation between the spatially weighted indices, considering the 23 sectors that comprise the Manufacturing Industry in Brazil in 2010. All indices showed an positive correlation is higher than 0.66, intensified by a statistically significant in all cases with p values between 0.0000 to 0.0005 (extremely low). In general, it can be seen through this descriptive statistical analysis of spatially weighted indices for the year 2010 that the results were very satisfactory and consistent with all analysis throughout the article (especially the results of section 4.2). An analysis of the equations of this study was also of utmost importance for the explanation and participation of spatially weighted indices in the explanation of each value in a specific way, namely the indices: Herfindahl (H s ), Concentration--Press (G s ) and Ellison and Glaeser (γ s ).
The importance of considering spatial changes in the models and methods of analysis, in general, was highlighted by Luc Anselin, in 1988 when he published the book "Spatial Econometrics: Methods and Models", which unified several concepts and terminologies into a single unit. This eighties, the U.S. was a major center for the development of spatial econometrics, with scholars like himself Anselin, Keilejian, Prucha and Cressie (ANSELIN, 1988) . The first spatial effect refers to the spatial dependence given by the interaction of agents in space. This entire process is subject to the so-called Law Tobler, whose essence can be understood as: "everything depends on everything else, but that is closest depends more". Thus, the Act Tobler emphasizes the role of proximity to the establishment of spatial interaction between the phenomena. For Almeida (2004, p. 9-10) , spatial data determining the variation of a particular phenomenon considering such variation in the space. Therefore, the data have a spatial component referring to the phenomenon under study and other spatial nature, providing the reference in terms of the geographical location of this attribute.
Thus, the evolution of how the definition and scope of spatial econometrics are expressed over time and reflects a major shift in the field from the margins applied in urban and regional economic analysis into the mainstream of economics and other social sciences. Due to these fundamental questions discussed so far, this research became distinguished as an important discussion, innovating in the quantification of economic concentration space considering the presence of neighbors in the process of concentration of industrial activities in Brazil.
