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ABSTRACT    
Crowd density counting obtained popularity in recent years with COVID-19 and the social separation constraints that 
have to be enforced in public areas. Many methods and techniques can be utilized for crowd density counting. 
However, these techniques depend on expensive equipment and massive deployment of different sensors in the 
targeted area. In this work, a simple crowd density counting framework based on measuring the received signal 
strength (RSS) of IEEE802.11, known as, WIFI in closed areas is leveraged. An access point (AP) and a Raspberry PI 
kit has been located in a closed area to harvest the RSS value when people pass through the area. K-NN machine 
learning algorithm has been trained with different features extracted from the RSS to predict the number of people in 
the area. Finally, an Android smartphone App has been written to monitor the counted number to enforce the counting 
constraint in the closed areas. The model has been deployed in the engineering faculty. Our results show that K-NN 
with RSS features for passively crowd density counting achieved 88% accuracy. However, this accuracy dropped to 
75% with people running scenario. 
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1. Introduction  
Using data harvested from different sensors to reveal direct or indirect information has proliferated in the past 
decade [1]. Direct information is easy to be extracted since these sensors have been engineered to measure 
these physical phenomena. However, indirect information requires process the data and analytic them using 
different mathematical methods. Machine learning methods have dominated in this area. As an example, 
smartphones sensors have been used to reveal health, security and tracking information. However, other 
technical components and devices have been leveraged as passive sensors to reveal indirect information. For 
example, Electrical usage in houses has been used to predict the working hours of an appliance [2]. Using 
liquids’ connectivity percentage as a metric to predict their type is another example of revealing information 
from passive sensors [3]. The idea of revealing passive information from passive sensors can be extended for 
crowed density counting  
Crowed density counting is the process of counting the peoples in an area. The area could be indoor or 
external areas. This process is an important issue with the epidemic of COVID-19 especially in closed areas. 
Wireless signals received characteristics are impacted with different obstacles occurred in an area, such as, 
walls, doors and people. This impact is a drawback on the received signal. However, it can be leveraged as a 
passive sensor for different reasons, such as, localization, tracking and crowed density counting.    
Different wireless signals are surrounding us, such as, mobile communication signals, IEEE802.15.4, 
IEEE802.15, IEEE802.11, near field communication (NFC) and RFIDs. IEEE802.11, known as WIFI has 
dominated for data wireless networking. This technology is used as indoor wireless data network. It is cheap, 
easy to configure and their interface cards are founding in smartphones, tablets, computers, smart-TVs and 
even in simple embedded systems. Their separation has motivated the usage of this network as passive 
sensors.  
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Crowd counting utilizing different techniques has proliferated in the last few years. The proposed methods 
and tools can be divided into two main categories; device free methods and equipment-based methods. In the 
following subsections these methods will be introduced. 
In equipment-based method, different sensors have to be installed on user smartphone devices or the users 
have to carry different sensors. In [4], the authors proposed cricket technique to localize and estimate users’ 
location in an area, this method depends on developing asmall circuit boards with ultrasonic sensors to 
measure the distances using time-difference-of-arrival (TDOA). This method has been evaluated in 2 
dimensional environments in [5]. In [6], RFID has been used to localize and count the people in a region. All 
users have to carry RFID tags with them to be localized. In [7], smartphones’ ambience Fingerprinting has 
been proposed to find users’ logical locations. It has been shown that each area has a surrounding fingerprint 
of light, colors, voices and noises. The author attempted to combine all of these sensors to estimate the logical 
location of the users. 87% accuracy has been achieved with the proposed algorithm. In [8], the authors 
proposed a crowd density counting method based on counting the number of surrounding smartphones based 
on Bluetooth fingerprint. An accuracy of 80% has been recorded. In [9], Authors proposed a crowd density 
counting based on smartphones’ audio tones, their system has been constructed as a smartphone’s App and 
have to be deployed in the smartphones in an area. They claimed an accuracy of 90%. All of these methods 
depend on separating applications or devices among the people to be counted. However, most of the time 
crowd density estimation has to be implemented passively. In this year, the epidemic of COVID-19 and 
government policies of reducing the crowd density of people in close areas motivated malls and shops to 
passively count the number of shoppers. This cannot be done using the equipment-based methods.    
In Device free methods category, each area should be equipped with sensors. The users don’t have to carry or 
install any special Apps on their smartphones. Some of these techniques require the deployment of sensors as 
a wireless sensor network (WSN) for crowd density counting and tracking, such as, [10]. Other techniques 
require the deploying of cameras and image processing techniques as in [11]. However, these techniques are 
costly. The popularity of IEEE802.11, commercially known as WIFI, motivated researchers to utilize the 
WIFI signal to estimate the crowd density in areas. In [12], WIFI signal has been utilized as a passive sensor 
for crowd estimation using channel state information (CSI) from OFDM-based system. IEEE802.11n Intel 
card has been used to obtain the CSI information. A   Percentage of nonzero Elements (PEM) metric has been 
proposed to utilize CSI to count the number of people. The proposed method has shown a relation between 
moving people in an area and CSI. In [16], CSI has been shown to have 30% more accuracy than FCC 
method. However, not all IEEE802.11 cards allow the developer to harvest and collect the CSI information. In 
[17], WIFI packet counting has been used for crowd density counting, the author has shown that this 
technique has promising results. In [13], RSSI of WIFI has been leveraged for crowd density counting. A 
WIFI transmitter and a receiver have been used. The proposed method depended on Kullback-Leibler 
divergence with a probability-model. The proposed model has shown potential on deploying in indoor and 
outdoor environment. This method, has been deployed in [14], for crowd density counting of people in a 
building through the wall. WIFI transmitter and receiver have been deployed outside a building. RSSI signal 
has been used to show the relation between the number of people in the building and the inter-event times 
carries. In [15], WIFI has been used passivity to count the number of people entering and leaving a door. The 
WIFI devices have been deployed on the door to count and find the movement direction. 95% accuracy has 
been claimed.  
In this work, WIFI has been used as a passive sensor for crowd density counting of people in closed areas. A 
model has been constructed using K-NN machine learning supervised algorithm. The model uses the WIFI 
received signal strength (RSS) as a raw data to estimate the number of people in the area. A WIFI-transmitter, 
using Cisco Linksys Access point (AP), and a WIFI receiver, using Raspberry PI 4 board are used. Finally, an 
Android App has been written as a monitoring App to obtain the RSS values from the Raspberry PI 4 and to 
predict the number of users utilizing the deployed K- nearest neighbor (K-NN) algorithm. Our contribution in 
this work can be summarized as following  
• Proposing a crowd density monitoring framework leveraging WIFI, Raspberry PI and Android 
smartphone. The framework  
• Using Python with Raspberry to train K-NN machine learning model to predict the number of people 
in closed room passively from the features extracted from the RSS value of WIFI.  
• Writing an Android App to retrieve the counted number over the Internet to monitor the closed area     
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This work defers from other works in the following. First, WIFI RSSI as raw data will be used and fed to K-
NN machine learning algorithm to estimate the number of user using a WIFI-access point and a receiver WIFI 
card. The trained model is designed and deployed in Android smartphone. In this method, the App will 
monitor the number of users in different location from a single control point. The rest of this paper is 
organized as follows; section 2 shows the materials and methods follows in this paper. Section 3 introduces 
the theory and experiments including the the android application and the whole framework with all 
components. Section 4 views and discusses the obtained results. We conclude this paper in section 5. 
2. Materials and methods  
To In this section, the proposed platform is introduced. This section is divided into three main subsection; the 
K-NN model, the android App and the full platform.  
2.1. The proposed K-NN model  
K-NN [19] is one of the simplest supervised machine learning algorithms. The training stage of this algorithm 
is the process of finding the K value to reduce the error. The algorithm works as follows. First, the harvested 
features and the output labels are divided into three classes; training, testing and validation. Second, the 
testing data is used to find the optimal K value for the algorithm. The process start by an initial value of K. 
second, the Euclidean distance between the first testing sample and the training data is calculated. 
Subsequently, the training data is arranged in ascending order according to their distances. Finally, the first K 
training samples outputs are averaged as the output of the testing sample. Subsequently, mean square error 
(MSE) is used to calculate the cost of the model. This process is repeated for different K values until an 
optimal value with lowest cost is found. Eq. (1) shows the MSER. Fig. 1. Shows how K-NN is trained.  
                         𝑀𝑆𝐸𝑅 =
1
𝑛
∑ (𝑦𝑖 − 𝑦𝑖
`)2𝑖                                         (1) 
 
 
Figure 1. K-NN Training Process 
In this work, the harvested RSS values of the WIFI have been used to extract five features. A window of 1 
second has been used to gather 100 RSS values. These 100 values in the window have been leveraged to 
extract the features. These features are; the median value, the maximum value, the average value, the highest 
histogram value and the minimum value. The output is only one column of the number of users in the room. 
To extract the highest histogram value, the histogram of the recorded values is calculated since the value of 
the received RSS is a negative integer value. The absolute value is used to convert it into a positive value. 
Subsequently, the histogram is calculated. Fig. 2 shows an example of data tuple.   
 
Figure 2. Example of input data tuple 
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3. Theory and experiemnts   
3.1. Android smartphone application 
MIT App inventor 2 [20] has been utilized to write a simple Android smartphone App. The application can be 
written in two different methods. First, the App can be a reporting application only. In this way, the 
application is responsible of generating an HTTP request to a web-server installed on the raspberry PI. The 
server answers with the numbers of the last 10 seconds. The App averages these values and it shows only the 
number of counted people in the room. The second method to write the application is to allow it to calculate 
and predict the number of users. In this way, the HTTP requires receives only the raw data from the access 
point, 1k RSS values will be send from the Raspberry to the smartphone App. 
The app will use the received data to extract the five features of the K-NN. Subsequently, it will be 
responsible of arranging the data points in the training dataset according to the new data point and it will 
average the output data. Both of these methods can be utilized, however, we adopted the first scenario for two 
reasons. First, the training dataset is heavy to be installed on every smartphone. Second, the battery constraint 
of the smartphone motivated us to convert the App into a reporting App only. However, if the dataset is on the 
smartphone, the user may re-train the algorithm when the AP or the Raspberry PI location changes in the 
room. Fig. 3 shows the main activity of our application. 
 
Figure 3. Android smartphone application 
3.2. The whole framework 
Fig. 4 below shows the proposed framework to passively count the number of people in a closed area and 
obtain this count using a smartphone App. The training dataset is saved in the Raspberry that located beside 
one walls of the room opposite to the AP. The raspberry is closed and the dataset has been encrypted. K value 
of K-NN has been optimized. The Raspberry located in the room has four main tasks. First, it is responsible of 
recording the RSS of the access point every 10ms. Second it responsible of windowing the recorded data 
every 1 second. Windowing means that the data point is divided 100 points every time a new data is recorded. 
Third, it responsible of extracting the four utilized features in this work; the maximum RSS value recorded 
over the 100 values, the minimum value, the average value and the median value. To obtain the median, the 
data has to be recorded in ascending order and the value number 50 is used. Third, it is responsible of 
executing the K-NN algorithm and to save the number of users predicted each second. Finally, the kit has a 
configured web-server to receive HTTP requests and to responses with the number of predicted people in the 
room.  
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Figure 4. The framework of the system 
3.3. Experiments  
To train and evaluate the proposed framework, a Raspberry PI 4 and a Cisco AP has been located in corridor 
in the Engineering faculty. The corridor is 15m long and 6m width. The AP and the Raspberry have been 
placed beside the walls in the middle of the corridor over a 60cm tables as shown in Fig 3. 7 students have 
entered the corridor in this experiment in four different scenarios. The following subsections show the 
configuration in each scenario.  
3.3.1. The first scenario 
This scenario is called the standing scenario. It can be observed in closed locations with queue of peoples, 
such as, banks and supermarkets. The configuration of all experiments in this scenario depends on number of 
students standing without moving in single location for a period of time. In this scenario, eight different 
experiments have been conducted. In the first experiment, the RSS value of the empty corridor has been 
recorded for 30 seconds. Subsequently, the first student entered the corridor and stood in the first location near 
the Raspberry for 10 seconds. After that, the student moved to the second location far from the Raspberry and 
stayed for another 10 seconds. This operation has repeated for six different locations. Fig.5.a shows these 
locations in the corridor. In the second experiment, two students have stood in these six locations. This means 
the experiment has been repeated three times. In the next experiment three students entered the corridor and 
the experiment conducted two times. After that, four students, five and six students have entered the area for 
only one time. The locations utilized are from location ‘L1’ to location ‘L4’ and so on. In the last experiment 
with seven students in the area, the 7th student stood directly in front of the AP.  
 
3.3.2. The second scenario 
This scenario has been configured as the first scenario with eight experiments. The different between this one 
and the first scenario is that the students have been asked to sit down on chairs in the six locations shown in 
figure 4.a. The time intervals have been configured to be the same as in the first scenario. This scenario 
attempts to mimic restaurants and classrooms where people are sitting down for long time period.     
3.3.3. The third scenario  
This scenario is called the walking scenario. It attempts to emulate consumers and pedestrian in malls, 
universities and hypermarkets. In this scenario, the same six locations have been leveraged. However, students 
have been asked to move between these locations and vice versa for 30 seconds. Eight different configurations 
or experiments have been implemented. In the first experiment, one student has moved between two locations 
for 30 seconds. After that, the same student has moved to walk between another two locations until the student 
cover all the six locations. This means that this experiment has been repeated three times. Subsequently, two 
students have walked between the locations for 30 seconds. After that, three, four, five, six and seven students 
have walked between the locations. Fig.5.b shows the walking patterns between the locations.     
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3.3.4. The fourth scenario  
It is called the running scenario, the configuration of this scenario is the same as the third scenario however, 
the students have been asked to speed up between the locations. We did not measure the speed of the students, 
however, they have been asked to move 20 times between the two locations. Fig. 5.b shows the patterns for 
walking and running.  
 
 
Figure 5. The experiment Configurations: (a) Locations for Scenario 1 and 2 (b) Patterns for Scenarios 3 and 4    
3.3.5. The dataset  
The RSS values have recorded with frequency of 100Hz. In one second, 100 reading have been recorded for 
RSS values. From the first and the second scenarios 96K RSS values have been recorded. From the third and 
the fourth scenarios 60K RSS have been recorded. Each scenario has been leveraged alone to train the K-NN 
model to extract the K value. In the end all the data has been used to train one model. The recorded data has 
been divided into training, testing and validation with the percentages of 70%, 15% and 15%. Finally, the 
system has been validated form a smartphone outside the corridor for about an hour to assess its accuracy. 
4. Results and discussion 
As mentioned, five different K-NN models have been trained. Each model has been trained with the data 
harvested from each scenario. In the end, all the data has been collected and one model has been trained from 
all scenarios. The following subsections show the results of each model. 
4.1. The standing scenario  
Fig. 6 shows the validation of the K-NN model for the first scenario. It can be observed form the figure that 
K-NN predicts model caught the real recorded people in the area 6 of the 8 configurations. Moreover, we can 
observe that error in prediction in the last two configurations was only with one person less than the real 
number. The value of K has been trained to be 8 for this scenario 
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Figure 6. The standing scenario  
4.2. The sitting scenario  
Fig. 7 shows the validation of the K-NN model for the second scenario. It can be observed form the figure that 
K-NN predicts model caught the real recorded people in the area 7 of the 8 configurations. Moreover, we can 
observe that error in prediction in the last configuration was one person less than the real number. The value 
of K has been trained with the same value as in the first scenario. 
 
Figure 7. The sitting scenario 
4.3.  The walking scenario  
Fig.8 shows the validation of the K-NN model for the third scenario. It can be observed form the figure that 
K-NN predicts model caught the real recorded people in the area 7 of the 8 configurations. Moreover, we can 
observe that error in prediction in the last configuration was one person higher than the real number. The 
value of K has been trained with six for this scenario  
  
 
Figure 8. The walking scenario 
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4.4.   The running scenario  
Fig. 9 shows the validation of the K-NN model for the third scenario. It can be observed form the figure that 
K-NN predicts model caught the real recorded people in the area only 4 of the 8 configurations. The value of 
K has been trained with three for this scenario. This configuration got the worst prediction value since the 
moving pattern of the students impact the signal shape more than the other setups. However, it is very hard to 
find people moving in a fast way in closed areas as in this scenario.   
 
Figure 9. The running scenario 
4.5. The mixed scenario 
In this configuration, the data collected from all scenarios have been mixed and only one K-NN model has 
been trained. However, we have created two different mixed models; the first one with all the collected data 
and the second with all the data neglecting the last scenario. Subsequently, we utilized this model in the 
Raspberry and tested the model in real time for one hour. We have counted the people entering the corridor 
and compared them with the predicted values. Subsequently, the two values have been subtracted to find the 
prediction error value. Fig. 10 shows the CDF of the prediction error value for all the recorded data. We can 
observe that the accuracy of this model is above 75%. However, when the last scenario is neglected from the 
training data, the accuracy has changed. 
 
Figure 10. The prediction error with the data of all scenarios 
 
 
Figure 11. The Prediction Error neglecting the Last Scenario 
Fig. 11 shows the CDF of the prediction error. We can observe that the accuracy exceeded 88%. 
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5. Conclusion  
In this paper, a new monitoring and counting framework for crowd density based on passive WIFI RSS 
measuring has been proposed. K-NN supervised machine learning algorithm has been leveraged to train the 
prediction model. The model measure predicts and sends the predicted value to an Android smartphone as a 
monitoring station. The model has been trained in four different scenarios of peoples entering and opened 
area. Subsequently, the trained model has been evaluated in real time for one hour and its accuracy has been 
recorded. The model achieved 88% accuracy with standing and slowly moving people. However, the accuracy 
of the model drops to approximate 75% with running people. To enhance the accuracy of the model, other 
features can be extracted from the RSS, such as, frequency domain features. Moreover, other supervised 
machine learning algorithms can be deployed, such as, deep learning and support vector machine (SVM). 
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