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Zusammenfassung
Das Ziel dieser Arbeit ist die Untersuchung der Invarianten Inv∗
k0
(W,M), wobei W eine endliche Spiegel-
gruppe undM eineA1-invariante unverzweigte Garbe ist. Das wichtigste Hilfsmittel hierzu ist das Prinzip
von Serre, welches –unter der Voraussetzung char(k0) ∤ |W|– besagt, dass ein Element aus Inv∗k0(W,M) be-
reits durch seine Restriktionen auf die Invarianten der von Spiegelungen erzeugten elementar abelschen
2-Untergruppen eindeutig bestimmt ist. Unter Zuhilfenahme dieses Resultats ko¨nnen wir beispielsweise
Inv∗
k0
(W,M) unter den Voraussetzungen char(k0) ∤ |W| sowie −1 ∈ k×20 berechnen, wobei W eine beliebige
Weyl-Gruppe und M ein beliebiger Z-graduierter A1-Modul M mit KM/2-Modul Struktur ist. In diesem
Fall ist Inv∗
k0
(W,M) isomorph zu einer direkten Summe von Summanden der Form M∗−d(k0) fu¨r gewisse
d ≥ 0. Weitere Voraussetzungen an den Grundko¨rper k0 erlauben es uns dieses Ergebnis auf beliebige
euklidische Spiegelgruppen zu verallgemeinern. Unter Verwendung eines Resultats von Totaro ko¨nnen wir
diese Berechnungen benutzen, um Inv∗
k0
(W,M) fu¨r einen beliebigen Zykelmodul M zu bestimmen.
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Introduction and summary of results
Consider the following topological problem: You are given a CW-complex X, a topological group G and a
principalG-bundle ξ→ X and you want to show that ξ is not isomorphic to the trivial bundle. One possible
strategy is the following: Let kG be the contravariant functor mapping a CW-complex Y to the pointed set of
isomorphism classes of principalG-bundles over Y and sending a map f : Z→ Y to (η 7→ f ∗η). Furthermore
let h∗ be some nice cohomology theory. If we can find a natural transformation a between kG and h∗ such
that aX(ξ) , aX(X × G), then certainly ξ can not be isomorphic to the trivial bundle. Since the functor kG
–when considered as a functor from the homotopy category – is representable by the classifying space BG,
we can interpret natural transformations between kG and h
∗ also in terms of elements of h∗(BG). These are
typically called characteristic classes.
The counterpart of principal G-bundles in algebraic geometry are the G-torsors. Already in the case
X = Spec(k) is the spectrum of a field, the classification of G-torsors over k may be highly non-trivial. For
instance, if G = On is the orthogonal group and char(k) , 2, this problem is equivalent to classifying all
isomorphism classes of non-degenerate quadratic forms of rank n over k.
To fix ideas, let k0 be a field and let G be a smooth affine algebraic group over k0. Furthermore, let Fk0 be
the category of finite type, separable field extensions of k0. If we use the innocent notation H
1(k,G) for the
pointed set of G-torsors over k, then H1(−,G) can be turned into a functor from Fk0 to Set. To continue the
analogy from topology, we need a substitute for the cohomology-theory h∗. It turns out that A1-invariant
unramified sheaves of abelian groups are quite suitable for this job. If M is such a sheaf, then we could
expect from topology that it may be interesting to determine the natural transformations from H1(−,G)
to M; this set will be denoted by Invk0(G,M). By an argument due to Totaro, even the interpretation of
characteristic classes in terms of elements of h∗(BG) has an analogue in algebraic geometry.
Themain goal of this diploma thesis is the computation of Inv∗
k0
(W,M), forW a finite Euclidean reflection
group. IfW is a Weyl group, this goal is achieved in the following two cases:
(i) M is a Z-gradedA1-module with KM/2-structure, char(k0) ∤ |W| and −1 ∈ k×20 . See 2.8.2.
(ii) M is a cycle module, char(k0) ∤ |W|, −1 ∈ k×20 and k0 is perfect. See 2.8.3.
In both cases, we have Inv∗
k0
(W,M) M∗(k0) ⊕ ⊕diM∗−di(k0)〈2〉, where the di are certain non-negative integers
and 〈2〉 denotes the 2-torsion part. If we consider an arbitrary finite Euclidean reflection group, then we
can draw the same conclusion, if we additionally assume that 5 ∈ k×20 and that k0 contains all |W|-th roots
of unity. The main tool for the computations is Serre’s splitting principle [GMS, Theorem 25.15] which
guarantees that Inv(W,M) is detected by the elementary abelian 2-subgroups generated by reflections.
The structure of this thesis is as follows: In section 1, we recall various preliminaries such as quotients
in algebraic geometry, torsors and Z-graded A1-modules. Of course, for most of these notions, one can
find detailed accounts in the literature. However, we hope that a certain level of self-containment will
increase the understandability of the main section. 2.1 provides the formal definition and some generalities
on invariants. Subsection 2.2 is devoted to the proof of of Totaro’s theorem. Arguably the most important
tool for us is Serre’s splitting principle which is proven in 2.3. Subsection 2.4 is kind of a short intermezzo,
where we recall some basic facts on finite Euclidean reflection groups (mostly without proofs). Based on
the structure of the invariants of (Z/2)n and On – which are determined in 2.5 and 2.6 respectively – we
describe the invariants of finite Euclidean reflection groups in 2.7. The order in which the various types
are treated is not arbitrary. When trying to determine the structure of the invariants of a certain type, we
will often need results from types that we treated beforehand. Therefore we recommend to read them in
the given order. Finally in 2.8 we summarize the results and point out some open questions. Appendix A
contains some easy and well-known facts from algebraic geometry for which I was unable to provide an
appropriate reference. In appendices B and Cwe discuss how a GAP-program can be used to determine the
invariants in the E7 and E8-case. The sourcecode of this program is to be found in appendix D.
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1 Preliminaries
1.1 Notations and conventions
For a field k , we denote by ks a separable closure of k. By Γk or just Γ, we denote the absolute Galois group
Gal(ks/k).
From section 1.3 on, all our schemes are assumed to be locally Noetherian. On the one hand, this will
be totally sufficient for our purposes and on the other hand it ensures that we don’t need to have second-
thoughts when using results from [Mi] (who also assumes schemes to be locally Noetherian). By Sch/S
we denote the category of schemes over some base scheme S. For X,Y ∈ Sch/S we will often just write
X × Y instead of X ×S Y; occasionally, we will also use the notation XY (if we want to consider X × Y as a
scheme over Y). In particular, if k ⊂ ℓ is an inclusion of fields and X is a k-scheme, we write Xℓ instead of
X ×Spec(k) Spec(ℓ).
Furthermore, we borrow the notations Fk0 , Smk0 , Sm′k0 from [Mo3]: Let k0 be a field. We denote by Fk0
the category whose objects are pairs (ℓ, ι), where ℓ is a field and ι : k0 → ℓ is a morphism of fields, such
that ι(k0) ⊂ ℓ is a finite type separable field extension. A morphism φ from (ℓ1, ι1) to (ℓ2, ι2) is a morphism
φ : ℓ1 → ℓ2 of fields such thatφ◦ ι1 = ι2. Wewill often use sloppy notation by not mentioning the embedding
ι explicitly. By Smk0 we denote the category of smooth, separated, finite type k0-schemes. Furthermore,
we denote by Sm′
k0
the category of essentially smooth k0-schemes. Its objects are k-schemes X such that
X = limα∈I Xα, where I is a left-filtering system, the Xα ∈ Smk0 and all the transition maps Xα → Xβ are
smooth and affine. If F is a presheaf on Smk0 , then we define F(X) ≔ colimα∈IF(Xα). A discrete valuation v
on K ∈ Fk0 is always assumed to be a geometric one. That is, there exists X ∈ Smk0 irreducible with k(X) = K
and a point x ∈ X of codimension 1, such that v coincides with the discrete valuation defined by x.
For i, j ∈ Z, i ≤ j, we define [i; j] ≔ {n ∈ Z | i ≤ n ≤ j}
To avoid illegible double subscripts, we will sometimes write xa( j) or xaj instead of xa j .
Starting from section 1.4, a sheaf will always mean a sheaf in the Nisnevich topology on Smk0 .
1.2 Group schemes
1.2.1 Generalities
Before we can talk about invariants, we need a solid understanding of group schemes, group actions and
quotients. Wewill reviewsomebasic definitions andproperties. As our applications concernpredominantly
constant finite group schemes, we will pay special attention to this case.
Definition 1.2.1. Let S be a scheme. Then a group scheme over S is an S-schemeG together with S-morphisms
µ : G ×S G→ G, ι : G→ G, e : S→ G such that the following familiar diagrams commute:
G ×S G ×S G
µ×id
//
id×µ

G ×S G
µ

G ×S G
µ
// G
G ×S G
µ
""❋
❋❋
❋❋
❋❋
❋❋
G
id
//
e×id
<<①①①①①①①①①
id×e
""❋
❋❋
❋❋
❋❋
❋❋
G
G ×S G
µ
<<①①①①①①①①①
G ×S G
µ
""❋
❋❋
❋❋
❋❋
❋❋
G //
ι×id
<<①①①①①①①①①
id×ι
""❋
❋❋
❋❋
❋❋
❋❋
S
e
// G
G ×S G
µ
<<①①①①①①①①①
We will denote by GrpSch/S the category whose objects are group schemes over S and whose morphisms
are morphisms of S-schemes which respect the group structure.
For instance, we can consider every (abstract) finite group as a group scheme as follows:
Example 1.2.2. Let G be a finite group. Define GSch/S ≔
∐
g∈G S. The maps (of sets) defining the group
structure on the abstract group G then canonically give rise to S-morphisms
µ :
∐
g∈G
S ×S
∐
h∈G
S 
∐
(g,h)∈G×G
S→
∐
g∈G
S,
ι :
∐
g∈G
S→
∐
g∈G
S,
e : S→
∐
g∈G
S
1
endowing
∐
g∈G S with the structure of a group scheme over S. It will be called the constant finite group
scheme associated to G.
From its definition, it is clear thatGSch/S satisfies the following adjunction property: For anyH ∈ GrpSch/S
there is a natural bijectionMorGrpSch/S(GSch/S,H) Morabstract groups(G,H(S)). Moreover, ifG is a constant finite
group scheme and s ∈ S is arbitrary, then we will denote by GSet = G(s) its underlying abstract group (this
does not depend on the particular choice of the point s).
Example 1.2.3. Let R be a commutative ring. Then we can define a group structure over R on Gm,R :=
Spec(R[X,X−1]) induced by the following homomorphisms:
∆ : R[X,X−1]→ R[X,X−1] ⊗R R[X,X−1]
X 7→ X ⊗ X,
S : R[X,X−1]→ R[X,X−1]
X 7→ X−1,
ǫ : R[X,X−1]→ R
X 7→ 1.
Example 1.2.4. Moregenerally putGln ≔ Spec(A), whereA = R[X1,1, . . . ,Xn,n]det((Xi, j)1≤i, j≤n), i.e. the polynomial
ring in n2 variables localized at the determinant. The homomorphisms of R-algebras
∆ : A→ A ⊗R A
Xi,k 7→
∑
1≤ j≤n
Xi, j ⊗ X j,k,
S : A→ A
Xk,ℓ 7→ (−1)k+ℓdet((Xi, j)1≤i, j≤n)−1 · det((Xi, j)i,ℓ, j,k),
ǫ : A→ R
Xi, j 7→ δi, j
then induce morphisms µ : Gln ×R Gln → Gln, ι : Gln → Gln and e : Spec(R) → Gln that endow Gln with the
structure of an R-group scheme. In fact, ifA is anR-algebra, then to give Spec(A) the structure of anR-group
scheme is equivalent to giving A the structure of a commutative Hopf algebra over R.
Example 1.2.5. DefineOn ≔ Spec(A/I), whereA is as above and I is the ideal generated by {(
∑
1≤ j≤nXi, jXk, j)−
δi,k | 1 ≤ i, k ≤ n}. The maps ∆, S and ǫ from above induce maps ∆ : A/I → A/I ⊗R A/I, S : A/I → A/I and
ǫ : A/I → R. In this way, On becomes an R-group scheme. More precisely, it is a a closed subgroup scheme
of Gln.
Next, we want to formalize the notion of group actions in algebraic geometry:
Definition 1.2.6. LetX ∈ Sch/S and G ∈ GrpSch/S. A right action of G on X is an S-morphism ρ : X×SG→ X
such that the following diagrams commute
X ×S G ×S G idX×µ−−−−−→ X ×S G
ρ×idG
y ρy
X ×S G ρ−−−−−→ X,
X ×S S idX×e−−−−−→ X ×S G
=
y ρy
X
=−−−−−→ X.
For T ∈ Sch/S, x ∈ X(T) and g ∈ G(T) we will often write just xg for ρ(T)(x, g).
It goes without saying that also the notion of a left action may be extended to group schemes.
Remark 1.2.7. If G is a constant finite group scheme, then a right-action ρ : X ×S G → X is the same as an
anti-homomorphism of abstract groups Gset → AutS(X).
We will also need algebro-geometric analogues of free actions:
Definition 1.2.8. Let G ∈ GrpSch/S and X ∈ Sch/S. An action X ×S G → X is called set-theoretically free, if
for any T ∈ Sch/S and for any (x, g) ∈ X(T) × G(T) the invariance xg = x implies g = e (or more precisely
g = e ◦ prS, where prS : T → S is the canonical projection). The action is called scheme-theoretically free, if the
map
Ψ ≔ (pr1, ρ) : X ×S G→ X ×S X
is a closed immersion.
2
Remark 1.2.9. The definition of set-theoretical freeness is taken from [DG, III, §2, 2.3]. The definition of
scheme-theoretical freeness is taken from [GIT, Def. 0.8] (where such an action is simply called free).
Lemma 1.2.10. Let X ∈ Sch/S, let G ∈ Sch/S and let ρ : X ×S G → X be a scheme-theoretically free right action.
Then ρ is set-theoretically free.
Proof. For T ∈ Sch/S we conclude from A.0.1 that the map (pr1(T), ρ(T)) : X(T) × G(T) ⊂ X(T) × X(T) is an
injection. This implies right away the condition in the definition 1.2.8. 
It may be quite hard to check that an action is free directly by using the definition. Therefore, the
following easy lemma will be very useful for our purposes.
Proposition 1.2.11. Let X ∈ Sch/S be separated. Let G ∈ Sch/S be constant finite and let ρ : X×S G→ X be a right
action. Then the following statements are equivalent
(i) G acts scheme-theoretically freely on X.
(ii) G acts set-theoretically freely on X.
Hence, if G ∈ Sch/S is a constant finite group scheme acting on a separated X ∈ Sch/S, then the two notions of
freeness coincide and we will just say that the action is free.
Furthermore, if S = Spec(k) is the spectrum of a field and X is additionally assumed to be of finite type over k, then
the following property is also equivalent to (i) and (ii) above:
(iii) Gset  G(k) acts freely on X(k)
Proof. (i) ⇒ (ii) is the previous lemma. Thus we move on to show (ii) ⇒ (i). For each g ∈ Gset, the graph
Γg : X→ X ×S X, x 7→ (x, xg) is a closed immersion (since X is separated). Now (pr1, ρ) can be factored as
X ×S G 
∐
g∈Gset
X
∐
g∈Gset Γg−−−−−−→ X ×S X.
By A.0.2 it is then sufficient to show that the images of the Γg are pairwise disjoint.
So suppose, we had y ∈ Γg(X) ∩ Γg′(X) for some g , g′ ∈ Gset. Wlog, we may assume g′ = e. Indeed y is
the set-theoretic image of the two morphisms
Spec(κ(y))→ X ×S X pr1−−→ X
Γg−→ X ×S X
and
Spec(κ(y))→ X ×S X pr1−−→ X
Γg′−−→ X ×S X.
Composing with right multiplication by (g′)−1, we obtain that the two morphisms
Spec(κ(y))→ X ×S X pr1−−→ X
Γ
g(g′)−1−−−−→ X ×S X
and
Spec(κ(y))→ X ×S X pr1−−→ X Γe−→ X ×S X.
have the same set-theoretic image and this yields an element in Γg(g′)−1(X) ∩ Γe(X).
The definition of set-theoretic stability gives us a diagram of cartesian squares:
Spec(κ(y)) −−−−−→ X idX×e−−−−−→ X ×S G
=
y =y Ψy
Spec(κ(y)) −−−−−→ X ∆−−−−−→ X ×S X
ThusΨ−1(Γe(X)) consists only of the componentX ⊂
∐
g∈Gset X  X×SG corresponding to the neutral element
e and we conclude Γg(X) ∩ Γe(X) = ∅ for g , e.
Now suppose S = Spec(k) and X of finite type over k. The implication (ii) ⇒ (iii) is trivial. So suppose
now that (iii) holds and let us show (i). Just as above, it suffices to prove that for all g , g′ ∈ Gset, we have
Γg(X) ∩ Γg′ (X) = ∅. Suppose, we could find g, g′, such that Y ≔ Γg(X) ∩ Γg′ (X) , ∅. Then Y ⊂ X × X is a
closed subscheme; hence it contains a closed point y of X×X. Now we can again assume g′ = e and draw a
similar commutative diagram as above (leaving out the middle column). As before, we obtain the desired
contradiction. 
Remark 1.2.12. In fact the equivalence (ii) ⇔ (iii) holds (without the hypothesis on separatedness) for all G
(not necessarily constant finite) that are of finite type over k, if the field k is of characteristic 0. See [DG, III,
§2, 2.5].
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1.2.2 Quotients
In general, the notion of quotients in algebraic geometry is a rather complicated one. In this subsection,
we want to recall the basic definitions and treat the relatively easy case of constant finite group schemes in
detail. The notion of a torsor will be introduced in the following section. Except for minor adaptions, most
of the material is taken directly from [SGA1, V.1, V.2] and [DG, III, §2].
Definition 1.2.13 (Categorical quotient). Let S be a scheme, G ∈ GrpSch/S and X ∈ Sch/S be such that X is
endowed with a right G-action ρ : X ×S G → X. An S-scheme Y together with an S-morphism π : X → Y is
called categorical quotient of X by G, if it induces a commutative, cocartesian square
X ×S G pr1−−−−−→ X
ρ
y πy
X
π−−−−−→ Y.
In particular, Y is uniquely determined up to isomorphism and we will often write X/G for Y.
Let us first consider the affine case.
Proposition 1.2.14. Let R be a commutative ring and G be a finite (abstract) group acting on an R-algebra A by
R-algebra isomorphisms. The inclusion AG ⊂ A induces a map p : X = Spec(A)→ Y = Spec(AG). Then we have
(i) p is integral, closed and surjective
(ii) Let |X|, |Y| denote the underlying topological spaces of X,Y. Then p induces a homeomorphism |X|/G −→ |Y|.
(iii) p♯ : OY → p∗OX induces an isomorphism of sheaves OY −→ (p∗OX)G
(iv) X→ Y is a categorical quotient
Proof. The first item is clear, as any a ∈ A is a root of the monic polynomial ∏g∈G(X − g(a)) which has
coefficients in AG. Now use that any integral morphism is universally closed (see [EGA II, Prop. 6.1.10]).
Since Spec(A)→ Spec(AG) is dominant, we conclude that it is also surjective.
To prove the injectivity of (ii), assume we have p1, p2 ∈ Spec(A) such that p1 ∩ AG = p2 ∩ AG =: q. Then∏
g∈G g(p1) ⊂ p1 ∩ AG = q ⊂ p2 and there exists g0 ∈ G such that g0(p1) ⊂ p2. But as g0(p1) is another prime
ideal lying over q, we conclude that g0(p1) = p2 (due to integrality, there are no proper inclusion of prime
ideals lying over q (see [Ma, Theorem 9.3])). Together with (i), we conclude that |X|/G → |Y| is bijective,
continuous and closed; hence a homeomorphism.
Claim (iii) boils down to showing that for f ∈ AG, the natural inclusion (AG) f ⊂ (A f )G is in fact an
equality. Every x ∈ (A f )G can be written as x = afm for certain m ≥ 0, a ∈ A such that afm = g
(
a
fm
)
=
g(a)
fm holds
for all g ∈ G. That is, we can choose some N such that for all g ∈ G the equality fN(a − g(a)) = 0 holds. But
this implies that fNa ∈ AG and we can write afm as
fNa
fN+m
∈ (AG) f .
To prove the last assertion, we proceed as in [GIT, §2, Prop. 0.1]. Suppose that ψ : X→ Z is a G-invariant
morphism. Cover Z by open affines Z = ∪i∈IVi. Then ψ−1(Vi) is G-invariant and open. By (ii), we can
then find Ui ⊂ Y open, such that p−1(Ui) = ψ−1(Vi). Since Vi is affine, constructing a map χi : Ui → Vi with
ψ = χi ◦ p is the same as giving a morphism of rings φi : Γ(Vi,OVi )→ Γ(Ui,OUi ) such that ψ#(Vi) = p#(Ui) ◦φi
(and then we will have φi = χ#i (Vi)). But since ψ
#(Vi) is G-invariant, and Γ(Ui,OUi ) = Γ(ψ−1(Vi),OX)G (by
(iii)), such a morphism always exists (and is unique!). Hence, there is a unique morphism χi : Ui → Vi such
that ψ|ψ−1(Vi) = χi ◦ p|ψ−1(Vi). Furthermore, any morphism χ : Y → Z which has the required factorization
property ψ = χ ◦ p must satisfy χ−1(Vi) = p(p−1(χ−1(Vi))) = p(ψ−1(Vi)) = p(p−1(Ui)) = Ui. Thus, the above
discussion shows already that there exists at most one χ. To conclude the existence, it remains to check that
the various χi glue. So let y ∈ Ui∩U j and choose an f ∈ AG, such that y ∈ D( f ) ⊂ Ui∩U j. But if we apply the
uniqueness just obtained to the morphism p−1(D( f ))  Spec(A f ) → Z, we conclude that χi and χ j coincide
on D( f ). 
The next lemma shows that property (iii) of the previous proposition is quite strong:
Proposition 1.2.15. Let X,Y ∈ Sch/S and let p : X → Y be an affine morphism of S-schemes; let G ∈ Sch/S be
constant finite. Suppose, we have an action of G on X such that p is G-invariant. Suppose further that the canonical
map OY → (p∗OX)G is an isomorphism. Then the assertions (i), (ii), (iv) of the previous theorem hold.
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Proof. The statements (i), (ii) are local on S and Y. Thus to prove them, we may assume S,Y – and hence
also X – to be affine. If X = Spec(A), then the assumption implies Y = Spec(AG). (i) and (ii) then follow from
what we have proved above. To prove (iv), wemay proceed exactly as above, since we did not use explicitly
the fact that X or Y was affine; we just used (i), (ii), (iii), which are also valid in the current situation. 
Corollary 1.2.16. In the situation of the previous proposition, let moreover U ⊂ Y be open. Then U is a categorical
quotient of p−1(U) by G.
Proof. Indeed, restricting OY  (p∗OX)G to U yields OU  (p∗Op−1(U))G. 
The following technical proposition shows that certain properties of X carry over to the quotient.
Proposition 1.2.17. Suppose again that we are in the situation of 1.2.15. Then X is affine/separated over S iff Y is
affine/separated over S. Furthermore, if X is of finite type over S, then so is Y and if additionally S is locally Noetherian,
then the map X→ Y is finite.
Proof. The proof is not that exciting; see [SGA1, V, Cor. 1.5]. 
Proposition 1.2.18. Let X ∈ Sch/S, let G ∈ GrpSch/S be constant finite and let ρ : X ×S G → X be a right action.
Then X can be written as a union of G-invariant open affine subschemes if and only if every orbit of G in X is contained
in an open affine subscheme; we say that G acts admissibly on X. In this case, there exists a categorical quotient
Y = X/G. Additionally, X→ Y is affine and satisfies conditions (i), (ii), (iii) of 1.2.14
Proof. First let’s show that the two conditions are indeed equivalent. Clearly, if X is a union of G-invariant
open affine subschemes, then every orbit is contained in an open affine subscheme.
For the converse, let x ∈ X be arbitrary and letM ≔ {xg | g ∈ G} be its orbit. Choose an open affine subset
U ⊃M. Then U′ ≔ ⋂g∈GUg is open, G-invariant and contains M. Since U′ ⊂ U and U is affine, there exists
an open subset of the form D( f ), f ∈ Γ(U,OU), such thatM ⊂ D( f ) ⊂ U′ (this is the prime avoidance lemma
from commutative algebra in disguise: if A is a ring, I ⊂ A an ideal and p1, . . . , pn ∈ Spec(A) − V(I), then
there exists f ∈ I with f < ⋃ni=1 pi). Since U is separated, the intersection of the conjugates of D( f ) is again
affine (and of course G-invariant).
Now we are ready to tackle the main assertion: Suppose ∪Xi = X is a covering by G-invariant open
affine subschemes. By 1.2.14 the categorical quotients pi : Xi → Yi = Xi/G exist, are affine and satisfy all the
properties stated there. In particular, using the uniqueness of categorical quotients and 1.2.16, we see that
for all i, j there is a canonical isomorphism pi(Xi ∩ X j)  p j(Xi ∩ X j) (note that we can use (ii) of 1.2.14, to
conclude from p−1
i
(pi(Xi ∩ X j)) = Xi ∩ X j that pi(Xi ∩ X j) is open). After glueing the schemes Yi along the
open subschemes pi(Xi ∩ X j), we obtain an S-scheme Y and an affine morphism of S-schemes p : X → Y.
Since the induced map OY → p∗OGX is an isomorphism (this may be checked on each of the Yi), we are done
after applying 1.2.15 
Remark 1.2.19. The condition of 1.2.18 is automatically satisfied, when X is quasi-projective: Let U ⊂ Pn
be open, such that X ⊂ U is closed. Denote by X the closure of X in Pn (endowed with the reduced
induced subscheme structure). We claim that for any finite set of points x1, . . . , xk ∈ X = X∩U there exists a
hypersurface S ⊂ Pn containing Pn −U but not any of the points x1, . . . , xk:
This is easy, as soon aswe have found the right algebraic translation. Pn−U is defined by a homogeneous
ideal J ⊂ k0[Y0, . . . ,Yn] and the points xi correspond to homogeneous prime ideals pi, such that J 1 pi for all
1 ≤ i ≤ k. By homogeneous prime avoidance ([Ei, Lemma 3.2]), we can choose a homogeneous g ∈ J not
contained in any pi. It defines the hypersurface we were looking for.
Now X − S is affine (as a closed subscheme of the open affine subscheme D+(g) ⊂ Pn), open in X (from
Pn − S ⊂ U, we deduce X − S ⊂ X ∩U = X) and contains all of the points x1, . . . , xk by construction.
In the case of a free action, the quotient is particularly nice:
Corollary 1.2.20. Let G,X, ρ be as in 1.2.18. Assume further that X is locally of finite type over S, that S is locally
Noetherian and that G acts scheme-theoretically freely on X. ThenΨ = (pr1, ρ) : X ×S G 
∐
g∈G X→ X ×Y X is an
isomorphism (where Y = X/G) and p : X→ Y is faithfully flat.
Proof. We follow [DG, III, §2, 4]. As usual, we may assume S,Y and thus also X to be affine, S = Spec(R),
X = Spec(A), Y = Spec(B) = Spec(AG). We then need to show that the map
ψ : A ⊗B A→
∏
g∈G
A
a1 ⊗ a2 7→ (g(a1)a2)g∈G
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is an isomorphism and that A is flat as B-module. SinceΨ is a closed immersion, ψ is surjective.
If we can prove for all q ∈ Spec(B) that ψq is bijective and that Aq is flat as Bq-module, then ψ is an
isomorphism and A is a flat as B-module.
Thus, we may assume B = Bq is local, A = Aq is semilocal and the maximal ideal of B lies in the radical
of A (this follows, since X → Y is finite by 1.2.17). Now we need a technical lemma from [DG, III, §2, 4.7]
(which we state without proof).
Lemma 1.2.21. Let B be a local ring with infinite residue field and let A be a semi-local ring together with a
homomorphism i : B → A sending the maximal ideal of B into the radical of A. Suppose further that M is a free A
module of finite rank and that N ⊂M is a B-submodule generating M as A-module. Then N contains a basis of M as
A-module.
Now let us return to the proof of the corollary. We first settle the case, where the residue field of B
is infinite. Then we may apply the above lemma to M =
∏
g∈GA (endowed with the A-module structure
defined by α · (ag)g∈G = (αag)g∈G) and N = A with the inclusion N ⊂ M given by a 7→ (g(a))g∈G = ψ(a ⊗ 1)
(observe that ψ(A ⊗ 1) generates M as A-module, since ψ is surjective). Thus we can choose a1, . . . an ∈ A,
such that ψ(ai ⊗ 1) is an A-basis of
∏
g∈G A. We would like to show that these a1, . . . , an ∈ A form a basis of
A over B, since this would imply that ψ sends a basis to a basis and is thus an isomorphism (and of course
then A is also flat as B-module). Consider the following diagram of B-modules (unlabeled arrows will be
explained below):
0 // Zn ⊗ B

id⊗i
// Zn ⊗ A

//
// Z
n ⊗ (∏g∈G A)

0 // A
ψ(id⊗1)
//
∏
g∈G A
//
//
∏
(g,h)∈G×G A
• The unlabeled horizontal arrows in the first row are given by ei⊗a 7→ ei⊗(a)g∈G and ei⊗a 7→ ei⊗(g(a))g∈G
• The unlabeled horizontal arrows in the second row are given by (ag)g∈G 7→ (ah·g)(g,h)∈G×G and (ag)g∈G 7→
(h(ag))(g,h)∈G×G.
• The vertical arrows are ei ⊗ b 7→ aib, ei ⊗ a 7→ (g(ai)a)g∈G and ei ⊗ (ah)h∈G 7→ (hg(ai)ah)(g,h)∈G×G.
It is a matter of patience to check that this diagram commutes and that the rows are exact. By the choice of
the ai, the middle vertical map is an isomorphism and it is not hard to check that the right one is, too. Hence
we conclude that the left map is an isomorphism as well.
If the residue field is not infinite, we take a look at the strict Henselization Bsh of B. Since Bsh is flat over
B, tensoring the exact sequence
0 // B // A
//
//
∏
g∈GA
by Bsh over B yields an exact sequence
0 // Bsh // A ⊗B Bsh
//
//
∏
g∈GA ⊗B Bsh
(where the double arrows are induced by a 7→ (a)g∈G and a 7→ (g(a))g∈G respectively). After what we have
just proved, we conclude that
ψsh : (A ⊗B A) ⊗B Bsh →
∏
g∈G
A
 ⊗B Bsh.
is an isomorphism and that Bsh ⊗B A is flat as Bsh-module. The original theorem now follows from faithfully
flat descent. 
The corollary shows how to construct principal homogeneous sets or G-torsors for constant finite group
schemes. In the next section we will recall the precise definition of this important notion.
1.3 Torsors
1.3.1 Generalities
Let us discuss now the algebro-geometric analogue of the topological notion of a principalG-bundle. Before
we start with the definition, here is a short remark for the experts: In our approachwe only consider torsors
that are represented by schemes and not the a priori more general notion of sheaf torsors. Since we are
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only interested in G-torsors, where G is a smooth affine algebraic group, these two notions are quite close
anyway. Indeed by [Mi, III, Theorem 4.3] in this case, any sheaf torsor over a scheme is representable by
a scheme. However, note that in section 2.2 it is important to work with scheme-torsors (as we want the
quotient space to be a scheme). Let us start with a variant of the definition in [Mi, III, §4]:
Definition 1.3.1 (G-torsor). Let G ∈ GrpSch/S be flat and locally of finite type over S. Let X,Y ∈ Sch/S and
π : X→ Y be faithfully flat and locally of finite type. Furthermore, let ρ : X×SG→ X be a right action. Then
X is called G-torsor over Y, if π is equivariant when Y is considered to be endowed with the trivial G-action
and ifΨ ≔ (pr1, ρ) : X ×S G→ X ×Y X is an isomorphism.
Remark 1.3.2. The definition in Milne is the one given above in the case S = Y. The only reason for us to
differ from Milne is that we prefer to write G-torsor instead of GY-torsor. Indeed suppose G ∈ GrpSch/S is
flat and locally of finite type over S. Then X → Y is a G-torsor as defined above, iff it is a GY-torsor in the
sense of Milne.
Remark 1.3.3. It follows from the definition that the pull-back of a G-torsor π : X → Y along a morphism
Z→ Y gives rise to a G-torsor X ×Y Z→ Z.
Remark 1.3.4. Let X ∈ Sch/S, G ∈ GrpSch/S. If π : X → S is a G-torsor with a section s : S→ X of π, then the
torsor is trivial, i.e. X  G equivariantly. Indeed, one can check explicitly that
φ : G = S ×S G (s,idG)−−−−→ X ×S G ρ−→ X
and
ψ : X = S ×S X (s,idX)−−−−→ X ×S X Ψ
−1−−→ X ×S G prG−−→ G
are G-equivariant morphisms over S and inverse to one another.
We have already seen one example of G-torsors in 1.2.20. Here is another one:
Example 1.3.5. Let k be a field. Let G be an affine algebraic group over k, i.e. a group scheme of the form
G  Spec(A), where A is a finite type k-scheme. Furthermore, let H ⊂ G be a closed subgroup. It follows
from [SGA3, VIA, Thm. 3.2] that the categorical quotient G→ G/H exists, is faithfully flat and of finite type
and thatΨ : G ×H → G ×G/H G is an isomorphism. Thus G→ G/H is an H-torsor.
Remark 1.3.6. Beforewe continue, it is convenient to recall the following descent statement. If P is a property
ofmorphisms of schemeswhich is stable by base change, local on the target andwhich descendswith respect
to faithfully flat and quasi-compact morphisms, then it also descends with respect to morphisms that are
faithfully flat and locally of finite type; in particular, this applies to all the properties stated in [EGA IV,
Prop. 2.7.1]. Indeed, suppose we are given a cartesian diagram
X′
g′−−−−−→ X
f ′
y fy
Y′
g−−−−−→ Y,
where f ′ is P and g is faithfully flat and locally of finite type. Since P is stable by base change and local
on the target, we may assume Y affine. Now recall from [EGA IV, Prop. 2.4.6] that flat morphisms which
are locally of finite type are open (as all our schemes are assumed to be locally Noetherian). So, if we
choose a covering of Y′ by open affines, we obtain a covering ∪g(Ui) of Y by open subsets. Since Y is affine,
it is quasi-compact and we may cover it by finitely many of the g(Ui). Let U ⊂ Y′ be the union of the
corresponding Ui. Then the restriction g|U is faithfully flat and quasi-compact. Now we just need to apply
the descent property on the cartesian diagram
f ′−1(U)
g′−−−−−→ X
f ′
y fy
U
g−−−−−→ Y.
Example 1.3.7. Let π : X → Y be a G-torsor and let U ⊂ X be a G-invariant open subscheme. We claim that
U → π(U) is a G-torsor and that π−1(π(U)) = U. First observe that π(U) ⊂ Y is open, since π is flat and
locally of finite type. By pulling back the isomorphism Ψ : X ×S G −→ X ×Y X along U → X, we obtain an
isomorphism U ×S G −→ U ×Y X  U ×π(U) π−1(π(U)). But since U is G-invariant, this isomorphism factors
through the open immersion U ×π(U) U ⊂ U ×π(U) π−1(π(U)). By descent, we conclude U  π−1(π(U)) and
thus U → π(U) is a G-torsor.
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The following proposition (taken from [Mi, III, Prop. 4.1]) explains why torsors may be considered as
locally trivial G-bundles.
Proposition 1.3.8. Let X ∈ Sch/S. Let G ∈ GrpSch/S be flat and locally of finite type over S. Furthermore, let
ρ : X ×S G→ X be a right action. Then the following statements are equivalent:
(i) X→ S is a G-torsor.
(ii) There exists a covering (Ui → S)i∈I in the fppf-topology such that for all i we have a G-equivariant isomorphism
Ui ×S G  Ui ×S X over Ui.
Proof. (i)⇒ (ii) is trivial, as we may take the family (Ui → S)i∈I to consist of the single element X→ S.
(ii) ⇒ (i): First note that U ≔ ∐Ui → S is faithfully flat and locally of finite type. Putting the given
isomorphisms together, we obtain a GU-equivariant isomorphism GU  XU. In particular, XU is faithfully
flat and locally of finite type over U. By descent, we conclude that the same holds for X → S. Now we
want to check that (idXU , ρU) : XU ×U GU → XU ×U XU is an isomorphism. After using the GU-equivariant
isomorphism GU  XU, this is equivalent to the following map being an isomorphism
(idGU , µ) : GU ×U GU → GU ×U GU.
But clearly, an inverse is given by (g, h) 7→ (g, g−1h). Thus (idXU , ρU) is an isomorphism and by descent so is
(idX, ρ) 
Example 1.3.9. Let us take a closer look at the situation S = Spec(k) is the spectrum of a field and G is a
smooth affine algebraic group over k. LetX→ Spec(k) be a G-torsor. From 1.3.8 and descent, we obtain that
X→ Spec(k) is smooth and of finite type. Now note the following result from [EGA IV, Cor. 17.16.3]:
Lemma 1.3.10. Let X → S be a smooth surjective morphism. Then there exists a scheme S′ and a surjective, e´tale
morphism S′ → S such that X ×S S′ → S′ has a section.
If we apply this lemma with S = Spec(k) and use 1.3.4, we conclude thatGU  XU for some e´tale covering
U → k. By [Mi, I, Prop. 3.2], we can write U  ∐i∈I Spec(ℓi), where the ℓi ⊃ k are finite, separable field
extensions of k. Since we have an isomorphism GU  XU over U, we conclude GSpec(ℓ1)  XSpec(ℓ1). In
particular, we have a Gks -equivariant isomorphism Gks  Xks .
On the other hand, suppose X is a k-scheme with a G-action and such that we have a Gks -equivariant
isomorphism Gks  Xks . In particularXks → Spec(ks) is smooth and of finite type; hence so is X→ Spec(k) by
descent. Thus we already have GL  XL over some finite Galois extension k ⊂ L ⊂ ks. But Spec(L)→ Spec(k)
is certainly faithfully flat and locally of finite type. By 1.3.8, X→ Spec(k) is a G-torsor.
Here is an important property of G-torsors
Proposition 1.3.11. Let X,X′ ∈ Sch/S be G-torsors over S and let f : X→ X′ be a G-equivariant S-morphism. Then
f is an isomorphism.
Proof. The proof is taken from [DG, III, §4, 1.4]. SinceX→ S,X′ → S are both faithfully flat, so isX×SX′ → S.
By descent, it suffices to show that the induced morphism (idX, idX′ , f ) : X ×S X′ ×S X→ X ×S X′ ×S X′ is an
isomorphism. By the definition of a torsor, we have isomorphisms
(idX,Ψ
′) : X ×S (X′ ×S G) −→ X ×S X′ ×S X′
and
(idX′ ,Ψ) : X
′ ×S (X ×S G) −→ X′ ×S X ×S X.
Furthermore, we also have an isomorphism
ψ ≔ t1,2 ◦ (idX,Ψ) ◦ t1,2 : X ×S X′ ×S G −→ X ×S X′ ×S X.
where t1,2 denotes the switching of the first two coordinates. Thus, there exists a unique G-equivariant
morphism α : X ×S X′ ×S G→ X ×S X′ ×S Gmaking the following diagram commutative
X ×S X′ ×S G
ψ
//
α

X ×S X′ ×S X
(idX ,idX′ , f )

X ×S X′ ×S G (idX ,Ψ
′)
// X ×S X′ ×S X′.
It follows from the construction that α is of the form α(x, x′, g) = (x, x′, β(x, x′, g)). As α is G-equivariant, we
conclude β(x, x′, g′g) = β(x, x′, g′) · g. In particular β(x, x′, g) = β(x, x′, e) · g and an easy computation shows
that (x, x′, g) 7→ (x, x′, β(x, x′, e)−1g) provides an inverse to α. 
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We have already seen in 1.2.20, how quotients may give rise to torsors. Here is a result in the other
direction:
Proposition 1.3.12. Let X,Y ∈ Sch/S, let G ∈ GrpSch/S be faithfully flat and of finite type and suppose π : X → Y
is a G-torsor. Then Y is a categorical quotient of X by G, i.e. Y  X/G
Proof. To prove X/G  Y, we need to show that the following diagram is cocartesian:
X ×S G pr1−−−−−→ X
ρ
y πy
X
π−−−−−→ Y.
Since π is a G-torsor, this diagram is isomorphic to
X ×Y X pr1−−−−−→ X
pr2
y πy
X
π−−−−−→ Y.
The property that this square should be cartesian can be rephrased by saying that for all Z the diagram
HomY(Y,Z ×S Y)→ HomX(X,Z ×S X)⇒ HomX×YX(X ×Y X,Z ×S X ×Y X)
is an equalizer. But this is true, since X → Y is faithfully flat and quasi-compact. See [SGA1, VIII, Thm.
5.3]. 
Now the stage is set to introduce one of the main protagonists:
Definition 1.3.13 (Versal torsor). Let G ∈ GrpSch/k0 be a smooth affine algebraic group. Let K be a field
extension of k0. A G-torsor P → Spec(K) is said to be versal, if there exists a smooth, irreducible k0-scheme
X with function field K and a G-torsor Q→ X satisfying the following conditions:
• If we denote the generic point of X by η, then P→ Spec(K) is the generic fiber of Q→ X, i.e. we have
a cartesian diagram
P −−−−−→ Qy y
Spec(K)
η−−−−−→ X.
• Let k/k0 be a field extension with k infinite and let Y→ Spec(k) be a G-torsor. Then the set of k-rational
points x ∈ X(k) such that the fiber Qx → Spec(k) is isomorphic to Y→ Spec(k) is dense in X.
Before we can show the existence of versal torsors, it is convenient to know the cocycle interpretation of
G-torsors. This will be recalled in the next section.
1.3.2 G-torsors andH1(k,G)
The aim of this section is to introduce the non-abelian cohomology set H1(k,G) and to show that it classifies
isomorphism classes of G-torsors over k. As we will see, there are situations where it is far more convenient
to work with elements ofH1(k,G) rather than dealing with G-torsors directly. Much of the material covered
in this section is taken from [Se1].
First we recall some notation: k will always denote a field and ks a separable closure of k. We denote by
Γ = Γk = Gal(ks/k) the absolute Galois group of ks/k.
Let A be a Γ-group, i.e. A is a (not necessarily commutative, not necessarily finite) abstract group, on
whichΓ acts continuously by group automorphisms. HereA is endowedwith the discrete topology. Another
way to express this continuity is to say that for each element a ∈ A the stabilizer subgroup {σ ∈ Γ | σ(a) = a}
is open in Γ.
Example 1.3.14. LetG be a smooth affine algebraic group over k, thenG(ks) is a continuous Γ-module. Given
x : Spec(ks)→ G and σ ∈ Γ, the left action of σ on x is defined to be the point
Spec(ks)
σ∗−→ Spec(ks) x−→ G,
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i.e. σ(x) ≔ x(σ∗) ≔ x ◦ σ∗. This action is continuous. Indeed G(ks) consists of closed points x ∈ G whose
residue field κ(x) can be embedded into ks. But since x is closed, κ(x) is actually a finite extension of k. After
taking the normal closure of κ(x) ⊂ ks, we see that Spec(ks)→ G factors as Spec(ks)→ Spec(L)→ G for some
finite Galois extension L ⊃ k. Thus Gal(ks/L) acts trivially on x.
In the case of G = Gln we can give another interpretation of this action: Let V  k
n be an n-dimensional
k-vector space and L/k be a finite Galois extension. For v ∈ An(L), g ∈ Gln(L) and σ ∈ Gal(L/k) we then have
g(σ∗) · v(σ∗) = (g · v)(σ∗). That is, σ(g) ∈ Gln(L) is the L-linear automorphism σ ◦ g ◦ σ−1 of Ln (where σ is the
the k-linear automorphism obtained by applying σ ∈ Gal(L/k) diagonally to each coordinate of Ln).
Now let A be a Γ-group. By Z1(Γ,A), we denote the pointed set of 1-cocycles from Γ to A. This is the set
of continuous functions
c : Γ→ A
σ 7→ cσ,
such that ∀σ, τ ∈ Γ we have cστ = cσ · σ(cτ). Before we continue, let us first think a moment about the
consequences of the continuity. It implies that c−1(e) = Gal(ks/L) for some finite Galois extension L ⊃ k0. But
this means that for any σ ∈ Γ, τ ∈ Gal(ks/L) we have
cστ = cσ · σ(cτ)
= cσ · σ(e)
= cσ.
Hence c : Γ→ A factors as Γ→ Gal(L/k) c˜−→ A, for some cocycle c˜ : Gal(L/k)→ A.
One can define an equivalence relation on Z1(Γ,A), such that for a, b ∈ Z1(Γ,A) we have a ∼ b, iff there
exists c ∈ A satisfying aσ = c−1 · bσ · σ(c) for all σ ∈ Γ. We say that two such cocycles are cohomologous. The
set of equivalence classes Z1(Γ,A)/ ∼ will be denoted by H1(k,A). It is pointed by the class of the trivial
cocycle. This is well-defined in the sense that taking another separable closure of k yields a cohomology
set which is canonically isomorphic to the old one (see [Se2, X, §4]). If G is a smooth affine algebraic group
over k, we define H1(k,G) ≔ H1(k,G(ks)), where G(ks) is viewed as a discrete group. Now we want to
establish a bijection between G-torsors over k and elements of H1(k,G). Before we can do this, let us recall
two important technical lemmas:
Lemma 1.3.15. Let k be a field and k ⊂ ℓ be a finite Galois extension. Let V be an ℓ-vector space endowed with a
semi-linear Gal(ℓ/k)-action. Let VGal(ℓ/k) ≔ {v ∈ V | σ(v) = v for all σ ∈ Γ}. Then the canonical map
VGal(ℓ/k) ⊗k ℓ→ V
x ⊗ λ 7→ λ · x
is an isomorphism.
Proof. Well-known. See e.g. [Bos, 4.11, Satz 4]. 
Corollary 1.3.16 (Hilbert 90). H1(k,Gln) = {∗}
Proof. Let c ∈ Z1(Γ,Gln). Choose a finite Galois extension ℓ/k such that σ 7→ cσ factors through Gal(ℓ/k). Let
V = ℓn and define a left-action of G ≔ Gal(ℓ/k) on V by
⋆ : G × V → V
(σ, v) 7→ σ ⋆ v = cσ · σ(v).
If we consider v as an element ofAn(ℓ), we may also write this action as σ⋆v = cσ ·v(σ∗). Since c is a cocycle,
we thus compute
cσ · (cτ · v(τ∗))(σ∗) = cσ · cτ(σ∗) · v(τ∗ ◦ σ∗)
= cστ · v((στ)∗).
This shows that ⋆ does indeed define an action of G on V. Now it follows from the previous lemma that
V⋆G has dimension n; let {b1, . . . , bn} be a basis of this space. Now let g ∈ Gln(ℓ) be the map sending bi 7→ ei,
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where e1, . . . , en ∈ V is the standard basis. Then we have
g−1(σ(g)(σ(bi))) = g−1(σ(g(bi)))
= g−1(σ(ei))
= g−1(ei)
= bi
= cσ(σ(bi)).
This proves cσ = g
−1 · σ(g). 
Now let us start with a G-torsor Y → Spec(k) to which we want to associate a cocycle. We can choose
a finite Galois extension L ⊃ k and a GL-equivariant isomorphism α : GL −→ YL. In particular, if we choose
an arbitrary element y0 ∈ Y(L), then for any σ ∈ Gal(L/k) there exists a unique cσ ∈ G(L), such that
σ(y0) = y0 · cσ. The assignment σ 7→ cσ satisfies the cocycle condition and thus induces a continuous cocycle
Γ → Gal(L/k) → G(ks). Moreover, one can check that choosing another y′0 ∈ Y(L) yields a cocycle which is
cohomologous to cσ.
Defining an inverse is slightly harder. So let c ∈ Z(Γ,G(ks)) be a continuous cocycle. Since it is continuous,
it factors as Γ → Gal(L/k) → G(L) for some finite Galois extension L/k. The idea is to define the desired
G-torsor as the quotient of GL by a certain kind of twisted action of Gal(L/k). Let us turn to the technical
details. Since G is an affine algebraic group over k, we can write it as G = Spec(A) for some finite type
k-algebra A. We claim that there is a semi-linear left action of Gal(L/k) on A ⊗k L defined by
(σ, a) 7→ σ ⋆ a ≔ (1 ⊗ σ)(λ#cσ−1 (a)).
Here λcσ−1 : GL → GL is the left multiplication by cσ−1 and λ#cσ−1 : A ⊗ L → A ⊗ L is the induced map on the
coordinate rings. To see that it is a left action, it is sufficient to check that the induced map on schemes is a
right action. So we need to verify that
G × Spec(L) (idG ,σ
∗)−−−−→ G × Spec(L)
λc
σ−1−−−→ G × Spec(L) (idG ,τ
∗)−−−−→ G × Spec(L)
λc
τ−1−−−→ G × Spec(L)
and
G × Spec(L) (idG ,(στ)
∗)−−−−−−→ G × Spec(L)
λc
τ−1σ−1−−−−−→ G × Spec(L)
agree. It suffices to prove that
Spec(L)
σ∗−→ Spec(L) (cσ−1 ,τ
∗)−−−−−→ G × Spec(L) (cτ−1 ,idG×Spec(L))−−−−−−−−−−→ G × G × Spec(L) µ×idSpec(L)−−−−−−→ G × Spec(L)
and
Spec(L)
(στ)∗−−−→ Spec(L) (cτ−1σ−1 ,idSpec(L))−−−−−−−−−−−→ G × Spec(L)
coincide. But by the cocycle condition we have
cτ−1σ−1(τ
∗σ∗) = (cτ−1 · cσ−1((τ∗)−1))(τ∗σ∗)
= cτ−1(τ
∗σ∗) · cσ−1(σ∗).
LetAc ⊂ A⊗L be the subring of elements invariant under the⋆-action. Themultiplication µ : G×L×G→
G × L is equivariant with respect to this action and by 1.3.15, Ac is a twisted form of A in the sense that
Ac ⊗k L  A ⊗k L. Thus Spec(Ac) → Spec(k) is indeed a G-torsor. This construction does not depend on the
choice of a representative of the cocycle class [c]. Indeed, let a ∈ G(L) and consider the cocycle d defined by
σ 7→ a−1 · cσ · σ(a). Then λa : GL → GL induces an isomorphism Spec(Ad) −→ Spec(Ac).
Now we have constructed two maps: one which takes a G-torsor over k and returns an element of
H1(k,G); and one which goes the other way. It remains to show that these two are in fact inverse. So first
let c ∈ Z1(Γ,G) be a cocycle and let Spec(Ac) be the G-torsor constructed above. Let x0 ∈ Spec(Ac)(L) be the
image of the neutral element e ∈ G(L) under the morphism GL → Spec(Ac)L and let (g, s) ∈ (G × L)(L) be
arbitrary. Then (g, s) and (cσ((σ∗)−1 ◦ s) · g, (σ∗)−1 ◦ s) have the same image in (Spec(Ac))(L). If we apply this
with s = σ∗ and g = e, we obtain σ(x0) = cσ.
On the other hand, let X→ Spec(k) be any G-torsor over k and choose an arbitrary x0 ∈ X(L). Let σ 7→ cσ
be the cocycle defined by this point. We have a map β : GL → XL, g 7→ x0 · g. Let us show that this map is
equivariant with respect to the right action of Gal(L/k). Here the left hand side carries the ⋆-action, while
σ ∈ Gal(L/k) acts on XL by (x, s) 7→ (x, σ∗ ◦ s). As soon as this is proven, we obtain a G-equivariant map
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Spec(Ac)→ X. Since both schemes are G-torsors, this is automatically an isomorphism. So let σ ∈ Gal(L/k),
T ∈ Sch/k, g ∈ G(T), ℓ ∈ L(T); define ℓ′ ≔ σ∗ ◦ ℓ. Then we have
(x0(ℓ
′) · cσ−1(ℓ′) · g, ℓ′) = (x0(ℓ) · cσ(ℓ) · cσ−1(ℓ′) · g, ℓ′)
= (x0(ℓ) · ce(ℓ) · g, ℓ′)
= (x0(ℓ) · g, ℓ′).
We conclude:
Theorem 1.3.17. Let G be smooth, affine algebraic group over k. Then the above constructions induce a bijection
Tors(k,G)↔ H1(k,G).
Remark 1.3.18. Of course, this theorem is just a very special case of [Mi, III, Corollary 4.7]. However, taking
into account the general style of our approach and the kind of examples we will meet later, I considered it
preferable to give a more pedestrian proof in the spirit of [Se1, III, Prop. 1.3].
Example 1.3.19. The construction is functorial in the following sense: Let K ⊃ k be a field extension and
X → Spec(k) be a G-torsor; then XK is a G-torsor over K. Using the explicit construction above, the map
X 7→ XK can be described in terms of cocycles as follows:
LetKs/K be a separable closure; let ks be the separable closure of k in Ks (which is then a separable closure
of k). Put Γk ≔ Gal(ks/k) and ΓK ≔ Gal(Ks/K). Clearly, each automorphism σ ∈ ΓK restricts to an element of
Γk; this gives a group homomorphism ρ : ΓK → Γk. For each continuous cocycle c : Γk → G(ks) the composite
c˜ : ΓK
ρ−→ Γk c−→ G(ks)→ G(Ks) is again a continuous cocycle.
Now let X→ Spec(k) be a G-torsor and choose an element x0 : Spec(ks)→ X, let ιK : K ⊂ Ks, ιks : ks ⊂ Ks be
the inclusions and consider the Ks-rational point x
′
0
≔ (x0(ι∗ks), ι
∗
K
) ∈ XK(Ks). Let c ∈ Z1(Γk,G) be the cocycle
defined by the point x0. For σ ∈ ΓK, we have
σ((x0(ι
∗
ks), ι
∗
K)) = (x0(ι
∗
ks ◦ σ∗), ι∗K ◦ σ∗)
= (x0(ρ(σ)
∗ ◦ ι∗ks), ι∗K)
= (x0(ι
∗
ks) · cρ(σ)(ι∗ks), ι∗K)
Thus the cocycle associated to x′0 ∈ XK(Ks) is just c˜ ∈ Z1(ΓK,G). Sometimes we will also write resKk (c) for c˜.
One example, where it is oftenmore convenient to work with cocycles instead of torsors is the following:
Example 1.3.20. Let G,G′ be smooth affine algebraic groups over k and let f : G′ → G be a map of algebraic
groups. Furthermore, let c ∈ Z1(Γ,G′) be a continuous cocycle. Then it is easy to check that σ 7→ f (cσ) is a
continuous cocycle of G. Furthermore this assignment maps cohomologous cycles to cohomologous cycles.
Thus it induces a map of pointed sets f∗ : H1(k,G′)→ H1(k,G). In particular, if G′ ⊂ G is a closed subgroup,
we will call this the inductionmap and denote it by indG
G′ . Furthermore, we have:
Lemma 1.3.21. Let G be a smooth affine algebraic group over k and let g ∈ G(k) be a k-rational point. Let ιg : G→ G
be the conjugation by g (i.e. ιg(h) = g · h · g−1). Then ιg∗ induces the identity on H1(k,G)
Proof. Let c ∈ Z1(Γk,G) be a cocycle; then ιg∗(c) is the cocycle
d : Γ→ G(ks)
σ 7→ g · cσ · g−1 = g · cσ · σ(g−1).
Thus c and d are cohomologous. 
Before we do some concrete computations, let us note the following useful technical lemma:
Lemma 1.3.22. Let A ⊂ B be Γ-groups, then we have a ”long” exact sequence
1→ AΓ → BΓ → (B/A)Γ δ−→ H1(k,A)→ H1(k,B).
Proof. The connecting morphism δ is constructed as follows. Let b ∈ B represent a class b ∈ (B/A)Γ. Then for
each σ ∈ Γ there exists a unique aσ ∈ A such that σ(b) = b · aσ. It is not hard to check that this gives rise to a
cocycle σ 7→ aσ whose class in H1(k,A) is independent of the choice of a representative b for b. For the rest
of the proof see [Se1, VII, Annexe, Prop. 1]. 
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Example 1.3.23. We have already observed that H1(k,Gln) = {∗}. We can also compute H1(k, µℓ) explicitly:
Let ℓ be a prime and char(k) , ℓ. By considering the ”long” exact cohomology sequence associated to the
short exact sequence
1→ µℓ → k×s x7→x
ℓ−−−→ k×s → 1,
and by using Hilbert 90, we obtain H1(k, µℓ)  k×/(k×)ℓ. Furthermore note the following lemma which
follows immediately from the definition of first cohomology sets:
Lemma 1.3.24. Let G,H be smooth affine algebraic groups over k. Then we have a canonical isomorphism of pointed
sets H1(k,G ×H) −→ H1(k,G) ×H1(k,H).
Assume char(k) , 2. Then µ2 is isomorphic to the constant finite group scheme Z/2. Using the
computation and the lemma above, we obtain H1(k, (Z/2)n)  (k×/k×2)n.
Using the results of this section, we can now prove the existence of versal torsors for smooth affine
algebraic groups (the proofs are taken from [GMS, Chapter 5]).
Example 1.3.25. Let G be a smooth affine algebraic group over k0 and choose some closed embedding
G ⊂ GlN (such an embedding always exists; see e.g. [Bo, Prop. 1.10]). Now consider the torsor Q ≔ GlN →
X ≔ GlN/G. Let P→ Spec(k(X)) be the generic fiber of π : Q→ X and let k/k0 be a field extension. By taking
the fiber, every k-rational point x : Spec(k) → X defines a G-torsor Qx → Spec(k). It follows from the long
exact sequence 1.3.22 that the cohomology classes of torsors obtained in this way form exactly the kernel of
the map H1(k,G) → H1(k,GlN). But by Hilbert 90 this means, that every G-torsor T˜ → Spec(k) is obtained
in this way. In other words, if we start with a field extension k/k0 and a G-torsor T → Spec(k), then we can
find a k-rational point x ∈ X(k), such that T = Qx.
To show thatQ is a versal torsor, we only need to prove that if k is infinite, then the set of such k-rational
points is in fact dense in X. So let x ∈ X(k) be one of these. First suppose k = k0 and consider the map
ρx : GlN → X
g 7→ g · x.
We claim that
Lemma 1.3.26. ρx is surjective.
Proof. ρx is obtained after base change along Spec(k)
x−→ X of the map
GlN × X→ X × X
(g, x˜) 7→ (g · x˜, x˜).
On the other hand, pulling back the map just defined along π : Q → X, we conclude by descent that it
suffices to prove surjectivity of
GlN ×Q→ X ×Q
(g, q) 7→ (π(g · q), q).
This is clear, as both maps occuring in the composite GlN ×Q (µ,pr2)−−−−→ Q ×Q (π,idQ)−−−−→ X ×Q are surjective. 
Now let’s continue the proof of the existence of versal torsors. Let U ⊂ X be any non-empty open
subscheme. Then ρ−1x (U) ⊂ GlN is a non-empty open subscheme. Since k is infinite, GlN(k) ⊂ GlN is dense.
Hence there exists g ∈ GlN(k) ∩ ρ−1x (U), i.e. g · x ∈ U. Now we only need to observe that for g ∈ Gln(k),
multiplication by g induces an isomorphism of G-torsors Qx  Qgx.
In the general case, we have a cartesian square
Qk −−−−−→ Qy y
Xk −−−−−→ X.
Any non-empty, open subscheme U ⊂ X induces a non-empy, open subscheme Uk ⊂ Xk. Thus we conclude
by the special case treated above.
This ensures the existence of versal torsors. However, there is another construction which is often nicer
to work with.
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Example 1.3.27. Let G be a smooth affine algebraic group over k0 and choose some closed embedding
G ⊂ GlN. Put V ≔ ANk0 . Assume that there exists a non-empty, open, G-invariant subscheme V′ ⊂ V such
that the categorical quotient X ≔ V′/G exists and V′ → X is a G-torsor. We claim that the generic fiber
P→ Spec(k(X)) of V′ → X is a versal torsor.
Let k ⊃ k0 be infinite and T → Spec(k) be a G-torsor. We first assume k = k0 and let 0 , v ∈ V′(k) be any
k-rational point (which exists, since k is infinite). Now
GlN  k ×k GlN (v,id)−−−→ V × GlN
ρ−→ V
is a G-equivariant dominant morphism. Indeed, GlN(k) acts transitively on V(k) − {0} and each non-
empty, open subscheme of V contains a k-rational point. Let U ⊂ GlN be the preimage of V′ ⊂ V under
this morphism. Then U ⊂ GlN is a non-empty, open, G-invariant subscheme and we have a dominant,
equivariant morphism φ˜ : U → V′. By 1.3.5 and 1.3.7, the quotient U → U/G exists and is a G-torsor.
Furthermore, φ˜ induces a map φ : U/G→ X.
If W ⊂ X is open and non-empty, then so is φ−1(W) ⊂ U/G. By the previous example, there exists a
k-rational point y ∈ φ−1(W)(k) such that π−1
U→U/G(y)→ Spec(k) is isomorphic to the given torsor T → Spec(k).
That is, we have a commutative diagram of cartesian squares
T −−−−−→ U φ˜−−−−−→ V′y y y
Spec(k)
y−−−−−→ U/G φ−−−−−→ X.
Thus V′ → X is indeed versal. As in the previous example, we obtain the general case by substituting in the
above arguments V by Vk, V
′ by V′
k
, etc. and observing that all the arguments given there also hold after
changing the base field.
Remark 1.3.28. Let G be an affine algebraic group over k0 acting set-theoretically freely on a finite type k-
scheme X. Then there exists a dense, open, G-invariant subschemeU ⊂ X such that the categorical quotient
U/G exists and U → U/G is a G-torsor. This follows from [SGA3, V, Thm. 8.1] or its specialization to our
situation as stated in [BF, Prop. 4.7].
In particular, we may use the above example in the case of constant finite group schemes:
Corollary 1.3.29. Let V be a finite dimensional k0-vector space and let G be a constant finite group scheme. Choose
a faithful representation of G on a finite-dimensional k0-vector space V. Then Spec(k(V)) → Spec(k(V)G) is a versal
G-torsor.
Proof. The injection G ⊂ Gln(k0) of abstract groups induces a closed immersion ϕ : G→ Gln. For each g ∈ G,
we can consider the linear subspace {x ∈ V(k) | ϕ(g)(x) = x}. This defines a hyperplane Zg ⊂ V (observe
that the ϕ(g) are defined over k0). Now U ≔ V − ∪g∈GZg ⊂ V is non-empty, open and G-invariant. By
construction the action of G on U is free on the closed points. By 1.2.11 it is then scheme-theoretically free.
Now the claim follows from the previous example and 1.2.20. 
Example 1.3.30. Suppose char(k0) , 2. We have a faithful representation of Z/2 onA1, where the action of
the non-trivial element in Z/2 is given by the linear automorphism
A1 → A1
x 7→ −x.
This induces a faithful representation of G ≔ (Z/2)n onAn. The action of G is free on the G-invariant open
subscheme (Gm)
n ⊂ An. Thus (Gm)n → (Gm)n/G is a G-torsor and taking the fiber over the generic point, we
obtain that Spec(k0(t1, . . . , tn))→ Spec(k0(t21, . . . , t2n)) is a versal G-torsor.
1.3.3 H1 and twisted forms
In the previous section, we saw that classifying all G-torsors over k is equivalent to understanding H1(k,G).
Now we want to recall another characterization of certain cohomology sets in terms of twisted forms. Our
presentation is modeled after the standard sources [Se1, III, §1] and [Se2, X, §2].
We are interested in pairs (V, x), where V is a finite-dimensional k-vector space and x ∈ V⊗p ⊗ (V∨)⊗q 
Homk(V
⊗q,V⊗p). Two such pairs (V, x), (V′, x′) are called k-isomorphic, if there exists an isomorphism f : V →
V′, such that f (x) ≔ f⊗p ⊗ (( f∨)−1)⊗q(x) = x′.
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For K/k a field extension, we can create a new pair (VK, xK) out of (V, x) by defining VK ≔ V ⊗k K and
xK ≔ x⊗ 1 ∈ V⊗p ⊗ (V∨)⊗q ⊗K. As soon as we have fixed some (V, x), we denote by E(K/k) the set of K-forms
of (V, x) up to k-isomorphism. That is, E(K/k) = {(V′, x′) | (V′
K
, x′
K
)  (VK, xK)}/ ∼where (V′, x′) ∼ (V′′, x′′), iff
they are k-isomorphic.
Now we want to study the connection between K-forms and H1. So let K ≔ ks be a separable closure of
k. Denote byA(K) the set of K-automorphisms of (VK, xK) and put Γ ≔ Gal(K/k). Then we have a continuous
left action of Γ on A(K) defined by σ( f ) ≔ σ ◦ f ◦ σ−1 and we can form H1(Γ,A(K)). Now let (V′, x′) ∈ E(K/k)
and let f : VK → V′K be a K-isomorphism; then cσ ≔ f−1 ◦σ( f ) satisfies the cocycle condition and thus defines
a class [c] ∈ H1(Γ,A(K)). It can be checked that this yields a well-defined map θ : E(K/k) → H1(Γ,A(K)).
Now we have the following important theorem:
Theorem 1.3.31. θ is an isomorphism.
Proof. We start by checking injectivity. So let (V′
1
, x′
1
), (V′
2
, x′
2
) be two K-forms inducing the same class in
H1(Γ,A(K)) and let fi : VK → V′i,K be K-isomorphisms for i = 1, 2. Then there exists g ∈ A(K) such that
f−1
1
σ( f1) = ( f2g)−1σ( f2g). Thus f2g f−11 = σ( f2g f
−1
1
) for all σ ∈ Γ. But this means that the isomorphism f2g f−11
is in fact already defined over k. Now we need to show surjectivity.
Let c ∈ Z1(Γ,A(K)) be a 1-cocycle. Since we have A(K) ⊂ Gl(VK), we conclude from 1.3.15 the existence
of f ∈ Gl(VK) with the property cσ = f−1 ◦ σ( f ) for all σ ∈ Γ. Put x′ ≔ f (x). Then we claim that x′ is already
defined over k. Indeed, we have
σ(x′) = σ( f (x))
= σ( f )(σ(x))
= σ( f )(x)
= f ◦ cσ(x)
= f (x).
Thus (V, x′) ∈ E(K/k) and its image under θ is just the cocycle c ∈ Z1(Γ,A(K)). 
Now let us mention two examples that will be treated in greater detail in the following sections.
Example 1.3.32. Let us consider the case, where p = 1, q = 2; i.e. we consider a finite dimensional k-vector
space A and a bilinear mapping µ : A ⊗ A→ A. For instance, if A is a finite-dimensional k-algebra, then we
may take µ to be the multiplication. For K/k an arbitrary field extension, the K-forms of A are precisely the
finite-dimensional k-algebras B, such that B ⊗k K  A ⊗k K (as k-algebras). Indeed, if µK : BK ⊗K BK → BK
satisfies the algebra axioms, then so does µ : B⊗B→ B. In particular, consider the caseA = k×k× . . .×k  kn.
A ks-form of A is called e´tale k-algebra. Clearly, A(ks)  Sn and we conclude from the theorem that H
1(k, Sn)
classifies e´tale k-algebras.
Example 1.3.33. Suppose char(k) , 2. Now consider the case, where p = 0, q = 2; i.e. we consider a finite
dimensional k-vector space V and a bilinear form b : V ⊗ V → k. For instance, if V = kn, we may define b
by b(x, y) =
∑
i xiyi. The K-forms of (k
n, b) are then the spaces (V′, b′) that become isometric to (V, b) over K.
In particular, if K = ks is a separable closure of k, then all quadratic forms of rank n are isomorphic over
ks. Thus E(ks/k) classifies the quadratic forms of rank n over k. Furthermore, we have A(ks)  On(ks) and
conclude that H1(k,On) classifies quadratic forms of rank n over k.
1.3.4 G-torsors and e´tale/Galois algebras
Now we want to obtain a better understanding of Sn-torsors and of G-torsors, where G is a constant finite
group scheme. Wewill see that the first kind is described by e´tale algebras, while the second one is described
by G-Galois algebras. We have met the notion of e´tale algebras already in the previous section. Let us recall
the precise definition:
Definition 1.3.34. A finite dimensional k-algebra L is called e´tale, if L ⊗k ks  kdimk Ls = ks × ks · · · × ks.
One can characterize e´tale algebras as follows:
Lemma 1.3.35. Let L be a finite-dimensional k-algebra. Then the following statements are equivalent:
(i) L is an e´tale k-algebra
(ii) |Homk(L, ks)| = dimkL
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(iii) L  K1 × · · · × Kr, with Ki/k finite separable field extension
Proof. See e.g. [Bou1, V, p. 29-34] 
Let G be a finite abstract group. We want to define the notion of a G-Galois algebra, which is a
generalization of a Galois field extension with Galois group G. Let us first recall the definition from [KMRT,
18.15].
Definition 1.3.36. Let L be an e´tale k-algebra and G be a finite group. If we are given a left action of G on L
by k-automorphisms, then we call L a G-algebra. If in addition |G| = dimk L and the induced right action of
G on Homk(L, ks) (given by ξα ≔ ξ ◦ α) is transitive, then L is called G-Galois algebra.
Our interest in Galois algebras stems from the following proposition:
Proposition 1.3.37. There is a 1− 1 correspondence between G-Galois algebras L/k and G-torsors with base Spec(k).
Proof. Let L be a G-Galois algebra. We want to provide a Gks-equivariant isomorphism Gks
−→ Spec(L)ks .
Since L is an e´tale algebra of dimension |G|, Spec(L)ks is a disjoint union of |G| copies of Spec(ks). Let x0 be
one of these points. We claim that
φ : Gks 
∐
σ∈G
Spec(ks)→ Spec(L)ks
is an isomorphism, where φ is defined on the σ-th copy via σ∗ ◦ x0. Indeed, both sides of the map are sums
of |G| disjoint copies of Spec(ks). For each σ ∈ G, the map φ sends the point Spec(ks) of Gks corresponding to
the element σ isomorphically to one of the points of Spec(L)ks . But since the action of G on Homk(L, ks) was
assumed to be simply transitive, this shows that φ is in fact an isomorphism.
Conversely, suppose X is a G-torsor over k. Since Gks is finite over ks, we conclude by descent that X
is finite over k; thus X = Spec(L) for some finite-dimensional k-algebra L. Since Spec(L) is a ks-form of |G|
distinct points, it is an e´tale algebra of dimension |G|. Specializing the isomorphism Ψ : X × G −→ X × X to
ks-points, we see that G acts simply transitively on Homk(L, ks).
It is clear that these two construction are inverse. 
Let us now consider a particular situation that we will meet later:
Example 1.3.38. Let k be a field, let K/k be an arbitrary field extension and let Ks/K be a separable closure.
Furthermore, let E ⊂ Ks be such that E/k is a finite Galois extension with primitive element α ∈ Ks; we will
denote by f its minimal polynomial over k. Let α = α1, α2, . . . , αn ∈ E be the roots of f and let G ≔ Gal(E/k)
be the Galois group of the extension E/k. Then Spec(E) → Spec(k) is a G-torsor and we can consider its
class [E/k] ∈ H1(k,G). We claim that there exists an injection φ : Gal(K(α)/K) → Gal(E/k) and that [E ⊗k K]
lies in the image of φ∗ = ind
Gal(E/k)
Gal(K(α)/K)
: H1(K,Gal(K(α)/K)) → H1(K,Gal(E/k)). First let us construct φ. Let
σ ∈ Gal(K(α)/K); since E/k is Galois, σ induces an element in Gal(E/k). Then we define φ(σ) to be this
element. It is clear that φ : Gal(K(α)/K)→ Gal(E/k) is a group homomorpism. Furthermore, we have
φ(σ) = idE ⇐⇒ σ(α) = α ⇐⇒ σ = idK(α).
Thus φ is injective.
The class [E/k] ∈ H1(k,G) is represented by the canonical projection c : Γk → Γk/Gal(ks/E)  Gal(E/k)  G.
By base change, we obtain a G-torsor E⊗k K over K. We have seen before that its cocycle class is determined
by c˜ : ΓK → Γk → Gal(E/k). Now we conclude from the commutative diagram
ΓK −−−−−→ Gal(K(α)/K)y φy
Γk −−−−−→ Gal(E/k)
that [E ⊗k K] = [ c˜ ] = indGal(E/k)Gal(K(α)/K)([K(α)/K]).
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1.3.5 On-torsors
In this section we assume char(k) , 2. We want to review again in greater detail the connection between
quadratic forms over k and the elements ofH1(k,On). Furthermore, we will give concrete examples for such
conversions. These will be used in later chapters.
So let us start with a cocycle c ∈ Z1(Γk,On); our goal is to define a quadratic form q of rank n over k,
whose associated cocycle is c. Let us recall how to do this. First put V ≔ kn and define an action of Γk on
Vks ≔ V ⊗k ks by σ ⋆ v = cσ(σ(v)). Let V⋆Γ ≔ {v ∈ Vks | σ ⋆ v = v for all σ ∈ Γk}. Then choose elements
v1, . . . , vn ∈ Vks which form a basis of the k-vector space V⋆Γ (this vector space has dimension n by 1.3.15).
Now let e1, . . . , en be the canonical basis of V = kn and let 1n be the quadratic form defined by 〈1, . . . , 1〉 in
this basis. Let f ∈ Gln(ks) be the map sending v1, . . . , vn to e1, . . . , en and let q f be the quadratic form obtained
from 1n by pulling back along f
−1. Let b ≔ b
1n
be the bilinear form associated to the quadratic form 1n. The
new quadratic form is determined by bq f (ei, e j) = b(vi, v j). Now we have
σ(b(vi, v j)) = b(σ(vi), σ(v j))
= b(c−1σ (vi), c
−1
σ (v j))
= b(vi, v j).
Thus q f is indeed defined over the base field k. Furthermore we compute
f−1 ◦ σ( f )(σ(vi)) = f−1(σ(ei))
= f−1(ei)
= vi.
Using σ(vi) = c−1σ (vi), we conclude that the cocycle associated to f is c.
Example 1.3.39. Consider the homomorphism of algebraic groups over k
(Z/2)2 → O2
e1 7→
(
0 1
1 0
)
, e2 7→
(
0 −1
−1 0
)
.
Let (α, β) ∈ (k×/k×2)2 be a (Z/2)2-torsor over k. Then a basis of V⋆Γ is given by v1 = (
√
α,−√α)T, v2 =
(
√
β,
√
β)T. We obtain that the induced bilinear form is defined by the matrix(
2α 0
0 2β
)
.
Example 1.3.40. Consider
Z/2→ O2
e1 7→
(
0 1
1 0
)
.
Let α ∈ k×/k×2 be a Z/2-torsor. Applying the above example with β = 1, we see that this quadratic form is
defined by (
2α2 0
0 2
)
.
Example 1.3.41. Consider
(Z/2)2 → O2
e1 7→
(
0 1
1 0
)
, e2 7→
(
0 1
1 0
)
.
Let (α, β) ∈ (k×/k×2)2 be a (Z/2)2-torsor over k. Then a basis ofV⋆Γ is given by v1 = (1, 1)T, v2 = (
√
αβ,−√αβ)T.
The induced bilinear form is defined by (
2 0
0 2αβ
)
.
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Another easy and useful lemma is the following
Lemma 1.3.42. Let c : Γ → Om(ks), d : Γ → On(ks) be two cocycles and let qc, qd be the associated quadratic forms.
Then the quadratic form defined by c × d : Γ c×d−−→ Om(ks) ×On(ks)→ Om+n(ks) is qc ⊕ qd.
Proof. Let v1, . . . vn ∈ kns , wn+1, . . . ,wn+m ∈ kms be a basis which is invariant under the ⋆-action defined by c
respectively d. Then certainly v1, . . . , vn,wn+1, . . . ,wn+m ∈ km+ns is a basis which is invariant under the⋆-action
definedwith respect to the cocycle c×d (wherewe embed the v’s using the first n and thew’s using the lastm
coordinates). Let b be the bilinear form on km+ns defined by b(x, y) =
∑
i xiyi. Then we have b(vi, v j) = bc(ei, e j),
b(wi,w j) = bd(ei, e j) and b(wi, v j) = 0. Thus we conclude qc×d  qc ⊕ qd. 
We need yet another computation. Since it is slightly more complicated than the ones we met above, we
first need to introduce some notation.
For any 0 ≤ k ≤ 2n − 1 let k = bn−12n−1 + . . . + b0 be its binary representation. For S ⊂ [0; n − 1] let fS be
the function switching the bits at all positions in S. That is:
fS : [0; 2
n − 1]→ [0; 2n − 1]
bn−12n−1 + . . . + b0 7→
∑
i<S
bi2
i +
∑
i∈S
(1 − bi)2i.
Lemma 1.3.43. Let k be a field, char(k) , 2. Let (ǫ0, . . . , ǫn−1) ∈ (k×/k×2)n be a (Z/2)n-torsor over k. Then
φ : (Z/2)n → S2n∑
s∈S
es 7→ fS
is a group homomorphism and the quadratic form induced by the composite Γk → (Z/2)n → S2n → O2n(ks) is the
general/scaled n-fold Pfister form 〈2n〉 ⊗ 〈〈−ǫ0〉〉 ⊗ 〈〈−ǫ1〉〉 ⊗ . . . ⊗ 〈〈−ǫn−1〉〉.
Proof. To prove that φ is a group homomorphism, we only have to check φ(ei)φ(e j) = φ(e j)φ(ei) (and
φ(ei)φ(ei) = id, but this is clear). But this translates to the observation that it doesn’t matter, if we change
first the i-th bit and then the j-th bit or the other way round.
For 0 ≤ p ≤ 2n − 1, write p = ∑n−1i=0 bi2i. Then define vp ∈ k(√ǫ0, . . . , √ǫn−1)2n to have the components
(vp)ℓ = (−1)
∑
m cmbm
n−1∏
j=0
b j=1
√
ǫ j,
where 0 ≤ ℓ ≤ 2n − 1 and the ci ∈ {0, 1} are determined by ℓ = cn−12n−1 + . . . + c0. We claim that the vp form a
basis of V⋆Γ. First we need to check vp ∈ V⋆Γ. Since in our situation, the cocycle has values in an elementary
abelian 2-group, this means we need to prove cσ(vp) = σ(vp). Let σ ∈ Γ be arbitrary; then we can write
cσ =
∑
i∈S ei for some S ⊂ [0; n− 1]. Let 0 ≤ ℓ ≤ 2n − 1 be arbitrary and write ℓ =
∑
m cm2
m for some cm ∈ {0, 1}.
Then we have
σ((vp)ℓ) = σ
(−1)
∑
m cmbm
n−1∏
j=0
b j=1
√
ǫ j

= (−1)
∑
m<S cmbm+
∑
m∈S(1−cm)bm
n−1∏
j=0
b j=1
√
ǫ j
which is exactly (vp) fS(ℓ). Thus, all the vp are invariant under the ⋆-action. We do not know yet, whether
they form a basis, but this will follow automatically, as soon as we have evaluated b(vp, vq) (here b is the
bilinear form given by b(x, y) =
∑
i xiyi). On the one hand, we have
b(vp, vp) =
∑
0≤u≤2n−1
(vp)u(vp)u
= 2n
n−1∏
j=0
b j=1
ǫ j.
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On the other hand, we claim that b(vp, vq) = 0, if p , q. As soon as this is achieved, the theorem is proven.
So we want to show
∑
0≤u≤2n−1(vq)u(vp)u = 0. Writing p =
∑
i bi2
i, q =
∑
i ci2
i, this is equivalent to∑
0≤u=∑ j d j2 j≤2n−1(−1)
∑
j d j(b j+c j) = 0.
By assumption, there is at least one j0, such that b j0 , c j0 . We canpartition [0; 2
n−1] into [0; 2n−1] = U0 ·∪U1,
where Ui = {u =
∑
j d j2
j | u ∈ [0; 2n − 1], d j0 = i} for i = 0, 1. Then f{ j0} induces a bijection U0 → U1. Now we
have ∑
0≤u=∑ j d j2 j≤2n−1
(−1)
∑
j d j(b j+c j) =
∑
u∈U0
(
(−1)
∑
j, j0
d j(b j+c j) + (−1)(
∑
j, j0
d j(b j+c j))+1
)
= 0.

Remark 1.3.44. This lemma is more useful and more broadly applicable, than it may seem at first. Suppose
we are given a left action of (Z/2)n on [0; 2n − 1]; this induces a map ψ : (Z/2)n → S2n . We claim that if
the action is simply transitive, then ψ is conjugate to the map φ above. To show this, put G := (Z/2)n and
define α ∈ S2n , such that ψ(g)(0) = α(φ(g)(0)) for all g ∈ G; this is well-defined, since both actions are simply
transitive. Now for all g, h ∈ G, we have
ψ(g)(α(φ(h)(0))) = ψ(gh)(0)
= α(φ(g)(φ(h)(0))).
As h traverses G, φ(h)(0) traverses [0; 2n − 1]. Thus, for all g ∈ G we have ψ(g) = α ◦ φ(g) ◦ α−1.
1.4 Z-gradedA1-modules
So far we have described G-torsors in some detail. To study certain invariants associated to them, we
still need to define suitable coefficients, i.e. target spaces for these invariants. In [GMS] mainly Galois
cohomology and Witt rings are used as coefficients. This is unnecessarily restrictive, as most of the results
also hold for Z-gradedA1-modules or more generallyA1-invariant unramified sheaves of abelian groups.
Examples of Z-graded A1-modules include Rost’s cycle modules and (Milnor-)Witt K-theory. In fact, for
us the main motivation to use Z-graded A1-modules instead of cycle modules was to stress that in the
construction of concrete invariants, we do not need transfers.
Starting from this section, a sheaf will alwaysmean a sheaf in theNisnevich topology on Smk0 . Z-graded
A1-modules are introduced in [Mo3] and this article is the source of the current section. Let us first talk
about unramified sheaves, since they are quite easy to define:
Definition 1.4.1 (Unramified Sheaf). Let S be a sheaf of sets in the Nisnevich topology on Smk0 . S is called
unramified, if it satisfies the following two axioms:
(1) For any irreducible X ∈ Smk and any non-empty, open U ⊂ X, the canonical map S(X) → S(U) is
injective.
(2) For any irreducible X ∈ Smk, the inclusion S(X) ⊂
⋂
x∈X(1) S(OX,x) is an equality.
Furthermore recall the notion ofA1-invariance and strongA1-invariance
Definition 1.4.2. Let C be a category and let S : (Smk0)op → C be a presheaf. Then S is calledA1-invariant if
for allX ∈ Smk0 themap S(p) : S(X)→ S(X×A1) induced by the projection p : X×A1 → X is an isomorphism.
Definition 1.4.3. Let M be a sheaf of groups in the Nisnevich topology on Smk0 . M is called strongly
A1-invariant, if for i = 0, 1 the maps
HiNis(X,M)→ HiNis(X ×A1,M)
induced by the projection X ×A1 → X are isomorphisms for all X ∈ Smk0 .
Now let us defineZ-gradedA1-modules. These are functorsM∗ : Fk0 →Ab∗ (i.e. functors with values in
families of abelian groups indexed byZ) that have some extra data and satisfy a certain set of axioms. Before
we can give the precise definition, there is a certain general requirement/conventionwhich needs to be stated
first: We will always assume that there exists a perfect subfield k˜0 ⊂ k0 and a functor M′∗ : Fk˜0 → Ab∗, such
that k0 is of finite type over k˜0 and such that M∗ = M′∗|k0 . That is, for any k ∈ Fk0 we have M∗(k) = M′∗(k). If
k0 ⊂ k is any finite type field extension, we define M∗(k) ≔ M′∗(k). If we say that M∗ is endowed with some
structure, we actually mean that M′∗ is endowed with this kind of structure (over k˜0). If M∗ is supposed to
satisfy a certain axiom, we actually mean thatM′∗ satisfies this axiom.
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Definition 1.4.4. A functor M∗ : Fk0 → Ab∗ is called Z-graded A1-module, if it is endowed with extra
structures as described in (D4) and satisfies the axioms (B0)-(B5) and (HA) stated below.
(D4)(i) For all k ∈ Fk0 , the abelian group M∗(k) has a Z[k×/k×2]-module structure denoted by (u, α) 7→ 〈u〉α ∈
Mn(k), where α ∈Mn(k) and u ∈ k×/k×2. Furthermore, this structure is required to be functorial in Fk0 .
(D4)(ii) For all k ∈ Fk0 , n ∈ Z, we have a map
k× ×Mn−1(k)→Mn(k)
(u, α) 7→ [u]α
which is additive in the second argument. Again this is required to be functorial in Fk0 .
(D4)(iii) For all k ∈ Fk0 , all discrete valuations v of k and all uniformizers π ∈ k× of v, we have graded
epimorphism of degree −1
∂πv : M∗(k)→M∗−1(κ(v)).
We require functoriality in the following sense: Let k, ℓ ∈ Fk0 and k ⊂ ℓ be a field extension. Let v be
a discrete valuation on ℓ, such that v restricts to a discrete valuation w on k and such that v/w has
ramification index 1. Finally let π be a uniformizer of w. Then the following diagram commutes
M∗(k)
∂πw−−−−−→ M∗−1(κ(w))y y
M∗(ℓ)
∂πv−−−−−→ M∗−1(κ(v)).
Remark 1.4.5. To those readers who wonder about the way the axioms are enumerated: Data (D1)-(D3)
and axioms (A1)-(A6) are introduced in [Mo3] to describe unramified Fk0 -sets (with some extra properties).
It is shown in [Mo3, Theorem 2.46] that any Z-graded A1-module is in particular an unramified Fk0-set
satisfying the axioms (A1)-(A6). We will discuss some of those properties later. For a complete definition,
we refer to [Mo3, 2.1, 2.2].
Now, let us state axioms (B0)-(B5)
(B0) For all k ∈ Fk0 , all u, v ∈ k× and all α ∈Mn(k) we have [uv]α = [u]α+ 〈u〉[v]α and [u][v]α = 〈−1〉[v][u]α.
(B1) LetA be an integral domainwhich is smooth over k0; let k be its field of fractions. Then for all α ∈Mn(k)
there is a finite subset S ⊂ Spec(A)(1) such that for all x ∈ Spec(A)(1) \ S and all uniformizers π of x, we
have ∂πx (α) = 0.
(B2) For all k ∈ Fk0 , all discrete valuations v of k, all uniformizers π of v, all units u ∈ O×v and all α ∈ Mn(k)
we have ∂πv ([u]α) = [u]∂
π
v (α) ∈Mn(κ(v)) and ∂πv (〈u〉α) = 〈u〉∂πv (α) ∈Mn−1(κ(v)).
(B3) Let k, ℓ ∈ Fk0 and let k ⊂ ℓ be a field extension. Let v be a discrete valuation on ℓ which restricts to
a discrete valuation w on k. Let e be the ramification index of v/w. Let π ∈ Ov be a uniformizer for v
and ρ ∈ Ow be a uniformizer for w; thus we can write ρ = u · πe for some unit u ∈ O×v . Furthermore let
α ∈ Mn(k). Then we have ∂πv (α|ℓ) = eǫ〈u〉(∂ρw(α))|κ(v) ∈ Mn−1(κ(v)), where for any positive integer n, we
put nǫ ≔
∑n
i=1〈(−1)i−1〉.
(HA)(i) Let k ∈ Fk0 . Then we have a short exact sequence
0→M∗(k)→M∗(k(T))
⊕∂P
(P)−−−→
⊕
P∈(A1
k
)(1)
M∗−1(k[T]/P)→ 0.
Observe that the second map is well-defined by (B1).
(HA)(ii) Let k ∈ Fk0 , α ∈M∗(k). Then we have ∂T(T)([T]α|k(T)) = α.
To state axiom (B4), we need some preliminary discussion. Let k ∈ Fk0 , let v be a discrete valuation
on k and π ∈ Ov a uniformizer. Denote by v[T] the discrete valuation on k(T) determined by the divisor
Gm|κ(v) ⊂ Gm|Ov . Then π is also a uniformizer for v[T]. Suppose M∗ is a functor with data (D4) and which
satisfies axioms (B0)-(B3), (HA). Now consider the following diagram, whose lines are exact by (HA) and
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where the ∂π,P
Q
are defined to be the unique mapsmaking the whole diagram commutative (observe that the
left square commutes by (D4)(iii))
0 −−−−−→ M∗(k) −−−−−→ M∗(k(T))
⊕P∂P(P)−−−−−→ ⊕P∈(A1
k
)(1) M∗−1(k[T]/P) −−−−−→ 0
∂πv
y ∂πv[T]y ⊕P,Q∂π,PQ y
0 −−−−−→ M∗−1(κ(v)) −−−−−→ M∗−1(κ(v)(T))
⊕Q∂Q(Q)−−−−−→ ⊕
Q∈(A1
κ(v)
)(1)
M∗−2(κ(v)[T]/Q) −−−−−→ 0.
Then axiom (B4) can be expressed as follows:
(B4)(i) If the closed point Q ∈ A1κ(v) ⊂ A1Ov does not lie in the divisor DP ⊂ A1Ov with generic point P ∈ A1k ⊂
A1Ov , then ∂
π,P
Q
is zero.
(B4)(ii) If P ∈ Ov[T], is primitive and Q is in the divisor DP and if ODP ,Q is a discrete valuation ring with
uniformizer π, then we have
∂π,P
Q
= −
〈
− P
′
Q′
〉
∂Q
(Q)
: M∗(k[T]/P)→M∗−1(κ(v)[T]/Q),
where P′,Q′ are the derivatives of P,Q.
To state axiom (B5), there is again a little bit of preparatory work to be done. Let M∗ be a functor
satisfying all the previous axioms. Let k ∈ Fk0 and let v be a discrete valuation on k. Let π be a uniformizer
of v. Then define M∗(Ov) ≔ ker(∂πv : M∗(k) → M∗−1(κ(v))). In fact, this does not depend on the choice of π
(this follows from (B3) in the case k = ℓ). For X ∈ Smk0 irreducible put M∗(X) ≔ ∩x∈X(1)M∗(OX,x). Define
H1x(X;M∗) ≔ M∗(k(X))/M∗(OX,x). Now let X ∈ Sm′k0 be irreducible, local (i.e. the Spec of a local ring) and
2-dimensional. Let z ∈ X be its closed point and let K be its function field. From the definitions and from
(B1) it follows that we have a canonical exact sequence
0→M∗(X)→ M∗(K)→
⊕
y∈X(1)
H1y(X,M∗).
Now let y0 ∈ X(1) be such that y0 is smooth over k0 and consider the morphism
M∗(K)/M∗(X)→
⊕
y∈X(1),y,y0
H1y(X,M∗). (1.4.1)
From the exact sequence above, we see that the kernel of this map injects into H1y0(X,M∗). Furthermore,
observe that the map ∂πv induces an isomorphism H
1
y0(X,M∗)  M∗−1(κ(y0)). With these preliminaries, the
formulation of axiom (B5) (which is only required to hold forM∗|k0(t)) is quite short:
(B5) The kernel of (1.4.1) is equal toM∗−1(Oy0,z) ⊂M∗−1(κ(y0)).
This is the complete set of axioms. Here are some examples of such modules:
Example 1.4.6. By [Mo3, Remark 2.50] any cyclemodule in the sense of Rost defines aZ-gradedA1-module.
In particular (mod n) Milnor K-theory and Galois cohomology areZ-gradedA1-modules.
Example 1.4.7. Let char(k0) , 2. Let k ∈ Fk0 and let WGr(k) be the Witt-Grothendieck ring of k. As an abelian
group, this is the Grothendieck ring of the monoid of isomorphism classes of non-singular quadratic forms
over k. The multiplication on WGr(k) is induced by the tensor product. The Witt ring W(k) is the quotient
of WGr(k) by the ideal generated by the hyperbolic plane, i.e. the quadratic form which diagonalizes to
〈1,−1〉. There is a well defined map rk : W(k) → Z/2 which is determined by sending a non-degenerate
quadratic form to the parity of its rank. Let I(k) ⊂W(k) be the kernel of this map and let In(k) ⊂W(k) be the
n-th power of the ideal I(k). It can be shown that In(k) is additively generated by the n-fold Pfister forms
〈〈α1, . . . , αn〉〉 ≔ 〈1,−α1〉 ⊗ · · · ⊗ 〈1,−αn〉, where αi ∈ k× (see [Lam, 10, Prop 1.2]). Then I∗(k) (and thus also
I∗(k)/I∗+1(k)) is a Z-gradedA1-module (where Id(k) ≔W(k) for d ≤ 0). See e.g. [Mo3, Example 3.34].
By [Mo3, Theorem 2.46], any such functor M∗ induces an unramified sheaf of abelian groups satisfying
(A1)-(A6). Let k ∈ Fk0 , v be a discrete valuation on k and π a uniformizer for v; then the specialization map
(which is part of the structure of an Fk0-unramified sheaf of sets) is defined by
sv : M∗(Ov)→M∗(κ(v))
α 7→ ∂πv ([π]α).
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(One can show that this is in fact independent of the choice of the uniformizer π). In particular,M∗ has the
following properties
- M∗ defines anA1-invariant sheaf of abelian groups: For anyX ∈ Smk0 themapπ∗ : M∗(X)→M∗(X×A1)
induced by the projection is an isomorphism.
(A1) Let i : k ⊂ ℓ be a separable field extension in Fk0 . Let v be a discrete valuation on ℓ which restricts to a
discrete valuationw on k such that v/w has ramification index 1. Then the mapM∗(k)→M∗(ℓ) induces
a morphism M∗(Ow)→M∗(Ov) and the following diagram is commutative:
M∗(Ow) −−−−−→ M∗(Ov)y⋂ y⋂
M∗(k) −−−−−→ M∗(ℓ).
Moreover, if the induced map κ(w)→ κ(v) is an isomorphism, then the square is cartesian.
(A3)(i) Let k ⊂ ℓ be a separable field extension in Fk0 . Let v be a discrete valuation on ℓ which restricts to a
discrete valuation w on k. Suppose that the ramification index of v/w is 1. If furthermore both κ(v)
and κ(w) are separable over k0, then we have a commutative diagram
M∗(Ow) −−−−−→ M∗(Ov)
sw
y svy
M∗(κ(w)) −−−−−→ M∗(κ(v)).
(A3)(ii) Let k ⊂ ℓ be a field extension in Fk0 . Let v be a discrete valuation on ℓ which is trivial on k. Then the
image ofM∗(k)→M∗(ℓ) is contained inM∗(Ov).
(A3)(iii) If moreover κ(v) is separable over k, then the composition M∗(k)→ M∗(Ov) sv−→ M(κ(v)) is in fact equal
to the map induced by the inclusion k ⊂ κ(v).
Remark 1.4.8. Due to our convention at the beginning of this section, the separability of κ(v)/k0 and κ(w)/k0
can be ignored when working with Z-gradedA1-modules.
Let us compute an easy example which we will meet again later:
Example 1.4.9. Let R be a smooth, connected, finite type k0-algebra and r1, . . . , rn ∈ R pairwise distinct; put
Pi ≔ T − ri ∈ R[T]. Then we have isomorphisms
M∗(D(P1 · · ·Pn)) M∗(R) ⊕
n⊕
k=1
[Pk]M∗−1(R) M∗(R) ⊕
n⊕
k=1
M∗−1(R).
Proof. Observe that we have an exact sequence
0→M∗(R[T])→M∗(D(P1 · · ·Pn))
⊕k∂Pk(Pk )−−−−→
n⊕
k=1
M∗−1(R),
wherewe use (B4)(ii), to see that the image of ∂Pk
(Pk)
: M∗(D(P1 · · ·Pn))→M∗−1(Quot(R)) is contained inM∗−1(R).
It follows from (B2), (A3)(ii) and (A3)(iii) that we can construct a section of the last map. Namely, it is given
by
n⊕
k=1
M∗−1(R)→M∗(D(P1 · · ·Pn))
(yi)1≤k≤n 7→
n∑
i=1
[Pi] · yi.
Thus we have
M∗(D(P1 · · ·Pn)) M∗(R[T]) ⊕
n⊕
k=1
[Pk]M∗−1(R) M∗(R[T]) ⊕
n⊕
k=1
M∗−1(R).
Now homotopy invariance proves the claim. 
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Recall the notion of an elementaryA1-homotopy: An elementaryA1-homotopy between twomorphism
f , g : X→ Y is a mapH : A1 ×X→ Y, such thatH ◦ ι0 = f andH ◦ ι1 = g (here ι0/1 : X→ X×A1 are the maps
induced by base change from the inclusion of the rational points 0, 1 inA1). If S is anA1-invariant sheaf of
sets, then the induced maps f ∗, g∗ : S(Y) → S(X) are equal; in fact, they both agree with (π∗)−1 ◦ H∗, where
π : X ×A1 → X is the projection.
Example 1.4.10. Let p : E → B be a vector bundle. Then for everyA1-invariant sheaf of sets S the induced
map p∗ : S(B) → S(E) is an isomorphism. To prove this, let s : B → E be the zero section. It suffices to show
that s ◦ p is elementaryA1-homotopic to idE. If the vector bundle is trivial, we can define a homotopy
H : A1 × (B ×An)→ (B ×An)
(t, (b, v)) 7→ (b, t · v),
such that H ◦ ι0 = s ◦ p and H ◦ ι1 = idE. In the general case, we cover B by open subschemes ∪iUi = B, such
that p−1(Ui)  Ui ×Ani and such that the transition maps are linear. Then we may define homotopies as
above on each p−1(Ui) and the linearity of the transition maps ensures that these glue to give the required
homotopyA1 × E→ E.
For the computations of invariants of finite reflection groups it is convenient to further specialize the
coefficients as follows:
Definition 1.4.11. Let M∗ be a Z-graded A1-module. By abuse of terminology, we say that M∗ has a
KM/2-module structure, if the following holds:
• For all k ∈ Fk0 , all u ∈ k×/k×2 and all α ∈M∗(k) we have 〈u〉α = α.
• The map [−] : Z[k×] ×Mn−1(k) → Mn(k) induces a KM(k)/2-module structure on M∗(k) in the usual
sense.
For instance all 2-torsion cycle modules satisfy the above definition.
Remark 1.4.12. In the same spirit, we can make the following definition (where KW denotes Witt K-theory;
see for instance [Mo1, De´f. 3.1]):
Definition 1.4.13. Let M∗ be a Z-graded A1-module. Again by abuse of terminology, we say that M∗ has a
KW-module structure, ifM∗ is a KW-module in the usual sense (i.e. eachM∗(k) is a KW(k)-module and this is
functorial with respect to Fk0) satisfying the following properties:
• For u ∈ k×/k×2 define the element 〈u〉 ≔ 1 − η{u} ∈ KW0 (k). Let m ∈ M∗(k). On the one hand, we can
form 〈u〉 · m using the KW-module structure; on the other hand, we can consider the element 〈u〉 · m
obtained from theZ-gradedA1-module structure. Then we require that these two elements coincide.
• For u ∈ k× we can form the element [u] = −{u} ∈ KW
1
(k). Let m ∈M∗(k). On the one hand, we can form
[u] ·m using the KW-module structure; on the other hand we can consider the element [u] ·m obtained
from the Z-gradedA1-module structure. Again we require that these two elements coincide.
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2 Invariants
2.1 Invariants
After the recollections onG-torsors and onZ-gradedA1-modules in the first chapter, we can now introduce
the definition of invariants. Let us first begin with the most general version:
Definition 2.1.1. Let F : Fk0 → Set and E : Fk0 → Ab be functors. Any natural transformation between F
and E will be called an invariant of F with values in E (where we consider E as having values in Set). The
set (Fk0 is essentially small!) of such natural transformations will be denoted by Invk0(F,E) (or just Inv(F,E)
in sloppy notation). In concrete terms, to give an invariant a is the same as to give for each k ∈ Fk0 a map of
sets ak : F(k)→ E(k) such that for every field extension k ⊂ ℓ in Fk0 we have a commutative diagram
F(ℓ)
aℓ−−−−−→ E(ℓ)x x
F(k)
ak−−−−−→ E(k).
If E∗ is a functor that takes values in Ab∗ (i.e. families of abelian groups indexed by Z), then we obtain a
family {Invk0(F,En)}n∈Z. We will also write Inv∗k0(F,E) for Invk0(F,E∗).
Caution 2.1.2. We want to stress that by Invk0(F,E∗) we really do notmean Invk0(F,
⊕
n∈Z En) but the family{Invk0(F,En)}n∈Z. Occasionally, we take sums of elements of different degrees. We then always want these
elements to live in Invtot
k0
(F,E) ≔
⊕
n∈Z Invk0(F,En). In particular, we want this convention to be true, when
E∗ =M∗ is a Z-gradedA1-module.
Example 2.1.3. The category Fk0 has the initial object k0. Thus, if we choose e ∈ E(k0), we obtain a constant
invariant e which is defined by taking ek : F(k)→ E(k) to be the unique map sending the entire source to the
element E(inclk0⊂k)(e). Suppose that the functor F comes with a base-point ∗ ∈ F(k0). Then we denote by
Invnorm(F,E) the subset of those a ∈ Inv(F,E) such that ak0(∗) = 0. The inclusion of the constant invariants
E(k0) ⊂ Inv(F,E) then induces a splitting Inv(F,E)  E(k0) ⊕ Invnorm(F,E).
In order to be able to derive interesting result, let us consider more concrete situations. For the rest of
this subsection, we will assume G to be a smooth affine algebraic group over k0.
Example 2.1.4. LetM be an unramified sheaf of abelian groups. Now we may consider the functor
H1(−,G) : Fk0 → Set
k 7→ H1(k,G).
We write Invk0(G,M) for Invk0(H
1(−,G),M).
A morphism f : G → H of smooth affine algebraic groups over k0 induces for each k ∈ Fk0 a map
f∗ : H1(k,G)→ H1(k,H). To be more precise, we should call this map ( f∗)k, but in fact the ( f∗)k form a natural
transformation of functors from Fk0 to Set and therefore we will primarily use the shorter notation. For
a ∈ Invk0(H,M) we can define a new invariant f ∗(a) ∈ Invk0(G,M) by ( f ∗(a))k ≔ ak ◦ ( f∗)k. If G ⊂ H is a closed
immersion of smooth affine algebraic groups, then we call (inclG⊂H)∗(a) = a ◦ indHG the restriction of a to G and
denote it by resG
H
(a).
1.3.21 yields the following:
Proposition 2.1.5. Let g ∈ G(k0) be a k0-rational point. Let ιg : G→ G be the conjugation by g (i.e. ιg(h) = g ·h ·g−1).
Then ι∗g induces the identity on Invk0(G,M).
Example 2.1.6. Let char(k) , 2. Another interesting example (which for n ≥ 4 is not of the type H1(−;G)) is
the functor F : k 7→ In(k), where In(k) is the n-th power of the fundamental ideal I(k) ⊂ W(k). It follows from
the Milnor conjecture that one can define an element en ∈ Invn(In,KM/2) determined by
en : I
n(k)→ KMn (k)/2
〈〈α1〉〉 ⊗ . . . ⊗ 〈〈αn〉〉 7→
n∏
i=1
{αi}.
This is proven in [OVV, Theorem 4.1].
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In the previous sections, we have learned how to construct versal torsors; however, the purpose of this
notion remained a mystery. Now we want to prove that cohomological invariants are in fact determined
by their value at a versal torsor. That is, if T is a versal G-torsor over a field k andM is an unramified sheaf
of abelian groups, then the map Invk0(G,M)→ M(k) given by evaluation at T is injective. We will prove this
in 2.1.11. Most of the material covered in the rest of this section is a reformulation of [GMS, §11, §12] using
unramified sheaves of abelian groups instead of Galois cohomology as coefficients. The formulation of the
crucial [GMS, Proposition 11.1] is slightly inappropriate when using these coefficients. I want to thank Prof.
Morel for explaining to me, how to adapt it.
Theorem 2.1.7. Let M be an unramified sheaf of abelian groups and let a ∈ Invk0(G,M). Let K ∈ Fk0 and let v be
a discrete valuation on K. Suppose that the residue field κ(v) is separable over k0. Then the image of the following
composition lies in fact in M(Ov):
H1(Ov,G)→ H1(K,G) aK−→M(K).
Furthermore, the image of any torsor T ∈ H1(Ov,G) under the composition
H1(Ov,G) aK◦(inclOv⊂K)∗−−−−−−−−−→M(Ov) sv−→M(κ(v))
is aκ(v)(Tκ(v)).
Remark 2.1.8. We should say a word on H1(X,G), if X is not necessarily the spectrum of a field. For
our purposes, it will be sufficient to define this as the set of isomorphism classes of G-torsors over X. In
[Mi, III, Corollary 4.7, Theorem 4.3] it is shown that this set is in fact isomorphic to the first non-abelian
Cˇech-cohomology set with coefficients in G with respect to the fppf-topology.
Proof. Let T ∈ H1(Ov,G) be arbitrary and assume first that k0 ⊂ κ(v) is finite separable and that κ(v) is Ov-
liftable with respect to T. By this, we mean that there exists a map ι : κ(v)→ Ov such that κ(v) ι−→ Ov p−→ κ(v)
is the identity and such that the induced map H1(Ov,G) p∗−→ H1(κ(v),G) ι∗−→ H1(Ov,G) is the identity on T.
Now consider the following diagram
H1(Ov,G)
(inclOv⊂K)∗
//
p∗
&&◆
◆◆
◆◆
◆◆
◆◆
◆
H1(K,G)
aK // M(K)
H1(κ(v),G)
(inclOv⊂K◦ι)∗
OO
aκ(v)
// M(κ(v)).
OO
The square is commutative, since a is an invariant. The triangle may not be commutative, but certainly the
images of the torsor T are compatible by assumption. Now we can conclude from κ(v)
ι⊂ Ov that v is trivial
on κ(v). Thus the image ofM(κ(v))→M(K) lies in M(Ov) by (A3)(ii).
For the second assertion, we can use the commutative diagram
H1(Ov,G)
aK◦(inclOv⊂K)∗ // M(Ov) sv // M(κ(v)).
H1(κ(v),G)
ι∗
OO
aκ(v)
// M(κ(v))
OO
id
66♠♠♠♠♠♠♠♠♠♠♠♠♠
Observe that the first map in the upper row is well-defined by what we have just proved. Again the middle
square commutes, because a is an invariant and the right triangle commutes by (A3)(iii). The second claim
now follows from our assumption ι∗(Tκ(v)) = T.
Now let us drop the assumption that κ(v) is Ov-liftable (but still assume that k0 ⊂ κ(v) is finite). Let
Ohv be the Henselization of Ov. Since Ohv is Henselian and k0 ⊂ κ(v) is finite and separable, we can find
ι : κ(v)→ Ohv, such that κ(v) ι−→ Ohv
p−→ κ(v) is the identity. Furthermore, we conclude from [SGA3, Exp. XXIV,
Prop. 8.1.(iii)] that the induced map p∗ : H1(Ohv,G) → H1(κ(v),G) is an isomorphism. Since H1(κ(v),G) ι∗−→
H1(Ohv,G)
p∗−→ H1(κ(v),G) is the identity, we conclude that H1(Ohv,G)
p∗−→ H1(κ(v),G) ι∗−→ H1(Ohv,G) is also just
the identity. By convention, the valuation v is a geometric one, i.e. we can find X ∈ Smk0 and x ∈ X(1) such
that Ov  OX,x. Then Spec(Ohv) can be written as the inverse limit over a left filtering system of smooth
irreducible Nisnevich neighbourhoods of x such that all the transition maps are affine. Observe that by the
definition of the Nisnevich topology, the transition maps are all e´tale. By the results of [EGA IV, §8] we can
find Y ∈ Smk0 , y ∈ Y(1) and amap f : Y→ Xwith f (y) = x such thatY is a Nisnevich neighbourhood of xwith
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the property that κ(v)  κ(y)  κ(x) isOY,y-liftable with respect to T′ ≔ T×Spec(Ov) Spec(OY,y). More precisely,
the reasoning is as follows: As κ(v) is a finite field extension of k0, the embedding ι : κ(v) → Ohv factors
already as κ(v)→ O
Y˜
(Y˜)→ Ohv for some smooth affine irreducible Nisnevich neighbourhood Y˜ of x. Denote
by T′′ the pull-back of T ×Spec(Ov) Y˜ → Y˜ along the morphism Y˜
ι∗−→ Spec(κ(v)) p
∗
−→ Y˜. Then the canonical
map from the pull-back of T → Spec(Ov) along Spec(Ohv) ι
∗−→ Spec(κ(v)) p
∗
−→ Spec(Ov) to T ×Spec(Ov) Spec(Ohv) is
the projective limit of T′′ ×
Y˜
Z → (T ×Spec(Ov) Y˜) ×Y˜ Z, where Z is an element of the left-filtering system of
smooth affine irreducible Nisnevich neighborhoods of x that factor through Y˜; we observed above that this
projective limit is an isomorphism. Thus, by [EGA IV, Cor. 8.8.25], there exists a Nisnevich neighbourhood
Y of x with the desired properties. Now let L be the quotient field of OY,y. Then we have a commutative
diagram
H1(Ov,G) //

H1(K,G)
aK //

M(K)

H1(OY,y,G) // H1(L,G) aL // M(L).
If we apply the previous discussion to T′, we see that the image of T ∈ H1(Ov,G) under the above diagram
is contained in M(OY,y) ⊂ M(L). Now observe that K ⊂ L is separable, that Ov ⊂ OY,y has ramification index
1 and that κ(v)  κ(y). Thus we may apply (A1) and conclude that the image of T under the upper line is
contained inM(Ov). For the second assertion, we use the diagram
H1(Ov,G)
aK◦(inclOv⊂K)∗
//

M(OX,x) sv //

M(κ(x))
=

H1(OY,y,G) //
aL◦(inclOY,y⊂L)∗
// M(OY,y)
sy
// M(κ(y)),
where the last square commutes by (A3)(i).
Finally, let us do the general case. Let n be the transcendence degree of the field extension k0 ⊂ κ(v) and
choose t1, . . . , tn ∈ O×v whose images in κ(v) form a separating transcendence basis of κ(v)/k0. Then we have
k0(t1, . . . , tn) ⊂ Ov and the hypotheses of the theorem are still valid, if we replace k0 by k0(t1, . . . , tn). 
Remark 2.1.9. In the proof, it was crucial to know that the projection Ohv → κ(v) induces an isomorphism
H1(Ohv,G)→ H1(κ(v),G). Presheaves with this property are also called rigid.
Proposition 2.1.10. Let X ∈ Smk0 be irreducible and let T be a G-torsor over X. Let η ∈ X be the generic point and
let x ∈ X be a point whose residue field κ(x) is separable over k0. Let M be an unramified sheaf of abelian groups.
Furthermore, let a ∈ Invk0(G,M) . Then ak(X)(Tη) = 0 implies aκ(x)(Tx) = 0.
Proof. We prove the theorem by induction on the codimension of {x}. If the codimension is 0, then the claim
is trivial. If the codimension is 1, we conclude from 2.1.7 that 0 = sx(ak(X)(Tk(X))) = aκ(x)(Tκ(x)).
So now let x ∈ X be of arbitrary codimension. Put A = OX,x and let m = mx be the maximal ideal of A.
Writem = (t1, . . . , tn), where n = dim(A) and the ti form a regular system of parameters. After replacingX by
some open neighbourhood of x, we can assume that there exist closed irreducible subschemes Xi ⊂ X with
generic points xi, such that OXi ,x  A/(t1, . . . , ti) (in particular Xn = {x}). Since the ti form a regular sequence
and since κ(x)/k is separable, the point x is a smooth point of each Xi. But now the smooth locus is open;
thus after further shrinking the open neighbourhood around x, we may assume that all the Xi are in fact
smooth and of codimension i. Now we can argue as follows. By the codimension 1 case, we conclude that
aκ(x1)(Tκ(x1)) = 0 (observe that κ(x1)/k is separable, since X1 is smooth). Applying induction to x ∈ X1, this
yields aκ(x)(Tκ(x)) = 0. 
Theorem 2.1.11. Let M be an unramified sheaf of abelian groups. Let P ∈ H1(K,G) be a versal torsor and
a, b ∈ Invk0(G,M) be such that a(P) = b(P). Then a = b.
Proof. Clearly, we may assume b = 0. In other words, we want to show that a(P) = 0 implies a(T) = 0 for all
k ∈ Fk0 and all T ∈ H1(k,G). Suppose first that k is infinite. Let π : Q → X be as in the definition of a versal
torsor. Then there exists x ∈ X(k) such that T = Qx. We have Qη = P and aK(P) = 0. Thus we may apply the
previous proposition and conclude ak(Qx) = 0.
It remains to consider the case, where k is finite. By base change, T defines a torsor Tt ∈ H1(k(t),G). From
what we have just shown, we conclude ak(t)(Tt) = 0. Let v be the discrete valuation on k(t) defined by t. From
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(A3)(iii) we conclude that M(k) → M(k[t]) st−→ M(k) is the identity. In particular, M(k) → M(k(t)) is injective
and we obtain ak(T) = 0. 
In the following, we will often need to assume that a sheaf satisfies a convention similar to the one
expressed at the beginning of 1.4. To be more precise:
Definition 2.1.12 (Convention (C)). Let M be a sheaf in the Nisnevich topology on Smk0 . We say that M
satisfies convention (C) if the following holds: There exists a perfect base field k˜0 such that k0 is a finite type
field extension of k˜0 and such thatM is induced by a Nisnevich sheafM
′ on Sm
k˜0
(i.e. M′(X) = M(X) for all
X ∈ Smk0). If X is a scheme over k0 such that X ∈ Smk˜0 , we will writeM(X) where we actually meanM′(X).
This being said, we have:
Corollary 2.1.13. LetM be a unramified sheaf of abelian groups satisfying convention (C). Let Y ∈ Smk0 be irreducible
and let T → Y be aG-torsor over Y. Let η = Spec(K) be the generic point of Y. Let a ∈ Inv(G,M). Then aK(Tη) ∈M(Y).
Proof. If we consider Y as an element of Sm
k˜0
, then for all points y ∈ Y(1) the field extension k˜0 ⊂ κ(y) is
separable. We then conclude by applying 2.1.7 and recalling the definition M(Y) = ∩y∈Y(1)M(OY,y). 
Weend this sectionwith auseful technical proposition concerning the invariants of a productG×H, where
G,H are smooth linear algebraic groups. But first, it is convenient to introduce an abuse of terminology:
Definition 2.1.14 (FreeM-module). Let R be a commutative ring andM ⊂ N be R-modules. Let I be a finite
index set and let {ri}i∈I ⊂ R. We say that N is a free M-module with basis {ri}i∈I, if the map⊕
i∈I
M→ N
(mi)i∈I 7→
∑
i∈I
rimi
is an isomorphism.
If R = R∗ is graded and M = M∗ ⊂ N = N∗ are graded R∗-modules, then we say N∗ is a free M∗-module,
provided the following holds: There exists a finite index set I and homogeneous elements {ri}i∈I ⊂ R∗ such
that ⊕
i∈I
M∗−|ri| → N∗
(mi)i∈I 7→
∑
i∈I
rimi
is an isomorphism.
Example 2.1.15. We will meet this notion quite frequently in the following context: R = Inv∗(G,KW) or
R = Inv∗(G,KM/2);M =M∗(k0), whereM∗ is aZ-gradedA1-module with KW (resp. KM/2)-module structure
and N = Inv∗(G,M).
Here is the proposition:
Proposition 2.1.16. Let G,H be smooth affine algebraic groups and let M∗ be a Z-graded A1-module with KM/2-
module structure. Furthermore, suppose that there exist homogeneous elements {gi}i∈I ⊂ Inv∗k0(G,KM/2) such that for
every k ∈ Fk0 , Inv∗k(G,M) is a free M∗(k)-module with basis {gi}i∈I (or rather the restriction of the gi to Inv∗k(G,KM/2)).
Then the map
Invtotk0 (G,K
M/2) ⊗KM(k0)/2 Invtotk0 (H,M)→ Invtotk0 (G ×H,M)
x ⊗ y 7→ x · y
is an isomorphism.
Proof. First let us show injectivity. Let a =
∑
i gi ⊗ hi be an arbitrary element such that for all k ∈ Fk0 ,
all x ∈ H1(k,G) and all y ∈ H1(k,H) we have a(x, y) = 0; we want to show that all the hi are 0. So let
k ∈ Fk0 and y ∈ H1(k,H) be arbitrary. Then by assumption, for all ℓ ∈ Fk and all x ∈ H1(ℓ,G) we have∑
gi(x) · inclk⊂ℓ(hi(y)) = 0. This means that the invariant a˜ ∈ Inv∗k(G,M) defined by
a˜ℓ(x) ≔
∑
i
gi(x) · inclk⊂ℓ(hi(y))
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is 0. By our hypothesis on the gi, we conclude that all the hi(y) are 0.
Now let’s turn to surjectivity. Let a ∈ Inv∗
k0
(G×H,M) be an arbitrary invariant. Let k ∈ Fk0 and y ∈ H1(k,H)
be arbitrary. Then we can define an invariant ay ∈ Inv∗k(G,M) as follows. For ℓ ∈ Fk and x ∈ H1(ℓ,G) put
ay,ℓ(x) ≔ aℓ(x, y). By assumption, we can find unique mi,y ∈ M∗(k), such that ay =
∑
i gi · mi,y. Uniqueness
then implies that the maps y 7→ mi,y define elements hi ∈ Inv∗k0(H,M). But now
∑
i gi ⊗ hi maps to a. 
2.2 Totaro’s theorem
Let G be a smooth affine algebraic group over a field k. It follows from 2.1.13 and 2.1.11 that the evaluation
at a versal torsor P → Spec(K) induces an injection Inv(G,M)→ M(X) (with X as in the definition of versal
torsor). Totaro proved in [GMS, Appendix C] that in some favorable cases this evaluation map is in fact
an isomorphism. Before we can state and prove his theorem, there are some chores to be done. Let us first
introduce a linguistic convenience: For X a finite type k-scheme endowed with a G-action, we say that X/G
exists as G-torsor, if there is a finite type k-scheme Y such that X→ Y is a G-torsor (by 1.3.12 this implies that
the categorical quotient X/G exists and Y  X/G).
Lemma2.2.1. Let G be a smooth affine algebraic group over a field k. Let E→ Spec(k) be a G-torsor and ρ : An
k
×kG→
An
k
be a linear action. Then (E ×k Ank )/G exists as G-torsor.
Sketch of proof. First observe that E ×k Ank → E is affine. To define a candidate for (E ×k Ank )/G, we first
recall from descent theory (e.g. [Mi, I, Theorem 2.23]) what we need to do in order to define a scheme Z
together with an affine morphism π : Z→ E/G. To give such data is equivalent to defining a scheme Z′ and
an affine morphism α : Z′ → E plus an isomorphism φ : Z′ ×E (E ×E/G E) → (E ×E/G E) ×E Z′ (isomorphism
over E ×E/G E) satisfying a certain cocycle condition. Since E → E/G is a G-torsor, we have a G-equivariant
isomorphism E ×k G  E ×E/G E. Thus to define the isomorphism φ, we only need to find a morphism ρ˜
making the following diagram commutative and cartesian
Z′ ×k G ρ˜−−−−−→ Z′
α×id
y αy
E ×k G
ρ−−−−−→ E.
Now, if ρ˜ is an actionofGonZ′making the abovediagramcommutative, then this diagramwill automatically
be cartesian. Furthermore one can also check that the relations imposed by a group action imply that the
cocycle condition holds.
Of course we apply the above discussion to the case, where Z′ = E×kAnk and ρ˜ : E×kAnk ×k G→ E×kAnk
is the diagonal action. From descent theory, we then obtain a cartesian square
E ×k Ank −−−−−→ Z
pr1
y y
E −−−−−→ E/G.
In particular, E ×k Ank → Z is faithfully flat and of finite type. Furthermore, (E ×k Ank ) ×k G → (E ×k Ank ) ×Z
(E ×k Ank ) is obtained from E ×k G → E ×E/G E by pulling back along Z → E/G. Hence it is an isomorphism
and E ×k Ank → Z is a G-torsor. 
Lemma 2.2.2. Let G be a smooth affine algebraic group over k. Let E → Spec(k) be a G-torsor over Spec(k) and let
ρ : An
k
×k G→ Ank be a linear action. Then (E ×k Ank )/G→ Spec(k) is a vector bundle.
Sketch of proof. It follows from an elaborate version of Hilbert’s Theorem 90 that any rank n vector bundle
in the fppf-topology is also a vector bundle in the Zariski topology (see e.g. [Mi, III, Prop. 4.9]; strangely
enough it is stated only for line bundles, although the proof also works perfectly well in the general case).
Furthermore we have an isomorphism φ : E ×k Ank
−→ ((E ×k Ank )/G) ×E/G E over E. Thus we only need to
check that the transition map is linear; this means the following: pr∗
1
(φ), pr∗
2
(φ) yield two isomorphisms of
schemes over E ×E/G E; we want to show that
pr∗1(φ)
−1 ◦ pr∗2(φ) : Ank ×k (E ×E/G E)→ (E ×E/G E) ×k Ank
is linear over the base E ×E/G E. The base is isomorphic to E ×k G and it can be checked that the resulting
map
pr∗1(φ)
−1 ◦ pr∗2(φ) : Ank ×k (E ×k G)→ (E ×k G) ×k Ank
is given by (v, x, g) 7→ (x, g, v · ρ(g)−1). Since the action ρwas assumed to be linear, this proves the claim. 
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Now we can prove Totaro’s geometric description of Invk0(G,M):
Theorem 2.2.3. Let M be an unramifiedA1-invariant sheaf of abelian groups over k0 satisfying convention (C). Let
G be a smooth affine algebraic group over k0, let V  A
n be a finite dimensional k0-vector space and let ρ : V×G→ V
be a linear action of G on V. Furthermore, let U ⊂ V be an open, G-invariant subscheme such that codimV(V−U) ≥ 2
and such that U/G exists as G-torsor. Then there is an isomorphism
Invk0(G,M)
−→M(U/G) ⊂M(k(U/G))
defined by the evaluation of an invariant at the versal torsor Uη → Spec(k(U/G)).
Proof. For the sake of brevity, in this proof, we will use the following notation: Suppose the affine algebraic
group G acts on X and on Y; then it acts diagonally on X × Y and we will denote by X ×G Y the categorical
quotient (X × Y)/G (provided it exists).
Put K ≔ k(U/G) and let a ∈ Inv(G,M). Then the claim aK(Uη) ∈ M(U/G) is just 2.1.13 and the evaluation
map Invk0(G,M)→M(K) is injective by 2.1.11. It remains to show surjectivity.
Let x ∈M(U/G) be arbitrary. Our aim is to construct an invariant ax such that ax
K
(Uη) = x. So let k ∈ Fk0 and
let E→ Spec(k) be an arbitraryG-torsor. Recall thatUk → (U/G)k is aG-torsor; in particularUk/Gk  (U/G)k.
Furthermore, by 2.2.1 and 1.3.7, E ×Gk
k
Uk exists as Gk-torsor. The morphisms E ×Gkk Uk
α−→ Uk/Gk
β−→ U/G
induce mapsM(U/G)
β∗−→M(Uk/Gk) α
∗−→M(E×Gk
k
Uk). Since the codimension of the complement of E×Gkk Uk in
E×Gk
k
Vk is bigger than 1 (A.0.7 is applicable, since E×Gkk Vk is a vector bundle over Spec(k), hence irreducible),
both schemes have the same codimension 1 points and we obtainM(E ×Gk
k
Uk) =M(E ×Gkk Vk).
By the previous lemma, E ×Gk
k
Vk is a vector bundle over E/Gk = Spec(k). Thus we conclude from 1.4.10
that M(k) = M(E/Gk)
p∗−→ M(E ×Gk
k
Vk) is an isomorphism, where p : E ×Gkk Vk → E/Gk is the projection. Then
we define ax
k
(E) to be the image of x under the composition
M(U/G)
β∗−→M(Uk/Gk) α
∗−→M(E ×Gk
k
Uk)
←−M(E ×Gk
k
Vk)
p∗←−−M(k).
The Fk0 -functoriality of this construction is assured by the presheaf structure of M. It remains to show that
ax
K
(Uη) = x.
Observe that we have the following commutative diagram
M(U/G)
pr∗
1 //

M(U ×G
k0
U)

M(U/G)
pr∗
2oo
⊂

M(UK/GK)
pr∗
1
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
M(U ×G
k0
Uη)


M(Uη/GK)
pr∗
2

ww♣♣
♣♣
♣♣
♣♣
♣♣
♣
M(UK ×GKK Uη)
We conclude from this diagram and from the construction of ax
K
(Uη) that it suffices to show that the two
projections pr1/2 : U ×Gk0 U → U/G induce the same maps pr∗1 = pr∗2 : M(U/G)→M(U ×
G
k0
U).
We have a morphism
φ˜ : A1 ×U ×U → V
(t, x, y) 7→ tx + (1 − t)y.
In order to have A.0.6 at our disposal, it is important to show that
Lemma 2.2.4. φ˜ is flat.
Proof. It suffices to show that the morphism
ψ : A1 × V × V → V
(t, x, y) 7→ tx + (1 − t)y
is flat. The restriction of ψ to (A1 − {0}) × V × V factors as
(A1 − {0}) × V × V ψ1−−→ (A1 − {0}) × V × V pr3−−→ V,
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where ψ1(t, u, v) ≔ (t, v, tu + (1 − t)v) We conclude that the restriction of ψ to (A1 − {0}) × V × V → V is flat,
as it can be written as the composition of an isomorphism and the flat projection (A1 − {0}) × V × V pr3−−→ V.
Similarly one also shows that the restriction of ψ to (A1 − {1}) × V × V → V is flat. 
LetW ≔ φ˜−1(U). We can define a G-action onA1 ×U×U by letting G act trivially onA1 and diagonally
onU×U. Since φ˜ is equivariantwith respect to this action (the action ofG onV being linear) and sinceU isG-
invariant, this induces an action ofG onW. By 2.2.1 and 1.3.7,W/G exists asG-torsor. Furthermore, φ˜ induces
a morphism φ : W/G→ U/G. Since the complement ofW ⊂ A1 ×U ×U is of codimension > 1 (by A.0.6), so
is the complement ofW/G ⊂ A1 × (U ×G U) (by A.0.7). In particular we haveM(W/G) M(A1 × (U ×G U))
The inclusions of the closedpoints 0 or 1 inA1 inducemaps j0/1 : U×GU → W/G and composing these two
mapswith the open immersionW/G→ A1× (U×GU), we obtain i0/1 : U×GU → A1× (U×GU). Observe that
the two projections projection pr1/2 : U ×G U → U/G factor asU ×G U j0/1−−→ W/G φ−→ U/G. Thus, it is sufficient
to show j∗0 = j
∗
1
. But from homotopy invariance, we know i∗0 = i
∗
1
. SinceM(A1 × (U ×G U))→ M(W/G) is an
isomorphism, this proves the theorem. 
Remark 2.2.5. There is yet another way to express Totaro’s theorem. Let us recall first some notation from
[De´g1]. Let us denote by N tr the category of sheaves with transfers (in the Nisnevich topology on Smk0)
and let us write HN tr for the full subcategory of homotopy invariant sheaves with transfers. It is proven
in [De´g1, 3.1.7] that the forgetful functor HN tr → N tr has a left adjoint h0. Let us furthermore recall the
notion of geometric classifying space from [MV, section 4.2]. We will give a variant of the construction
discussed there (more precisely, we consider a certain admissible gadget). Let G be a smooth affine
algebraic group over k0 and let ι : G → Gln be an embedding as a closed subgroup. Let U ⊂ An be an
open G-invariant subscheme such that U/G exists as G-torsor (where the action of G on An is determined
by ι). Now let us define inductively open G-invariant subschemes Um ⊂ Anm. We start with U1 ≔ U and
put Um+1 ≔ (Um ×An) ∪ (Anm) × U. Then the closed immersions Amn ⊂ Amn+n, v 7→ (v, 0) induce closed
immersions Um → Um+1. Furthermore, we claim that if we let act G diagonally on Anm, then the quotient
Vm ≔ Um/G exists as G-torsor; we prove this by induction on m. The case m = 1 is true by assumption. For
m ≥ 1, we know by induction and 2.2.1 that the quotients of both Um ×An and Anm × U by the diagonal
action exist as G-torsors. Glueing these quotients along the open subscheme Um ×G U we obtain a scheme
Vm+1 such that Um+1 → Vm+1 is a G-torsor; in particular Vm+1  Um+1/G (to see that Um+1 → Vm+1 is a
G-torsor, one may choose fppf-covers ofUm×GAn andAnm×GU as in 1.3.8 to obtain a suitable fppf-cover of
Vm+1). We then define the sheaf Bgm(G, ι) ≔ colimmVm, where the colimit is taken in the category of sheaves
in the Nisnevich topology over Smk0 . Note that the codimension of the complement of Um inA
mn is at least
m. Thus, for each m ≥ 2 we have isomorphisms
Inv(G,M) M(Vm)  HomN tr(Ztr[Vm],M)  HomHN tr(h0(Ztr[Vm]),M). (2.2.1)
Now let’s check that these isomorphisms are compatible, ifm varies. The second and the third isomorphisms
are certainly functorial with respect to the closed immersion s : Vm → Vm+1. For the first isomorphism, let
a ∈ Inv(G,M) be arbitraryand let ηm, ηm+1 be the generic points ofVm,Vm+1. We claim that for all a ∈ Inv(G,M)
we have s∗(a((Um+1)ηm+1 → ηm+1)) = a((Um)ηm → ηm). First note that s factors as
s : Vm
t−→ Um ×GAn j−→ Vm+1,
where t is the closed immersion induced by the zero section Um → Um ×An and j is an open immersion.
Clearly, we have (Um+1)ηm+1  (Um × An)ηm+1 and j∗ : M(Vm+1) → M(Um ×G An) is just an inclusion. Thus
it suffices to check t∗(a((Um × An)ηm+1 → ηm+1)) = a((Um)ηm → ηm). Furthermore, Um ×G An is a vector
bundle over Um/G and we conclude that t∗ is the inverse of the isomorphism p∗ induced by the projection
p : Um ×GAn → Um/G. But since a is an invariant, we have p∗(a((Um)ηm → ηm)) = a((Um ×An)ηm+1 → ηm+1).
By abuse of notation let us write h0(Vm) for h0(Ztr[Vm]) and h0(Bgm(G, ι)) for h0(colimmZtr[Vm]). Using
fancy language, we can say that the functor M 7→ Inv(G,M) is represented by any of the objects h0(Vm),
m ≥ 2 and h0(Bgm(G, ι)) (when considered as a functor from the category HN tr to Set). The Yoneda lemma
then gives us canonical isomorphisms h0(Vm)  h0(Bgm(G, ι)); moreover, we conclude that there is no harm
in suppressing the concrete embedding ι in the notation.
It is sometimes convenient to consider reduced versions. Choosing a rational point x ∈ U1 gives rise
to a basepoint in all the Um,Vm and in Bgm(G, ι). The inclusion of this rational point induces splittings
h0(Vm)  Z⊕ h˜0(Vm) and h0(Bgm(G))  Z⊕ h˜0(Bgm(G)). Moreover it is not hard to check that the isomorphism
Inv(G,M)  HomHN tr (h0(Bgm(G)),M) maps the constant invariants onto HomHN tr(Z,M) ⊂ HomHN tr (Z ⊕
h˜0(Bgm(G)),M). Thus we obtain an isomorphism Invnorm(G,M)  HomHN tr(h˜0(Bgm(G)),M).
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2.3 Serre’s Splitting principle
Next, wewant to prove Serre’s splitting principle for finite reflection groupswhich tells us that the invariants
of such groups are detected by the invariants of its elementary abelian 2-subgroups generated by reflections.
This is proven in [GMS, Theorem24.9] for the case of Sn and it is observed in [GMS, Theorem25.15] that it can
be generalized to reflection groups. As usual, we first do some recollections. Let V be a finite dimensional
k0-vector space. An automorphism s : V → V is called pseudo-reflection, if ker(s − 1) is a hyperplane in V. A
finite groupW together with an embedding W ⊂ Gl(V) is called pseudo-reflection group, if it is generated by
pseudo-reflections (when considered as a subgroup of Gl(V)).
Moreover, suppose that V is endowed with a non-degenerate symmetric bilinear form (·, ·) : V ×V → V.
An automorphism s : V → V is called orthogonal reflection, if it is a pseudo-reflection and an element ofO(V).
A finite groupW together with an embeddingW ⊂ O(V) is called orthogonal reflection group, if it is generated
by orthogonal reflections (when considered as a subgroup of O(V)).
Remark 2.3.1. Any orthogonal reflection s has order 2 and the orthogonal complement of ker(s − 1) is an
anisotropic subspace. Indeed, by assumption ker(s − 1) is n − 1-dimensional; hence s has exactly one other
eigenvalue λ ∈ k0 and the eigenspace ker(s − λ) is 1-dimensional. For vλ ∈ ker(s − λ) and v1 ∈ ker(s − 1) we
have (vλ, v1) = (s(vλ), s(v1)) = λ(vλ, v1). Thus ker(s − 1) ⊂ ker(s − λ)⊥ and since (·, ·) is non-degenerate, we
have in fact equality. From ker(s− 1)∩ ker(s−λ) = {0}, we conclude that ker(s−λ) is an anisotropic subspace.
Now we obtain from (vλ, vλ) = (s(vλ), s(vλ)) = λ2(vλ, vλ) that λ = −1 and s2 = id. As a corollary, we see that s
can be computed using the usual formula
v 7→ v − 2 (vλ, v)
(vλ, vλ)
.
Conversely, if we take instead of vλ any anisotropic vector v
′ ∈ V, then the above formula defines an
orthogonal reflection sv′ ∈ O(V).
For a finite dimensional k0-vector space V let S(V) be the symmetric algebra over V and let V
∨ be the
dual of V. From the theory of pseudo-reflection groups, we will need the following two key theorems:
Theorem 2.3.2. Let V be a finite-dimensional k0-vector space and let W ⊂ Gl(V) be a pseudo-reflection group such
that char(k0) ∤ |W|. Then S(V)W is a polynomial algebra over k0, where S(V) is the symmetric algebra of V.
Proof. [Bou2, V, §5, Thm. 4] 
Theorem2.3.3. Let V be a finite-dimensional k0-vector space and letW ⊂ Gl(V) be a pseudo-reflection group. Suppose
that S(V)W is a polynomial algebra over k0. Then for anyφ ∈ V∨ the stabilizer groupWφ ≔ {w ∈W | w∨(φ) = φ} ⊂W
is a subgroup generated by pseudo-reflections.
Proof. [Bou2, V, Exercices, §5 no. 8] 
Let us note the following corollary
Corollary 2.3.4. Let V be a finite-dimensional k0-vector space endowed with a non-degenerate symmetric bilinear
form (·, ·) and let W ⊂ O(V) be an orthogonal reflection group. Suppose that S(V)W is a polynomial algebra over k0.
Then for any v ∈ V the stabilizer Wv ≔ {w ∈W | w(v) = v} ⊂W is a subgroup generated by orthogonal reflections.
Proof. Put φ ≔ (v, ·). Clearly we have w∨(φ) = (w−1(v), ·) and from non-degeneracy, we conclude that
w∨(φ) = φ ⇐⇒ w(v) = v. Now apply the theorem. 
We will need another lemma:
Lemma 2.3.5. Let V be a finite dimensional k0-vector space endowed with a non-degenerate symmetric bilinear
form (·, ·) and let W ⊂ O(V) be an orthogonal reflection group. Let v ∈ V be anisotropic such that sv ∈ W and
put φv ≔ (v, ·) ∈ S(V∨). Then the stabilizer of the (prime) ideal (φv) ⊂ S(V∨) under the action of W is given by
〈sv〉 ×Wv  〈sv,Wv〉 ⊂W
Proof. Let us start by proving that sv and any w ∈ Wv commute. Since w ∈ O(V) stabilizes 〈v〉 it also
stabilizes 〈v〉⊥ = ker(sv − 1). Thus for any v1 ∈ ker(sv − 1), we have sv(w(v1)) = w(v1) = w(sv(v1)). Together
with sv(w(v)) = sv(v) = −v = w(sv(v)) this shows that sv andWv commute.
Clearly, Wv and sv both stabilize the ideal (φv) ⊂ S(V∨). On the other hand, suppose w ∈ W stabilizes
this ideal; then we have w∨(φv) = λ · φv for some λ ∈ k×0 . Thus w−1(v) = λ · v. But since v is anisotropic and
w ∈ O(V), we conclude λ = ±1. If λ = 1, then w ∈Wv and if λ = −1, then w · sv ∈Wv. 
Definition 2.3.6. LetW ⊂ Gl(V) be an orthogonal reflection group. A set Φ = {v1, . . . , vr} ⊂ V of anisotropic
vectors is called root system, if it has the following properties:
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(i) Φ is invariant underW (as a set; not elementwise).
(ii) (k0 · vi) ∩Φ = {vi,−vi}.
(iii) The set {sv1, . . . , svr} ⊂W is precisely the set of orthogonal reflections in W.
Remark 2.3.7. Any orthogonal reflection group has a root system. Indeed, first start with any v1 ∈ V, such
that sv1 ∈ W. Let {v1, . . . , vm} be the orbit of v1 under W. If every reflection in W is of the form svi for some
1 ≤ i ≤ m, we are done. Otherwise choose some sv(m+1) ∈W which is not covered yet. Now iterate.
For the proof of Serre’s principle, we need to recall some results from elementary number theory.
Definition 2.3.8. Let K be a field and v a discrete valuation on v and let K̂v be the completion of K with
respect to v. Then we denote by Khv ⊂ K̂v the separable (algebraic) closure of K inside K̂v and call it the
Henselization of K with respect to v.
Remark 2.3.9. It follows from the discussion at the beginning of [NK, II, §6] thatKhv∩Ôv is indeed aHenselian
ring. A rigorous proof can be found in [EP, Cor. 4.1.5]
Now let us prove a lemma which tells us that Khv is in fact something quite familiar:
Lemma 2.3.10. We use the same notation as in the definition 2.3.8 above. Denote by Ohv the Henselization of Ov (i.e.
the one defined via the universal property; see [Mi, I, Discussion prior to Lemma 4.8]). Then Khv is isomorphic to the
quotient field of Ohv.
Proof. By [Mi, I, Exercise 4.9], A ≔ Ohv can be taken to be the intersection of all local Henselian R ⊂ Ôv
with the property that the maximal ideal of R lies in the maximal ideal of Ôv. Put B ≔ Khv ∩ Ôv and let
K˜ be the quotient field of A. By the remark above, B is Henselian and we conclude A ⊂ B, thus K˜ ⊂ Khv.
To prove the reverse inclusion, let b ∈ Khv be arbitrary. As b is separable over K, we conclude that K˜(b)/K˜
is a separable field extension. Since K˜ is Henselian, it follows from [NK, II, Satz 6.8] that [K˜(b) : K˜] = e f ,
where e is the ramification index and f the residue class degree. Let w be the restriction of v̂ to K˜(b). Then
κ(v) ⊂ κ(w) ⊂ κ(̂v) = κ(v) implies f = 1. Furthermore, if π ∈ mv is a uniformizer, then we claim that the
inclusion πOw ⊂ (πÔv)∩Ow is an equality. Indeed given x ∈ Ôv such that π ·x ∈ Ow, we conclude right away
that x ∈ K˜(b) ∩ Ôv = Ow and thus e = 1. But this implies [K˜(b) : K˜] = 1; in other words b ∈ K˜. 
Lemma 2.3.11. Let K, v, K̂v,Khv be as in the previous definition. Let K̂vs be a separable closure of K̂v. Let E/K be a
finite Galois extension and let w be a discrete valuation on E extending v. We consider E as a subfield of K̂vs. It is
well-known from number theory that there exists an element α ∈ E such that E = K(α) and such that K̂v(α) is the
completion of E with respect to the valuation w (see e.g. [NK, II, Satz 8.2]). Then {σ ∈ Gal(E/K) | σ(w) = w} 
Gal(K̂v(α)/K̂v)  Gal(Khv(α)/K
h
v)
Proof. The first isomorphism is well-known (see [Se1, II, §3, Cor.4]), so it suffices to show the second
one. First observe that Khv(α)/K
h
v is a Galois extension, since K(α)/K is. Let f be the minimal polynomial
of α over Khv. We claim that f is also the minimal polynomial of α over K̂v. Indeed let f = g · h be a
non-trivial factorization in K̂v[X] such that g, h are monic. As f is separable, all of its roots are separable
over K and therefore so are the coefficients of g, h. We conclude g, h ∈ Khv[X], contradicting the choice
of f . Thus |Gal(K̂v(α)/K̂v)| = |Gal(Khv(α)/Khv)| and the injection Gal(K̂v(α)/K̂v) → Gal(Khv(α)/Khv) is in fact an
isomorphism. 
Before we prove Serre’s splitting principle, let us fix some notation. Let W ⊂ O(V) be an orthogonal
reflection group. Put E ≔ Quot(S(V∨)) and K ≔ EW. LetΦ ⊂ V be any root system ofW and define the open
subscheme U ≔ D(
∏
v∈Φ φv) ⊂ Spec(S(V∨)) = V. We claim that W acts freely on U. By 1.2.11, it suffices to
check this on closed points. So suppose we had e , w ∈ W and a closed point z ∈ U(k0) such that w(z) = z.
From 2.3.4 we conclude that Wz is generated by orthogonal reflections. In particular, since this group is
non-trivial, we know that it contains at least one reflection sv for some v ∈ Φ. Thus we have sv(z) = z, or
equivalently φv(z) = 0. But this contradicts z ∈ U. Now it’s about time to prove Serre’s principle for finite
reflection groups:
Theorem 2.3.12 (Serre’s splitting principle). Let V be a finite dimensional k0-vector space endowed with a non-
degenerate bilinear form (·, ·). Let W ⊂ O(V) be an orthogonal reflection group, such that char(k0) ∤ |W|. Let M be
an unramifiedA1-invariant sheaf of abelian groups satisfying convention (C) (see 2.1.12). Furthermore, suppose that
a ∈ Invk0(W,M) satisfies resPW(a) = 0 for all elementary abelian 2-subgroups P ⊂Wwhich are generated by reflections.
Then a = 0.
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Proof. In the course of this proof it will be better to denote elementary abelian 2-subgroups by the letter H
instead of P (which will be needed for codimension 1 points). We prove the theorem by induction on |W|;
our induction hypothesis is that the theorem holds for all infinite fields k0, all V over such k0, etc. and all |W|,
such that |W| ≤ n. In other words, in the proof we want to have the freedom to use the induction hypothesis
for any base field. The case |W| = 1 is clear.
Let us first prove a special case, namely if there exists an anisotropic v ∈ V such thatW = 〈sv〉 ×Wv. For
every k ∈ Fk0 and every β ∈ H1(k,Z/2) = k×/k×2 we can then define an invariant aβ ∈ Invk(Wv,M) by
a
β
ℓ : H
1(ℓ,Wv)→ M(ℓ)
x 7→ aℓ(β, x),
where ℓ ∈ Fk. If H ⊂Wv is an elementary abelian 2-subgroup generated by reflections and x ∈ H1(ℓ,H), we
have
a
β
ℓ (ind
Wv
H
(x)) = aℓ(β, ind
Wv
H
(x)) = aℓ(ind
W
〈sv〉×H(β, x)) = 0.
Thus we can apply induction to conclude a
β
ℓ = 0 for all k ∈ Fk0 , all β ∈ H1(k,Z/2) and all ℓ ∈ Fk. But this
means a = 0.
Now we tackle the general case. Using the notation introduced above, we know that Spec(E) →
Spec(K) ∈ H1(K,W) is a versal torsor. According to 2.1.11, it suffices to prove aK(E) = 0. Let us first show
aK(E) ∈M(Spec(S(V∨)W)), i.e. aK(E) ∈M(OP) for all P ∈ Spec(S(V∨)W)(1).
We start with the case P ∈ U/W. Then the W-torsor Spec(E) → Spec(K) is obtained by pulling back the
W-torsor U → U/W along Spec(K)→ Spec(OP)→ U/W. But by 2.1.7, the image of the composite
H1(U/W,W)→ H1(OP,W)→ H1(Spec(K),W) aK−→ M(K)
is contained inM(OP).
Now suppose P < U/W. Applying 2.3.2 we conclude that S(V∨)W  S(V)W is a polynomial algebra. In
particular, it is factorial. Thus we can find f ∈ S(V∨)W such that f generates the prime ideal of height 1
corresponding to P ∈ (Spec(S(V∨)W))(1). Let Φ be the root system of W chosen above. Since P < U/W, we
have f |∏v∈Φ φv in S(V∨) and we can find Φ1 ⊂ Φ, ǫ ∈ k×0 , such that f = ǫ ·∏v∈Φ1 φv.
Let t be the discrete valuation on K defined by the prime element f . Fix an element v ∈ Φ1. Let u be
the extension of t to E corresponding to the prime element φv ∈ S(V∨). Let K̂ be the completion of K with
respect to t, let K̂s be a separable closure of K̂ and let K
h ⊂ K̂ be the Henselization of K with respect to t. By
number theory, we can find an α ∈ K̂s and a discrete valuation û on K̂(α) such that E  K(α) and such that
the restriction of û to E is u. By 2.3.11, we know that Kh(α)/Kh is a Galois field extension with Galois group
Wdecu = {w ∈W | w∨((φv)) = (φv)}. Observe that by 2.3.5, we know thatWdecu = 〈sv〉×Wv, whereWv ⊂W is the
stabilizer of v ∈ V. Furthermore, we can assumeW ,Wdecu (otherwise we are in the special case considered
above).
By 1.3.38we know that [E⊗KKh] ∈ H1(Kh,W) is in the image of the inductionmap indWWdecu : H
1(Kh,Wdecu )→
H1(Kh,W); more precisely, we have [E⊗KKh] = indWWdecu ([K
h(α)]). Now recall that Spec(Oh
P
) is the limit of a left-
filtered system of smooth, irreducible Nisnevich neighborhoods of P ∈ U/W such that the transition maps
are affine. Spec(Kh) is the limit of the respective spectra of function fields. Thus we can find a smooth, affine,
irreducibleNisnevich neighborhoodY → U/Wwith function field L ≔ k(Y), such that the canonical injection
Wdecu  Gal(K
h(α)/Kh) → Gal(L(α)/L) is an isomorphism. In particular, we have [E ⊗K L] = indWWdecu ([L(α)]).
Since Y → U/W is a Nisnevich neighborhood, we can find a point Q ∈ Y over P such that OY,Q/OU/W,P is
unramified and both local rings have residue field κ(P). Now consider the following diagram:
H1(K,W)
aK−−−−−→ M(K)y y
H1(L,W)
aL−−−−−→ M(L).
If we can prove aL(E ⊗K L) = 0, then we conclude that the image of [E] ∈ H1(K,W) under the above diagram
lies in M(OY,Q) ⊂ M(L). Furthermore, observe that K ⊂ L is separable, that OY,Q/OU/W,P is of ramification
index 1 and that κ(P)  κ(Q). Then we may use (A1) to prove that aK(E) ∈M(OP).
To show aL(E ⊗K L) = 0, define a′ ≔ resW
dec
u
W
(a) ∈ Invk0(Wdecu ,M). The restriction of a′ to an elementary
abelian 2-subgroup generated by reflections vanishes, since a has this property. Thus we conclude a′ = 0 by
induction. In particular, 0 = a′
L
(L(α)) = aL(E ⊗K L). This concludes the proof of a(E) ∈M(Spec(S(V∨)W)).
33
By 2.3.2, we have Spec(S(V∨)W)  An
k0
; from A1-invariance, we thus conclude a(E) ∈ M(S(V∨)W) 
M(An) M(k0). Therefore, a is constant (since it agrees with a constant invariant on a versal torsor). But we
know that the restriction of a to elementary abelian 2-subgroups generated by reflections vanishes. Thus
a = 0. 
LetW ⊂ O(V) be an orthogonal reflection group. Then we denote by Ω(W) the set of conjugacy classes
of maximal elementary abelian 2-subgroups of W generated by reflections (maximality with respect to
inclusion). We may reformulate the theorem in a more convenient language:
Corollary 2.3.13. Let W ⊂ O(V) be an orthogonal reflection group. Let M be an unramified A1-invariant sheaf
of abelian groups satisfying convention (C). Then Invk0(W,M) is detected by the maximal elementary abelian 2-
subgroups of W generated by reflections. More explicitly, this means the following: Choose P1, . . . ,Pr ⊂W, such that
Ω(W) = {[P1], . . . , [Pr]}. Then the restriction maps induce an injection
(resPi
W
)1≤i≤r : Invk0(W,M)→
r∏
i=1
Invk0(Pi,M)
NW (Pi)/Pi .
Proof. First observe that by 2.1.5, the conjugation action of Pi on Inv(Pi,M) is trivial and that the conjugation
action of the normalizer NW(Pi) is trivial on the image of the restriction map res
Pi
W
.
Now let a ∈ Inv(W,M) be in the kernel of (resPi
W
)1≤i≤r; we want to show that a = 0. By Serre’s principle it
suffices to show that the restriction of a to all elementary abelian 2-subgroups generated by reflections is 0.
So let P be an arbitrary subgroup of this type. Then we can find 1 ≤ i ≤ r and w ∈W, such that w−1Pw ⊂ Pi.
Now the corollary follows from
resPW(a) = res
P
wPiw−1
(reswPiw
−1
W
(a))
= resP
wPiw−1
(ι∗
w−1(res
Pi
W
(ι∗w(a))))
= resP
wPiw−1
(ι∗
w−1(res
Pi
W
(a)))
= 0,
where ιw : W →W and ιw−1 : wPw−1 → P are the conjugations by w respectively w−1. 
Remark 2.3.14. In fact, if |Ω(W)| > 1 then this is a somewhat generous inclusion; we do not take into account
the relations between different subgroups. In a more refined version, we would replace the right hand side
by a limit indexed by the Quillen category. Here are some details:
LetW be a finite orthogonal reflection group. Let us denote by Q(W) the modified Quillen category of W,
which is defined as follows: Its objects are the elementary abelian 2-subgroupsW generated by reflections.
The set ofmorphismsMor(P1 ,P2) consists of those elements g ∈ G, such that g−1P1g ⊂ P2 and the composition
is just multiplication in G.
Furthermore, we have a functor Inv : Q(W)op →Ab sending P to Inv(P,M) and g ∈Mor(P1,P2) to
Inv(P2,M)
incl∗−−→ Inv(g−1P1g,M)
ι∗
g−1−−→ Inv(P1,M).
The previous proposition tells us that we have an injection
Inv(W,M)→ lim←−
P∈Q(W)
Inv(P,M).
The reason for calling Q(W) the modified Quillen category is that in group cohomology one defines the
Quillen category just as we did, except for taking as objects all elementary abelian 2-subgroups (and not only
the ones generated by reflections). In group cohomology, we then have a theorem stating that a cohomology
class in H∗(Sn,Z/2) is 0, if its restrictions to all elementary abelian 2-subgroups vanish. Although the
distinction between elementary abelian 2-subgroups generated by reflections and all elementary abelian
2-subgroups might seem innocuous at first, the opposite is the case. For instance in the case of S4, the map
from the invariants to the inverse limit over the unmodified Quillen category will not be surjective. See
2.7.5.
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2.4 Generalities on finite Euclidean reflection groups
Now let us turn to Euclidean reflection groups. This means we specialize to the situation, where the base
field isR andV is endowedwith a positive definite inner product (·, ·) (however at the end of this subsection
we see that these groups may also be defined over more general fields). The main source for this chapter is
[Hu]. First let us make some comments on root systems:
Definition 2.4.1 (Root System). Let V be a finite-dimensional Euclidean vector space. A finite subset Φ ⊂ V
is called root system, if it has the following two properties:
(i) For all α ∈ Φwe have Rα ∩ Φ = {α,−α}.
(ii) For all α ∈ Φwe have sα(Φ) = Φ.
It is easy to see that the subgroup generated by reflections at elements ofΦ defines a Euclidean reflection
groupW(Φ). One can show (e.g. [Hu, Prop. 1.14]) that Φ is a root system associated toW(Φ) in the sense of
2.3.6; i.e. all reflections ofW(Φ) are of the form sv with v ∈ Φ.
As our base field is ordered, we have the notion of a simple system ∆ ⊂ Φ:
Definition 2.4.2 (Simple System). Let Φ ⊂ V be a root system. A subset ∆ ⊂ Φ is called simple system, if ∆ is
a basis of span(Φ) with the following special property: Since ∆ is a basis of span(Φ), we know that any v ∈ Φ
can be written uniquely as a linear combination of elements from ∆; then we require that in this sum either
all coefficients are positive or all of them are negative.
It is shown in [Hu, Theorem 1.3] that simple systems exist for every root system. The following theorem
describes an important property of simple systems:
Theorem 2.4.3. Let Φ ⊂ V be a root system and ∆ ⊂ Φ be any simple system. Then W(Φ) is generated by simple
reflections, i.e. by reflections at elements of ∆.
Proof. [Hu, Proposition 1.5]. 
Moreover, we will also need that any two simple systems in Φ are conjugate by an element ofW (this is
proven in [Hu, Theorem 1.4]).
For each α, β ∈ ∆ let m(α, β) be the smallest positive integer such that (sαsβ)m(α,β) = 1. Using these
numbers, we may define the Coxeter graph on the vertices ∆ by drawing an edge between α and β, if
m(α, β) > 2. Furthermore, we assign the weightm(α, β) to this edge. Since all simple systems are conjugated,
this does not depend on the choice of ∆ ⊂ Φ. Furthermore –as an abstract group– W is determined by the
Coxeter graph of Φ; indeed it is generated by reflections at elements of ∆ and all the relations between the
generators can be derived from relations of the form (sαsβ)
m(α,β) = 1. See for instance [Hu, Theorem 1.9].
A root system Φ is called irreducible, if it can not be written as Φ = Φ1 ⊥ Φ2 for certain non-empty root
systems Φ1,Φ2. Since we haveW(⊥i Φi) =
∏
iW(Φi), a good understanding of the reflection groups associ-
ated to irreducible root system, will yield many results for general reflection groups. It is possible to give a
complete classification of all (finite) irreducible root systems; and we will make use of it! Unfortunately, in
the literature, there is no coherent choice of a simple system or of a numbering of the vertices of a Coxeter
graph. We will follow the conventions chosen by [Hu], who in turn uses the notation of [Bou2, VI]. For
convenience, we repeat the list (except for Cn which we ignored, since it generates the same reflection group
as Bn); all unlabeled edges have weight 3:
(i) An = {±(ei − e j)|1 ≤ i < j ≤ n + 1}
e1 − e2 e2 − e3 en−1 − en en − en+1
(ii) Bn = {±ei ± e j|1 ≤ i < j ≤ n} ∪ {±ei|1 ≤ i ≤ n}
e1 − e2 e2 − e3 en−2 − en−1 en−1 − en en
4
(iii) Dn = {±ei ± e j|1 ≤ i < j ≤ n}
e1 − e2 e2 − e3 en−3 − en−2 en−2 − en−1
en−1 − en
en−1 + en
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(iv) E6 = {±ei ± e j | 1 ≤ i < j ≤ 5}∪
∪{± 12 (e8 − e7 − e6 +
∑5
i=1 ±ei) | the number of ”-” signs in the sum
∑
is even}
v1 v3 v4
v2
v5 v6
where
v1 =
1
2 (e1 − e2 − e3 − e4 − e5 − e6 − e7 + e8)
v2 = e1 + e2
vi = ei−1 − ei−2 (3 ≤ i ≤ 6)
(v) E7 = {±ei ± e j|1 ≤ i < j ≤ 6} ∪ {±(e7 − e8)}∪
∪{± 12 (e8 − e7 +
∑6
i=1 ±ei)| the number of ”-” signs in the sum
∑
is odd}
v1 v3 v4
v2
v5 v6 v7
where
v1 =
1
2 (e1 − e2 − e3 − e4 − e5 − e6 − e7 + e8)
v2 = e1 + e2
vi = ei−1 − ei−2 (3 ≤ i ≤ 7)
(vi) E8 = {±ei ± e j|1 ≤ i < j ≤ 8} ∪ { 12 (
∑8
i=1 ±ei)| the number of ”-” signs is even}
v1 v3 v4
v2
v5 v6 v7 v8
where
v1 =
1
2 (e1 − e2 − e3 − e4 − e5 − e6 − e7 + e8)
v2 = e1 + e2
vi = ei−1 − ei−2 (3 ≤ i ≤ 8)
(vii) F4 = {±ei ± e j|1 ≤ i < j ≤ 4} ∪ {±ei|1 ≤ i ≤ 4} ∪ { 12 (±e1 ± e2 ± e3 ± e4)}
e2 − e3 e3 − e4 e4 1
2
(e1 − e2 − e3 − e4)
4
(viii) G2 = {±(2ei − e j − ek) | {i, j, k} = {1, 2, 3}} ∪ {±(ei − e j) | 1 ≤ i < j ≤ 3}
e1 − e2 −2e1 + e2 + e3
6
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(ix) Let a := cos(π/5) = 14 · (1 +
√
5) and b := cos(2π/5) = 14 · (−1 +
√
5). Then define
H3 = {±ei|1 ≤ i ≤ 3} ∪ {all even permutations of (±a,± 12 ,±b) = ±ae1 ± 12 e2 ± be3}
v1 v2 v3
5
where
v1 = ae1 − 12 e2 + be3
v2 = −ae1 + 12 e2 + be3
v3 =
1
2 e1 + be2 − ae3
(x) Let a := cos(π/5) = 14 · (1 +
√
5) and b := cos(2π/5) = 14 · (−1 +
√
5). Then define
H4 ={±ei|1 ≤ i ≤ 4} ∪ { 12 (±e1 ± e2 ± e3 ± e4)}∪
∪ {all even permutations of (±a,± 12 ,±b, 0) = ±ae1 ± 12 e2 ± be3 + 0 · e4}
v1 v2 v3 v4
5
where
v1 = ae1 − 12 e2 + be3
v2 = −ae1 + 12 e2 + be3
v3 =
1
2 e1 + be2 − ae3
v4 = − 12 e1 − ae2 + be4
(xi) I2(m) = {(cos(kπ/m), sin(kπ/m)) | 0 ≤ k ≤ 2m − 1}
(cos(π/m), sin(π/m)) (cos(2π/m), sin(2π/m))
m
Now observe that we have the following lemma
Lemma 2.4.4. Let Φ be one of the irreducible root systems above, excluding those of type I2(2n). Then all roots of
equal length lie in a single conjugacy class under the action of W(Φ)
Proof. [Hu, 2.9 and end of 2.13] 
Lemma 2.4.5. Let Φ be one of the irreducible root systems An,Dn,E6,E7,E8,H3,H4 or I2(2n + 1) (i.e. Φ , I2(2n)
and all roots are of the same length). Let S = {s1, . . . , sn}, T = {t1, . . . , tm} be two maximal sets of pairwise orthogonal
elements of Φ. Then S and T are conjugate.
Proof. Certainly, S,T can not be empty. Hence by the previous lemma, we may assume s1 = t1. Now put
Ψ := 〈s1〉⊥ ∩ Φ; thenΨ is a root system. Decompose Ψ into its irreducible components Ψ = Ψ1 ⊥ . . . ⊥ Ψr.
Observe that eachΨi is isometric to one of the root systems required by the lemma. For each i the elements
of Ψi ∩ S and of Ψi ∩ T both form a maximal set of pairwise orthogonal roots of Ψi (if Ψi ∩ S was not
a maximal set of pairwise orthogonal vectors, we could enlarge S by an element of Ψi contradicting the
maximality of S). Now apply induction. 
For the construction of a certainW(F4)-invariant later, the following lemma is useful:
Lemma 2.4.6. Consider the simple system S = {e1 − e2, e2 − e3, e3 − e4, e3 + e4} ⊂ D4. If g ∈W(D4) stabilizes S, then
g = id.
Proof. Looking at the Coxeter diagram, we see that g must fix e2 − e3. By 2.3.4 we conclude g ∈ W(〈e2 −
e3〉⊥ ∩ D4) = 〈se2+e3〉 × 〈se1−e4〉 × 〈se1+e4〉. We can even say g ∈ 〈se1−e4〉 × 〈se1+e4〉. Otherwise it would map
{e1 − e2, e3 − e4, e3 + e4} to a set containing two vectors with non-zero e2 component; but we assumed that g
stabilizes {e1 − e2, e3 − e4, e3 + e4}. Repeating this argument using e1 instead of e2, we can furthermore restrict
g to being an element of 〈se1−e4 · se1+e4〉. Now looking at the image of e1 − e2, we conclude that g = e is the
neutral element 
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Remark 2.4.7. Now let us discuss, inwhat cases the Euclidean reflection groups defined above can be realized
as orthogonal reflection groups over other fields than R. So let W ⊂ Gln(R) be a finite Euclidean reflection
group and let k0 be a field of char(k0) , 2. Let Φ ⊂ Rn be a root system ofW. Now suppose that there exists
a subring A ⊂ R and a map f : A→ k0 with the following properties
• Φ ⊂ An
• For all v ∈ Φ, (v, v)−1 ∈ A
• f n restricted to the set Φ is injective (where f n : An → kn
0
is the map induced by f )
If such A and f exist, then
Lemma 2.4.8. W can be realized as orthogonal reflection group over k0.
Proof. Let v ∈ Φ. We know that sv ∈ On(R) is given by the formula sv(x) = x − 2 (v,x)(v,v)v. By assumption, we
have (v, v)−1 ∈ A. We conclude sv ∈ Gln(A) and thus W ⊂ Gln(A). Applying f , we obtain a representation
W → Gln(k0) and we want to show that this map is injective. So suppose w ∈W is mapped to the identity in
Gln(k0). In particular, it is the identity on f
n(Φ). But since f n is injective on Φ, we conclude that the image
of w in Gln(A) ⊂ Gln(R) acts trivially on Φ. But w acts also trivially on Φ⊥ and we have Φ ⊕ Φ⊥ = Rn. This
shows that wmust be the neutral element. 
Let us provide some examples
• IfW is aWeyl group (i.e. the reflection group associated to a disjoint union of root systems of the form
An,Bn,Dn,E6,E7,E8, F4 or G2), thenW may be defined as orthogonal reflection group over any field k0
of char(k0) , 2. In fact, we may take A = Z[1/2] and let f : A→ k0 be the canonical map.
• H3,H4 can be defined over any field such that char(k0) , 2, 3, 5 and such that 5 is a square in k0. Indeed
take A = Z[1/2,
√
5] and let f : A→ k0 be the map taking
√
5 ∈ R to a square root of 5 in k0.
• Consider I2(n). Suppose that char(k0) ∤ 2n and that k0 contains a primitive 2n-th root of unity ζ and a
primitive 4-th root of unity i. Take
A = Z[cos(0 · π/n), sin(0 · π/n), . . . , cos((2n − 1)π/n), sin((2n − 1)π/n)]
= Z[cos(π/n), sin(π/n)].
Take f to be the map defined by cos(π/n) 7→ ζ+ζ−12 , sin(π/n) 7→ ζ−ζ
−1
2i . Furthermore note that if n is odd,
k0 contains a primitive 2n-th root of unity iff it contains a primitive n-th root of unity.
• Now consider I2(n), where n is even and n ≥ 4. Then the action of W(I2(n)) on the root system I2(n)
has the two orbits
∆1 ≔ {(cos(2kπ/n), sin(2kπ/n)) | 0 ≤ k ≤ n − 1} and
∆2 ≔ {(cos((2k + 1)π/n), sin((2k + 1)π/n)) | 0 ≤ k ≤ n − 1}.
Thus, if we replace∆2 by ∆˜2 ≔ {(2 cos(π/n) ·cos((2k+1)π/n), 2 cos(π/n) ·sin((2k+1)π/n)) | 0 ≤ k ≤ n−1},
we obtain another root system I˜2(n) ≔ ∆1 ·∪∆˜2. Of course we have W(I˜2(n))  W(I2(n)). Moreover, it
can be checked that we have
2 cos(π/n) cos((2k + 1)π/n) = cos(2kπ/n) + cos((2k + 2)π/n),
2 cos(π/n) sin((2k + 1)π/n) = sin((2k + 2)π/n) + sin(2kπ/n).
Now suppose char(k0) ∤ n and that k0 contains a primitive n-th root of unity ζ and a primitive 4-th root
of unity i (i.e. −1 ∈ k×2
0
). The above computation shows that we may take
A = Z[(2 cos(π/n))−2, cos(2π/n), sin(2π/n)]
and f to be the map defined by
cos(2π/n) 7→ ζ + ζ
−1
2
, (2 cos(π/n))2 7→ ζ + ζ−1 + 2, sin(2π/n) 7→ ζ − ζ
−1
2i
.
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Now letW(Φ) ⊂ Gln(k0) be an orthogonal reflection group induced by a finite Euclidean reflection group
as described in the previous lines. Let s ∈W(Φ) be any element which is an orthogonal reflection in Gln(k0).
In particular s2 = id and the characteristic polynomial of the image of s in Gln(A) ⊂ Gln(R) is of the form
(X+1)k(X−1)n−k (recall the inclusionW ⊂ Gln(A) from the proof of the above lemma). Thus the characteristic
polynomial of s in Gln(k0) is also given by (X + 1)
k(X − 1)n−k. Since the image of s in Gln(k0) is a reflection,
we conclude k = 1. Since the image of s in Gln(R) lies in On(R), we deduce that this image must be an
orthogonal reflection, too. We may use the same kind of arguments to show conversely, that if s ∈ W is an
orthogonal reflection in Gln(R), then so is its image in Gln(k0).
This discussion tells us the following: If we want to derive certain properties of W(Φ) ⊂ On(k0) as an
orthogonal reflection group (such as the structure of its maximal elementary abelian 2-subgroups generated
by reflections), we may instead consider the real embedding W(Φ) ⊂ On(R) and establish the desired
properties there.
2.5 Invariants of (Z/2)n
From now on, we will give examples of how to use the tools obtained in the previous sections in order to
do concrete computations. In this section, we assume that M∗ is a Z-graded A1-module with KW-module
structure (see 1.4.13). Furthermore, we assume char(k0) , 2 and put G ≔ (Z/2)n.
For every I ⊂ [1; n] we can define an element xI ∈ Inv|I|((Z/2)n,KW) by
xI : H
1(k, (Z/2)n) = (k×/k×2)n → KW|I| (k)
(α1, . . . , αn) 7→
∏
i∈I
{αi}
 .
These invariants are well-defined, since {αβ2} = {α}. Then we have the following proposition:
Proposition 2.5.1. The invariants {xI}I⊂[1;n] form an M∗(k0)-basis of Inv∗(G,M)
Proof. By 1.3.30 the generic fiber of Spec(k0[T1,T−11 , . . . ,Tn,T
−1
n ]) → Spec(k0[T21,T−21 , . . . ,T2n,T−2n ]) is a versal
G-torsor. Put E ≔ k0(T1, . . . ,Tn) and K ≔ k0(T21, . . . ,T
2
n). By 2.1.11 and 2.1.13, it is then sufficient to show
that the xI(E) form an M∗(k0)-basis of M∗(Spec(k0[T21,T
−2
1
, . . . ,T2n,T
−2
n ])). This claim follows from the lemma
below, which in turn can be proven by a repeated application of 1.4.9
Lemma 2.5.2. M∗(Spec(k0[T21,T
−2
1
, . . . ,T2n,T
−2
n ])) 
⊕
I⊂[1;n](
∏
i∈I{T2i })M∗−|I|(k0).

Remark 2.5.3. Let us continue the story of 2.2.5 and try to determine h0(Bgm(Z/2)). Let k0 be perfect and
char(k0) , 2. Observe that G ≔ Z/2 acts linearly on A2 by changing the sign of both coordinates. This
action is free on the G-invariant open subscheme U ≔ A2 − {0} (moreover note that the complement is of
codimension 2); thus the quotient X ≔ U/(Z/2) exists and U → X is a Z/2-torsor. It is proven in [Voe,
Lemma 6.3] that X is isomorphic to O(−2) − s(P1), where s : P1 → O(−2) denotes the zero-section (we use
the sign convention, where O(−2) is a line bundle without non-trivial global sections). Let M∗ be a cycle
module and consider the following part of the localization sequence for cycle modules:
0→ A0(O(−2),M)∗ j
∗
−→ A0(X,M)∗ ∂−→ A0(P1,M)∗−1 s∗−→ A1(O(−2),M)∗.
Since p : O(−2) → P1 is a vector bundle, p∗ : Ai(P1,M)∗ → Ai(O(−2),M)∗ is an isomorphism. Thus we can
rewrite the short exact sequence above as
0→ A0(P1,M)∗ (p◦ j)
∗
−−−→ A0(X,M)∗ ∂−→ A0(P1,M)∗−1 (p
∗)−1◦s∗−−−−−→ A1(P1,M)∗.
Using the projection formula (which in the context of cycle modules is proven for instance in [De´g1, Prop.
4.2.47]), we can now compute for all α ∈ A0(P1,M)∗:
(p∗)−1(s∗(α)) = (p∗)−1(s∗([P1] ∪ α))
= (p∗)−1 ◦ s∗([P1] ∪ s∗ ◦ p∗(α))
= ((p∗)−1 ◦ s∗([P1])) ∪ α.
Let p : L → X be a line bundle (where L,X are finite type k0-schemes) and let s : X → L be its zero-section.
In [EKM, Sections 53, 57.C] it is shown that one obtains a reasonable definition of Euler classes/first Chern
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classes of line bundles by defining e(L) ≔ (p∗)−1 ◦ s∗([X]) ∈ A1(X,KM∗ )1 = CH1(X). Indeed this definition
coincides with the usual one, as defined – for instance – in [Fu, Section 2.5]: To prove this, by [Fu, Example
2.5.4] it suffices to check the projection formula, the additivity property and for any effective Cartier divisor
the relation e(O(D)) = [D] ∈ CH1(X). These are proven in [EKM, Prop. 53.3(1)], [EKM, Prop. 57.26] and
[EKM, Lemma 57.24] respectively. In particular, we have e(O(−2)) = 2 · e(O(−1)) and our exact sequence
above becomes
0→ A0(P1,M)∗ (p◦ j)
∗
−−−→ A0(X,M)∗ ∂−→ A0(P1,M)∗−1 2·e(O(−1))∪(·)−−−−−−−−−→ A1(P1,M)∗.
From the projective bundle theorem (as proven e.g. in [De´g2, Lemme 3.11]) one can now conclude that the
map
A0(P1,M)∗−1 → A1(P1,M)∗
α 7→ e(O(−1)) ∪ α
is injective andA0(Spec(k0),M)∗
π∗−→ A0(P1,M)∗ is an isomorphism. Thus we finally obtain the exact sequence
0→ A0(Spec(k0),M)∗ → A0(X,M)∗ (π
∗)−1◦∂−−−−−→ A0(Spec(k0),M)∗−1〈2〉 → 0,
where for any module P we write P〈2〉 ≔ {x ∈ P | 2 · x = 0} for its 2-torsion part. Furthermore, the injection
in the above sequence is split, since X contains a rational point. This proves A0(X,M)∗  A0(Spec(k0),M)∗ ⊕
A0(Spec(k0),M)∗−1〈2〉 for any cycle moduleM.
It follows from [De´g1, Thm. 6.3.12] that for every F ∈ HN tr there exists a cycle module M∗ such that
A0(·;M)0 = F(·). Now we compute:
F(X) M0(Spec(k0)) ⊕M−1(Spec(k0))〈2〉
 F(Spec(k0)) ⊕HomHN tr(KM1 , F)〈2〉
 F(Spec(k0)) ⊕HomHN tr(KM1 /2, F)
 HomHN tr(Z ⊕ KM1 /2, F),
where KM∗ = A
0(·;KM)∗ denote the unramified Milnor K-theory sheaves. In greater detail, the second
isomorphism is obtained by using
M−1(Spec(k0))  HomHN tr(S1t , F)
 HomHN tr(KM1 , F),
where S1t = h0(G
∧1
m ). Here the first isomorphism is [De´g1, Thm. 4.3.9] (i.e. the fact thatA
0(·;M)∗ is a homotopy
module) and the second one is [De´g1, Prop. 6.3.20].
The isomorphism F(X)  HomHN tr(Z ⊕ KM1 /2, F) is functorial in F and so we obtain from the Yoneda
lemma:
Proposition 2.5.4. h0(Bgm(Z/2))  h0(X)  Z ⊕ KM1 /2.
More generally, we have
Corollary 2.5.5.
h0(Bgm((Z/2)
n))  h0(X
n)  Z ⊕I⊂[1;n]
|I|>0
KM|I| /2
and
h˜0(Bgm((Z/2)
n))  h˜0(X
n)  ⊕I⊂[1;n]
|I|>0
KM|I| /2.
Proof. We have isomorphisms
h0(X
n)  h0((h0(X))
⊗trn)
 h0((Z ⊕ KM1 /2)⊗
trn)
 Z ⊕I⊂[1;n]
|I|>0
KM|I| /2.
Here thefirst isomorphism follows from [De´g1, Lemme3.1.10], the secondone from thepreviousproposition
and the third one from S⊗
trn
t = h0(G
∧1
m )
⊗trn  KMn (again see [De´g1, Prop. 6.3.20]) and the right exactness of the
tensor product. To deduce the reduced version one only needs to check that after choosing a rational point
x ∈ X(k0) (in the second isomorphism), theZ-summand in the last line corresponds under the isomorphisms
to the rational point (x, . . . , x) ∈ Xn(k0). 
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2.6 Invariants of On
Most of the invariants that we will meet later come from invariants of quadratic forms. Therefore, it is
convenient to recall the structure of Inv∗(On,M) from [GMS, §17] and from [Mo2, Section 5]. Of course, we
assume char(k0) , 2.
First observe that we have a map (Z/2)n → On of algebraic groups over k0 defined by embedding (Z/2)n
as diagonal matrices. Furthermore, using the embedding Sn ⊂ On defined by permutation matrices, Sn
normalizes (Z/2)n.
Proposition 2.6.1. Let M be a strongly A1-invariant sheaf of abelian groups satisfying convention (C). Then the
restriction map induces an isomorphism Inv(On,M)
−→ Inv((Z/2)n,M)Sn .
Proof. There are several things to show. Let us begin by proving that the restriction map is injective. The
mapH1(k, (Z/2)n)→ H1(k,On) is induced by sending a (Z/2)n-torsor (α1, . . . , αn) ∈ (k×/k×2)n to the quadratic
form 〈α1, . . . , αn〉. Since any non-degenerate quadratic form can be diagonalized, this is surjective for any
k ∈ Fk0 . Consequently, the restriction map Inv(On,M) → Inv((Z/2)n,M) must be injective. Its image is
contained in Inv((Z/2)n,M)Sn , because conjugation by permutation matrices normalizes (Z/2)n. Now let us
show that the image is precisely Inv((Z/2)n,M)Sn .
So let a ∈ Inv((Z/2)n,M)Sn be arbitrary. We would like to define a˜ ∈ Inv((Z/2)n,M)Sn by mapping
q ∈ H1(k,On) to a(α1, . . . , αn), where 〈α1, . . . , αn〉 is a diagonalization of q. We need to prove that if 〈β1, . . . , βn〉
is another diagonalization, then a(α1, . . . , αn) = a(β1, . . . , βn). If n = 1, then O1  Z/2 so the result is clear.
In general, recall that 〈α1, . . . , αn〉 and 〈β1, . . . , βn〉 are called simply chain equivalent if there exist indices i, j,
such that αk = βk for k , i, j and such that 〈αi, α j〉  〈βi, β j〉. It is proven for instance in [Lam, Theorem
5.2] that any two isomorphic quadratic forms are in fact connected by a chain of simple chain equivalences.
Thus it suffices to consider the case n = 2.
Suppose first that we have ak(1, x) = ak(x, 1) = 0 for all k ∈ Fk0 and all x ∈ k×/k×2. Let K = k0(t1, t2) be
the field of rational functions in two variables. By 2.1.13 we know that the evaluation of aK at the versal
Z/2×Z/2-torsor (t1, t2) ∈ (K×/K×2)2 lies inM(Gm ×Gm) ⊂M(K). Moreover, since aK(t1, 1) = aK(1, t2) = 0 this
induces in fact a map a : Gm∧Gm →M (observe that forX smooth and irreducible we haveM(X) ⊂M(k(X)),
asM is unramified). By [Mo3, Theorem 3.37] a factors as
(Gm)
∧2 σ2−→ KMW2
a˜−→M.
Here KMW∗ are the unramified Milnor-Witt K-theory sheaves (see [Mo3, Section 3.2]) and σ2 is a map of
sheaves of abelian groups whose section over fields is given by (α1, α2) 7→ [α1][α2]. Then we compute for
α, β, (α + β) ∈ k×:
ak(α + β, αβ(α+ β)) = a˜k([α + β][(α+ β)αβ])
= a˜k([α + β][−αβ])
= ak(α + β,−αβ)
= ak
(
α + β,− β
α
)
= a˜k
(
[α]
[
− β
α
])
= a˜k([α][β])
= ak(α, β).
Nowwe can conclude as in the usual proof of the presentation of the Grothendieck-Witt ring (see e.g [Lam,
proof of thm. 4.1]): Since 〈α1, α2〉  〈β1, β2〉, we can find x, y ∈ k, c ∈ k× such that β1 = α1x2 + α2y2 and
α1α2 = β1β2c2. Suppose first that x = 0 or y = 0; we will only consider the first case. Then we have
ak(β1, β2) = ak(α2y
2, α1α2/(β1c
2))
= ak(α2, α1)
= ak(α1, α2).
If both x , 0 and y , 0, we have
ak(α1, α2) = ak(α1x
2, α2y
2)
= ak(α1x
2 + α2y
2, α1α2(xy)
2(α1x
2 + α2y
2))
= ak(β1, β
2
1β2)
= ak(β1, β2).
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Thus ak is indeed independent of the choice of a diagonalization.
Now let us consider the general case, where we do not require ak(1, x) = 0 any more. It suffices to
prove that the invariant b ∈ Inv((Z/2)2,M)S2 defined by bk(α, β) = ak(α, 1)+ ak(β, 1) extends to an invariant of
quadratic forms. Indeed, then we know that ak(1, 1), bk and ak(α, β) − ak(α, 1) − ak(1, β)+ ak(1, 1) all extend to
invariants of quadratic forms (the last one by the case treated above); thus also ak extends to an invariant of
quadratic forms.
First observe that the invariant ck : α 7→ ck(α) ≔ ak(α, 1) induces a morphism c : Gm/2 → M. By [Mo3,
Theorem 2.46] this factors asGm/2→ KMW0
c˜−→M, where the first map is induced on fields by α 7→ 〈α〉. Thus,
we have
bk(α + β, αβ(α + β)) = ak(α + β, 1) + ak(αβ(α + β), 1)
= c˜(〈α + β〉) + c˜(〈αβ(α+ β)〉)
= c˜(〈α + β〉 + 〈αβ(α + β)〉)
= c˜(〈α〉 + 〈β〉)
= bk(α, β)
and we conclude as before. 
Example 2.6.2. Let us consider the caseM = KW∗ is Witt K-theory. Before we start, it is convenient prove an
easy technical lemma:
Lemma 2.6.3. Let R be a commutative ring, I a finite index set, M an R-module and G a finite group acting on I.
The operation of G on I induces an operation of G on the R-module N ≔ ⊕i∈IM by permutation of coordinates. Let
I = I1 ·∪I2 ·∪ . . . ·∪Ik be its orbit decomposition. Then we have NG  ⊕ki=1Ni, where for 1 ≤ i ≤ k, we put
Ni ≔

∑
j∈Ii
ι j(m)
∣∣∣∣∣∣∣∣ m ∈M
 M
(here ι j : M→ N denotes the inclusion using the j-th coordinate).
Proof. It is clear that the sum of the Ni is direct (i.e. (
∑
j,iN j) ∩Ni = {0}) and that ⊕ki=1Ni ⊂ NG. So it remains
to show that theNi generateN
G. To prove this, note that any x ∈ N can be written uniquely as x = ∑i∈I ιi(mi)
for certain mi ∈ M. We will prove by induction on the number of non-zero mi that any x ∈ NG lies in the
module generated by the Ni. If all of them are zero, then we have won. Wlog, we may suppose I = [1; |I|]
and m1 , 0. Now let g ∈ G be arbitrary. Comparing the g(1)-th entry of x and of g.x, we obtain mg(1) = m1.
But since g was arbitrary, this means that we can split of a sum
∑
j∈I1 ι j(m j) =
∑
j∈I1 ι j(m1) ∈ N1 from x (if we
denote by I1 the orbit containing 1). Now we may apply induction to x −
∑
j∈I1 ι j(m1). 
The following corollary is immediate:
Corollary 2.6.4. Let R∗ be a commutative, graded ring, I(1), . . . , I(r) be finite index sets, M∗ be a graded R∗-module
and G a finite group acting on each of the I(ℓ). The operation of G on the I(ℓ) induces an operation of G on the graded
R∗-module N∗ ≔ ⊕rℓ=1 ⊕I(ℓ) M∗−dℓ , where the dℓ are certain non-negative integers. Let I(ℓ) = I
(ℓ)
1
·∪I(ℓ)
2
·∪ . . . ·∪I(ℓ)nℓ be the
orbit decomposition. Then we have NG  ⊕rℓ=1 ⊕nℓi=1 Nℓ,i, where for 1 ≤ ℓ ≤ r, 1 ≤ i ≤ nℓ we put
(Nℓ,i)∗ ≔

∑
j∈I(ℓ)
i
ι j(m)
∣∣∣∣∣∣∣∣∣ m ∈M∗−dℓ
 M∗−dℓ .
Now let us return to the computation of Inv∗(On,KW). We want to define the total Stiefel-Whitney class
w ∈ Invtot(On,KW) by
H1(On, k)→ KW(k)
q  〈α1, . . . , αn〉 7→
n∏
i=1
(1 + {αi}).
Decomposing into its homogeneous components, we would obtain invariants wd ∈ Invd(On,KW). To show
that this invariant is well-defined, we have to prove that the above formula is independent of the diagonal-
ization. By using chain equivalences, it is sufficient to show this in the case n = 2. We want to prove the
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following two relations:
{a + b}{(a + b)ab} = {a}{b},
{a + b} + {(a + b)ab} = {a} + {b}.
Due to
{a + b} + {(a + b)ab} − {a} − {b} = {ab} + η{a + b}{(a + b)ab} − ({ab} + η{a}{b}),
it suffices to check the first relation. We compute
{a + b}{(a + b)ab} = {a + b}{−ab}
= {a + b}{−b/a}
= {a}{−b/a} + {1 + b/a}{−b/a} − η{a}{1 + b/a}{−b/a}
= {a}{−b/a}
= {a}{b}.
Thus the Stiefel-Whitney classes are indeedwell-defined. Observe that we havew(q⊕q′) = w(q) ·w(q′). Now
let M∗ be a Z-gradedA1-module with KW-structure. We saw in the previous section that Inv∗((Z/2)n,M) is
a free M∗(k0)-module with basis {xI}I⊂[1;n]. The orbit of xI under the action of Sn is {xJ | |J| = |I|}. By 2.6.4,
we conclude that Inv∗(On,M)  Inv∗((Z/2)n,M)Sn is a freeM∗(k0)-module with basis {wd}0≤d≤n. In particular,
ifM∗ = KM∗ /2, we obtain that Inv∗(On,KM/2) is a free KM/2-module on the Stiefel-Whitney classes {wd}0≤d≤n.
Example 2.6.5. The determinant defines a group homomorphism det : On → {±1}  Z/2. Furthermore,
recall that there is an invariant x{1} ∈ Inv1(Z/2,KM/2). I claim that we have w1 = det∗(x{1}) ∈ Inv1(On,KM):
Let q  〈α1, . . . , αn〉 be a non-singular quadratic form over k ∈ Fk0 . Then it’s easy to check that the image
of q under det∗ : H1(k,On) → H1(k,Z/2) is the Z/2-torsor α1α2 · · ·αn ∈ k×/k×2. But in KM1 (k)/2 we have
w1(〈α1, . . . , αn〉) = {α1} + {α2} + . . . + {αn} = {α1 · · ·αn}.
Example 2.6.6. Later, we will meet some examples where it is easier to do the computations with a slight
variant of the Stiefel-Whitney classes. Therefore, let us introduce modified Stiefel-Whitney classes w˜d ∈
Invd(On,KM/2). If n is even, we simply put w˜d(q) ≔ wd(〈2〉 ⊗ q). If n is odd, we define inductively w˜0 = 1 and
w˜d+1(q) = wd+1(〈2〉 ⊗ q) − {2}w˜d(q). Then clearly we have
w˜d(2α1, . . . , 2αn) =
∑
I⊂[1;n]
|I|=d
∏
i∈I
{αi},
if n is even and it is easy to check that
w˜d(2α1, . . . , 2αn−1, 1) =
∑
I⊂[1;n−1]
|I|=d
∏
i∈I
{αi}
holds, if n is odd.
In the case of KM/2-coefficients, there is an easy formula for the productwr ·ws (see [GMS, Remark 17.4]).
Write r =
∑
i∈R 2i, s =
∑
i∈S 2i for some R, S ⊂ {0, 1, 2, . . .} and put m ≔
∑
i∈R∩S 2i. Then we have
wr · ws = {−1}m · wr+s−m. (2.6.1)
As we want to have a similar formula for a variant of the Stiefel-Whitney classes later, let us recall the proof.
Proof. Let k ∈ Fk0 and let q = 〈α1, . . . , αn〉 be a nondegenerate quadratic form (where αi ∈ k×). By elementary
combinatorics and the relation {α}{α} = {−1}{α}, we compute
wr(q) · ws(q) =

∑
I⊂[1;n]
|I|=r
∏
i∈I
{αi}
 ·

∑
I⊂[1;n]
|I|=s
∏
i∈I
{αi}

=
∑
k≥0
(
r + s − k
r + s − 2k
)(
r + s − 2k
r − k
)
{−1}kwr+s−k.
So we only need to prove the following lemma:
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Lemma 2.6.7.
( r+s−k
r+s−2k
)(r+s−2k
r−k
)
is divisible by 2, iff k , m.
Proof. Suppose first that
( r+s−k
r+s−2k
)(r+s−2k
r−k
)
is odd. Write r− k = ∑i∈A 2i, s− k = ∑i∈B 2i for certainA,B ⊂N. Now
recall Lucas’s theoremwhich says that a binomial coefficient
(x
y
)
is odd iff the following holds: Whenever the
binary expansion of y contains a summand 2 j, then the binary expansion of x also contains the summand
2 j. In our situation, we know that
(r+s−2k
r−k
)
is odd. Using Lucas’s theorem, we conclude that A ∩ B = ∅. Thus
r + s − 2k = ∑i∈A∪B 2i. Let’s do the same for ( r+s−kr+s−2k): First write k = ∑i∈C 2i for some C ⊂ N. From Lucas’s
theorem, we conclude that C ∩ (A ∪ B) = ∅. Thus we have r = ∑i∈A∪C 2i and s = ∑i∈B∪C 2i. Now we can
conclude R = A ∪ C, S = B ∪ C and R ∩ S = C; in particular, k = m. Conversely, if k = m then the above
arguments and Lucas’s theorem imply that
( r+s−k
r+s−2k
)(r+s−2k
r−k
)
is odd. 

2.7 Invariants of finite Euclidean reflection groups
Now let us determine, case by case, the invariants of finite Euclidean reflection groups associated to
irreducible root systems. This part is very computational and Stembridge’s Maple package [St] turned
out to be extremely helpful to compute the action of reflection groups on the respective vector spaces (in
particular in complicated cases like E6,E7,E8 or H3,H4).
Remark 2.7.1. Before we descend into depths of computation, let us make an important remark concerning
the coefficients we use. In the computations that follow, we use mainly Z-gradedA1-modules with KM/2-
structure. However, as Prof. Morel explained to me, they are valid for all cycle modules in the following
sense:
Let k0 be perfect, let W be a finite Euclidean reflection group and let Ω = {[P1], . . . , [Pr]} (Recall that
we denote by Ω the set of conjugacy classes of maximal elementary abelian 2-subgroups generated by
reflections). Translating Serre’s splitting principle via the Totaro isomorphism, we obtain for each F ∈ HN tr
an injection
HomHN tr(h˜0(Bgm(W)), F)→ ⊕ri=1HomHN tr (h˜0(Bgm(Pi)), F)
which is functorial in F. By a Yoneda argument, we thus obtain an epimorphism
⊕ri=1h˜0(Bgm(Pi))→ h˜0(Bgm(W)).
Using the computations of remark 2.5.3, we conclude that h˜0(Bgm(W)) is 2-torsion.
Now let M be an arbitrary 2-torsion cycle module. In the following sections, we will then explicitly
compute isomorphisms of the form Inv(W,M)∗  ⊕diM∗−di(k0) for certain non-negative integers di (and these
isomorphisms are functorial in M). This holds, if the base field is ”nice” enough; for Weyl groups, −1 ∈ k×20
and char(k0) ∤ |W| are certainly sufficient; in general we furthermore have to assume 5 ∈ k×20 and that k0
contains all |W|-th roots of unity. SinceM is 2-torsion, we have
HomHN tr (KMd /2,A
0(·;M)∗)  HomHN tr(KMd ,A0(·;M)∗)
 (A0(·;M)∗)−d(k0)
M∗−d(k0).
Here the second isomorphism uses KMd  S
⊗trd
t and that A
0(·;M)∗ is a homotopy module (these state-
ments are proven in [De´g1, Prop. 6.3.20] and [De´g1, Thm. 4.3.9]). Thus HomHN tr(h˜0(Bgm(W)),A0(·;M)∗) 
HomHN tr(⊕diKMdi /2,A0(·;M)∗). By the construction of [De´g1, Thm. 6.3.12], for any 2-torsion F ∈ HN tr there
exists a 2-torsion cycle module Mwith F = A0(·;M)0. As h˜0(Bgm(W)) is 2-torsion, we can apply to the above
isomorphism the Yoneda lemma in the category of 2-torsion homotopy invariant Nisnevich sheaves with
transfers to conclude h˜0(Bgm(W))  ⊕diKMdi /2. In particular, the following computation holds for any cycle
moduleM∗:
Invnorm(W,M∗)  HomHN tr(h˜0(Bgm(W)),M∗)
 HomHN tr(⊕diKMdi /2,M∗)
 ⊕diM∗−di〈2〉.
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2.7.1 An
The mod 2 invariants for the symmetric group Sn =W(An−1) have been explicitly computed in [GMS, §25].
Nevertheless, we will repeat the argument here for the sake of completeness. In this section, M is assumed
to be a stronglyA1-invariant sheaf of abelian groups satisfying convention (C). To apply 2.3.12 directly, we
would have to require that char(k0) ∤ |Sn|. However, this assumption was only needed, to assure that S(V)W
is a polynomial algebra. But for W = Sn this is true regardless of the characteristic. Thus, just as in [GMS,
§25], we will only assume char(k0) , 2. First put m ≔ [n/2] and ai = e2i−1 − e2i for 1 ≤ i ≤ m. Observe that
by 2.4.5, |Ω(W(An−1))| = 1. Its single element can be written as [P], where P ≔ P(a1, . . . , am). Let φ : Sm → Sn
be the map induced by sending a transposition (i, j) to (2i − 1, 2 j − 1) · (2i, 2 j); then N ≔ φ(Sm) ⊂ Sn ⊂ On
normalizes P. Thus the image of the restriction resP
Sn
lies in Inv(P,M)N. More precisely, we have
Proposition 2.7.2. The restriction map resP
Sn
induces an isomorphism Inv(Sn,M)
−→ Inv(P,M)N.
Proof. The map is injective by 2.3.12. It remains to show surjectivity. During this proof, we will say that
a ∈ Inv(P,M)N is of order at most d if there exists b ∈ Inv((Z/2)d,M)Sd such that for all k ∈ Fk0 and all
(α1, . . . , αm) ∈ H1(k,P) we have
ak(α1, . . . , αm) =
∑
I⊂[1;m]
|I|=d
b(αI),
where b(αI) = b(αi1, . . . , αid) if I = {i1, . . . , id}. Obviously every a ∈ Inv(P,M)N is of order at most m. Our
plan is to use induction on the order to prove that for any a ∈ Inv(P,M)N there exists c ∈ Inv(On,M) 
Inv((Z/2)n,M)Sn such that resP
On
(c) = a. If a is of order at most 0, then it is constant and we may choose
c = a. So suppose now that a is of order at most d > 0 and that the claim is true for all invariants of order
at most d′, where d′ < d. Furthermore, we will first consider the case, where n is even (since it is slightly
less technical than the case n odd). Let b ∈ Inv((Z/2)d,M)Sd be as in the definition of the order. Then define
c˜ ∈ Inv((Z/2)n,M)Sn by
(k×/k×2)n →M(k)
(β1, . . . , βn) 7→
∑
I⊂[1;n]
|I|=d
b(2 · βI),
where b(2 · βI) = b(2 · βi1, . . . , 2 · βid) if I = {i1, . . . , id}. Via the map H1(k,P)→ H1(k, Sn)→ H1(k,On) the torsor
(α1, . . . , αm) is sent to the quadratic form 〈2, 2α1, . . . , 2, 2αm〉 (see 1.3.40). Thus we have
resPOn (˜c)(α1, . . . , αm) =
∑
I⊂[1;m]
|I|=d
b(αI) +
d−1∑
k=0
(
m
d − k
)
·
∑
I⊂[1;m]
|I|=k
b(αI, 1, . . . , 1︸  ︷︷  ︸
d−k
)
and a− resP
On
(˜c) ∈ Inv(P,M)N is a sum of invariants of order < d. By induction we can then write a− resP
On
(˜c) =
resP
On
(c1) for some c1 ∈ Inv(On,M)  Inv((Z/2)n,M)Sn . We should not forget the case, where n is odd. Then
(α1, . . . , αm) ∈ H1(k,P) is sent to the quadratic form 〈2, 2α1, . . . , 2, 2αm, 1〉 under the mapH1(k,P)→ H1(k,On).
If we define c˜ ∈ Inv((Z/2)n,M)Sn as above, we compute
resPOn (˜c)(α1, . . . , αm) =
∑
I⊂[1;m]
|I|=d
b(αI) +

d−1∑
k=0
(
m
d − k
)
·
∑
I⊂[1;m]
|I|=k
b(αI, 1, . . . , 1︸  ︷︷  ︸
d−k
)
 +

d−1∑
k=0
(
m
d − k − 1
)
·
∑
I⊂[1;m]
|I|=k
b(αI, 2, 1, . . . , 1︸  ︷︷  ︸
d−k−1
)
 .
Again we see that a − resP
On
(˜c) ∈ Inv(P,M)N is a sum of invariants of order < d. 
Example 2.7.3. Suppose M∗ is a Z-graded A1-module with KW-structure. Then Inv∗(P,M) is a free M∗(k0)-
module with basis {xI}I⊂[1;m]. The action of N on Inv∗(P,M) permutes the {xI} and the orbits of this action
are given by B0, . . . ,Bm, where Bd = {xI | |I| = d}. By 2.6.4, Inv∗(P,M) is a free M∗(k0)-module with basis
{∑|I|=d xI}0≤d≤m. But the modified Stiefel-Whitney classes {w˜d}0≤d≤m introduced in 2.6.6 satisfy resPSn (w˜d) =∑
|I|=d xI. By abuse of notation, we will denote the restriction of the w˜d to Sn still by w˜d. Thus Inv∗(Sn,M) is a
freeM∗(k0)-module with basis {w˜d}0≤d≤m.
Remark 2.7.4. The relation (2.6.1) holds also for the modified Stiefel-Whitney classes: Write r =
∑
i∈R 2i,
s =
∑
i∈S 2i for some R, S ⊂ {0, 1, 2, . . .} and put m ≔
∑
i∈R∩S 2i. Then we have
w˜r · w˜s = {−1}m · w˜r+s−m ∈ Invr+s(Sn,M).
(It is enough to prove this after restricting to P; then we can use the same proof as in 2.6.1)
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Remark 2.7.5. We promised to show that the usual/unmodifiedQuillen map (i.e. the one obtained by consider-
ing all elementary abelian 2-subgroups) is in general not surjective for the group S4. Let k0 be any field, such
that char(k0) , 2 and −1 ∈ k×20 ; we use KM/2 as coefficients. First observe that the restriction of the invariant
x{1,2} ∈ Inv∗((Z/2)2,KM/2) to any proper subgroup of (Z/2)2 is zero. Indeed, let ι1, ι2, ι∆ : Z/2 → Z/2 ×Z/2
be the inclusion into the first factor, the inclusion into the second factor and the diagonal and let α ∈ k×/k×2
be any Z/2-torsor. Then we compute
ι∗1(x{1,2})(α) = {α}{1} = 0
ι∗2(x{1,2})(α) = {1}{α} = 0
ι∗∆(x{1,2})(α) = {α}{α} = {−1}{α} = 0.
S4 has themaximal elementaryabelian2-subgroups 〈(12), (34)〉, 〈(13), (24)〉, 〈(14), (23)〉,Q ≔ 〈(12)(34), (13)(24)〉.
The first three are conjugated, while the last one is a normal subgroup in S4. Now define an element
z = (zP)P∈Q(S4)unmod ∈
∏
P∈Q(S4)unmod Inv
2(S4,KM/2) by setting zQ ≔ x{1,2} and zP ≔ 0 if P , Q. Then this is in fact
an element of
lim←−
P∈Q(S4)unmod
Inv2(P,KM/2).
Indeed, there are two types of arrows ending inQ. Either it is an arrowwhich factors through a proper sub-
group P ofQ; andwe checked above that the image of zQ under the inducedmorphism is then automatically
0. Or it is an arrow of the form φ : Q→ Q. We claim that φ∗(x{1,2}) = x{1,2} for all those φ. To prove this, first
put f1 ≔ (12)(34), f2 ≔ (13)(24), f3 ≔ f1 ◦ f2 = (14)(23). Then we have 6 automorphisms of Q determined by
first choosing one of the elements { f1, f2, f3} as the image of f1 and then choosing one of the remaining two
elements as the image of f2. It is now easy to check by hands that x{1,2} is fixed by all those automorphisms.
For instance consider the map φmapping f1 to f1 and f2 to f1 ◦ f2. For all (α, β) ∈ k×/k×2 we compute
φ∗(x{1,2})(α, β) = x{1,2}(α · β, β)
= {α · β}{β}
= {α}{β}
= x{1,2}(α, β).
After having checked all possible φ, we conclude that z is indeed an element of
lim←−
P∈Q(S4)unmod
Inv2(P,KM/2).
However, z can not come from Inv2(S4,KM/2); indeed, any such invariant necessarily had to vanish
identically, since its restriction to the maximal elementary abelian 2-subgroup generated by reflections
〈(12), (34)〉 is 0.
2.7.2 H3
Our assumptions on k0 are char(k0) ∤ 2, 3, 5 and 5 ∈ k×20 . M∗ is a Z-graded A1-module with KM/2-module
structure.
Let
√
5 ∈ k0 be a fixed choice of one of the two elements whose square is 5. Furthermore, define
a ≔
1 +
√
5
4
, b ≔
−1 + √5
4
.
By 2.4.5 we haveΩ(W(H3)) = {[P]}, where P ≔ P(e1, e2, e3). Next observe that g ≔ s−a·e1+ 12 e2+b·e3 · s 12 e1+b·e2−a·e3 is
the linear map determined by e1 7→ e3, e2 7→ e1, e3 7→ e2. Thus g normalizes P. It is not hard to show that the
orbits of the basis {xI}I⊂{e1,e2,e3} of Inv∗(P,KM/2) under 〈g〉 are given by B0,B1,B2,B3 ,where Bi = {xI | |I| = i}.
By 2.6.4 the image of the restriction Inv∗(W(H3),M)→ Inv∗(P,M) is contained in the freeM∗(k0)-submodule
with basis {∑|I|=d xI}0≤d≤3.
The embedding W(H3) ⊂ O3 gives us invariants resW(H3)O3 (wd) ∈ Invd(W(H3),KM/2); we will denote them
again by wd. Let k ∈ Fk0 and (ǫ1, ǫ2, ǫ3) ∈ (k×/k×2)3 be an arbitrary P-torsor. Then the quadratic form induced
by this torsor under the map P → W(H3) → O3 is given by 〈ǫ1, ǫ2, ǫ3〉. Thus its total Stiefel-Whitney class
is
∏3
i=1(1 + {ǫi}). We conclude that resPW(H3 )(wd) =
∑
I⊂{e1,e2,e3}
|I|=d
xI. This shows that Inv∗(W(H3),M) is a free
M∗(k0)-module with basis {wd}0≤d≤3.
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2.7.3 H4
Again we require char(k0) , 2, 3, 5 and 5 ∈ k×20 . M∗ is a Z-gradedA1-module with KM/2-module structure.
As in the previous section, we define
a ≔
1 +
√
5
4
, b ≔
−1 + √5
4
.
By 2.4.5W(H4), we haveΩ(W(H4)) = {[P]}, where P ≔ P(e1, e2, e3, e4). Thus, the restriction Inv∗(W(H4),M)→
Inv∗(P,M) is an injection.
As in the H3 case, conjugation by g ≔ s−a·e1+ 12 e2+b·e3 · s 12 e1+b·e2−a·e3 is the linear map determined by e1 7→ e3,
e2 7→ e1, e3 7→ e2, e4 7→ e4. In the same spirit, h ≔ s−a·e3+ 12 e4+b·e1 · s 12 e3+b·e4−a·e1 is the linear map induced by
e1 7→ e4, e2 7→ e2, e3 7→ e1, e4 7→ e3. Thus g, h normalize P and so the group 〈g, h〉 acts on Inv∗(P,M∗). Again, it
is not hard to show that the orbits of the basis {xI}I⊂{e1,e2,e3,e4} of Inv∗(W(H4),KM/2) are given by {Bi | 0 ≤ i ≤ 4},
where Bi = {xI | |I| = i}. By 2.6.4 the image of the restriction Inv∗(W(H4),M)→ Inv∗(P,M) is contained in the
free M∗(k0)-submodule with basis {
∑
|I|=d xI}0≤d≤4. Now it is easy to check that resPW(H4 )(wd) =
∑
|I|=d xI. But
from this we conclude that Inv∗(W(H4),M) is a freeM∗(k0)-module with basis {wd}0≤d≤4.
2.7.4 G2
Let char(k0) ∤ 2, 3. LetM be any unramified A1-invariant sheaf satisfying convention (C). Then it is easy to
show that Ω(W(G2)) = {[P]}, where P ≔ P(e1 − e2, 2e3 − e1 − e2). Thus the restriction map Inv(W(G2),M) →
Inv(P,M) is injective. Furthermore, W(G2) has a unique 3-Sylow subgroup U; therefore W(G2)  P ⋉ U; in
fact W(G2) is just the dihedral group of order 12. We conclude that the inclusion P ⊂ W(G2) has a section.
Thus the injective restriction map Inv(W(G2),M)→ Inv(P,M) is in fact an isomorphism.
Remark 2.7.6. As abstract groups, we have in fact W(G2)  W(I2(6)). However, in contrast to I2(6) the root
system of G2 is defined over any field of char(k) , 2, 3.
2.7.5 I2(n)
I2(n) ⊂ R2 is the root system consisting of {(cos(kπ/n), sin(kπ/n))|0 ≤ k ≤ 2n − 1} and W(I2(n)) is just the
dihedral group of order 2n. It is convenient to distinguish some cases; let us first assume that 4 ∤ n.
By 2.4.7 this root system is defined over any field k0, such that char(k0) ∤ 2n and such that i, ζ ∈ k0,
where ζ is a primitive 2n-th root of unity and i is a primitive 4-th root of unity. Furthermore let M be
any unramified A1-invariant sheaf of abelian groups satisfying convention (C). Observe that we have a
permutational representationW ≔W(I2(n)) = 〈σ, τ〉 ⊂ Sn, given by
σ =
(
1 2 . . . n
2 3 . . . 1
)
, τ =
(
1 2 . . . n − 1 n
n n − 1 . . . 2 1
)
.
First let us consider the case, where n is odd. Then Ω(W) = {[〈τ〉]}. We conclude that the restriction
Inv(W,M) → Inv(〈τ〉,M) is injective. Furthermore, we have W  〈τ〉 ⋉ 〈σ〉, so that 〈τ〉 → W → 〈τ〉 is the
identity. This proves that the restriction map is in fact surjective.
The same trick works for the case 2 | n and 4 ∤ n, i.e. n = 2m with m odd. Put τ˜ = σmτ. Then we have
τ = (1, n)(2, n− 1) · · ·(m,m+ 1) andΩ(W) = {[〈τ, τ˜〉]}. Observe thatW contains a unique subgroupU of order
m. Thus we haveW  〈τ, τ˜〉⋉U. Again the map 〈τ, τ˜〉 → 〈τ, τ˜〉⋉U → 〈τ, τ˜〉 is the identity. Thus the injection
Inv(W,M)→ Inv(〈τ, τ˜〉,M) is already surjective. The hard part is to determine the invariants in the case 4 | n.
So suppose now n = 2m with m even. In this case, we require that char(k0) ∤ 2n and that k0 contains an
n-th root of unity ζ (and thus automatically also a 4-th root of unity i). As discussed in 2.4.7 – after rescaling
half of the roots of I2(n)– the root system I˜2(n) may be used to define W as an orthogonal reflection group
over k0. Furthermore, we assume thatM∗ is a Z-gradedA1-module with KM/2-module structure.
As ζ ∈ k0 by assumption, we have a closed immersion φ : W → Gl2 of algebraic groups over k0 defined
by
σ 7→
(
ζ 0
0 ζ−1
)
, τ1 7→
(
0 1
1 0
)
,
where σ = (12 . . .n) and τ1 = (2, n)(3, n − 1) · · · (m,m + 2) (note that, of course, this embedding has nothing
to do with the embedding W ⊂ O2 coming from the structure of W as orthogonal reflection group). φ
determines an action of W on k0[X,Y] given by σX = ζX, σY = ζ−1Y, τ1X = Y, τ1Y = X. When we think
of the regular n-gon as being embedded into A2 with the first vertex lying at coordinate (1, 0), then σ is
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just a rotation by the angle 2π/n and τ1 is the reflection at the x-axis. It is not too hard to show that
k0[X,Y]W = k0[Xn + Yn,XY]  k0[A,B] (where A ≔ Xn + Yn, B ≔ XY). Fix the notation E ≔ k0(X,Y),
K ≔ k0(X
n + Yn,XY). Now we want to determine an open, W-invariant subset of A2 on which the action
induced by φ is free. By 1.2.11 it suffices to check what closed points we need to remove. To ensure that
g ∈ W acts freely, we need to remove the eigenvectors of φ(g) corresponding to the eigenvalue 1. It is not
hard to see that only the elements φ(σiτ1) have eigenvalue 1; the eigenspace is generated by (1, ζ−i)T. Thus
W acts freely on the open subscheme
U ≔ D
∏
i
(ζiX + Y)

= D(Xn − Yn)
= D((Xn − Yn)2) ⊂ A2.
Computation yields
U/W  Spec(k0[X,Y, (X
n − Yn)−2]W)
= Spec(k0[X
n + Yn,XY, (Xn − Yn)−2])
 Spec
(
k0
[
A,B,
1
A2 − 4Bn
])
.
It is not yet obvious how to compute M∗(U/W); therefore, we first observe that for V ≔ D(B) ⊂ U/W we
have
V  Spec
(
k0
[
A,B,B−1,
1
A2 − 4Bn
])
 Spec
(
k0
[
A′,B,B−1,
1
A′ − 2 ,
1
A′ + 2
])
,
where the second isomorphism is induced by mapping A′ to A/Bm. By applying 1.4.9 twice, we obtain
M∗(V) M∗(k0) ⊕ {A/Bm − 2}M∗−1(k0) ⊕ {A/Bm + 2}M∗−1(k0)⊕
⊕ {B}M∗−1(k0) ⊕ {B}{A/Bm − 2}M∗−2(k0) ⊕ {B}{A/Bm + 2}M∗−2(k0).
M∗(U/W) can be computed as the kernel of the boundary ∂ = ∂B(B) : M∗(V)→ M∗−1(Gm). It is not hard to carry
this out explicitly: Recall that 2 | m. Thus, for t ∈M∗(k0) we have
∂(t) = 0,
∂({A/Bm ± 2}t) = ∂({A ± 2Bm}t)
= {A}∂(t)
= 0,
∂({B}t) = t,
∂({B}{A/Bm ± 2}t) = ∂({B}{A± 2Bm}t)
= {A}∂({B}t)
= {A}t.
We conclude
M∗(U/W) =M∗(k0) ⊕ {A/Bm − 2}M∗−1(k0) ⊕ {A/Bm + 2}M∗−1(k0) ⊕ {B}{A2/Bn − 4}M∗−2(k0)
M∗(k0) ⊕ {A − 2Bm}M∗−1(k0) ⊕ {A + 2Bm}M∗−1(k0) ⊕ {B}{A2 − 4Bn}M∗−2(k0).
Unfortunately, the codimension ofA2 −U is only 1, so that we can not just apply Totaro’s result. However,
we have at least an injection Inv∗(W,M)→M∗(U/W) induced by the evaluation at the versal torsor Spec(E)→
Spec(K). We will now check that this is indeed a surjection by constructing invariants mapping to the three
non-constant basis elements ofM∗(U/W).
By 2.4.7, we can consider W as an orthogonal reflection group over k0. That is, we have an embedding
ψ : W ⊂ O2 of algebraic groups over k0 given by
σ 7→
 ζ+ζ
−1
2 − ζ−ζ
−1
2i
ζ−ζ−1
2i
ζ+ζ−1
2
 , τ1 7→
(
1 0
0 −1
)
.
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Pulling backw1,w2 ∈ Inv∗(O2,KM/2) alongψ, we obtain elements in Inv∗(W,KM/2) that – by abuse of notation
– we again denote byw1,w2. Let us first compute the value of w1 at the versal torsor E/K constructed above.
To do this, we note that the determinant ofψ(σiτ1) is−1, while the determinant ofψ(σi) is 1. NowXn−Yn ∈ E
is mapped to its negative by each reflection and is fixed by all the σi. Thus the value of w1 at E/K is just
{(Xn − Yn)2} ∈ KM
1
(K)/2.
Another invariant comes from the embedding W ⊂ Sn. We may define v1 ≔ resWSn (w˜1). Again, let us try
to compute the value of v1 at E/K. We note that w˜1 ∈ Inv1(Sn,KM/2) may be computed as follows. Start
with an arbitrary x ∈ H1(k, Sn); then w˜1(x) = sgn∗(x) ∈ H1(k,Z/2)  k×/k×2  KM1 (k)/2. It is easy to see
that the kernel of sgn consists exactly of the elements σ2i, σ2i+1τ1 with σ, τ1 as above. Now we just need to
observe that Xm − Ym is fixed by this kernel and is mapped to its negative by σ. Thus the value of v1 at the
versal torsor is {(Xm − Ym)2}. Consequently evaluating w1 − v1 at the versal torsor yields {(Xm + Ym)2}. But
(Xm − Ym)2 = A − 2Bm and (Xm + Ym)2 = A + 2Bm in k0(Xn + Yn,XY) = k0(A,B). Thus, it remains to find an
invariant mapping to the basis {B}{A2 − 4Bn} ofM∗(U/W).
Let us compute the value ofw2 ∈ Inv2(W,KM/2) at E/K. First consider the elementary abelian 2-subgroup
generated by reflections P ≔ 〈τ1, τ′1〉, where τ′1 = σmτ1. Thus we have
ψ(τ1) =
(
1 0
0 −1
)
, ψ(τ′1) =
(−1 0
0 1
)
.
Now consider the versal P-torsor E/EP = k0(X,Y)/k0(X2 +Y2,XY) (recall that the action ofW on E is defined
via φ!). τ1 ∈ P = Gal(E/EP), acts via τ1(X) = Y, τ1(Y) = X and τ′1 via τ′1(X) = −Y, τ′1(Y) = −X. Thus this
(Z/2)2-torsor over EP is equivalently described by the pair ((X−Y)2, (X+Y)2) ∈ ((EP)×/(EP)×2)2. We conclude
that the value of resP
On
w2 at this P-torsor is {(X − Y)2}{(X + Y)2} ∈ KM2 (EP)/2.
By the computations above, we know that the value of resW
On
(w2) at E/K is of the form
α1 + {(Xm − Ym)2}α2 + {(Xm + Ym)2}α3 + {XY}{(Xn − Yn)2}α4 ∈ KM2 (K)/2
for some α1 ∈ KM2 (k0)/2, α2, α3 ∈ KM1 (k0)/2, α4 ∈ KM0 (k0)/2. Now consider the diagram
H1(K,W)
w2 //
resE
P
K
(E)

KM
2
(K)/2

H1(EP,W)
w2 // KM
2
(EP)/2
H1(EP,P).
indW
P
OO
The square commutes by the definition of invariants. Denote by E ∈ H1(K,W) theW-torsor E/K and denote
by F ∈ H1(EP,P) the P-torsor E/EP. For instance by looking at the cocycles, we see that
indWP (F) = res
EP
K (E) ∈ H1(EP,W).
Using this and observing that (Xm + Ym)2 is a square in EP, we obtain
{(X − Y)2}{(X + Y)2} = α1 + {(Xm − Ym)2}α2 + {XY}{(Xn − Yn)2}α4 ∈ KM∗ (EP)/2.
As we have (Xn − Yn)/(X2 − Y2), (Xm − Ym)/(X2 − Y2) ∈ EP, this means
{(X − Y)2}{(X + Y)2} = α1 + {(X2 − Y2)2}α2 + {XY}{(X2 − Y2)2}α4.
If we put a ≔ X2 + Y2 and b ≔ XY ∈ EP = k0(X2 + Y2,XY), then we may rewrite this as
{a − 2b}{a + 2b} = α1 + {a2 − 4b2}α2 + {b}{a2 − 4b2}α4.
Using the lemma below, we obtain α4 = 1 and then we conclude immediately that α1 = α2 = 0. Thus
the value of w2 − α3 · (w1 − v1) at E/K is {XY}{(Xn − Yn)2} and all of the basis elements of M∗(U/W) are
indeed images of elements of Inv∗(W,KM/2). We conclude that the injection Inv∗(W,M)→M∗(U/W) is in fact
surjective. It only remains to prove the following lemma:
Lemma 2.7.7. Let k be a field such that −1 ∈ k×2. Let a, b ∈ k× such that b, a − 2b, a + 2b , 0. Then in KM(k)/2 we
have {a − 2b}{a + 2b} = {b}{a2 − 4b2}.
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Proof.
{a − 2b}{a + 2b} =
{
4b
(
a − 2b
4b
)} {
4b
(
a − 2b
4b
+ 1
)}
= {b}
{
a − 2b
4b
+ 1
}
+
{
a − 2b
4b
}
{b}
= {b}
{
a2 − 4b2
16b2
}
= {b}
{
a2 − 4b2
}
.

This finishes the computation of Inv∗(W,M) and we obtain:
Proposition 2.7.8. If 4 | n, then Inv∗(W(I2(n)),M∗) is a free M∗(k0)-module with basis consisting of the invariants
{1,w1, v1,w2} constructed above.
We want to end this section with a corollary of the proof which we will need for theW(B2)-invariants:
Corollary 2.7.9. Let P1 = P(e1, e2) and P2 = P(e1 − e2, e1 + e2). Then we have
resP1
W(I2 (4))
(w1) = x{e1} + x{e2},
resP1
W(I2(4))
(v1) = x{e1} + x{e2},
resP1
W(I2 (4))
(w2) = x{e1,e2}
and
resP2
W(I2 (4))
(w1) = x{e1−e2} + x{e1+e2},
resP2
W(I2(4))
(v1) = 0,
resP2
W(I2 (4))
(w2) = x{e1+e2,e1−e2} + {2} · (x{e1−e2} + x{e1+e2}).
Remark 2.7.10. This corollary can be used to show that for G = W(I2(4)) the modified Quillen map is not
surjective.
2.7.6 Bn
In this section, we assume that char(k0) ∤ |Bn| and −1 ∈ k×20 . Furthermore, we will assume that M∗ is a
Z-graded A1-module with KM/2-module structure. The root system Bn is the disjoint union ∆1 ·∪∆2 ⊂ Rn,
where ∆1 = {±ei | 1 ≤ i ≤ n} are the short roots and ∆2 = {±ei ± e j | 1 ≤ i < j ≤ n} are the long roots. This root
system induces an orthogonal reflection group over any k0 satisfying the above requirements. Furthermore,
note that we haveW(Bn)  Sn⋉ (Z/2)n as abstract groups. Putm ≔
[
n
2
]
and for 1 ≤ i ≤ n define ai ≔ e2i−1− e2i
and bi ≔ e2i−1 + e2i. For each 0 ≤ L ≤ m the elements of XL ≔ {a1, b1, . . . , aL, bL, e2L+1, e2L+2, . . . , en} are mutually
orthogonal; put PL ≔ P(XL). Let us prove by induction on m thatΩ(W) = {[P0], . . . , [Pm]}.
The claim is clear for n = 2. In the general case, let P be any maximal elementary abelian 2-subgroup
generated by reflections. First assume that P contains a short root. By 2.4.4 we may assume that this short
root is en. Now observe that 〈en〉⊥ ∩ Bn = Bn−1 and use induction. If P contains a long root, we may (again
by 2.4.4) assume this root to be a1. Now we have 〈a1〉⊥ ∩ Bn = {±b1} ∪ Bn−2, where we consider Bn−2 to be
embedded in Rn using the last n − 2 coordinates. Now we may again use the induction hypothesis.
Unfortunately, before we can start to determine Inv∗(Bn,M) there are a couple of notational issues to be
addressed. We will denote PL-torsors over a field k by (α1, β1, . . . , αL, βL, ǫ2L+1, . . . , ǫn) ∈ (k×/k×2)n. From the
(Z/2)n-section, we already know that Inv∗(PL,M) is a freeM∗(k0)-module with basis {xI}I⊂[1;n]. However, for
our purposes the parametrization by subsets of [1; n] is quite inconvenient. Therefore we change the index
set, so that it will be better adapted to our situation. Namely, let us introduce
ΛdL ≔ {(A,B,C,E) ⊂ [1; L]3 × [2L + 1; n] | A,B,C pairwise disjoint , |A| + |B| + 2|C| + |E| = d}.
We may reindex theM∗(k0)-basis of Inv∗(PL,M) by defining for every (A,B,C,E) ∈ ΛdL:
x
(L)
(A,B,C,E)
: H1(k,PL)→ KMd (k)/2
(α1, β1, . . . , αL, βL, ǫ2L+1, . . . ǫn) 7→
∏
a∈A
{αa} ·
∏
b∈B
{βb} ·
∏
c∈C
{αc}{βc} ·
∏
e∈E
{ǫe}.
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In the same spirit, we will also write
P(A,B,C,E)≔ P({ap}p∈A ∪ {bq}q∈B ∪ {ar, br}r∈C ∪ {es}s∈E).
Let us now construct a few W(Bn)-invariants. First consider the canonical projection ρ : W(Bn)  Sn ⋉
(Z/2)n → Sn. For 0 ≤ d ≤ m, we have modified Stiefel-Whitney classes w˜d ∈ Invd(Sn,KM/2) and we define
ud ≔ ρ∗(w˜d) ∈ Invd(W(Bn),M). Let k ∈ Fk0 and let (α1, β1, . . . , αL, βL, ǫ2L+1, . . . , ǫn) be an arbitrary PL-torsor
over k. Observe that the mapW(Bn)→ Sn sends both sai, sbi to (2i−1, 2i) and sei to the neutral element. Using
1.3.41 (and that {2}{2} = 0), we see that the value of the total modified Stiefel-Whitney class at this torsor is∏L
i=0(1 + {αiβi}). Using the notation introduced above, we conclude
resPL
W(Bn)
(ud) =
∑
(A,B,∅,∅)∈Λd
L
x
(L)
(A,B,∅,∅). (2.7.1)
Next, we have an embedding W(Bn) → S2n. It is defined by σ ·
∏
i∈I sei 7→ σ · (σ + n) ·
∏
i∈I(i, i + n), where
I ⊂ [1; n], σ ∈ Sn and σ + n ∈ S2n is given by
k 7→
k if k ≤ nn + σ(k − n) if k > n.
Again, we have the modified Stiefel-Whitney invariants w˜d ∈ Invd(S2n,KM/2) and we may then define
vd ≔ res
W(Bn)
S2n
(w˜d) ∈ Invd(W(Bn),KM/2) for 0 ≤ d ≤ n.
Lemma 2.7.11.
resPL
W(Bn)
(vd) =
∑
(∅,∅,C,E)∈Λd
L
x(L)
(∅,∅,C,E). (2.7.2)
Proof. Observe that the mapW(Bn)→ S2n sends
sai 7→ (2i − 1, 2i)(2i− 1 + n, 2i + n)
sbi 7→ (2i − 1, 2i + n)(2i, 2i − 1 + n)
sei 7→ (i, i + n).
Nowwe may use 1.3.43 to conclude that the composition PL →W(Bn)→ S2n → O2n maps a PL-torsor to the
quadratic form
〈〈−α1,−β1〉〉 ⊕ . . . ⊕ 〈〈−αL,−βL〉〉 ⊕ 〈2, 2ǫ2L+1 . . . , 2, 2ǫn〉.
We claim that the total modified Stiefel-Whitney class evaluated at this quadratic form is given by
L∏
i=1
(1 + {αi}{βi})
n∏
i=2L+1
(1 + {ǫi}).
To see this, it is sufficient to check that w(〈2〉 ⊗ 〈〈α, β〉〉) = 1 + {α}{β}. First observe that we have w(〈〈α, β〉〉) =
1 + {α}{β}, since −1 ∈ k×2
0
. For the same reason all q ∈ H1(k,On) satisfy
w(〈2〉 ⊗ q) =
n∑
d=0
wd(q) + {2}
∑
0≤d≤n−1
n − d odd
wd(q).
Putting these two facts together proves w(〈2〉 ⊗ 〈〈α, β〉〉) = 1 + {α}{β}. Now one only needs to translate this
into the new notation to obtain resPL
W(Bn)
(vd) =
∑
(∅,∅,C,E)∈Λd
L
x
(L)
(∅,∅,C,E). 
Our aim is to show that Inv∗(W(Bn),M) is a freeM∗(k0)-module on the products {ud−r · vr}max(0,2d−n)≤r≤d
0≤d≤n
. To
prove this, we need to understand the restriction of such products to PL. If we assume (2.7.1) and (2.7.2), the
proof of the following lemma does not use −1 ∈ k×20 . We work with this extra generality, so that the lemma
may also be used in the Dn-section, where we do not assume −1 ∈ k×20 .
Lemma 2.7.12. We have
resPL
W(Bn)
(ud) · resPLW(Bn)(v f ) =
∑
(A,B,C,E)∈Λd+ f
2|C|+|E|= f
x
(L)
(A,B,C,E)
.
51
Proof. First observe that we have x
(L)
(A,B,∅,∅) · x
(L)
(∅,∅,C,E) = {−1}|A∩C|+|B∩C| · x
(L)
(A−C,B−C,C,E). Using this relation we can
write 
∑
(A,B,∅,∅)∈Λd
L
x
(L)
(A,B,∅,∅)
 ·

∑
(∅,∅,C,E)∈Λ f
L
x
(L)
(∅,∅,C,E)
 =
∑
k≥0
∑
(A,B,∅,∅)∈Λd
L
(∅,∅,C,E)∈Λ f
L
|A∩C|+|B∩C|=k
{−1}kx(L)
(A−C,B−C,C,E)
=
∑
(A,B,C,E)∈Λd+ f
L
2|C|+|E|= f
x
(L)
(A,B,C,E)
+
∑
k≥1
∑
(A,B,∅,∅)∈Λd
L
(∅,∅,C,E)∈Λ f
L
|A∩C|+|B∩C|=k
{−1}kx(L)
(A−C,B−C,C,E).
We want to show that the second sum vanishes. Fix k ≥ 1 and (A′,B′,C′,E′) ∈ Λd+ f−k
L
. Then define
S ≔ {(A,B) | (A,B, ∅, ∅) ∈ ΛdL and A − C′ = A′ and B − C′ = B′}.
Observe that we have S = {(A′∪U,B′∪V) | U,V ⊂ C′ and U∩V = ∅ and |U|+ |V| = k}. Using this description,
we conclude |S| =
( |C′|
k
)
· 2k. Since k ≥ 1, this is even and we obtain the desired vanishing of the second
sum. 
Beforewe can determine the structure of Inv∗(W(Bn),M), it is helpful to know something about the image
of the restriction maps Inv∗(W(Bn),M) → Inv∗(PL,M). Let d, k, ℓ, L be non-negative integers, L ≤ m. Then
define
φdL,k,ℓ ≔
∑
(A,B,C,E)∈Λd
L
|C|=k,|E|=ℓ
x
(L)
(A,B,C,E)
∈ Invd(PL,KM/2).
Note that this is , 0, iff there exists (A,B,C,E) ∈ Λd
L
such that |C| = k and |E| = ℓ.
Lemma 2.7.13. The image of the restriction map Inv∗(W(Bn),M) → Inv∗(PL,M) is contained in the free M∗(k0)-
submodule with basis {
φdL,k,ℓ
∣∣∣0 ≤ k, ℓ, 0 ≤ d ≤ n, 2k + ℓ ≤ d, 2(d − k − ℓ) ≤ 2L ≤ n − ℓ} .
Proof. Let us first show that φd
L,k,ℓ
, 0 iff 0 ≤ k, ℓ, 0 ≤ d ≤ n, 2k+ ℓ ≤ d and 2(d− k− ℓ) ≤ 2L ≤ n− ℓ. Clearly, the
conditions 2k + ℓ ≤ d and 2L + ℓ ≤ n are necessary. Furthermore, from the pairwise disjointness of A,B,C,
we conclude |A|+ |B|+ |C| ≤ L. This is equivalent to d− (2k+ ℓ)+ k ≤ L. Thus d− k− ℓ ≤ L is also a necessary
condition. Now let us check sufficiency. Suppose, we are given L, k, ℓ, d satisfying the restrictions; then we
have ([1; d− ℓ − 2k], ∅, [d− ℓ − 2k + 1; d− ℓ − k], [2L+ 1; 2L+ ℓ]) ∈ Λd
L
. Thus φd
L,k,ℓ
, 0. Next we check that the
image of the restriction map is indeed contained in the submodule generated by the φd
L,k,ℓ
·M∗(k0).
Observe that all of the following elements normalize PL:
(i) se(2i−1)−e(2 j−1) · se(2i)−e(2 j) for i, j ≤ L
(ii) sei−e j for i, j ≥ 2L + 1
(iii) se(2i) for any 1 ≤ i ≤ L
Let NL ⊂ NW(Bn)(PL) be the subgroup generated by these elements. We claim that NL permutes the x(L)(A,B,C,E).
Applying se(2i−1)−e(2 j−1) · se(2i)−e(2 j) for i, j ≤ L to a PL-torsor (α1, . . . , αL, β1, . . . , βL, ǫ2L+1, . . . , ǫn) will interchange
αi ↔ α j and βi ↔ β j. Thus x(L)(A,B,C,E) is mapped to x
(L)
(A′ ,B′,C′,E) where A
′/B′/C′ is obtained from A/B/C by
applying the transposition (i, j) to the respective sets. Similarly, we see that swapping the i-th and the j-th
coordinate for i, j ≥ 2L + 1 maps x(L)
(A,B,C,E)
to x
(L)
(A,B,C,E′) where E
′ is obtained from E by applying to it the
transposition (i, j). Finally changing the 2i-th sign will map x(L)
(A,B,C,E)
to x(L)
(A′,B′,C,E) whereA
′ = (A−{i})∪ (B∩{i})
and B′ = (B − {i}) ∪ (A ∩ {i}) (i.e. if i ∈ A we remove it from A and put it into B and vice versa).
Iteratively applying these operations to an arbitrary element (A0,B0,C0,E0) ∈ ΛdL, we see that its orbit
under NL is equal to
{
(A,B,C,E) ∈ Λd
L
∣∣∣ |C| = |C0|, |E| = |E0|}. Now the lemma follows from 2.6.4. 
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By 2.1.5, the injection Inv∗(W(Bn),M)→
∏m
L=0 Inv
∗(PL,M) has its image inside
∏m
L=0 Inv
∗(PL,M)NL and the
previous lemma gives a good description of this object. However, for two reasons it would be foolish to
believe that this map is already surjective.
The first one is rather obvious. Up to now, we haven’t payed any attention to the compatibility relations
between the various PL: If an element (zL)L of the right hand side comes from a W(Bn)-invariant, then
certainly the restrictions of zL and zL′ to PL ∩ PL′ must coincide. For the second obstruction, we observe
thatW(B2) is the dihedral group of order 8. The Quillen map is not surjective forW(B2) =W(I2(4)) and this
obstruction does in fact propagate to W(Bn). Taking these facts into account, we can prove the following
refined lemma:
Lemma 2.7.14. The image of Inv∗(W(Bn),M) →
∏m
L=0 Inv
∗(PL,M) lies in the subgroup Q generated by {s ·
M∗−|s|(k0)|s ∈ S}, where S ≔
{(∑
2k+ℓ=r φ
d
L,k,ℓ
)
L
∣∣∣∣ 0 ≤ d ≤ n, max(0, 2d− n) ≤ r ≤ d} ⊂ ∏mL=0 Inv∗(PL,KM/2). In
fact Q is a free M∗(k0)-module with basis S.
Proof. From the previous lemma, we conclude that the elements of S are all non-zero. But then, it follows that
Q is indeed a freeM∗(k0)-module with basis S. So it remains to show that the image of the restriction maps
lies in Q. Let z˜ ∈ Inv∗(W(Bn),M) be an arbitrary homogeneous invariant and let z = (zL)L ∈
∏m
L=0 Inv
∗(PL,M)
be the image of z˜ under the restriction maps. By the previous lemma, we can write z =
(∑
d,k,ℓ φ
d
L,k,ℓ
mL,d,k,ℓ
)
L
for some mL,d,k,ℓ ∈M∗−d(k0), where the sums are over all those d, k, ℓ such that φdL,k,ℓ , 0.
Our first goal is to show that mL,d,k,ℓ is independent of L in the sense that mL,d,k,ℓ = mL′,d,k,ℓ, if φdL,k,ℓ , 0
and φd
L′ ,k,ℓ , 0; we will then denote by md,k,ℓ the common value. Observe that if we define
(A0,B0,C0,E0) ≔ ([1; d − ℓ − 2k], ∅, [d− ℓ − 2k + 1; d − ℓ − k], [n − ℓ + 1; n]),
then we have (A0,B0,C0,E0) ∈ ΛdL′ ∩ΛdL. Since z comes from an invariant ofW(Bn), we have
res
P(A0 ,B0,C0,E0)
PL
(zL) = res
P(A0,B0,C0,E0)
PL′
(zL′).
If we compare the coefficients of the x(A0,B0,C0,E0)-components of both sides, we obtain mL,d,k,ℓ = mL′,d,k,ℓ.
Now let us have a look at the second obstruction. We want to prove md,k,ℓ = md,k′,ℓ′ , if 2k + ℓ = 2k′ + ℓ′
and if there exist L, L′ such that φd
L′ ,k′,ℓ′ , 0 and φ
d
L,k,ℓ
, 0. It suffices to prove this in the case k′ − k = 1.
Choose any L such that φd
L+1,k′,ℓ′ , φ
d
L,k,ℓ
, 0 (the existence of such an L can be deduced from the existence of
L, L′ satisfying φd
L′ ,k′,ℓ′ , φ
d
L,k,ℓ
, 0).
Let y be the restriction of z˜ to P([1; d−ℓ−2k], ∅, [L−k+1; L], [2L+3; 2L+ℓ])×W(B2), where B2 is embedded
via the 2L + 1-th and the 2L + 2-th coordinates. By the formula 2.1.16 for the structure of the invariants of a
cartesian product of two groups, y can be written as
y =
∑
A⊂[1;d−ℓ−2k]
C⊂[L−k+1;L]
E⊂[2L+3;2L+ℓ]
x
(L)
(A,∅,C,E) · y(A,C,E)
for certain uniquely determined y(A,C,E) ∈ Inv∗−|A|−2|C|−|E|(W(B2),M). Furthermore, by the results of section
2.7.5, we have
y(A,C,E) = m
(0)
(A,C,E)
+ w1m
(1a)
(A,C,E)
+ v1m
(1b)
(A,C,E)
+ w2m
(2)
(A,C,E)
for certain uniquely determined m
(0)
(A,C,E)
∈ M∗−|A|−2|C|−|E|(k0), m(1a)(A,C,E),m
(1b)
(A,C,E)
∈ M∗−|A|−2|C|−|E|−1(k0), m(2)(A,C,E) ∈
M∗−|A|−2|C|−|E|−2(k0). Restricting y further to P([1; d − ℓ − 2k], ∅, [L − k + 1; L], [2L + 1; 2L + ℓ]) and considering
the x([1;d−2k−ℓ],∅,[L−k+1;L],[2L+1;2L+ℓ])-component, we obtain from 2.7.9 that
md,k,ℓ = m
(2)
([1;d−ℓ−2k],[L−k+1;L],[2L+3;2L+ℓ]).
On the other hand, restricting y to P([1; d − ℓ − 2k], ∅, [L − k + 1; L + 1], [2L + 3; 2L + ℓ]) and considering the
x([1;d−2k−ℓ],∅,[L−k+1;L+1],[2L+3;2L+ℓ])-component, we obtain from 2.7.9 that
md,k′,ℓ′ = m
(2)
([1;d−ℓ−2k],[L−k+1;L],[2L+3;2L+ℓ]).
This proves the lemma. 
From 2.7.12 we thus deduce
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Corollary 2.7.15. Inv∗(W(Bn),M) is a free M∗(k0)-module with basis {ud−rvr | 0 ≤ d ≤ n, max(0, 2d− n) ≤ r ≤ d} .
Since the vd, ud are both induced bymodified Stiefel-Whitney classes of symmetric groups, we also know
the multiplicative structure:
Lemma 2.7.16. Write r =
∑
i∈R 2i, s =
∑
i∈S 2i for some R, S ⊂ {0, 1, 2, . . .} and put t ≔
∑
i∈R∩S 2i. Then we have
ur · us = ur+s−t · {−1}t and vr · vs = vr+s−t · {−1}t.
2.7.7 F4
We assume that −1 ∈ k×20 and char(k0) ∤ |F4| = 27 · 32, i.e. char(k0) , 2, 3. M∗ is required to be a Z-graded
A1-module with KM/2-module structure.
The root system F4 is the disjoint union ∆1 ·∪∆2 ·∪∆3 ⊂ R4, where
∆1 ≔ {±ei | 1 ≤ i ≤ 4}, ∆2 ≔ {1/2(±e1 ± e2 ± e3 ± e4)}
are the short roots and
∆3 ≔ {±ei ± e j | 1 ≤ i < j ≤ 4}
are the long roots.
We have Ω(W(F4)) = {[P0], [P1], [P2]}, where
(i) P0 ≔ P(e1, e2, e3, e4)
(ii) P1 ≔ P(a1, b1, e3, e4)
(iii) P2 ≔ P(a1, b1, a2, b2)
Indeed, the set of long roots of F4 is the root system D4, which up to conjugacy has a unique maximal set of
pairwise orthogonal vectors, namely a1, b1, a2, b2. On the other hand, if we have a maximal set of pairwise
orthogonal roots containing a short root, we canwlog (by 2.4.4) assume this root to be e4. But 〈e4〉⊥∩F4 = B3.
We have determined before that up to conjugacy B3 contains twomaximal sets of pairwise orthogonal roots;
namely {e1, e2, e3} and {a1, b1, e3}.
Furthermore, observe thatwehave inclusionsPi ⊂W(B4) ⊂W(F4). Thus the restrictionmap Inv∗(W(F4),M)→
Inv∗(W(B4),M) is injective. Recall that Inv∗(W(B4),M) is a freeM∗(k0)-module with the following basis:
(0) 1
(i) u1, v1
(ii) u2, v1u1, v2
(iii) v2u1, v3
(iv) v4
Beforewe construct some invariants, let us first derive another restriction in degree 2. Note that resP2
W(F4 )
(v1) =
resP2
W(F4)
(v3) = 0, so that the image of the restriction Inv
∗(W(F4),M) → Inv∗(P2,M) is contained in the free
M∗(k0)-submodule S ⊂ Inv∗(P2,M∗) with basis {1, y1, y2, y′2, y3, y4}, where y1 = resP2W(B4)(u1), y2 = res
P2
W(B4)
(u2),
y′2 = res
P2
W(B4)
(v2), y3 = res
P2
W(B4)
(v2u1) and y4 = res
P2
W(B4)
(v4).
Now let a ∈ Inv∗(P2,M) be any invariant which comes from Inv∗(W(F4),M). Then we can find unique
md ∈M∗−d(k0), m2,m′2 ∈M∗−2(k0) such that
a =
∑
0≤d≤4
d,2

∑
(A,B,C)∈Λd
x(A,B,C)
md +

∑
(A,B,∅)∈Λ2
x(A,B,∅)
m2 +

∑
(∅,∅,C)∈Λ2
x(∅,∅,C)
m′2.
Note that s1/2(e1+e2+e3+e4) lies in the normalizer of P2. This element leaves a1, a2 fixed, but maps b1 to −b2 and
vice versa. Since a comes from Inv∗(W(F4),M) it is invariant under the action of s1/2(e1+e2+e3+e4). Hence we
also have
a =
∑
0≤d≤4
d,2

∑
(A,B,C)∈Λd
x(A,B,C)
md + (x{a1,a2} + x{b1,b2} + x{a1,b1} + x{a2,b2})m2 + (x{a1,b2} + x{a2,b1})m′2.
Comparing coefficients yields m2 = m
′
2
.
Thus the image of the restriction map Inv∗(W(F4),M) → Inv∗(P2,M) is actually contained in the free
M∗(k0)-submodulewith basis {1, y1, y2+y′2, y3, y4}. But from this, we conclude that the image of the restriction
map Inv∗(W(F4),M)→ Inv∗(W(B4),M) is contained in the freeM∗(k0)-module with basis
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(0) 1
(i) u1, v1
(ii) u2 + v2, v1u1
(iii) v2u1, v3
(iv) v4
Now, we need to construct F4-invariants which restrict to these elements. First observe that we haveD4 ⊂ F4
and thatW(F4) stabilizes D4. Thus any g ∈W(F4) maps the simple system S = {e1 − e2, e2 − e3, e3 − e4, e3 + e4}
to another simple system S′ ⊂ D4. Since all simple systems are conjugate, we conclude from 2.4.6 that there
exists a unique h ∈ W(D4) mapping S′ to S. This procedure induces a permutation of the 3 outer vertices
{e1 − e2, e3 − e4, e3 + e4} of the Coxeter graph and we obtain a map ψ : W(F4)→ S3 (which is easily seen to be
a group homomorphism).
Thus we can define v1 ≔ ψ∗(w˜1), where w˜1 ∈ Inv∗(S3,KM/2) is the first (modified) Stiefel-Whitney class.
Nowwe want to determine the restriction of v1 to PL. It is clear from the definition that the mapW(F4)→ S3
sends W(D4) to the identity and sends se4 to the transposition (2, 3). Since we have sei = gi · se4 · g−1i , where
gi ∈ W(D4) denotes the element switching the 4-th and the i-th coordinate (1 ≤ i ≤ 3), we conclude that in
fact all sei are sent to (2, 3). Thus the value of res
PL
W(F4)
(v1) at the PL-torsor (α1, . . . , αL, β1, . . . , βL, ǫ2L+1, . . . , ǫ4) is∑4
i=2L+1{ǫi}.
SinceW(F4) is an orthogonal reflection group, we have an embeddingW(F4) ⊂ O4. Thus we have invari-
ants res
W(F4 )
O4
(wd) ∈ Invd(W(F4),KM/2), where wd ∈ Invd(O4,KM/2) is the d-th (unmodified) Stiefel-Whitney
class. Again, if 2 is not a square in k0, then these invariants will not have a nice form, when restricted to the
PL; therefore we will change them a little and define invariants ŵd. Let (α1, . . . , αL, β1, . . . , βL, ǫ2L+1, . . . , ǫ4) be
a PL-torsor. Its image in H
1(k,O4) induced by the map PL ⊂ W(F4) ⊂ O4 may be computed by using 1.3.39.
It is given by 〈2α1, 2β1, . . . , 2αL, 2βL, ǫ2L+1, . . . , ǫ4〉. We would like to have
resPL
W(F4 )
(ŵd) =
∑
(A,B,C,E)∈Λd
L
x
(L)
(A,B,C,E)
.
To check the computations below, observe that we have {x}{x} = 0, since −1 ∈ k×2
0
by assumption. It is easy
to see that the restriction of w1 to PL is already given by
∑
(A,B,C,E)∈Λ1
L
x
(L)
(A,B,C,E)
. Thus, we just put ŵ1 ≔ w1. For
d = 2, we have
resPL
O4
(w2) =
∑
(A,B,C,E)∈Λ2
L
x
(L)
(A,B,C,E)
+
∑
(A,B,∅,∅)∈Λ1
L
{2} · x(L)
(A,B,∅,∅).
Thus, ŵ2 ≔ w2 − {2} · (w1 − v1) will have the desired property. The restriction of w3 to PL is
resPL
O4
(w3) =
∑
(A,B,C,E)∈Λ3
L
x
(L)
(A,B,C,E)
+
∑
(A,B,∅,E)∈Λ2
L
|E|=1
{2} · x(L)
(A,B,∅,E).
Thus, we set ŵ3 ≔ w3 − {2} · (w1 − v1) · v1. Finally, the restriction of w4 to PL is
resPL
O4
(w4) =
∑
(A,B,C,E)∈Λ4
L
x
(L)
(A,B,C,E)
+
∑
(A,B,C,E)∈Λ3
L
2|C|+|E|=2
{2} · x(L)
(A,B,C,E)
.
Thus, we set ŵ4 ≔ w4 − {2}ŵ2(w1 − v1). Furthermore define u1 ≔ w1 − v1 ∈ Inv1(W(F4),KM/2).
Now let us see, what we obtain when restricting the invariants just constructed toW(B4). We claim that
v1, u1 ∈ Inv1(W(F4),KM/2) restrict to v1, u1 ∈ Inv1(W(B4),KM/2), that u1v1, (ŵ2 − u1v1) ∈ Inv2(W(F4),KM/2)
restrict to u1v1, u2+v2 ∈ Inv2(W(B4),KM/2) and that ŵ2u1, (ŵ3−ŵ2u1) ∈ Inv3(W(F4),KM/2) restrict to v2u1, v3 ∈
Inv3(W(B4),KM/2). Finally ŵ4 ∈ Inv4(W(F4),KM/2) restricts to v4 ∈ Inv4(W(B4),KM/2). To prove all these
claims, we only need to consider the restrictions to Inv∗(PL,KM/2) and there the identities are clear by
construction. Thus Inv∗(W(F4),M) is a free M∗(k0)-module with basis {1, ŵ1, v1, ŵ2, ŵ1v1, ŵ3, ŵ2v1, ŵ4}. The
product structure can then be deduced from the product structure of Inv∗(W(B4),KM/2).
By construction of the ŵd we also have the following:
Proposition 2.7.17. Inv∗(W(F4),M) is a free M∗(k0)-module with basis {1,w1, v1,w2, v1w1,w3, v1w2,w4}.
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2.7.8 Dn
In this section, we assume that char(k0) ∤ |Dn|. Furthermore, M∗ is assumed to be a Z-graded A1-module
with KM/2-module structure. The root system Dn is the subset of Rn consisting of the elements
Dn = {±ei ± e j|1 ≤ i < j ≤ n}.
Letm ≔ [n/2], ai ≔ e2i−1 − e2i, bi ≔ e2i−1 + e2i. We know that this root system defines an orthogonal reflection
group over all k0 such that char(k0) , 2. It follows from 2.4.5 that |Ω(W(Dn))| = 1 and it is easy to check
that P ≔ P(a1, b1, . . . , am, bm) is in fact a maximal elementary abelian 2-group generated by reflections. In
the following, we will always assume n ≥ 2 (if n = 1, then W(D1)  Z/2 and we already know everything
about it). From the root system, it is clear that W(Dn) is a subgroup of W(Bn); more precisely, we have
W(Dn) = {σ ·
∏
i∈I sei ∈ Sn ⋉ (Z/2)n W(Bn) | |I| even}.
Similarly to the Bn-section, we define
Λd ≔ {(A,B,C) ⊂ [1,m]3 | A,B,C are pairwise disjoint, |A| + |B| + 2|C| = d}
and
x(A,B,C) : H
1(k,P)→ KMd (k)/2
(α1, β1, . . . , αm, βm) 7→
∏
a∈A
{αa} ·
∏
b∈B
{βb} ·
∏
c∈C
{αc}{βc}.
The invariants constructed in the Bn-section are useful in the current situation, too. However, we quickly
recall their construction, since we do not want to assume −1 ∈ k×20 (as we did in the Bn-case). First observe
that we have a morphism ρ : W(Dn) ⊂ W(Bn) → Sn. Now define ud ≔ ρ∗(w˜d) ∈ Invd(W(Dn),KM/2). As
before, we have resP
W(Bn)
(ud) =
∑
(A,B,∅)∈Λd x(A,B,∅).
Furthermore – just as in the Bn-case – we have an embedding W(Dn) ⊂ W(Bn) ⊂ S2n. Starting with a
W(Dn)-torsor x ∈ H1(k,W(Dn)), we may consider its image qx ∈ H1(k,O2n) induced by the map W(Dn) →
S2n → O2n. Observe thatW(Dn)→ S2n sends
sai 7→ (2i − 1, 2i)(2i− 1 + n, 2i + n)
sbi 7→ (2i − 1, 2i + n)(2i, 2i− 1 + n).
Thus, if we start with a P-torsor (α1, . . . , αm, β1, . . . , βm), then we may apply 1.3.43 to see that under the
composition P → W(Dn) → S2n → O2n this torsor is mapped to 〈〈−α1,−β1〉〉 ⊕ . . . ⊕ 〈〈−αm,−βm〉〉(⊕〈1, 1〉).
Here the expression in parentheses only appears, if n is odd.
We would like to have an element v ∈ Invtot(W(Dn),KM/2) such that resPW(Dn )(v) is given by
H1(k,P)→ KM(k)/2
(α1, . . . , αm, β1, . . . , βm) 7→ (1 + {α1}{β1}) · · · (1 + {αm}{βm}).
We will construct the homogeneous components vd of v by induction on d. Clearly, we may take v0 = 1
constant. Now suppose v0, . . . , vd−1 have already been constructed. If d is odd, we may just take vd = 0; so
suppose d = 2d′ is even. Let us first compute the value of the total Stiefel-Whitney classw ∈ Invtot(O4,KM/2)
at a 2-fold Pfister form:
w(〈〈−α,−β〉〉) = (1 + {α})(1 + {β})(1+ {α} + {β})
= 1 + {α}{α} + {β}{β}+ {α}{β}
= 1 + {−1}({α}+ {β}) + {α}{β}.
Put v′ ≔ resW(Dn )
O2n
(w) and let y = (α1, . . . , αm, β1, . . . , βm) be an arbitrary P-torsor. Then we compute
resPW(Dn )(v
′)(y) = w(〈〈−α1,−β1〉〉 ⊕ . . . ⊕ 〈〈−αm,−βm〉〉(⊕〈1, 1〉))
=
m∏
i=1
(1 + {−1}({αi} + {βi}) + {αi}{βi}).
Thus the degree d part of resP
W(Dn )
(v′) is
∑d′
j=0
∑
(A,B,C)∈Λd− j
|C|=d′− j
{−1} jx(A,B,C). Observe that 2.7.12 holds also in our
situation (we may copy the proof, as we didnt’t use −1 ∈ k×20 ). Thus we have∑
(A,B,C)∈Λd− j
|C|=d′− j
x(A,B,C) =

∑
(A,B,∅)∈Λ j
x(A,B,∅)
 ·

∑
(∅,∅,C)∈Λd−2 j
x(∅,∅,C)
 .
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Taking vd ≔ v
′
d
−∑d′j=1{−1} ju jvd−2 j completes the induction step.
Furthermore, note that we have
vd =
∑
(∅,∅,C)∈Λd
x(∅,∅,C)
and (by 2.7.12)
resPW(Dn )(ud) · resPW(Dn)(v2e) =
∑
(A,B,C)∈Λd+2e
|C|=e
x(A,B,C).
Now suppose that n = 2m is even. In this case, we need to construct one further invariant. Since
W(Dn)  Sn ⋉ (Z/2)n−1, we have an embedding Sn ⊂ W(Dn) such that |W(Dn)/Sn| = 2n−1. More precisely,
|W(Dn)/Sn| consists of the cosets gISn, where gI ≔
∏
i∈I sei and where I ⊂ [1; n] has even cardinality. The
left action of W(Dn) on these cosets induces a map W(Dn) → S2n−1 → O2n−1 . Thus for any k ∈ Fk0 and any
y ∈ H1(k,W(Dn)), we obtain a quadratic form qy ∈ H1(k,O2n−1). This gives us an invariantω ∈ Inv(W(Dn),W).
In fact, we claim that ω ∈ Inv(W(Dn), Im) (here I(k) ⊂W(k) is the fundamental ideal).
To prove this, we start by showing that resP
W(Dn)
(ω) ∈ Inv(P, Im). It is convenient to have a good under-
standing of the mapW(Dn)→ S2n−1 on the subgroup P:
Lemma 2.7.18. Let L = {{2i − 1, 2i} | 1 ≤ i ≤ m} and define
f : 2[1;n] → 2L
I 7→ {{2i − 1, 2i} | either 2i − 1 ∈ I or 2i ∈ I, but not both}.
Then we have the following:
(i) The action of P on W(Dn)/Sn has the 2m−1 orbits OJ ≔ {gI · Sn | f (I) = J},J ⊂ L, |J| even.
(ii) Let OJ be an arbitrary orbit from (i). Put AJ ≔ {i ∈ [1;m] | {2i − 1, 2i} ∈ J} and BJ ≔ {i ∈ [1;m] |
{2i− 1, 2i} < J}. Then P({ai}i∈BJ ∪ {b j} j∈AJ ) acts trivially on OJ and the action of PJ ≔ P({ai}i∈AJ ∪ {b j} j∈BJ )
on OJ is simply transitive.
Proof. (i) Let I ⊂ [1; n]. If {2i− 1, 2i} < f (I), then saigI = gIsai and sbigI = gI∆{2i−1,2i}sai, where ∆ is the symmetric
difference operation. On the other hand, if {2i− 1, 2i} ∈ f (I), then saigI = gI∆{2i−1,2i}sai and sbigI = gIsai. Part (i)
now follows easily from these observations.
(ii) Clearly, it follows from the previous lines that P({ai}i∈BJ ∪ {b j} j∈AJ ) acts trivially on OJ . For the
second assertion, it suffices to show that the action of P({ai}i∈AJ ∪ {b j} j∈BJ ) on OJ is free (indeed, we have
|P({ai}i∈AJ ∪ {b j} j∈BJ )| = 2m = |OJ |). So suppose, we have I ⊂ [1; n],M ⊂ AJ and N ⊂ BJ such that f (I) = J
and g ≔
∏
i∈M sai ·
∏
j∈N sbj fixes gISn. But using the relations considered above, we have g · gISn = gI′Sn,
where I′ = I∆(∆i∈M{2i − 1, 2i})∆(∆ j∈N{2 j − 1, 2 j}) denotes the iterated symmetric difference indexed over all
elements ofM and N. Now observe I′ = I ⇐⇒ M = N = ∅, which shows that the action is free. 
Using this lemma, we can now conclude the following: Let y = (α1, . . . , αm, β1, . . . , βm) ∈ H1(k,P) be
arbitrary and let qy ∈ H1(k,O2n−1) be the quadratic form induced by the composition P → W(Dn)→ S2n−1 →
O2n−1 . By 1.3.42 the decomposition of the action of P into orbits OJ induces a decomposition of qy as
qy  ⊕JqJ . More precisely, the action of P on OJ induces a map P→ S2m and qJ is defined to be the image
of y ∈ H1(k,P) under the composition P → S2m → O2m . By the lemma, this composition factors through the
projection P→ PJ . Using 1.3.43, its remark and the above lemma, we can then conclude that
qJ  〈2m〉 ⊗
⊗
i∈AJ
〈〈−αi〉〉 ⊗
⊗
j∈BJ
〈〈−β j〉〉.
In particular the image of qy = ⊕JqJ inW(k) lies in Im(k). This proves resPW(Dn)(ω) ∈ Inv(P, Im).
Now we need to pass from the subgroup P toW(Dn). Observe that there is a map fromW to (I
∗/I∗+1)0 =
W/I. Thus ω induces an invariant ω ∈ Inv0(W(Dn), I∗/I∗+1). Since the image of resPW(Dn )(ω) lies in Im ⊂ I,
we conclude that resP
W(Dn )
(ω) = 0. But (up to conjugation), P is the unique maximal elementary abelian 2-
subgroup ofW(Dn) generated by reflections. From 2.3.13we then conclude thatω = 0 ∈ Inv0(W(Dn), I∗/I∗+1).
But this is another way of saying that ω ∈ Inv(W(Dn), I). Iterating this procedure m times, we obtain
ω ∈ Inv(W(Dn), Im).
As we recalled in 2.1.6, there exists an invariant em : I
m(k)→ KMm (k)/2 satisfying
em(〈〈α1〉〉 ⊗ . . . ⊗ 〈〈αm〉〉) =
m∏
i=1
{αi}.
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Then y 7→ em(〈2m〉 ⊗ ω(y)) defines an element of Invm(W(Dn),KM/2); let us denote this element by e˜m for the
moment. Our computations show that its restriction to P is given by
resPW(Dn )(e˜m) =
∑
(A,B,∅)∈Λm
|A| even
x(A,B,∅) + {−1}
∑
(A,B,∅)∈Λm−1
x(A,B,∅).
Thus, if we put em ≔ e˜m − {−1}um−1, we have resPW(Dn )(em) =
∑
(A,B,∅)∈Λm
|A| even
x(A,B,∅).
This was the hardest part of the section. Now we want to show that all other Dn-invariants can be
obtained from the ones constructed above. Let us first introduce certain notations. For 0 ≤ d ≤ n and
0 ≤ i ≤ [d/2] put
φdi ≔
∑
(A,B,C)∈Λd
|C|=i
x(A,B,C) ∈ Invd(P,KM/2)
and
ψ1 ≔
∑
(A,B,∅)
|A| even
x(A,B,∅), ψ2 ≔
∑
(A,B,∅)
|A| odd
x(A,B,∅).
Lemma 2.7.19. The image of the restriction map Inv∗
k0
(W(Dn),M) → Inv∗k0(P,M) is contained in the free M∗(k0)-
module with basis
S = {φdi | 0 ≤ d ≤ n, max(0, d−m) ≤ i ≤ [d/2]} ∪ R,
where R = ∅, if n is odd and R = {ψ1}, if n is even.
Proof. As in the Bn-section, it is easy to check that all the elements of S are non-zero. Now observe that the
following elements normalize P:
(i) se(2i−1)−e(2 j−1) · se(2i)−e(2 j)
(ii) se(2i−1) · se(2 j−1)
Let us denote by N1,N2 ⊂ N(P) the subgroups generated by the first, respectively second kind of elements
and let us denote byN the subgroupgeneratedbyN1 andN2. At the torsor level, conjugation by the first kind
of elements will swap αi ↔ α j and βi ↔ β j. Thus, if (A,B,C) ∈ Λd is an arbitrary element, then x(A,B,C) maps
to x(A′,B′,C′), whereA
′ = (i, j)A, B′ = (i, j)B andC′ = (i, j)C. On the other hand, conjugation by the second kind
of elements swaps αi ↔ βi and α j ↔ β j. Thus, it maps x(A,B,C) to x(A′,B′,C), where A′ = (A − {i, j}) ∪ (B ∩ {i, j})
and B′ = (B − {i, j}) ∪ (A ∩ {i, j}) (i.e. if i ∈ A, we remove it from A and put it into B and vice versa; then we
do the same for j). ThusN acts on Inv∗(P,KM/2) by permuting the x(A,B,C) and hence we can apply 2.6.4. The
next step is to determine the orbits of this action.
So let (A0,B0,C0) ∈ Λd be arbitrary and let us determine the orbit of x(A0,B0,C0) underN. First suppose that
n is odd or that C0 , ∅ or that (n = 2m is even and d < m). Then we claim that the orbit of x(A0,B0,C0) underN2
is given by {x(A,B,C0) | (A,B,C0) ∈ Λd, A ∪ B = A0 ∪ B0}. It suffices to show that for any a ∈ A0, there exists an
element ofN2 mapping x(A0,B0,C0) to x(A0−{a},B0∪{a},C0) (as soon as this is proven, one observes that the symmetric
statement with b ∈ B0 also holds; iterating these operations, we indeed get the claimed orbit). If n is odd,
then se(2a−1) · sen maps x(A0,B0,C0) to x(A0−{a},B0∪{a},C0). If C0 , ∅ choose c ∈ C0; then se(2a−1) · se(2c−1) maps x(A0,B0,C0)
to x(A0−{a},B0∪{a},C0). Finally, if n = 2m is even and d < m, then there exists i ∈ [1;m] such that i < A0 ∪ B0 ∪ C0.
The element se(2a−1) · se(2i−1) does the trick. Thus the orbit of x(A0,B0,C0) underN2 is indeed {x(A,B,C0) | (A,B,C0) ∈
Λd, A ∪ B = A0 ∪ B0}. Furthermore, it is easy to check that for any (A1,B1,C1) ∈ Λd the orbit of x(A1,B1,C1)
under N1 is given by {x(A,B,C) | (A,B,C) ∈ Λd, |A| = |A1|, |B| = |B1|, |C| = |C1|}. Putting these results together,
we see that in this case, the orbit of x(A0,B0,C0) under N is given by {x(A,B,C) | (A,B,C) ∈ Λd, |C| = |C0|}.
It remains to treat the case, where C0 = ∅, n = 2m is even and d = m. Then one can check that the orbit of
x(A0,B0,∅) underN2 is {x(A,B,∅) | (A,B, ∅) ∈ Λd, A∪B = A0∪B0, |B|− |B0| is even}. Using that for any (A1,B1,C1) ∈
Λd the orbit of x(A1,B1,C1) under N1 is given by {x(A,B,C) | (A,B,C) ∈ Λd, |A| = |A1|, |B| = |B1|, |C| = |C1|}, we see
that the orbit of x(A0,B0,∅) under N is {x(A,B,∅) | (A,B, ∅) ∈ Λd, |B| − |B0| is even}.
Applying 2.6.4 now proves the lemma (after observing ψ1 + ψ2 = φm0 ). 
It follows from our computations that we have resP
W(Dn)
(em) = ψ1 and ud−2iv2i = φdi (using 2.7.12). Thus
we have
Corollary 2.7.20. Inv∗
k0
(W(Dn),M) is a free M∗(k0)-module with basis
{ud−2iv2i | 0 ≤ d ≤ n, max(0, d−m) ≤ i ≤ [d/2]} ∪ R,
where R = ∅, if n is odd and R = {em}, if n is even.
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Now let us determine the product structure. The ud are induced by the modified Stiefel-Whitney classes.
Thus we have
Lemma 2.7.21. Write r =
∑
i∈R 2i, s =
∑
i∈S 2i for some R, S ⊂ {0, 1, 2, . . .} and put t ≔
∑
i∈R∩S 2i. Then we have
ur · us = ur+s−t · {−1}t.
Forproductsof the formv2r·v2swecangiveavery similar formula. Indeed, for y = (α1, . . . , αm, β1, . . . , βm) ∈
H1(k,P) the value of v2d at y is the degree 2d-part of (1+ {α1}{β1}) · · · (1+ {αm}{βm}). Thus for r, s, t as above we
have resP
W(Dn)
(v2r) · resPW(Dn )(v2s) = resPW(Dn)(v2r+2s−2t · {−1}2t). Since the restriction to P is an injection, we obtain
Lemma 2.7.22. Write r =
∑
i∈R 2i, s =
∑
i∈S 2i for some R, S ⊂ {0, 1, 2, . . .} and put t ≔
∑
i∈R∩S 2i. Then we have
v2r · v2s = v2r+2s−2t · {−1}2t.
It remains to understand the products involving the invariant em. As em is homogeneous of degree m,
we have e2m = {−1}mem.
Lemma 2.7.23. We have
em · v2d =

em if d = 0
{−1}um−1v2 if d = 1
0 if d > 1
Proof. The claim is clear for d = 0, so we only need to consider the cases, where d > 0. It is sufficient to prove
this relation after restricting to P. We have x(A,B,∅) · x(∅,∅,C) = {−1}|A∩C|+|B∩C| · x(A−C,B−C,C). This implies
∑
(A,B,∅)∈Λm
|A| even
x(A,B,∅)
 ·

∑
(∅,∅,C)∈Λ2d
x(∅,∅,C)
 =
∑
(A,B,∅)∈Λm
(∅,∅,C)∈Λ2d
|A| even
{−1}dx(A−C,B−C,C).
Fix (A′,B′,C′) ∈ Λd+m such that |C′| = d. Then define
S ≔ {(A,B) | (A,B, ∅) ∈ Λm, A − C′ = A′, B − C′ = B′, |A| even}.
We have S = {(A′ ∪ U,B′ ∪ V) | U,V ⊂ C′, U ∩ V = ∅, U ∪ V = C′, |A′| + |U| even}. Using this description,
we conclude |S| = 2d−1. For d ≥ 2, this is even and thus the corresponding sum vanishes. For d = 1, this sum
may be simplified to
∑
(A,B,C)∈Λm+1
|C|=1
{−1}x(A,B,C) = {−1} ·
 ∑
(A,B,∅)∈Λm−1
x(A,B,∅)
 ·
 ∑
(∅,∅,C)∈Λ2
x(∅,∅,C)


Lemma 2.7.24. Let d > 0. Then we have
em · ud =
(
m
d
)
{−1}dem +
(
m − 1
d − 1
)
{−1}d−1um−1v2.
Proof. Again it is sufficient to prove this relation after restricting both sides to P. For (A1,B1, ∅) ∈ Λm,
(A2,B2, ∅) ∈ Λd we have x(A1,B1,∅) · x(A2,B2,∅) = {−1}|A1∩A2 |+|B1∩B2| · x(A1−B2,B1−A2,(A1∩B2)∪(B1∩A2)). Thus we have
∑
(A1 ,B1,∅)∈Λm
|A1 | even
x(A1,B1,∅)
 ·
 ∑
(A2,B2,∅)∈Λd
x(A2,B2,∅)
 =∑
k≥0
∑
(A1,B1,∅)∈Λm
(A2,B2,∅)∈Λd
|A1∩A2 |+|B1∩B2|=k
|A1 | even
{−1}kx(A1−B2,B1−A2,(A1∩B2)∪(B1∩A2))
=
∑
k≥0
∑
(A1,B1,∅)∈Λm
(A2,B2,∅)∈Λd
|A1∩B2 |+|B1∩A2 |=d−k
|A1 | even
{−1}kx(A1−B2,B1−A2,(A1∩B2)∪(B1∩A2)).
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Fix k ≥ 0 and (A′,B′,C′) ∈ Λd+m−k such that |C′| + k = d. Then we have |A′| + |B′| = m − |C′|. Now define
S ≔ {(A1,B1,A2,B2) |(A1,B1, ∅) ∈ Λm, (A2,B2, ∅) ∈ Λd, A1 − B2 = A′, B1 − A2 = B′,
(A1 ∩ B2) ∪ (B1 ∩A2) = C′, |A1| even}.
Then we have
S = {(A′ ∪U2,B′ ∪V1,U1 ∪ V1,U2 ∪V2) |U1 ⊂ A′,V2 ⊂ B′,U2,V1 ⊂ C′,
V1 ∩U2 = ∅, C′ = V1 ∪U2, |A′| + |U2| even,
|U1| + |V2| = d − |C′|}.
Now let us try to compute |S|. Let us first do the case, where |C′| ≥ 1. Then we have
|S| = 2|C′ |−1 ·
(|A′| + |B′|
d − |C′|
)
= 2|C
′ |−1 ·
(
m − |C′|
d − |C′|
)
.
This is 0 mod 2, unless |C′| = 1. In this case, it is (m−1d−1). On the other hand, if C′ = ∅ and |A′| is odd, then
S = ∅. If C′ = ∅ and |A′| is even, then we have |S| = (md). Thus we conclude
∑
(A1,B1,∅)∈Λm
|A1 | even
x(A1,B1,∅)
 ·
 ∑
(A2 ,B2,∅)∈Λd
x(A2,B2,∅)
 =∑
k≥0
∑
(A1,B1,∅)∈Λm
(A2,B2,∅)∈Λd
|A1∩A2 |+|B1∩B2 |=k
|A1 | even
{−1}kx(A1−B2,B1−A2,(A1∩B2)∪(B1∩A2))
=
(
m
d
)
{−1}d
∑
(A,B,∅)∈Λm
|A| even
x(A,B,∅) +
(
m − 1
d − 1
)
{−1}d−1
∑
(A,B,C)∈Λm+1
|C|=1
x(A,B,C).

2.7.9 E6
In this section, we require char(k0) ∤ |W(E6)| = 27 · 34 · 5, i.e. char(k0) , 2, 3, 5. M∗ is a Z-gradedA1-module
with KM/2-module structure. By 2.4.5 we have |Ω(W(E6))| = 1; a representative for this conjugacy class
is for instance given by P ≔ P(a1, b1, a2, b2). The injection Inv∗(W(E6),M) → Inv∗(P,M) factors through
Inv∗(W(D5),M) and thus we obtain an injection Inv∗(W(E6),M)→ Inv∗(W(D5),M).
AnM∗(k0)-basis of Inv∗(W(D5),M) is given by
(0) 1
(i) u1
(ii) u2, v2
(iii) v2u1
(iv) v4
So let a ∈ Inv∗(P,M) be an invariant which comes from a W(E6)-invariant. Since the inclusion P ⊂ W(E6)
factors throughW(D5) ⊂W(E6), a can be uniquely written as
a =
∑
0≤d≤4
d,2

∑
(A,B,C)∈Λd
x(A,B,C)
md +

∑
(A,B,∅)∈Λ2
x(A,B,∅)
m2 +

∑
(∅,∅,C)∈Λ2
x(∅,∅,C)
m′2
for certain md ∈M∗−d(k0), m2,m′2 ∈M∗−2(k0). The element
g ≔ s 1
2
(e1−e2−e3−e4−e5−e6−e7+e8) · s 1
2
(−e1+e2+e3+e4−e5−e6−e7+e8) ∈W(E6)
lies in the normalizer of P, since we have
g · sa1 · g−1 = sb2
g · sb1 · g−1 = sb1
g · sa2 · g−1 = sa2
g · sb2 · g−1 = sa1.
60
The induced action of g on a P-torsor (α1, α2, β1, β2) is thus given by swapping α1 ↔ β2, while leaving α2, β1
fixed. Therefore applying g to the invariant a yields
∑
0≤d≤4
d,2

∑
(A,B,C)∈Λd
x(A,B,C)
md + (x{a1,b2} + x{b1,a2} + x{a1,b1} + x{a2,b2})m2 + (x{a1,a2} + x{b1,b2})m′2.
Since a comes from an invariant of W(E6), it must be invariant under g and comparing coefficients, we
conclude that the image of the restriction Inv∗(W(E6),M)→ Inv∗(W(D5),M) lies in the freeM∗(k0)-submodule
with basis
(0) 1
(i) u1
(ii) u2 + v2
(iii) v2u1
(iv) v4
SinceW(E6) is an orthogonal reflection group, we have an embeddingW(E6) ⊂ O8 and thus we may define
invariants res
W(E6)
O8
(w˜d) ∈ Invd(O8,KM/2) which we will again denote by w˜d. Let k ∈ Fk0 be arbitrary and let
(α1, β1, α2, β2) ∈ (k×/k×2)4 be an arbitrary P-torsor; using the map P→W(E6) ⊂ O8 this induces the quadratic
form
〈2α1, 2β1, 2α2, 2β2, 1, 1, 1, 1〉.
Thus, the total modified Stiefel-Whitney class evaluated at this torsor is
(1 + {α1})(1 + {α2})(1+ {β1})(1 + {β2})(1 + {2}4).
Now it is easy to compute that
resPW(D5)(u1) = res
P
W(E6)
(w˜1)
resPW(D5 )(u2 + v2) = res
P
W(E6)
(w˜2)
resPW(D5)(v2u1) = res
P
W(E6)
(w˜3)
resPW(D5 )(v4) = res
P
W(E6)
(w˜4 − {2}4).
This shows that the {w˜d}0≤d≤4 form a basis of Inv∗(W(E6),M∗) as M∗(k0)-module. The product structure can
be deduced from theW(D5)-case.
2.7.10 E7
We require that char(k0) ∤ |W(E7)| = 210 · 34 · 5 · 7, i.e. char(k0) , 2, 3, 5, 7. M∗ is a Z-gradedA1-module with
KM/2-module structure.
By 2.4.5, we have Ω(W(E7)) = {[P]}, where P ≔ P(a1, b1, a2, b2, a3, b3, a4). Looking at the root systems, we
see that there is an inclusion W(D6) × 〈sa4〉 ⊂ W(E7). By the same factorization argument as before, we see
that the restriction map Inv∗(W(E7),M) → Inv∗(W(D6) × 〈sa4〉,M) is injective. We will denote P-torsors by
(α1, β1, α2, β2, α3, β3, α4) ∈ (k×/k×2)7. Let us first recall that Inv∗(W(D6)× 〈sa4〉,M) is a freeM∗(k0)-module with
basis
(0) 1
(i) u1, x{a4}
(ii) u2, v2, u1x{a4}
(iii) (u3 − e3), e3, u1v2, u2x{a4}, v2x{a4}
(iv) u2v2, v4, (u3 − e3)x{a4}, e3x{a4}, u1v2x{a4}
(v) v4u1, u2v2x{a4}, v4x{a4}
(vi) v6, v4u1x{a4}
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(vii) v6x{a4}.
Defining g ≔ s 1
2 (e1−e2−e3−e4−e5−e6−e7+e8) · s 12 (−e1+e2+e3+e4−e5−e6−e7+e8) ∈W(E7) as in the E6-case, we compute
g · sa1 · g−1 = sb2
g · sb1 · g−1 = sb1
g · sa2 · g−1 = sa2
g · sb2 · g−1 = sa1
g · sa3 · g−1 = sa3
g · sb3 · g−1 = sa4
g · sa4 · g−1 = sb3.
Let k ∈ Fk0 and (α1, β1, . . . , α3, β3, α4) ∈ (k×/k×2)7 be a P-torsor. The action of g on this torsor is thus given by
swapping α1 ↔ β2, β3 ↔ α4 while leaving β1, α2, α3 fixed. Arguing just as in the E6-case, we see that the
image of Inv∗(W(E7),M)→ Inv∗(W(D6) × 〈sa4〉,M) lies in the freeM∗(k0)-module with basis
(0) 1
(i) u1 + x{a4}
(ii) v2 + u2 + u1x{a4}
(iii) u1v2 + (u3 − e3) + u2x{a4}, e3 + v2x{a4}
(iv) v4 + (u3 − e3)x{a4}, u2v2 + u1v2x{a4} + e3x{a4}
(v) v4x{a4} + u2v2x{a4} + v4u1
(vi) v4u1x{a4} + v6
(vii) v6x{a4}
Now we need to provide enough W(E7)-invariants. First, the embedding W(E7) ⊂ O8 gives us invariants
res
W(E7)
O8
(w˜d) ∈ Invd(W(E7),KM/2) which we will again denote by w˜d. It is routine to check that we have
resPW(E7)(w˜1) = res
P
W(D6)×〈sa4〉(u1 + x{a4})
resPW(E7)(w˜2) = res
P
W(D6)×〈sa4〉(u2 + v2 + u1x{a4})
resPW(E7)(w˜3) = res
P
W(D6)×〈sa4〉(u3 + u1v2 + u2x{a4} + v2x{a4})
resPW(E7)(w˜4) = res
P
W(D6)×〈sa4〉(u2v2 + v4 + u3x{a4} + u1v2x{a4})
resPW(E7)(w˜5) = res
P
W(D6)×〈sa4〉(v4u1 + v4x{a4} + u2v2x{a4})
resPW(E7)(w˜6) = res
P
W(D6)×〈sa4〉(v6 + v4u1x{a4})
resPW(E7)(w˜7) = res
P
W(D6)×〈sa4〉(v6x{a4}).
Sowe still need some further basis invariants in degree 3 and 4. To construct the missing invariant in degree
3, we will mimick the construction of the invariant em in the Dn-section. Let U  S6 × 〈sa4〉 ⊂ W(E7) be the
subgroup generated by the reflections at {e1 + e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e7 − e8}. Then |U\W(E7)| = 2016
and we obtain a map W(E7) → S2016 → O2016. To be more precise, there is a right action of W(E7) on the
right cosets U\W(E7) given by right multiplication. This induces an anti-homomorphism W(E7) → S2016
and precomposing this map with g 7→ g−1, we obtain the desired homomorphism (we didn’t use left cosets,
since right cosets are more convenient when doing computations in GAP). We need the following lemma
which tells us that we are in a situation which is quite similar to the Dn-case:
Lemma 2.7.25. Let k ∈ Fk0 and y ∈ H1(k,P) be a P-torsor. Let qy be the quadratic form induced by y under the
composition P→ W(E7)→ S2016 → O2016. Then the image of qy in W(k) is contained in I3(k).
Proof. This can be checked by a computer; see appendix B. 
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We can now argue exactly as in the Dn-case to obtain an invariant f3 ∈ Inv3(W(E7),KM/2). In concrete
terms, if y is a W(E7)-torsor, and qy is the quadratic form induced by y under the composition W(E7) →
S2016 → O2016, then the image of qy in W(k) is contained in I3(k) and we define f3(y) ≔ e3(〈23〉 ⊗ qy). In the
appendix we also describe how a computer may be used to compute that the restriction of f3 to P is
resPW(D6)×〈sa4〉(u1v2 + u3 − e3 + u2x{a4}).
Finally, observe that
(u1 + x{a4})(u1v2 + (u3 − e3) + u2x{a4})
=u21v2 + u1(u3 − e3) + u1u2x{a4} + u1v2x{a4} + (u3 − e3)x{a4} + u2x2{a4}
={−1}u1v2 + u2v2 + {−1}(u3 − e3) + u3x{a4} + u1v2x{a4} + (u3 − e3)x{a4} + {−1}u2x{a4}
=u2v2 + u1v2x{a4} + e3x{a4} + {−1}(u1v2 + (u3 − e3) + u2x{a4}).
Thus, Inv∗(W(E7),M) is a freeM∗(k0)-module with basis {w˜d}0≤d≤7 ∪ { f3, f3 · w˜1} and the product structure can
be deduced from the Inv∗(W(D6))-case.
2.7.11 E8
We require that char(k0) ∤ |W(E8)| = 214 · 35 · 52 · 7, i.e. char(k0) , 2, 3, 5, 7. M∗ is a Z-gradedA1-module with
KM/2-module structure.
Observe that P ≔ P(a1, b1, a2, b2, a3, b3, a4, b4) is the (up to conjugacy) unique maximal elementary abelian
subgroup generated by reflections in W(E8). By the same arguments as in the E6/E7-case, we obtain that
the restriction map Inv∗(W(E8),M)→ Inv∗(W(D8),M) is injective. We first recall that Inv∗(W(D8),M) is a free
M∗(k0)-module with the following basis:
(0) 1
(i) u1
(ii) u2, v2
(iii) u3, v2u1
(iv) e4, (u4 − e4), v2u2, v4
(v) v2u3, v4u1
(vi) v4u2, v6
(vii) v6u1
(viii) v8
Again, we define g ∈W(E8) as in the E6 or E7-case; again, we check that it normalizes P:
g · sa1 · g−1 = sb2
g · sb1 · g−1 = sb1
g · sa2 · g−1 = sa2
g · sb2 · g−1 = sa1
g · sa3 · g−1 = sa3
g · sb3 · g−1 = sa4
g · sa4 · g−1 = sb3
g · sb4 · g−1 = sb4.
The action of g on a P-torsor (α1, β1, α2, β2, α3, β3, α4, β4) is thus given by swapping α1 ↔ β2, β3 ↔ α4 while
leaving β1, α2, α3, β4 fixed. Again, applying the same kind of arguments as in the E6-case, we see that the
image of the restriction map Inv∗(W(E8),M) → Inv∗(W(D8),M) is contained in the free M∗(k0)-submodule
with basis
(0) 1
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(i) u1
(ii) u2 + v2
(iii) u3 + v2u1
(iv) e4 + v4, (u4 − e4) + v2u2
(v) v2u3 + v4u1
(vi) v4u2 + v6
(vii) v6u1
(viii) v8
Nowwe need to constructW(E8)-invariantsmapping to these basis elements. On the one hand, the inclusion
W(E8) ⊂ O8 gives us modified Stiefel-Whitney classes w˜d ∈ Invd(W(E8),KM/2). Again one can check that
resPW(E8)(w˜1) = res
P
W(D8)
(u1)
resPW(E8)(w˜2) = res
P
W(D8)
(u2 + v2)
resPW(E8)(w˜3) = res
P
W(D8)
(u3 + u1v2)
resPW(E8)(w˜4) = res
P
W(D8)
(u4 + u2v2 + v4)
resPW(E8)(w˜5) = res
P
W(D8)
(v2u3 + v4u1)
resPW(E8)(w˜6) = res
P
W(D8)
(v4u2 + v6)
resPW(E8)(w˜7) = res
P
W(D8)
(v6u1)
resPW(E8)(w˜8) = res
P
W(D8)
(v8).
The situation is very similar to the E7-case; this time wemiss a basis invariant in degree 4. LetU ⊂W(E8) be
the subgroup generated by the reflections at {e1 + e2, e2 − e3, e3 − e4, e4 − e5, e5 − e6, e6 − e7, e7 − e8}. By observing
that U  S8 or by using a computer, we conclude |U\W(E8)| = 17280. As in the E7-case, we obtain a map
W(E8)→ S17280 → O17280. Again we need the following lemma which we can only prove by making use of
a computer:
Lemma 2.7.26. Let k ∈ Fk0 and y ∈ H1(k,P) be a P-torsor. Let qy be the quadratic form induced by y under the
composition P→ W(E8)→ S17280 → O17280. Then the image of qy in W(k) is contained in I4(k).
Proof. Again this can be checked by a computer and we give details in the appendix. 
As in theDn-case, we obtain from this an invariant f4 ∈ Inv4(W(E8)). More precisely, if y is aW(E8)-torsor
and qy is the quadratic form induced by y under the composition W(E8)→ S17280 → O17280, then the image
of qy inW(k) is contained in I
4(k) and we define f4(y) ≔ e4(qy).
To compute the restriction of f4 to P, we may again ask the computer. He says (see appendix) that it is
resPW(D8)(v2u2 + (u4 − e4)).
Thus we conclude that Inv∗(W(E8),M) is a free M∗(k0)-module with basis { f4} ∪ {w˜d}0≤d≤8 and the product
structure can be deduced from the Inv∗(W(D8))-case.
2.8 Summary and open questions
It is probably a good idea to summarize the piecemeal results obtained in the previous sections:
Summary 2.8.1. Let M∗ be a Z-graded A1-module with KM/2-structure. Let W be a finite Euclidean irreducible
reflection group and let k0 be a base field, which is nice enough (for Weyl groups, char(k0) ∤ |W| and −1 ∈ k×20 is
certainly nice enough; see the respective sections for details). Then Inv∗
k0
(W,M) is a free M∗(k0)-module. Here is a list
that gives for each possible type of W such a basis:
• W =W(An): {w˜d | 0 ≤ d ≤
[
n+1
2
]
}
• W =W(Bn): {ud−rvr | 0 ≤ d ≤ n, max(0, 2d − n) ≤ r ≤ d}
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• W =W(Dn):
– 2 ∤ n: {ud−2rv2r | 0 ≤ d ≤ n, max(0, 2d− n) ≤ 2r ≤ d}
– 2 | n {ud−2rv2r | 0 ≤ d ≤ n, max(0, 2d− n) ≤ 2r ≤ d} ∪ {em}
• W =W(E6): {w˜d | 0 ≤ d ≤ 4}
• W =W(E7): {w˜d | 0 ≤ d ≤ 7} ∪ { f3, w˜1 f3}
• W =W(E8): {w˜d | 0 ≤ d ≤ 8} ∪ { f4}
• W =W(F4): {wd | 0 ≤ d ≤ 4} ∪ {v1,w1v1,w2v1}
• W =W(G2): {1, x{e1−e2}, x{2·e3−e1−e2}, x{e1−e2,2·e3−e1−e2}}
• W =W(H3): {wd | 0 ≤ d ≤ 3}
• W =W(H4): {wd | 0 ≤ d ≤ 4}
• W =W(I2(n)):
– 2 ∤ n: {1, x{e1}}
– 2 | n, 4 ∤ n: {1, x{e1}, x{e2}, x{e1,e2}}
– 4 | n: {1,w1, v1,w2}
Corollary 2.8.2. Let char(k0) ∤ |W| and −1 ∈ k20. Let W be a Weyl group; let M be a Z-graded A1-module. Then
Inv∗
k0
(W,M) is a free M∗(k0)-module.
Proof. This follows from the summary above and 2.1.16. 
Corollary 2.8.3. Let k0 be perfect, char(k0) ∤ |W| and −1 ∈ k20. Let W be a Weyl group and M be a cycle module.
Then h0(Bgm(W))  Z ⊕ ⊕iKMdi /2 for certain non-negative integers di and Inv∗k0(W,M) M∗(k0) ⊕ ⊕iM∗−di(k0)〈2〉.
Proof. This was observed in 2.7.1 (using the above summary). 
Finally, we observe that this diploma thesis still leaves many open questions on the invariants of
Euclidean reflection groups:
(i) What can we say about Inv∗
k0
(W(Bn),M) and Inv∗k0(W(F4),M), if −1 < k×20 ?
(ii) Why does the modified Quillen map fail to be an isomorphism for reflection groups of typeW(I2(n))?
We can deduce this only by using an ad hoc argument (i.e. by choosing a versal torsor which is quite
nice from the computational point of view); a more conceptual explanation/obstruction would be
desirable.
(iii) Find away to determine the structure of Inv∗(W(E7),M) and Inv∗(W(E8),M) without using a computer!
(iv) Although Serre’s splitting principle holds for any unramifiedA1-invariant sheaf, most of our compu-
tations are only valid for cycle modules or Z-gradedA1-modules with KM/2-structure. For instance,
it would be interesting to determine the structure of the invariants using Witt groups as coefficients.
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A Miscellaneous facts on schemes
Proposition A.0.1. Let S be a scheme X,Y ∈ Sch/S and ι : X → Y be a closed immersion. Let T ∈ Sch/S and
f1, f2 : T → X be such that ι ◦ f1 = ι ◦ f2. Then we have f1 = f2.
Proof. The assertion is clear on the set-theoretic level. In particular, for any open affine U ⊂ Y the open
subschemes f−1
1
(X ∩ U), f−1
2
(X ∩ U) ⊂ T agree. So there is no harm in supposing Y = Spec(A) affine. Thus
X = Spec(A/I) for some ideal I ⊂ A. But then the proposition is reduced to the following statement:
If the composite maps
A→ A/I f
#
1
(Spec(A/I))−−−−−−−−−→ OT(T)
A→ A/I f
#
2
(Spec(A/I))−−−−−−−−−→ OT(T)
agree, then so do f #
1
(Spec(A/I)) and f #2 (Spec(A/I)). This is clear. 
PropositionA.0.2. Let X1,X2, . . . ,Xn,Y be schemes andφi : Xi → Y be closed immersions whose images are pairwise
disjoint. Then the induced map φ :
∐
Xi → Y is a closed immersion.
Proof. Put X ≔
∐
Xi. It is clear that φ is a closed embedding of topological spaces. So it remains to check
that OY → φ∗OX is surjective. This question is local on Y, so we may assume Y = Spec(A) affine. The Xi
are defined by pairwise coprime ideals Ii ⊂ A. Thus the map A→ A/(∩ni=1Ii) 
∏n
i=1A/Ii is surjective by the
Chinese remainder theorem. 
Definition A.0.3 (Relative Dimension). Let f : X → Y be a flat morphism of schemes of finite type over a
field. We say that f is of relative dimension d if the following two equivalent properties are satisfied
• For all irreducible closed subschemes Z ⊂ Y and for all irreducible components W of f−1(Z) we have
dim(W) = dim(Z) + d.
• For all y ∈ Y and for all generic points x of Xy, we have dim({x}) = dim({y}) + d.
Proof. We begin by showing that the first point implies the second one. Let y ∈ Y and define Z ≔ {y}. Let
W1, . . . ,Wn be the irreducible components of f−1(Z) and let w1, . . . ,wn be their generic points. Since f is flat,
all theWi dominate Z. Thus f (wi) = y. We conclude that the Xy ∩Wi are the irreducible components of Xy
and that each generic point x of Xy coincides with one of the wi.
On the other hand, suppose now the second property holds. Let Z ⊂ Y be an irreducible closed
subscheme and let y be its generic point. Now we argue just as above. Let W1, . . . ,Wn be the irreducible
components of f−1(Z) and let w1, . . . ,wn be their generic points. Again, we have f (wi) = y and the Xy ∩Wi
are the irreducible components of Xy. In particular, wi is a generic point of Xy and by assumption, we have
dim(Wi) = dim({wi}) = dim(Z) + d. 
We have
Proposition A.0.4. Let f : X → Y be a flat morphism of schemes of finite type over a field. Suppose that Y is
irreducible and that all irreducible components of X have dimension dim(Y)+d (i.e. X is equidimensional of dimension
dim(Y) + d). Then f has relative dimension d.
Proof. [Hh, Corollary 9.6] 
Let us recall the definition of codimension:
Definition A.0.5 (Codimension). Let X be a Noetherian scheme and let Z ⊂ X be an irreducible closed
subscheme. Then the codimension of Z in X – denoted by codimX(Z) – is defined to be the supremum of all
lengths n of ascending chains of irreducible subschemes starting at Z:
Z ≔ Z0 ( Z1 ( . . . ( Zn ( X.
If Z ⊂ X is a closed (not necessarily irreducible) subscheme of X, then the codimension of Z in X is defined
to be the infimum of the codimX(Zi), where Zi is an irreducible component of Z.
Proposition A.0.6. Let X,Y be of finite type over a field k and assume X equidimensional, Y irreducible. Let
f : X→ Y be flat and let Z ⊂ Y be a closed subscheme. If f−1(Z) , ∅, then codimX( f−1(Z)) ≥ codimY(Z).
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Proof. ByA.0.4, f is of relative dimension d ≔ dim(X)−dim(Y). LetW ⊂ f−1(Z) be an irreducible component.
Let Z1, . . . ,Zr be the irreducible components of Z. ThenW is an irreducible component of f−1(Zi) for some i.
IfX j is an arbitrary irreducible component ofX containingW, thenwe have codimXj(W) = dim(X j)−dim(W) =
dim(X) − dim(W). This implies codimX(W) = dim(X) − dim(W) and we obtain:
codimX(W) = dim(X) − dim(W) = dim(X) − (d + dim(Zi)) = dim(Y) − dim(Zi) = codimY(Zi) ≥ codimY(Z).

PropositionA.0.7. Let X,Y be of finite type over a field k and assume X equidimensional, Y irreducible. Furthermore,
let U ⊂ X be open, let f : X→ Y be faithfully flat and put V ≔ f (U) (this is an open subscheme, since f is flat and of
finite type). Suppose furthermore that U = f−1(V). Then codimX(X −U) ≤ codimY(Y − V).
Proof. Let d ≔ dim(X) − dim(Y). By A.0.4, f is of relative dimension d. Let Y1, . . . ,Yk be the irreducible
components of Y − V; let further Wi,1, . . . ,Wi,ni be the irreducible components of f−1(Yi). Then the Wi, j
are the irreducible components of X − U. For any irreducible component Xk of X containing Wi, j we have
codimXk(Wi, j) = dim(Xk) − dim(Wi, j) = dim(X) − dim(Wi, j). This implies codimX(Wi, j) = dim(X) − dim(Wi, j) and
we obtain
codimY(Yi) = dim(Y)−dim(Yi) = dim(Y)− (dim(Wi,1)−d) = dim(X)−dim(Wi,1) = codimX(Wi,1) ≥ codimX(X−U).
We conclude codimX(X −U) ≤ codimY(Y − V). 
B Computations concerningW(E7)
For the computations in the E7 and E8-case, we use the computational algebra system GAP 3.4.4 and the
GAP-package CHEVIE [CH]. GAP 3.4.4 is available freely from http://www.gap-system.org/. Currently,
the CHEVIE-package is not compatible with the new version GAP 4.
Let us recall the situation we are facing. We have a maximal elementary abelian subgroup generated
by reflections P = P(a1, b1, a2, b2, a3, b3, a4) ⊂W(E7) and a subgroupU = 〈se1+e2, se2−e3, se3−e4, se4−e5, se5−e6, se7−e8〉.
We want to have some precise information on the orbit structure of the action of P on the set of right cosets
U\W(E7). Let {v1, . . . , v7} be the simple system of roots, introduced in 2.4. One can check that
−a1 = v3
b1 = v2
−a2 = v5
b2 = v2 + v3 + 2v4 + v5
−a3 = v7
b3 = v2 + v3 + 2v4 + 2v5 + 2v6 + v7
−a4 = 2v1 + 2v2 + 3v3 + 4v4 + 3v5 + 2v6 + v7
and
e1 + e2 = v2
e3 − e2 = v4
e4 − e3 = v5
e5 − e4 = v6
e6 − e5 = v7
e8 − e7 = 2v1 + 2v2 + 3v3 + 4v4 + 3v5 + 2v6 + v7.
All other simple systems are of the form {t(v1), . . . , t(v8)} for some t ∈ W(E7) and the action of tPt−1 on
tUt−1\W(E7) is isomorphic to the action of P on U\W(E7). Thus the question we are interested in does not
depend on the choice of a simple system. Now let us consider an example session in GAP:
gap>RequirePackage(”chevie”);
gap>Read(”coxOrbit”);
gap>W:=CoxeterGroup(”E”,7);
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CoxeterGroup(”E”, 7)
The first command loads the CHEVIE-package and the second one the program which will do the com-
putations we need. We continue the session:
gap> a:=[3,2,5,28,7,49,63];
[ 3, 2, 5, 28, 7, 49, 63 ]
gap> for u in a do Print(W.roots[u]);Print(”\ n”);od;
[ 0, 0, 1, 0, 0, 0, 0 ]
[ 0, 1, 0, 0, 0, 0, 0 ]
[ 0, 0, 0, 0, 1, 0, 0 ]
[ 0, 1, 1, 2, 1, 0, 0 ]
[ 0, 0, 0, 0, 0, 0, 1 ]
[ 0, 1, 1, 2, 2, 2, 1 ]
[ 2, 2, 3, 4, 3, 2, 1 ]
In CHEVIE each root is given as a linear combination of a fixed (but arbitrary) simple system. If W is a
reflection group associated to a root system Φ, then W.roots[i] returns the i-th root of Φ (in some ordering).
Keeping in mind the above computations, we see that P ⊂ W(E7) is generated by the reflections at the
3, 2, 5, 28, 7, 49, 63-th roots of the root system E7. Thus we do the following
gap> P:=ReflectionSubgroup(W,[3,2,5,28,7,49,63]);
ReflectionSubgroup(CoxeterGroup(”E”, 7), [ 3, 2, 5, 28, 7, 49, 63 ])
gap> Size(P);
128
gap> IsElementaryAbelian(P);
true
The last two lines are quite reassuring, since they imply that P is in fact a maximal elementary abelian
subgroup generated by reflections. Now we would really like to compute the orbit structure of the action
of P on U\W(E7). To do this, we use the procedure ”fullCheckE7” from the ”coxOrbit”-program:
gap> X:=fullCheckE7([2,4,5,6,7,63],[3,2,5,28,7,49,63]);
On a multi-user AMDdual core 3800+ this took about 10 seconds. So while the computer is working, let
me explain what the procedure fullCheckE7 does for us. Its first parameter says that we want U to be the
subgroup generated by reflections at positions [2, 4, 5, 6, 7, 63] and the second parameter says that we want
P to be the subgroup generated by the reflections at [3, 2, 5, 28, 7, 49, 63].
First, fullCheckE7 computes the action of P onU\W(E7) and its orbits O1, . . . ,Or. Then, for each orbit Ok,
it determines a subset Mk ⊂ {a1, b1, a2, b2, a3, b3, a4}, such that P({a1, b1, a2, b2, a3, b3, a4} −Mk) acts trivially on
Ok and such that P(Mk) acts simply transitively on Ok (a priori, there is no reason that such a subset should
exist; however – as checked by the program – it exists in the case we are considering). The return value X
of the procedure fullCheckE7 is an array whose k-th entry is just the set Mk. We can now argue as in the
Dn-case. Let y ∈ H1(k,P) be an arbitrary P-torsor and let qy denote its image under the map induced by
P → W(E7) → S2016 → O2016. Then the decomposition of |U\W(E7)| into orbits O1, . . . ,Or under P induces
a decomposition qy  ⊕rk=1qk. By 1.3.43 each qk is a scaled |Mk|-fold Pfister form. If we want to show that
the image of qy in W(k) is contained in I
3(k), then it is sufficient to show that each Mk consists of at least 3
elements. Thus we ask
gap> for x in X do if Length(x)<3 then Print(”Fail”);fi;od;
and we are happy, since no Fails appear. By the same arguments as in the Dn-section, we can therefore
define an element f3 ∈ Inv3(W(E7),KM/2) by x 7→ e3(〈23〉 ⊗ qx).
Now we would like to determine resP
W(E7)
( f3). Let again y = (α1, β1, α2, β2, α3, β3, α4) be an arbitrary
P-torsor and let O1, . . . ,Or be the orbits of the action of P on U\W(E7). As we have noted above, qy
decomposes as qy  ⊕rk=1qk, where the qk are scaled |Mk|-fold Pfister forms. Let us fix some k and write
Mk = {ai1, . . . , ais, bi1, . . . , bit}; then we have
qk  〈2|Mk |〉 ⊗ 〈〈−αi1〉〉 ⊗ . . . ⊗ 〈〈−αis〉〉 ⊗ 〈〈−βi1〉〉 ⊗ . . . ⊗ 〈〈−βit〉〉.
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Now observe that e3 vanishes on I
ℓ for ℓ ≥ 4. Therefore we only need to consider those Mk with |Mk| < 4
(i.e. |Mk| = 3). Let us first define this list
gap> Y:=Filtered(X,x-> Length(x)<4);
Now we can print this list:
gap> for y in Y do Print(y);Print(”\ n”);od;
[ ”a1”, ”b2”, ”b3” ]
[ ”a1”, ”b2”, ”a4” ]
[ ”a1”, ”b3”, ”a4” ]
[ ”b2”, ”b3”, ”a4” ]
[ ”a1”, ”b1”, ”b2” ]
[ ”a1”, ”a2”, ”b2” ]
[ ”b1”, ”a2”, ”b2” ]
[ ”a1”, ”b1”, ”a2” ]
[ ”a2”, ”b2”, ”b3” ]
[ ”b2”, ”a3”, ”b3” ]
[ ”a2”, ”b2”, ”a3” ]
[ ”a2”, ”a3”, ”b3” ]
[ ”b1”, ”a2”, ”b3” ]
[ ”b1”, ”a2”, ”a4” ]
[ ”b1”, ”b3”, ”a4” ]
[ ”a2”, ”b3”, ”a4” ]
[ ”a1”, ”b1”, ”b3” ]
[ ”a1”, ”a3”, ”b3” ]
[ ”a1”, ”b1”, ”a3” ]
[ ”b1”, ”a3”, ”b3” ]
[ ”b1”, ”b2”, ”a3” ]
[ ”b1”, ”a3”, ”a4” ]
[ ”b1”, ”b2”, ”a4” ]
[ ”b2”, ”a3”, ”a4” ]
[ ”a1”, ”a2”, ”a3” ]
[ ”a1”, ”a2”, ”a4” ]
[ ”a1”, ”a3”, ”a4” ]
[ ”a2”, ”a3”, ”a4” ]
We claim that the elements appearing in this list are exactly
{(A,B,C) ∈ Λ3 | |C| = 1} ∪ {(A,B, ∅) ∈ Λ3 | |A| odd} ∪ {(A,B, ∅, a4) | (A,B, ∅) ∈ Λ2}.
This can be checked either by hands or one may also use the procedure ”e7Correct”
gap> e7Correct(Y);
If we do not see any ”Fail”s, then everything is ok (internally e7Correct checks that Y does not contain
elements which are not in the claimed set above; since Y and the claimed set both have 28 elements, this
reasoning yields the claimed description of Y). One way or another, we conclude:
resPW(E7)( f3) =
∑
(A,B,C)∈Λ3
|C|=1
x(A,B,C) +

∑
(A,B,∅)∈Λ3
|A| odd
x(A,B,∅) + {−1}
∑
(A,B,∅)∈Λ2
x(A,B,∅)

+

∑
(A,B,∅)∈Λ2
x(A,B,∅) · xa4 + {−1}
∑
(A,B,∅)∈Λ2
x(A,B,∅)

=
∑
(A,B,C)∈Λ3
|C|=1
x(A,B,C) +
∑
(A,B,∅)∈Λ3
|A| odd
x(A,B,∅) +
∑
(A,B,∅)∈Λ2
x(A,B,∅) · xa4.
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But we also have
resPW(D6)×〈sa4〉(u1v2 + (u3 − e3) + u2xa4) =
∑
(A,B,C)∈Λ3
|C|=1
x(A,B,C) +
∑
(A,B,∅)∈Λ3
|A| odd
x(A,B,∅) +
∑
(A,B,∅)∈Λ2
x(A,B,∅) · xa4.
This shows that f3 is indeed the invariant we sought.
C Computations concerningW(E8)
Also in the E8-case, we will use GAP and CHEVIE to do the computations. We have a maximal ele-
mentary abelian subgroup generated by reflections P = P(a1, b1, a2, b2, a3, b3, a4, b4) and a subgroup U =
〈se1+e2, se2−e3, se3−e4, se4−e5, se5−e6, se6−e7, se7−e8〉. We want to have some precise information on the orbit structure
of the action of P on the set of right cosets U\W(E8). We have |U\W(E8)| = 17280 and thus we obtain a map
W(E8)→ S17280 → O17280. With the notation of section 2.4, we have
−a1 = v3
b1 = v2
−a2 = v5
b2 = v2 + v3 + 2v4 + v5
−a3 = v7
b3 = v2 + v3 + 2v4 + 2v5 + 2v6 + v7
−a4 = 2v1 + 2v2 + 3v3 + 4v4 + 3v5 + 2v6 + v7
b4 = 2v1 + 3v2 + 4v3 + 6v4 + 5v5 + 4v6 + 3v7 + 2v8
and
e1 + e2 = v2
e3 − e2 = v4
e4 − e3 = v5
e5 − e4 = v6
e6 − e5 = v7
e7 − e6 = v8
e8 − e7 = 2v1 + 2v2 + 3v3 + 4v4 + 3v5 + 2v6 + v7.
Now let us start a GAP-session:
gap>RequirePackage(”chevie”);
gap>Read(”coxOrbit”);
gap>W:=CoxeterGroup(”E”,8);
CoxeterGroup(”E”, 8)
gap> a:=[3,2,5,32,7,61,97,120];
[ 3, 2, 5, 32, 7, 61, 97, 120 ]
gap> for u in a do Print(W.roots[u]); Print(”\ n”); od;
[ 0, 0, 1, 0, 0, 0, 0, 0 ]
[ 0, 1, 0, 0, 0, 0, 0, 0 ]
[ 0, 0, 0, 0, 1, 0, 0, 0 ]
[ 0, 1, 1, 2, 1, 0, 0, 0 ]
[ 0, 0, 0, 0, 0, 0, 1, 0 ]
[ 0, 1, 1, 2, 2, 2, 1, 0 ]
[ 2, 2, 3, 4, 3, 2, 1, 0 ]
[ 2, 3, 4, 6, 5, 4, 3, 2 ]
gap> P:=ReflectionSubgroup(W,[3,2,5,32,7,61,97,120]);
ReflectionSubgroup(CoxeterGroup(”E”, 8), [ 3, 2, 5, 32, 7, 61, 97, 120 ])
gap> Size(P);
256
gap> IsElementaryAbelian(P);
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true
Again, the above computations togetherwith theabove sessionshow thatP = P(a1, b1, a2, b2, a3, b3, a4, b4) ⊂
W(E8) is the subgroup generated by the reflections at the roots at position 3, 2, 5, 32, 7, 61, 97 and 120; U is
generated by the reflections at the roots at positions 2,4,5,6,7,8,97. So we enter:
gap> X:=fullCheckE8([2,4,5,6,7,8,97],[3,2,5,32,7,61,97,120]);
On a multi-user AMD dual core 3800+ this took about 7 minutes. After this we may enter:
gap> for x in X do if Length(x)<4 then Print(”Fail”);fi;od;
If you don’t see any Fails, then we can conclude as in the case of E7 that the image qy of any P-torsor
y ∈ H1(k,P) under the map H1(k,P) → H1(k,W(E8)) → H1(k, S17280) → H1(k,O17280) → W(k) lies in I4(k).
As before, we conclude that this is also true, if we take W(E8) instead of P-torsors. Thus we can define an
element f4 ∈ Inv4(W(E8),KM/2) by x 7→ e4(qx).
Now we want to determine resP
W(E8)
( f4). We proceed as in the E7-case and first define a new list
gap> Y:=Filtered(X,x->Length(x)<5);
We can print the list:
gap> for y in Y do Print(y);Print(”\ n”);od;
[ ”a1”, ”b2”, ”b3”, ”b4” ]
[ ”a1”, ”b2”, ”a3”, ”a4” ]
[ ”a1”, ”a2”, ”b3”, ”a4” ]
[ ”a1”, ”b2”, ”a4”, ”b4” ]
[ ”a1”, ”b2”, ”a3”, ”b3” ]
[ ”a2”, ”b2”, ”b3”, ”a4” ]
[ ”a1”, ”b3”, ”a4”, ”b4” ]
[ ”a1”, ”a2”, ”b2”, ”b3” ]
[ ”b2”, ”a3”, ”b3”, ”a4” ]
[ ”b2”, ”b3”, ”a4”, ”b4” ]
[ ”a1”, ”a2”, ”b2”, ”a4” ]
[ ”a1”, ”a3”, ”b3”, ”a4” ]
[ ”b1”, ”b2”, ”b3”, ”a4” ]
[ ”a1”, ”b1”, ”b3”, ”a4” ]
[ ”a1”, ”b1”, ”b2”, ”b3” ]
[ ”a1”, ”b1”, ”b2”, ”a4” ]
[ ”a1”, ”b1”, ”b2”, ”b4” ]
[ ”a1”, ”b1”, ”a2”, ”a4” ]
[ ”b1”, ”a2”, ”b2”, ”b3” ]
[ ”a1”, ”a2”, ”b2”, ”a3” ]
[ ”a1”, ”a2”, ”b2”, ”b4” ]
[ ”b1”, ”a2”, ”b2”, ”a4” ]
[ ”a1”, ”b1”, ”a2”, ”b3” ]
[ ”a1”, ”b1”, ”b2”, ”a3” ]
[ ”b1”, ”a2”, ”b2”, ”b4” ]
[ ”a1”, ”b1”, ”a2”, ”a3” ]
[ ”a1”, ”b1”, ”a2”, ”b4” ]
[ ”b1”, ”a2”, ”b2”, ”a3” ]
[ ”a2”, ”b2”, ”b3”, ”b4” ]
[ ”a2”, ”b2”, ”a3”, ”a4” ]
[ ”b1”, ”b2”, ”a3”, ”b3” ]
[ ”a1”, ”a2”, ”a3”, ”b3” ]
[ ”b2”, ”a3”, ”b3”, ”b4” ]
[ ”a2”, ”a3”, ”b3”, ”a4” ]
[ ”a2”, ”b2”, ”a3”, ”b4” ]
[ ”a2”, ”a3”, ”b3”, ”b4” ]
[ ”b1”, ”a2”, ”a3”, ”b3” ]
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[ ”b1”, ”b3”, ”a4”, ”b4” ]
[ ”a1”, ”a3”, ”a4”, ”b4” ]
[ ”b1”, ”a3”, ”b3”, ”a4” ]
[ ”a2”, ”b3”, ”a4”, ”b4” ]
[ ”b2”, ”a3”, ”a4”, ”b4” ]
[ ”a1”, ”a3”, ”b3”, ”b4” ]
[ ”a2”, ”a3”, ”a4”, ”b4” ]
[ ”b1”, ”a3”, ”a4”, ”b4” ]
[ ”b1”, ”a3”, ”b3”, ”b4” ]
[ ”b1”, ”a2”, ”b3”, ”b4” ]
[ ”b1”, ”a2”, ”a3”, ”a4” ]
[ ”b1”, ”a2”, ”a4”, ”b4” ]
[ ”a1”, ”b1”, ”b3”, ”b4” ]
[ ”a1”, ”b1”, ”a3”, ”a4” ]
[ ”a1”, ”b1”, ”a3”, ”b4” ]
[ ”b1”, ”b2”, ”a4”, ”b4” ]
[ ”a1”, ”a2”, ”a4”, ”b4” ]
[ ”b1”, ”b2”, ”a3”, ”b4” ]
[ ”a1”, ”a2”, ”a3”, ”b4” ]
We claim that the elements appearing in this list are precisely
{(A,B,C) ∈ Λ4 | |C| = 1} ∪ {(A,B, ∅) ∈ Λ4 | |A| odd}.
Again this can be checked by hand or by using the e8Correct procedure.
Thus we have
resPW(E8)( f4) =

∑
(A,B,C)∈Λ4
|C|=1
x(A,B,C) + {−1}
∑
(A,B,∅)∈Λ3
x(A,B,∅)
 +

∑
(A,B,∅)∈Λ4
|A| odd
x(A,B,∅) + {−1}
∑
(A,B,∅)∈Λ3
x(A,B,∅)

=
∑
(A,B,C)∈Λ4
|C|=1
x(A,B,C) +
∑
(A,B,∅)∈Λ4
|A| odd
x(A,B,∅).
Using resP
W(E8)
(u2v2 + (u4 − e4)) =
∑
(A,B,C)∈Λ4
|C|=1
x(A,B,C) +
∑
(A,B,∅)∈Λ4
|A| odd
x(A,B,∅) proves the desired claim stated at the
end of the E8-subsection.
D Sourcecode
Here is the source code of the program ”coxOrbit” used in the computations:
# Th i s i s t h e most impo r t an t p r o c e du r e .
# I t t a k e s a s inpu t a r e f l e c t i o n group ”W” , a sys t em o f c o s e t s U\W ( deno t ed by
” c o s e t s ” ) , a maximal e l em en t a r y 2− a b e l i a n subgroup P=P( measgrRoo t s ) o f W
g en e r a t e d by t h e r e f l e c t i o n s a t t h e r o o t s ”measgrRoo t s ” and t h e o r b i t s o f
t h e a c t i o n o f P on U\W by r i g h t m u l t i p l i c a t i o n ( c a l l e d ” o r b i t s ” ) .
# I t r e t u rn s an a r r a y ” s o l u t i o n ” such t h a t P( s o l u t i o n [ k ] ) i s an e l em en t a r y
a b e l i a n 2−subgroup g e n e r a t e d by r e f l e c t i o n s a c t i n g s imp ly t r a n s i t i v e l y on
t h e k−th o r b i t o f ” o r b i t s ” .
o r b i t S t r u c t := function (W, orb i t s , cose ts , measgrRoots )
l o c a l element , i , isMover , i sS implyTrans i t ive , measgrSize , movers , moversroots , o rb i t
, permutationMeasgr ,Q, r e f l , root , so lu t ion ;
measgrSize :=Length ( measgrRoots ) ;
permutationMeasgr := [ ] ;
so lu t ion := [ ] ;
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#Determine t h e p e rmu t a t i o n a l r e p r e s e n t a t i o n o f t h e b a s i s e l em en t s o f t h e
maximal e l em en t a r y a b e l i a n subgroup g e n e r a t e d by r e f l e c t i o n s on t h e r o o t
sy s t em o f W
for root in measgrRoots do
Add( permutationMeasgr , Re f l e c t i on s (W) [ root ] ) ;
od ;
for orb i t in o r b i t s do
# f i r s t d e t e rm in e t h o s e b a s i s e l em en t s o f t h e maximal e l em en t a r y a b e l i a n
subgroup gen . by r e f l e c t i o n s which do no t f i x t h e o r b i t p o i n tw i s e
movers := [ ] ;
moversroots := [ ] ;
for i in [ 1 . . measgrSize ] do
isMover := f a l s e ;
# c h e c k i f t h e i−th b a s i s e l emen t o f t h e maximal e l em en t a r y a b e l i a n subroup gen
. by r e f l e c t i o n s f i x e s t h e o r b i t p o i n tw i s e
r e f l :=permutationMeasgr [ i ] ;
for element in orb i t do
i f not ( isMover ) and not ( element ∗ r e f l=element )
then
isMover := t rue ;
f i ;
od ;
i f isMover then
Add(movers , i ) ;
Add( moversroots , measgrRoots [ i ] ) ;
f i ;
od ;
# now check , i f t h e o p e r a t i o n o f movers on t h e o r b i t i s s imp ly t r a n s i t i v e
Q:=Ref lect ionSubgroup (W, moversroots ) ;
i f ( not ( I sRegular (Q, orb i t , OnRight ) ) ) then
Pr in t ( ”Action not simply t r a n s i t i v e ! ” ) ;
f i ;
Add( solut ion , movers ) ;
od ;
return so lu t ion ;
end ;
ful lCheck := function (W, URoots , PRoots )
l o c a l U, RCosets , g , orr , Csize , P , X ,Y ;
U:=Ref lect ionSubgroup (W, URoots ) ;
P:=Ref lect ionSubgroup (W, PRoots ) ;
RCosets :=RightCosets (W,U) ;
Pr in t ( ”Right Cosets computed” ) ;
P r in t ( ”\n” ) ;
Csize :=Length ( RCosets ) ;
P r in t ( ”Number of Right cose t s i s ” ) ;
P r in t ( Csize ) ;
P r in t ( ”\n” ) ;
or r :=Orbi ts (P , RCosets , OnRight ) ;
P r in t ( ”Orbi t s computed” ) ;
P r in t ( ”\n” ) ;
X:= o r b i t S t r u c t (W, orr , RCosets , PRoots ) ;
P r in t ( ” o rb i t S t ru c tu r e computed” ) ; P r in t ( ”\n” ) ;
return X ;
end ;
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# c h e c k i f t h e l i s t doesn ’ t c o n t a i n any i n v a r i a n t s o f t y p e e 3 or v 2x { \
a l p h a 4 }
e7Correct := function ( i nvL i s t )
i f ( ( [ ”b1” , ”b2” , ”b3” ] in i nvL i s t ) or
( [ ”a1” , ”a2” , ”b3” ] in i nvL i s t ) or
( [ ”a1” , ”b2” , ”a3” ] in i nvL i s t ) or
( [ ”b1” , ”a2” , ”a3” ] in i nvL i s t ) or
( [ ”a1” , ”b1” , ”a4” ] in i nvL i s t ) or
( [ ”a2” , ”b2” , ”a4” ] in i nvL i s t ) or
( [ ”a3” , ”b3” , ”a4” ] in i nvL i s t ) ) then
Pr in t ( ” F a i l ” ) ;
return ;
f i ;
P r in t ( ”Ok” ) ; P r in t ( ”\n” ) ;
end ;
#an inpu t o f ”a1” g i v e s ba c k ”b1 ” ; an inpu t o f ” b2” g i v e s ba c k ” a2 ” , e t c .
par tner := function ( root )
i f ( root=”a1” ) then return ”b1” ; f i ;
i f ( root=”b1” ) then return ”a1” ; f i ;
i f ( root=”a2” ) then return ”b2” ; f i ;
i f ( root=”b2” ) then return ”a2” ; f i ;
i f ( root=”a3” ) then return ”b3” ; f i ;
i f ( root=”b3” ) then return ”a3” ; f i ;
i f ( root=”a4” ) then return ”b4” ; f i ;
i f ( root=”b4” ) then return ”a4” ; f i ;
P r in t ( ” Input F a i l ” ) ;
end ;
# c oun t s t h e number o f p a r tn e r −p a i r s c on t a i n e d in a l i s t
partnerCount := function ( L i s t )
l o c a l element , counter , p ;
counter := 0 ;
for element in L i s t do
p:= par tner ( element ) ;
i f (p in L i s t ) then
counter := counter+1;
f i ;
od ;
counter :=QuoInt ( counter , 2 ) ;
return counter ;
end ;
# c oun t s t h e number o f ”a”− r o o t s c on t a i n e d in a l i s t
aCount := function ( L i s t )
l o c a l element , counter , aL i s t ;
aL i s t := [ ”a1” , ”a2” , ”a3” , ”a4” ] ;
counter := 0 ;
for element in L i s t do
i f ( element in aL i s t ) then counter := counter+1; f i ;
od ;
return counter ;
end ;
# c h e c k i f t h e l i s t doesn ’ t c o n t a i n any i n v a r i a n t s o f t y p e e 4 or v 4
e8Correct := function ( InvL i s t )
l o c a l l i s t ;
for l i s t in InvL i s t do
i f ( partnerCount ( l i s t )=2 or
( partnerCount ( l i s t )=0 and
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( ( aCount ( l i s t ) mod 2)=0) )
) then
Pr in t ( ” F a i l ” ) ;
return ;
f i ;
od ;
Pr in t ( ”Ok” ) ; P r in t ( ”\n” ) ;
end ;
e7Transc r ip t ion := function ( n )
l o c a l d ic t iona ry ;
i f (n>7) then Pr in t ( ” Transc r ip t ion Fa i l ” ) ; return ; f i ;
d i c t iona ry := [ ”a1” , ”b1” , ”a2” , ”b2” , ”a3” , ”b3” , ”a4” ] ;
return d ic t iona ry [n ] ;
end ;
e 7T r ans c r ip t ionL i s t := function ( l i s t )
l o c a l element , t r an s c r ip t i on , r e su l t ;
r e s u l t := [ ] ;
for element in l i s t do
t r an s c r ip t i on := e7Transc r ip t ion ( element ) ;
Add( re su l t , t r an s c r ip t i on ) ;
od ;
return r e su l t ;
end ;
e 7T r ans c r ip t i onL i s tL i s t := function ( l i s t L i s t )
l o c a l l i s t , t r an s c r ip t i onL i s t , r e s u l t ;
r e s u l t := [ ] ;
for l i s t in l i s t L i s t do
t r a n s c r i p t i onL i s t := e 7T r ans c r ip t i onL i s t ( l i s t ) ;
Add( re su l t , t r a n s c r i p t i onL i s t ) ;
od ;
return r e su l t ;
end ;
e8Transc r ip t ion := function ( n )
l o c a l d ic t iona ry ;
i f (n>8) then Pr in t ( ” Transc r ip t ion Fa i l ” ) ; return ; f i ;
d i c t iona ry := [ ”a1” , ”b1” , ”a2” , ”b2” , ”a3” , ”b3” , ”a4” , ”b4” ] ;
return d ic t iona ry [n ] ;
end ;
e 8T r ans c r ip t ionL i s t := function ( l i s t )
l o c a l element , t r an s c r ip t i on , r e su l t ;
r e s u l t := [ ] ;
for element in l i s t do
t r an s c r ip t i on := e8Transc r ip t ion ( element ) ;
Add( re su l t , t r an s c r ip t i on ) ;
od ;
return r e su l t ;
end ;
e 8T r ans c r ip t i onL i s tL i s t := function ( l i s t L i s t )
l o c a l l i s t , t r an s c r ip t i onL i s t , r e s u l t ;
r e s u l t := [ ] ;
for l i s t in l i s t L i s t do
t r a n s c r i p t i onL i s t := e 8T r ans c r ip t i onL i s t ( l i s t ) ;
Add( re su l t , t r a n s c r i p t i onL i s t ) ;
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od ;
return r e su l t ;
end ;
fullCheckE7 := function ( URoots , PRoots )
l o c a l W,X,Y ;
W:=CoxeterGroup ( ”E” , 7 ) ;
X:= ful lCheck (W, URoots , PRoots ) ;
Y:= e 7T r ans c r ip t i onL i s tL i s t (X) ;
return Y ;
end ;
fullCheckE8 := function ( URoots , PRoots )
l o c a l W,X,Y ;
W:=CoxeterGroup ( ”E” , 8 ) ;
X:= ful lCheck (W, URoots , PRoots ) ;
Y:= e 8T r ans c r ip t i onL i s tL i s t (X) ;
return Y ;
end ;
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