Deformable template representations of observed imagery, model the variability of target pose via the actions of the matrix Lie groups on rigid templates. In this paper, we study the construction of minimum mean squared error estimators on the special orthogonal group, SO(n), for pose estimation. Due to the non-at geometry of SO(n), the standard Bayesian formulation, of optimal estimators and their characteristics, requires modi cations. By utilizing Hilbert-Schmidt metric de ned on GL(n), a larger group containing SO(n), a mean squared criterion is de ned on SO(n). The HilbertSchmidt estimate (HSE) is de ned to be a minimum mean squared error estimator, restricted to SO(n). The expected error associated with HSE is shown to be a lower bound, called Hilbert-Schmidt bound (HSB), on the error incurred by any other estiThis work was supported by the ARO-CIS DAAH04-95-1-0494, ARO-MURI DAAH04-96-1-0445, ONR N00014-95-1-0995, ARL MDA972-93-1-0012 and ONR N00014-94-1-085. Division
Introduction
A variety of civilian and military applications require recognizing objects of interest, either stationary or moving, situated in unknown surroundings, using standard remote sensors such as cameras and radars. The data collected by sensors are then analyzed by computer algorithms for detection, tracking and recognition of the targets in the observed scene. A fundamental variability associated with the targets is due to their variable pose and location, with respect to the sensors. Most sensors operate by projecting the three-dimensional target pro le on to some low-(one or two) dimensional plane. The relative pose and location variability leads to a tremendous variety in the target signatures as generated by the sensors, even for the same target. Pose estimation, then, becomes the inherent part of any automated target recognition (ATR) system. The past 15 years have seen the introduction of many approaches to pose estimation and ATR. With the recent report of the working group on ATR to the U.S. Army Research O ce 1], there has been a growing acknowledgment of the need for the development of fundamental bounds on target parameter estimators and recognizers for ATR, independent of the algorithms. A necessary speci cation of any object recognition system is the measure of con dence on the inferences it generates. In particular, we focus on the following: (1) What is the fundamental accuracy in estimating target pose by any ATR algorithm for a given sensor system in a given noise environment? (2) What is the performance gain in adding sensors to a multiple sensor system, and how does the inference error vary as a function of the sensor suite?
We have been developing probabilistic representations in terms of a pattern theoretic formalism 6] for the detection and recognition of rigid and deformable objects in image understanding tasks. Objects are represented using templates; their in nite variety of pose is represented via transformations which act on these templates. In the case of ATR involving rigid objects, the transformations are composed only of translation and rotation. These form a transitive group action on the space of all possible transformed templates, which becomes an orbit. For multiple targets, the transformation space is a union of orbits, each corresponding to a di erent target. Identi cation reduces to the estimation of group element and target type, requiring matching of the observed image with the particular instance of the transformed template. In our work, the starting point is the creation of a prior probability measure (in the Bayes' sense) on the Lie groups that transform the templates.
In separate papers, 14, 23, 16, 21] , we have developed probabilistic models for scene-sensor systems and have derived automated algorithms for inference. A signi cant advantage of such a model based approach is that it is possible to calculate bounds for the performance of a particular setup of scenes and sensors, analogous to classical results in mathematical statistics where lower bounds for variances of estimators are given by the Gauss-Markov theorem, the Cramer-Rao inequality, and similar optimality results. The situation can also be compared to Shannon's source/channel paradigm with the source corresponding to the representations of the underlying true scene, and the channel corresponding to the various remote sensors. On at Euclidean spaces, there exist Cramer-Rao lower bounds (CRB) on the error covariance of the estimators under a given signal-noise model.
A major di culty being faced in the ATR setting is that, unlike the more classical estimation results, the parameter spaces of the scene of targets are Lie groups with a group operation which is not necessarily addition. Lie groups can have a curved geometry, not a at one as a vector space does. In addition, the sensor outputs result from a sequence of non linear transformations on the scenes, including projective transformation, occlusion, ray-tracing, etc. Therefore, we cannot inherit the more direct results obtained for estimators in Euclidean spaces associated with additive Gaussian channels. This is the major focus of the work presented herein. We isolate and focus on the rotation group, represented by special orthogonal group SO(n) = fA 2 IR n n : A A y = I; det(A) = 1g, since it is a Lie group with non-at geometry. To construct the error bounds we utilize the Hilbert-Schmidt norm associated with the larger space of the generalized linear group GL(n) = fA 2 IR n n : det(A) 6 = 0g, the bigger space in which SO(n) is embedded. De ne an optimal estimator, called the Hilbert-Schmidt estimator, which is the minimum mean-squared error estimator under the chosen norm. It is shown that the error associated with this estimator provides a lower bound on the error associated with any estimator. Hendricks 8] de nes a technique to derive the information inequalities for point-valued estimator taking values on arbitrary di erentiable manifolds. This analysis is intrinsic in that it is based on the inherent geometric representation of the manifold. The calculus on surfaces along with the Cauchy-Schwartz inequality provides an information theoretic bound of Cramer-Rao type, and can be achieved asymptotically. In contrast, we rely on the structure inherited by embedding the matrix Lie groups in GL(n) and derive bounds which are relevant for nite sample sizes.
As noted earlier, pose estimation is an integral part of any target recognition system. Accuracy in pose estimation governs the error incurred in recognize objects. This relation is made formal through Bayesian hypothesis testing where the likelihood associated with each hypothesis involves integrating out the nuisance pose parameter. We demonstrate the evaluation of this integral and illustrate the dependence of recognition on pose estimation, thus, establishing the link between target identi cation and pose estimation.
Although this paper focuses on ATR for rigid targets, the methodology has been applied in medical imaging to the study of brain anatomy 15, 2, 4, 11, 10] . Anatomy is studied as a homogeneous space, the orbit of a single template anatomy under a family of di eomorphisms. Here the groups are local as well as global, and of extremely high dimension. This is the conceptual di erence between the rigid ATR and deformable anatomy: rigid ATR involves low-dimensional transformation groups while deformable anatomy includes high, even in nite, dimensional transformations.
The layout of the paper is as follows. Section 2 describes the representation of targets through rigid templates and group actions. The role of remote sensor models in problem formulation is discussed in Section 3. Optimal estimator and lower bounds on estimator errors in SO(n) are derived in Section 4 and computed, in speci c remote sensing instances, for n = 2; 3 in Section 5. Section 6 provides results on linking pose estimation to target identi cation.
Target Representation
Deformable templates address the fundamental variability of pose and location associated with the target occurrences. In the context of rigid body ATR, a template is constructed by choosing a CAD representation of the two-dimensional surface manifold of a rigid target, as follows. Let A be the nite alphabet of all possible target labels. Associated with each label, a 2 A, we assume a template I a temp . This template constitutes all the target attributes which a ect the sensor output. For example, a target surface manifold can be represented through a set of triangular patches, each identi ed with a set of three vertices and a normal, i.e.
I a temp 2 IR 3m+m
, where m is the number of patches on the target surface. In the case of video sensors, the texture information can be added as a scalar eld, while for electro-magnetic radars I a temp includes electro-magnetic re ectivity also. Similarly, the thermal pro le on the target surface is added as a scalar eld in the case of infra-red sensors. It must be noted that I a temp is a manifold. Shown in the top row of Figure 1 action on manifolds). We will simplify the notation by dropping the subscript temp and re-writing sI a temp as I(s; a). The translation group is IR n and the rotation group is SO(n). Their combined action is represented by the special Euclidean group SE(n) SO(n) IR n , n = 2 for ground-based target and n = 3 for air-borne target. Here, stands for the semi-direct product of the two groups, see 3, 24] for description. Since complex scenes constitute multiple targets, the transformations are generally Cartesian products of SE(n), each associated with a template. Furthermore, for moving targets transformations become processes in time.
All possible occurrences of a targets is an orbit under the group action:
I a = fI(s; a) : s 2 SE(n)g : (1) This is a mathematical formulation of target variability using deformable template. The entire target space over which the inference occurs is the collection of these orbits; I a2A I a .
We shall assume throughout that target occurrences I 2 I can be identi ed uniquely with their parametric representation: I $ (s; a) 2 S A resulting in identi cation of a scene of objects with its parametric representation. Then, the pose estimation and target recognition tasks reduce to solving optimization problems on the curved spaces of Lie manifolds. We take a Bayesian approach, and de ne a prior distribution (s; a); s 2 S; a 2 A. For identication of stationary targets the prior may be uniform, given by the Haar measure on SE(n).
Since, in this paper the focus is on the curved structure of Lie groups we focus only on the rotation group, S = SO(n).
Image Formation and Sensor Modeling
The second reason for the variabilities manifested in observed images is the physics of the sensors through which the targets are observed; microwave radars generate very di erent "pictures" of the target than second generation forward looking infrared (FLIR) cameras.
The images are generated through some sensor mechanism which maps the target space I to some observation space I D . In most cases I D = IR d or I C d for some xed number d. This mechanism can either be deterministic or random, and constitutes a mapping T by which the target I 2 I appears to the observer as an image I D 2 I D , T : I ! I D . In addition to T, a sensor may also generate random noise image, n, which is assumed to be additive.
Then, the observation is modeled by, I D = T I(s; a) + n 2 I D : (2) In these imaging contexts, we must abstract this T in some generality to accommodate the Given the group representations and posterior probabilities, we can now de ne pose estimation as a speci c optimization problem.
Optimality Criterion on SO(n)
To set-up the optimization problem we need to de ne a metric on the underlying space.
As noted earlier, we are interested in the structure of the special orthogonal group, SO(n).
In the next two sections, we will work with a xed target by xing a 2 A and focusing on SO(n). To establish a metric on SO(n), we associate the Hilbert-Schmidt norm for elements A 2 GL(n) the larger space in which SO(n) GL (n) (3) where is the base measure (Haar measure) on SO(n).
The HSE can be interpreted as a MMSE estimator with the conditional mean de ned using the HS-norm. As the norm squared jj jj 2 is continuous in its entries and SO(n) is compact, the minimizer is attained in SO(n), and hence the estimator is well-de ned. It should be noted that if the minimum is attained at multiple points, all these points are the conditional mean estimates, i.e. the estimator is then set-valued. Also, critical to this de nition is the compactness of the underlying space, SO(n). Therefore, the construction of HSE and the lower bound, de ned next, can also be derived for other compact matrix Lie groups only.
Instead of choosing the minimum mean squared error criterion, other error functions (such as absolute di erence, step function etc.) can also be used, resulting in a similar analysis. 
; if determinant(A) < 0 : 
To interpret this equation, consider the integral being performed in IR n 2 with non-zero contributions only from elements in SO(n). The maximizer is given by the singular value decomposition as shown in 5]. Substituting into de nitions the HSB follows directly.
Q.E.D.
Remark 2: We shall say that the HSE is e cient in the sense that it has e ciency 1 with estimating orientation in SO(3) of airborne objects.
Ground-based targets, SO(2):
Let the prior be given by the unit (left) Haar measure on SO(2). Therefore, the posterior is completely speci ed by the data likelihood. The HSB is computed for the three sensors at varying noise levels. Using the quadrature rule (trapezoidal), the mean matrix, A, is approximated by the sample average will not change the sensor output, and also, for a cylindrical target (missiles) the video camera has equivalence for rotation around the main axis. In such situations, the parameters are optimized over a quotient space of the original space modulo the equivalences, as described in 7] . In this paper, to avoid the symmetric con gurations the experiments are restricted, to the half circle 0; ] or the quarter circle 0; =2], depending on the choice of sensor and target.
To illustrate we evaluate HSB for degenerate situations. As a simple example, choose a uniform posterior distribution on SO(2), i.e. no information from the data (prior is already uniform).
1. In the case of circle, SO(2), A = Naturally, the target geometry should determine the bound associated with pose estima-tion via a given sensor suite, as is depicted in Figure 5 . Shown here are HSB curves for two di erent targets: tank and truck, when imaged by a video camera. This curve shows that, in low-noise situations a tank is more recognizable to the video sensor than a truck while at higher noise levels the performance is identical. For low noise levels the bounds are di erent but at higher noise levels the performance is identical.
Air-Borne Targets, SO(3)
Next we examine the reliability of estimation in the three-dimensional rotation space of the airborne objects such as airplanes. In these experiments, we assume the uniform Haar measure on SO(3). The HSB is evaluated for various sensors at di erent noise levels.
The HSE, O HS , is given by the singular value decomposition (SVD) according to Eqn.
7. For quadrature integration by the trapezoidal rule, the mean matrix A 2 GL (3) is approximated by the sample average
; (11) and where O 1 ; O 2 ; : : : ; O N are equally-spaced sample points on SO(3). The HSB is then,
where %(I D ) = 6 ? 2trace(A y O HS (I D )).
For SO(3), the uniformly spaced points can be generated in several ways. One way is to put a lattice on the upper hemi-sphere of the unit 3-sphere such that the regions cover equal area and use the known transformation (given in 12]) to convert the samples into 3 3
orthogonal matrices. Alternatively, we can identify each element of SO (3) (12) The total number of samples on SO (3) Shown in the right panel of Figure 6 is a plot of the HSB for estimating the airplane orientation as a function of the noise level in the video imagery. The target is shown in the left panel.
Sensor Fusion
In this section we explore the multiple-sensor case using three sensors: the video imager, the high range resolution radar and the FLIR camera. These HSB variations are studied for truck pose estimation on SO(2). Start with the two sensor case, involving the video and range radar. Shown in the left panel of Figure 7 are three curves, one each for the video and HRR sensors, and the joint inference with fusion. These curves quantify the performance 
Target Identi cation
The identi cation/recognition may appear to be independent of the parameter estimation bounds but this is not the case. In fact, the nuisance parameters of orientation estimation plays a fundamental role in determining the bound on recognition and identi cation. This connection between parameter estimation and identi cation in hypothesis testing is the basis for Schwartz 19] and Rissanen 18] complexity.
We take a Bayesian hypothesis testing approach for target identi cation. To simplify to the binary case, let there be only two target types: A = fa 0 = truck; a 1 = tankg and let 
(sjH i ) is the prior on the similarity space S under the hypothesis H i . For the simulation results on ground based targets, we assume it to be uniform over SO (2) . The integration on SO(2) results in a cumulative e ect of pose estimation, at all poses weighted by the prior, on the target recognition testing. This is the usual removal of the nuisance parameters through integration. In general, it is di cult to compute this integral analytically. One solution is to use numerical integration techniques which is feasible only if either the parameter space is compact or the prior has compact support. Other possible solutions, analytical asymptotic approximations or Monte-Carlo sampling, are not explored in this paper.
Since the orientation space SO(2) is compact we can evaluate the nuisance integral (Eqn.
14) numerically in this situation. To illustrate, consider the problem of recognizing a ground based target via the visible spectrum images, i.e. S = SO(2) and the I D = video images. 
Conclusions
We have proposed an optimal pose estimator (HSE) and a lower bound (HSB) for mean squared error associated with any estimator on compact matrix Lie groups. Illustrated in the context of pose estimation for rigid target identi cation, the HSB is derived and computed for the special orthogonal group SO(n), with n = 2; 3. This bound is exact, for even nite sample sizes, as opposed to asymptotic constructions. The variation of HSB is studied by changing the target types and additive noise levels. Its relevance in evaluating multisensor combinations is also demonstrated. For a given x 2 M, the set fgx : g 2 Gg is called the orbit of x. Also, a manifold is said to be a homogeneous space of the Lie group if for every pair x 1 ; x 2 2 M, there is a g 2 G such that (g; x 1 ) = x 2 .
There are two key elements in a deformable templates representation: (i) a typical element (or shape), (ii) a family of transformations which when applied to the typical element produces other elements. These transformations form a group action and the fundamental assumption is that the space of all possible elements is homogeneous under this action.
In the problem of target identi cation, for each target a 2 A, we represent the target shape through I a temp which is an element of some di erentiable manifold. The group acting rigidly on this manifold is given by SE(n) such that for s 2 SE(n), sI a temp is just the same target located at a new position and orientation. The space fsI a temp : s 2 SE(n)g is an orbit
and all occurrences, of a target, form a homogeneous space.
