Introduction and Literature Review
In recent years much academic research has focused on the design and analysis of manufacturing systems. Overviews of this research are provided by Papadopoulos and Heavey [4] and Govil and Fu [2] . Material handling systems have also been heavily studied. Ventura and Lee [8] is an example of recent research in this area. Although the literature on these topics now comprises hundreds of articles, there are still relatively few exact analytical results for manufacturing systems or material handling systems of arbitrarily large size. The articles which do obtain such results typically use ideas from queueing theory to study serial production lines with blocking phenomena. Papadopoulos and O'Kelly [7] are the first researchers to present a general recursive method for generating the continuous time Markov chain (CTMC) state transition matrix for such systems. They assume exponential service times at all stations and no buffers between stations. Papadopoulos et al. [5, 6] extend these results to allow for finite buffers of non-identical capacities between stations and Erlang distributed service times. More recently, Heavey et al. [3] analyze the performance of a production line where stations may be either reliable or unreliable. The time to failure for an unreliable machine is exponentially distributed and the repair time is Erlang distributed. Also, Vidalis and Papadopoulos study a reliable series production line where the service time at each station follows a Coxian-2 distribution [9] . All of these studies, however, assume machines are stationary. The movement of items from one machine to the next is not explicitly modeled.
The present paper, on the other hand, obtains exact results for a tandem system in which the physical transport of items is explicitly modeled. The system can be interpreted as a manufacturing system or a material handling system; it consists of a series of vehicles that move back and forth between each other, passing goods forward along a chain from an origin to a destination. Each link in the chain is maintained by a single vehicle with unit capacity that travels between two fixed points-an upstream point and a downstream point. The vehicle travels with an item at a Poisson rate in the downstream direction and without an item at a (possibly different) Poisson rate in the upstream direction. Buffers of non-identical capacities are allowed between vehicles. We model this system as a continuous time Markov chain and develop a recursive algorithm for generating the state transition matrix. After solving for the steady state probabilities using the Gauss-Seidel method, we compute the average throughput rate, average number of items in the system, and average sojourn time for various system configurations.
The system studied here is similar to a multi-station reliable series production line where service times follow the type-2 Erlang distribution [6] or the Coxian-2 distribution [9] . However, the system studied here is mathematically different than these systems. In particular, the mechanics by which a totally blocked-up system becomes unblocked are quite unique for the system studied here. In [6] and [9] , consecutive stations that are blocked become unblocked simultaneously when the station ahead of them finally finishes service. In the present paper, however, the "stations" are actually vehicles that travel back and forth. Therefore, consecutive vehicles that are blocked (i.e. are idle at their forward positions) do not become unblocked simultaneously when the vehicle ahead of them finally returns to pick up another item. Instead, blocked vehicles are "unblocked" one at a time in a cascade that begins with the last blocked vehicle, then the 2nd last blocked vehicle, then the 3rd last blocked vehicle, etc.
The system studied here is mathematically equivalent to a multi-station, reliable series production line where each station has an exponential service time followed by exponential cleaning time. An item is free to leave a station when service is complete, but the station cannot begin processing another item until cleaning is complete. Such a system is similar to, but not equivalent to, the unreliable system in [3] .
Overall, the authors of the present paper tried unsuccessfully to locate any paper which explicitly modeled the movement of items through a tandem system in a fashion similar to that done here. In addition, we did not find any model of a tandem queueing system that could be mathematically translated into, or qualitatively reinterpreted as, the multiple vehicle tandem system considered here.
System Description
The system we study is as follows. An infinite population of items is to be transported from an origin to a destination. At time 0, all items are waiting at the origin. In order to reach the destination, the items must pass through a series of N intermediate buffers (N≥ 1). Every item passes through each of the intermediate buffers in the same fixed sequence. Let "Buffer 1" refer to the buffer closest to the origin, "Buffer 2" refer to the buffer second-closest to the origin, and so on, so that "Buffer N" refers to the N th , or final, intermediate buffer. These buffers can either be thought of as passenger stations in a transportation network or as buffers in an assembly line that lie between machines that have to be cleaned every time they are used. In this paper, we adopt the former interpretation of the system.
A fleet of N+1 vehicles is responsible for transporting the items from the origin to the destination. Each vehicle in the fleet connects a unique pair of locations. Vehicle 1 is responsible for transporting items from the origin to Buffer 1, Vehicle 2 is responsible for transporting items from Buffer 1 to Buffer 2, and so on, so that Vehicle N+1 is responsible for transporting items from Buffer N to the destination. 
. During this journey, the vehicle is always empty. All pure travel times are independent of each other. Overall, the pure travel times of all vehicles are encapsulated by 2N+2 parameters.
Items may be blocked during various stages of their journey from the origin to the destination. In particular, each buffer has a finite capacity, i.e. a maximum number of items that can be occupying the buffer at any given time. Let C i be the capacity of Buffer i (i=1, 2, ..., N). Normally, we assume that the loading of items onto vehicles and the discharging of items from vehicles happen instantaneously. However, if a vehicle is attempting to drop off an item at a buffer that is already filled to capacity, both the item and vehicle must wait together beside the buffer until room to accommodate the item becomes available. The amount of time spent waiting is exactly equal to the time that elapses before the vehicle that is next in sequence returns to the buffer to pick up an item. In other words, if Vehicle i finds Buffer i full upon its arrival (i.e. there are already C i items at Buffer i), Vehicle i must wait until Vehicle i+1 returns before it can drop off its item. The loading of Vehicle i+1 and unloading of Vehicle i then happen simultaneously at Buffer i, at the exact instant when Vehicle i+1 arrives. If C i =0, the above still takes place and we imagine that the item is instantaneously transferred from Vehicle i to Vehicle i+1.
Overall, there are two types of vehicle idling in this system: drop-off idling and pick-up idling. As mentioned above, idling of the former type occurs because of buffer congestion and is directly related to the blocking of items. Idling of the latter type occurs because buffers may be empty and therefore no immediate pick-up is possible; such idling does not correspond to the blocking of items. In this paper, we assume that C 0 =C N+1 =∞. This means that Vehicle 1 never experiences pick-up idling and Vehicle N+1 never experiences drop-off idling. The overall system is depicted in Figure 1 . 
A CTMC Model of the System
Our analysis closely follows [3] , [5] , [6] , [7] , and [9] . In these papers, the authors look at various tandem queueing systems. They model these systems using CTMCs and then develop a procedure to automatically generate the state balance equations, solve for the steady state probabilities, and compute performance measures for different system configurations. Here, we do the same for the system at hand.
A continuous time Markov chain representation of the system at hand is straightforward. First of all, we represent the status of each component of the system (vehicle or buffer) with a single letter or number. The status of a buffer at any moment is the number of items occupying the buffer. The status of a vehicle is given by one of the four terms M + , M -, I + , I -. The meaning of these terms is given below. 
In other words, we can write the state of the entire system by listing the status of its components in downstream order from left to right, omitting the status of the origin and destination. For example, consider a system with N=2, C 1 =2, C 2 =4. This system has 3 vehicles, an origin, two intermediate buffers, and a destination. The following holds if the system is in state (M + , 1, I + , 4, M -): Vehicle 1 is moving an item from the origin to Buffer 1; Buffer 1 holds one item; Vehicle 2 is waiting to drop off an item at Buffer 2; Buffer 2 holds 4 items; and Vehicle 3 is empty and is moving upstream towards Buffer 2. With the above notation, the state of the system is well-defined. The state changes when a vehicle completes its journey in either the downstream or upstream direction. Since all vehicle journeys are exponentially distributed, the process of transitioning between states is a competing exponentials process that is memoryless. The evolution of the system therefore follows the Markov property and we have a continuous time Markov chain.
Computing the Number of CTMC States
The number of states in the CTMC representation of the system depends on the number of vehicles and buffer sizes. Theorem 1 gives a recursive method for computing the number of states for any system. 1 ,C 2 ,. ..,C n from the origin to the destination respectively. Assuming S 0 = 0 and S 1 = 2, the following is true for all n ≥ 1:
Theorem 1 is used to calculate the number of states for the systems in Table 1 . Table 1 shows that the number of states increases tremendously as the number of buffers and the buffer capacities increase. 
Recursive Method for Generating the CTMC State Transition Matrix
We found a recursive method for generating the transpose of the CTMC state transition matrix for any system configuration. The method begins by creating the transition matrix corresponding to a singlebuffer subsystem of the original system and then recursively creates the transition matrix for a (B+1)-buffer subsystem based on the transition matrix for the B-buffer subsystem for B=1,2,...,N-1.
Before continuing, we define the terms "B-buffer subsystem" and "A B ." The term "B-buffer subsystem" refers to the (B+1)-vehicle, B-buffer system whose vehicle rates are equivalent to the rates of the final B+1 vehicles in the original system (from origin to destination respectively) and whose buffer capacities are equivalent to the capacities of the final B buffers in the original system (from origin to destination respectively). A B represents the transpose of the transition matrix for the B-buffer subsystem.
Due to space limitations, our method for generating A 1 cannot be explained in detail here. However, it is important to mention that the method orders the states in a special way so that all transitions with the same rate parameter appear on the same diagonal of A 1 . A i+1 is constructed recursively from A i . The overall procedure for constructing A N , the transition matrix for the entire N-buffer system, is as follows: 1) Create A 1 , the transpose of the transition matrix for the 1-buffer subsystem. For the time being, omit the main diagonal (i.e. negative) entries of this matrix. The columns of this matrix should correspond to the sources of the transitions and the rows should correspond to the states that result from the transitions. In other words, row r column c of the matrix should be the rate at which State c transitions into State r. All entries on the main diagonal should be zero. Let B = 1. 
Computing the Steady State Probabilities and Various System Performance Measures
The recursive procedure above generates the CTMC state transition matrix for any system configuration, i.e. for any values of the parameters N, C 1 
-. Let A be the CTMC state transition matrix for the overall system (i.e. A = A N ), x be the column vector of steady state probabilities (i.e. x i is the steady state probability of being in State i), and e be a column vector of size equal to x with each entry equal to 1. Then the steady state probability vector x satisfies Ax=0, e T x=1, where one of the equations from matrix A is redundant. Once the steady state probabilities are in hand, T, the average throughput rate of the system, can be computed as follows. For any i from 1 to N+1, the average throughput rate of the system is the rate at which Vehicle i moves forward times the steady state probability that Vehicle i is moving forward:
.
L, the average number of items in the system, is the steady state probability of being in state i times the number of items in the system when the system is in state i, summed over all states i:
W, the average amount of time an item spends in the system (i.e. the average sojourn time for an item), is computed from T and L using Little's Law:
Another measure of interest is the fraction of instances in which Vehicle i must wait at Buffer i before dropping off a container at Buffer i. This equals the probability of being in a state where Vehicle i is M + , Buffer i is full, and Vehicle i+1 is not I -, divided by the probability that Vehicle i is M + :
Numerical Solution Method, Results, and Observations
We generated the state transition matrix and solved the system Ax=0, e T x=1 in the Microsoft Visual C++ 6.0 environment. Special data structures were used to keep track of the positions and values of the nonzero entries of A without actually storing A itself. In particular, a nontrivial solution to Ax=0 (assuming A is MxM) was found by setting x 1 equal to 1 and then solving the resulting nonsingular (M-1)x(M-1) system A'x'=b' using the Gauss-Seidel method. Cooper and Gross prove that this method always converges [1] . This nontrivial solution was then renormalized so the sum of the steady state probabilities was 1. The Gauss-Seidel method was initialized with x 0 = e and was continued until |x i n+1 -x i n | was less than (.00001) / for all i. Thus, the steady state probabilities for a 10-state system were revised until none of them changed more than 10
-6 and the probabilities for a 100-state system were revised until none of them changed more than 10 -7 . This very low tolerance guaranteed accurate results. Results are presented in Table 2 . For each system configuration, we display the number of CTMC states, the number of iterations required for Gauss-Seidel convergence, the average throughput rate, average number of items in the system, and average sojourn time. To verify that the results were correct, the average throughput rate was computed in at least two different ways for each system configuration using (1) . For some systems we also show for each vehicle the fraction of instances in which the vehicle must wait at its forward buffer before dropping off a container at the buffer. Note that the term The results are intuitively understandable for the most part. Results for the first group of systems demonstrate that adding extra buffer space or increasing the speed of a vehicle increases overall throughput. However, these two means of improving system performance are only partially substitutable. In particular, faster vehicles will reduce the average sojourn time but larger buffers will increase the average sojourn time. The latter scenario appears to be less desirable. Results from group 2 indicate that throughput deteriorates as more buffers and vehicles of the same type are added to a system. These experiments also demonstrate nicely that the tandem system in this paper has a slightly reduced throughput compared to the system with type-2 Erlang service distribution in [6] which most closely approximates this system. Results from group 3 indicate that throughput improves almost linearly as more components are added to a system given a constant expected pure sojourn time from the origin to the destination. Group 4 shows that a single fast vehicle should be placed at the center of a system to maximize throughput. Group 5 shows that variation in a vehicle's forward and reverse rates can affect system throughput even though the expected pure, round-trip travel time for each vehicle is constant. Group 6 indicates that the capacities of the most central buffers in an identical-vehicle system should be increased before those of the outlying buffers in order to maximize throughput. However, group 7 shows that it is harmful to concentrate too much buffer capacity in the central buffers in such a system. Group 8 shows how five units of buffer capacity should be allocated among two buffers to maximize throughput.
Conclusions and Future Research
A new tandem system was analyzed and new numerical results regarding the performance of the system were presented. Future work will focus on other tandem systems that have vehicles moving back and forth between buffers and on various buffer allocation problems related to this system. Finally, we hope to apply these results to the study of industrial systems in a real setting. In particular, this work might help to evaluate the performance of double-trolley quay cranes at marine container ports. In these cranes, the job of transferring a container from vessel to truck is divided among two different trolleys that are separated by an intermediate platform. The intermediate platform has space to accommodate several containers. Double trolley quay cranes are a recent innovation in container terminal infrastructure and have the potential to dramatically speed up the loading and unloading of containerships.
