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Generalized Worpitzky Identities with 
Applications to Permutation Enumeration 
DON RAWLINGS 
The enumeration of permutations by inversions often leads to a q-analog of the usual generating 
function. In this paper, two generalizations of the Worpitzky identity for the Eulerian numbers are 
obtained and used to enumerate permutations by the descent number and the major index of their 
inverses. The resulting (t, q)-generating series do in fact generalize the q-series obtained when 
counting by inversions. 
1. INTRODUCTION 
The Eulerian numbers An.s are defined by the identity 
n n (r-l-k+n) 
r = L An,k 
k=O n 
(1.1) 
due to Worpitzky. Combinatorially An.s may be interpreted as follows, Let Yn denote the 
symmetric group on {I, 2, ... , n}. For 0' E Yn define the idescent number of 0', abbreviated 
by ides 0', to be the cardinality of the set {k: 0' -l(k) > 0' -l(k + 1), 1 ~ k ~ n -I}. Then, it is 
well known that An.s is the number of permutations 0' E Yn with ides 0' = s. 
One approach to proving (1.1) is to first interpret rn as the cardinality of the set [rJ" 
consisting of all integer sequences 1 = 1(1)1(2) ... I(n) with 1 ~ I(k) ~ r for 1 ~ k ~ n. A 
map r is then defined (see Section 6) that associates with each 1 E [r J" a pair (g, 0') where g 
is the non-decreasing rearrangement of 1 and 0' E Yn tells how to reconstruct 1 from g. The 
correspondence r has been used several times, for instance, see [8,13,15]. The pairs (g, (j) 
give rise to the right-hand side of (1.1): (r -1 ~ k + n) is the number of non-decreasing 
sequences g E [r r that may be paired with 0' E Yn having ides 0' = k. The proof outlined 
here is essentially the one given by Foata and Schiitzenberger [13, p. 40]. 
The above proof may be generalized in a humber of ways. First, r carries much more 
information than was utilized. To be specific, the classic statistics des, maj, and inv defined 
in (3.1) are preserved by r, that is, if r(f) = (g, (j) then (des I, maj I, inv f) = 
(des 0', mas 0', inv 0'). 
Second, the method for counting the non-decreasing sequences g that may be paired 
with a given 0' E Yn is generalized in Lemma 5.1. In addition to ides, another statistic 
known as the imaj (see (3.2)) is incorporated into the scheme. As will be seen, Lemma 5.1 
may be thought of as away of "q-counting" various sets of non-decreasing sequences. 
Finally, it will be fruitful to restrict r to various subsets of [r J". For instance, a sequence 
1 E [r r is said to be up-down if 
1(1) ~1(2) > 1(3) ~1(4) > .... 
It turns out that if 1 is up-down and r(f) = (g, 0'), then (j is also up-down. 
The additional statistics (des, maj, inv), the q-counting lemma, and the restriction of r 
combine to give the main result in Theorem 7.1. It is a generalization of (1.1) that relates 
the tri-variate distribution of (des, maj, inv) on subsets of sequences to the five-variate 
distribution of (des, ides, maj, imaj, inv) on subsets of permutations. Thus, in this context, a 
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distribution on sequences is equivalent to a (t, q)-distribution on permutations. The two 
additional statistics in the permutation case both arise in connection with the inverse of the 
permutation. 
Theorem 7.1 has a number of interesting applications. For instance, the generating 
function for (des, ides, maj, imaj) on [I'm which was first given by Garsia and Gessel [15], 
may be readily obtained from the joint distribution of (des, maj) on sequences. The latter 
distribution is the solution to the classic Simon Newcomb problem. 
In another application of Theorem 7.1, a (t, q)-generating function for (ides, imaj) on 
up-down permutations is given (see Theorem 8.6). This generalizes a well known result of 
Andre [1]. He discovered that if En is the number of up-down permutations in [l'n then 
un 
L En - = sec u + tan u. n~O n! 
The two above results on permutations and others are presented in Section 8. 
(1.2) 
Now Stanley [23] and Gessel [16] have both developed systematic approaches for 
obtaining q-series that enumerate permutations by inversions. With the aid of a combina-
torial correspondence due to Foata [11], it will be shown in Section 9 that the (t, q )-series 
obtained when counting by (ides, imaj) do indeed generalize the q-series obtained when 
enumerating by inversions. 
2. TERMINOLOGY AND NOTATION 
Let N={O, 1,2, ... }. A finite sequence 1= (f(k)hd"'n of N will be written as a word 
1=/(1)/(2) ... I(n) where 1(1),/(2), ... ,/(n) are the n letters and n is defined to be the 
length of I, denoted by AI. Let N* be the set of finite words with letters in N. The down set of 
IE N* is defined to be 
down/={k: I(k» I(k + 1),1 =0:; k =o:;Af-1}. 
Certain expressions involving a sequence (h, h, ... ,j,) of N will occur with such 
frequency that it will be convenient to abbreviate them. 
Expression 
(h,h,··· ,j,) 
h +h+" '+j,=n 
, 
L (r-k)jk 
k=l 
Abbreviation 
j(r) 
j(r) = n 
r.j(r) 
For each n EN let [n] = {1, 2, ... , n} if n is positive and [0] =~. Also, set 
(a) 
(b) 
(c) 
. (d) 
[rr ={fE N*: Af= n,f(k)E [r] for 1 =0:; k =o:;n}, 
NDn(r) = {fE[rr: 1(1)=0:;/(2)=0:;' .. =o:;/(n)}, 
gJi,(j(r) = n) = {f E N*: AI = n,f has exactly jk 
letters equal to k for 1 =0:; k =0:; r}, 
[l'n = {O': 0' is a permutation of [n ]} . 
(2.1) 
(2.2) 
Words of NDn(r) are said to be non-decreasing. Observe that gJi,(j(r) = n) is a subset of [r r 
and, in the case jk = 1 for 1 =0:; k =0:; r, [l'n = gJi, (j(r) = n). 
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Furthermore, for d a positive integer let OU[r]~ (respectively gy[r]d) be the subset of [r r 
consisting of sequences 1 satisfying 
down 1 = {ds: 1.;; ds.;; n -1} (2.3) 
(respectively down 1=[n-1]-{ds:1';;ds.;;n-1}). The subsets OU9ld(j(r)=n), 
gyr!ld(j(r) = n), OUY~, and gyY~ of 9l(j(r) = n) and Y n are similarly defined. In the case 
d = 2, OU~ and gy~ are respectively the up-down and the down-up permutations in Y n. 
Sequences satisfying (2.3) have been considered in [6, 7, 16,23]. 
Finally, the cardinality of a finite set A is denoted by IAI. The X function is defined by 
setting X (statement) equal to 1 if the statement is true and 0 otherwise. 
For a sequence 1 E N* let 
(a) 
(b) 
(c) 
3. THE FIVE STATISTICS 
des/= Idown/l, 
majf= L k, 
kedownf 
At 
inv 1 = L L x(f(k) > 1(1)). 
1=2 k<1 
(3.1) 
Parts (a), (b) and (c) respectively define what are commonly referred to as the descent 
number, the major or greater index, and the inversion number of I. 
For U E Yn there are two more statistics to be defined. Let U -1 denote the inverse of u 
and set 
(a) 
(b) 
(c) 
idown u = down u -1. 
ides u = des u -1, 
.. ·-1 tma] u = rna] u . 
4. PRELIMINARY IDENTITIES 
(3.2) 
The following q-identities will be needed. The q-analog of n E N is defined to be the 
polynomial (n)q=1+q+q2+ ... +qn-l and (O)q=O. The q-Iactorial of n is given by 
(n)q! = (1)q(2)q ... (n)q where (O)q! = 1. Finally, the q-multinomial coefficient is defined 
to be 
where j(r) = n. 
For convenience, set 
(t; q)n+l = (1- t)(1- tq) ... (1- tqn) 
and recall that 
(a) 
(4.1) 
1 = L (n + k) tk. 
(t; q)n+l bO k q (b) 
The identities in (4.1) may be found in Andrews [2, p. 36].* 
* Richard Askey has recently informed me that (4.1(a)) dates back to a book of Rothe published in 1811. 
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The two q-analogs for the exponential function presented in 
(a) 
un 
eq(u)= L -( ) .'
n ... O n q. (4.2) 
(b) 
will also turn up in the study. 
In addition to the above basic q-identities, a number of generating functions on 
sequences will be used in deriving results concerning permutations. They are stated in 
(a) L qmajf = L qiRff = ( . n ) , 
fei¥t(j(r)=") fei¥t(j(r)=n) J(r) q (4.3) 
(b) ~ tdesf majf = (t.) ~ t S nr (S + ik) l.. q ,q "+1 l.. ., 
fei¥t(j(r)-") s"O k=1 Jk q 
(c) L L IOU~2{j(r) = n)IXj(r) = 211(X, r)l1(-X, r) -i[l1(X, r) -l1(-X, r)], 
"'''OJ(r)=" l1(X, r)+l1(-x, r) 
(d) L L Igg~2{j(r)=n)lxj(r)=2-i[11(X,r)-11(-X,r)], 
" ... 0 i(r)=" l1(X, r)+ 11 (-X, r) 
(e) 
d-l r -1 
L L IOU~d{j(r) = dn)IXi(r) = d[ L n (1- W 2m +1Xk)-I] , 
" ... 0 i(r)=dn m~O k=1 
h ''--;-1 iTrld Xi(r) nr i d 11( X ) nr (1 . ) werel=Y-l,w=e, = k=lx/1',an ± ,r = k-l ±lXk. 
Parts (a) and (b) of (4.3) are due to MacMahon [20]. Part (a) points out that the statistics 
maj and inv are identically distributed on ~(j(r) = n) and (b) gives a q-analog of the 
solution to the classic Simon Newcomb problem. For the case q = 1 see [10, 2, p. 62]. 
Identities (c) and (d) are due to Carlitz [4,5]. From (c) and (d) it is seen that enumeration 
of up-down sequences leads to a slightly different generating function than does enumera-
tion of down-up sequences. 
Part (e) may be found in Gessel [16, p. 51] or in Stanley [23]. Note that in the case d = 2, 
(e) does reduce to the even part of (c). 
5. THE q-COUNTING LEMMA 
The key counting tool is now presented. Let f E N* with At = n ~ 1 and define 
1t(r, f) = {h E ND"(r): if k E down f then h(k) < h(k + 1}}. (5.1) 
Observe that 1t(r, f) depends only on the down set of f and that if h E 1t(r, f) then 
(h(1),f(1»(h(2),f(2»' .. (h(n),f(n» 
is in lexicographic order. 
For counting purposes, with h E 1t(r, f) associate the word 
where 
(a) 
(b) 
(c) 
hO=Omo1 Om1 1 ... 1 am. 
mO= h(1)-l, 
mk = h(k + l)-h(k)- x(k Edownf) for 1 ~ k ~ n -1, 
mIl =r-h(n). 
(5.2) 
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Then L~ =0 mk = r - 1 -des f and inv h 0 = L~ = 1 kmk. Actually, the map h ~ h 0 is a bijec-
tion of 1f(r, f) onto the set of sequences 
Y(r,f) = {omo10m'1 ... 10m": mk E N, t mk = r -1-des f}. 
k~O 
Certainly, h O E Y(r, f) uniquely determines the corresponding hE 1f(r, f) by (a), (b) and (c) 
of (5.2). The map h ~ hO and (a) of (4.3) imply 
L qinvhO= L qinvho=(r-1-des f +n). 
hE3I('.n hOE9'(,.{) n q (5 .3) 
Information concerning the major index of f may be obtained from (5.2) as follows: 
" n-1 
invh o= L kmk=n(r-h(n»+ L k[h(k+1)-h(k)-X(kEdownnJ 
k=l k=l 
n 
=nr-majf- L h(k). (5.4) 
k=l 
For later use this identity is reformulated. As h is non-decreasing, h may be written in the 
form 1;'2i2 ••• ri, where j(r) = n. Then (5.4) becomes 
majf+invhO=(h+h+'" '+j,)r- t kA 
. k=l 
, 
= L (r-k)jk=r.j(r). (5.5) 
k=l 
The last equality in (5.5) comes from definition (2.1). Identities (5.3) and (5.5) are recorded 
In 
LEMMA 5.1. If fE N* with Af~ 1, then 
(a) L qinvho =(r-1-des l +A{). 
hE 31(,. n AI q 
Moreover, 
(b) 
Part (a) of Lemma 5.1 may be thought of as a way of "q-counting" various classes of 
non-decreasing words in Err where n =A{. In particular, if desf=O and q = 1, then 
(
r-1 + n) 1f(r, f) = NDn (r) and (a) reduces to INDn (r)1 = n . 
6. THE CORRESPONDENCE r 
The map r is easily understood when described in terms of readings. Let I E [r rand [n] 
be our set of labels. Using the labels in order, on the kth reading from left to right place a 
label above each k in f. Continue until all labels are used. Then r(f) is defined to be the 
pair (g, (T) where g is the non-decreasing rearrangement of I and (T is the word that appears 
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above f. Note that 0' E [/n' For example, if f = 5 1 1 3 5 4 1 4 E [5]8 then 
1 2 ... 3 . 
and r(f) = (g, 0') where 
and 
f= 5 1 1 3 5 4 1 4 
1 2 ... 3 . 
f= 5 1 1 3 5 4 1 4 
1 2 4 .. 3 . 
f= 5 1 1 3 5 4 1 4 
7 1 248 5 3 6 
f= 5 1 1 3 5 4 1 4 
1st reading, 
2nd reading 
3rd reading, 
4th and 5th readings, 
g = 1 1 1 3 4 4 5 5 E ND8(5) 
0' = 7 1 2 4 8 5 3 6 E [/8. 
(6.1) 
Note that the label placed above f{m) is O'{m) for 1 ",;; m ",;; n. The important observation to 
make about r is the following proposition. 
PROPOSITION 6.1. If r(f) = (g, 0') and k < I, then f{k) > f(l) if and only if O'{k) > 0'(1). 
The proof of Proposition 6.1 is not difficult and is omitted. 
COROLLARY 6.2. If r(f) = (g, 0') then 
(a) 
(b) 
(c) 
down f = down 0', 
for2",;;I",;;n, L x(f{k»f(l)) = L X{O'{k»O'(l)), 
k<1 k<1 
fO' -1 = f{O' -1 (1))f{O' -1(2)) ... f{O' -\n)) E 'Jt{r, 0'-1). 
PROOF. Parts (a) and (b) follow immediately from Proposition 6.1 and the definition of 
the down set. By (5.1), part (c) is equivalent to 
(a) f{O' -\k)) "';;f{O' -\k + 1)) for 1",;; k",;; n -1, 
(b) if k E idown 0' then f{O'-\k)) <f{O' -1{k + 1)). 
(6.2) 
First, (a) of (6.2) is clear by the labeling: the label O'{O' -\k + 1)) = k + 1 placed above 
f{O' -1{k + 1)) is greater than the label 0'(0' -1{k)) = k placed above f{O' -1{k )). As labels are 
used in order, this implies f{O' -1{k + 1)) ~ f{O' -\k)). Finally, (6.2{b)) follows from Pro-
position 6.1: O'-1{k+l)<O'-1(k) and O'{O'-1{k + l))>O'{O'-\k)) imply f(O'-\k+l))> 
f(O' -\k)). 
There are a number of consequences to be noted. First, it follows from Corollary 6.2 that 
if r(f) = (g, 0') then 
(a) 
(b) 
(c) 
(d) 
desf=des 0', 
majf=maj 0', 
inv f=inv 0', 
(6.3) 
g = fO' -1 E 'Jt{r, 0' -1). 
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Second, Corollary 6.2(b) shows that f uniquely determines u. This fact together with 
Corollary 6.2(a) and (6.3(d)) imply the following. 
COROLLARY 6.3. The map r is a bijection from {fE[rT: downf= gy} to {(g, u): u E 
fin. down u = gy, g E 1t(r, u -I)} where gy is any subset of [n -1]. 
7. THE WORPITZKY IDENTITIES 
In the identities that follow there will be three different q-multinomial coefficients 
appearing. For convenience, let 
(a) CZ)) q, = [jZ)] l' 
(b) CZ)) q2 = LZ)]2' (7.1) 
(c) CZ))p =LZJ 
Suppose that C§(j(r) = n) is a subset of :!li(j(r) = n) and that the restriction of r to 
Uj(r)=n C§(j(r) = n) is a bijection onto {(g,U):UEgyn.gE1t(r,u-l)} where gyn is some 
subset of fin. Then we have the following theorem. 
THEOREM 7.1. The distribution of (des, ides, maj, imaj, in v) on gyn is related to the 
distribution of (des, maj, in v) on Uj(r)=n C§(j(r) = n) by 
(a) ~ [r-1-idesu+n] tdesu maju imaju invu_ ~ r.j(r) ~ tdesf majf invf t... 1 ql q2 P - t... q2 t... 1 ql P , 
ue9!. n 2 j(r)=n fe 'li(j(r) = n) 
(b) L [S-l-desu+n] [r-1-idesu+n] q,;,ajuq~majupinvu 
ue9!. n 1 n 2 
_ ~ r.j(r) ~ [S-l-desf+n] majf invf 
- t... q2 t... ql P . j(r)=n fe'li(j(r)=n) n 1 
PROOF. Lemma 5.1(b) and (6.3) together imply that the right-hand side of (a) is equal 
to 
~ (" imaj u+inv go) tdes <T maj u inv u 
t... t... q2 1 ql P . 
ue9!. ge .re(r,u -1) (7,2) 
Applying (a) of lemma 5.1 then establishes Theorem 7 .1(a). To prove (b), first observe that 
if F(f) = (g, u), then (5.1) and Corollary 6.2(a) imply that 1t(s, f) = 1t(s, u). This fact, 
Lemma 5.1 and (6.3) combine to yield (b). 
In the case C§(j(r) = n) = :!li(j(r) = n) and tl = ql = q2 = P = 1, identity (a) of Theorem 7.1 
reduces immediately to the Worpitzky identity (1.1). Part (b) may be thought of as a 
bi-variate Worpitzky identity. When C§(j(r) = n) = PA(j(r) = n) and ql = q2 = P = 1, then 
(b) reduces to 
n n (S-1-I+n)(r-1-k+n)A =(rs+n-1) L L n,I,k, k=O 1=0 n n n (7,3) 
where A n,l,k = Hu E fin: des u = I, ides u = k }I. Identity (7.3) may be found in Carlitz, 
Roselle and Scoville [8]. 
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As a final remark here, it is conceivable that there are other statistics besides des, maj 
and inv that are preserved by r. Of course, any such statistic may be easily added into 
Theorem 7.1. 
8. PERMUTATION ENUMERATION 
Let 
Yn,k = {O" E Y n: ides 0" = k}. (8.1) 
The subsets 11I1;:r,.,k and qg;:r,.,k of 11I1;:r,. and qg;:r,. are similarly defined. The basic poly-
nomials involved in the results of this section are 
(a) 
(b) 
(c) 
(d) 
(e) 
A ( ) - ~ desCT majer imaju inver n,k tloqloq2,P - t.. tl q1 q2 P , 
ue9'n.k 
B d (q ) _ ~ imajer inver n,k 2, P - t.. q 2 P , 
erE'!l~.k 
C d (t ) - ~ tideser imajer inver n 2, q2, P - t.. 2 q2 P . 
crE~9'~.k 
(8.2) 
It will be convenient to use the definitions of (8.2) with a certain flexibility. For instance, if 
t2 = P = 1 we will omit t2 and p from the expression as in 
An (t1o 1, qlo q2, 1) = An (t1o qlo q2). 
In other words, the variables tlo t2, qlo q2 and p are respectively associated with the 
statistics des, ides, maj, imaj and inv. Also, note that the index k is associated with ides. 
Combination of (4.3) with Theorem 7.1 will yield several generating functions for 
permutations. The first one presented is due to Gessel [16, p. 99]. 
THEOREM 8.1. The tri-varia.te distribution of (ides, imaj, inv) on Y n is given by 
~ A n(t2,q2,p)u n = ~ tr nr (k) 
t.. ) t.. 2 ep q2U • 
n ... O (t2; q2)n+1(n p! r ... O k=O 
PROOF. Theorem 7.1(a) with C§(j(r) = n) = rYl(j(r) = n) and t1 = q1 = 1 combined with 
Corollary 6.3 and (4.3(a)) yield 
n~1 [r-1-k+nJ ( ) ~ r.j(r)[ nJ 
t.. A n.k q2, P = t.. q2 .( ) . k=O n 2 j(r)=n J r (8.3) 
Then, using (4.1(b)), it is not difficult to verify that (8.3) is equivalent to Theorem 8.1. 
THEOREM 8.2. The distributions of (ides, imaj, inv) and (ides, imaj, maj) are identical 
on Yno that is, 
~ tidesCT imaju invCT _ " tidesCT imajCT majer 
t.. 2 q2 P -t.. 2 q2 P . 
CTE9'n ue9'n 
PROOF. This follows immediately from (4.3(a)) combined with Theorem 7.1(a). 
The symmetry described in Theorem 8.2 and the following one mentioned in Theorem 
8.3 were first observed in [12] and [14] respectively. They will be further discussed in 
Section 9. 
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THEOREM 8.3. The distribution of (des, ides, maj, imaj) on 9'n satisfies the symmetry 
relation 
PROOF. By direct calculation, it follows from (4.3(b» that 
L tdesfqmaif = L (tqn)desfq-maif. (8.4) fEfI/(j(r)=n) fEfI/(j(r)=n) 
Then Theorem 8.3 is a consequence of (8.4) and Theorem 7.1(a) with p = 1. 
Of course, the calculation involved in proving (8.4) is a bit lengthy. In the next section, 
(8.4) will be proven using a combinatorial correspondence due to Foata and Schiitzen-
berger [14]. 
THEOREM 8.4. The four-variate distribution of (des, ides, maj, imaj) on 9'n is given by 
L An(tl, t2, ql, q2)U
n 
L L tit; Ii IT (1- uq~q~)-1. 
n .. O (t1; q1)n+1(t2; q2)n+1 ... 0 r"'O 1=0 k=O 
PROOF. Theorem 7.1(a) with p = 1 and C§{j(r) = n) = flJl{j(r) = n) together with 
(4.3(b)) imply 
r~1 [r-1-k+n] ( ) ( ) ~ r.j(r) ~ • Or [S+jk] 
£.. A n.k tl, ql, q2 = t1; q1 n+1 £.. q2 £.. t1 .' (8.5) k=O n 2 j(r)=n ... 0 k=1 lk 1 
Then, using the basic q-identities given in (4.1), it may be verified that (8.5) is equivalent to 
Theorem 8.4. 
Theorem 8.4 was obtained by Garsia and Gessel [15] using the so-called bipartite 
partitions of Gordon [18]. Multiplying both sides of the generating function in Theorem 
8.4 by (1- t1)(1- t2) and the setting t1 = t2 = 1 yields the following corollary. 
COROLLARY 8.5. The generating function for (maj, imaj) on 9'n is 
L An(q1' q2)U n = i1 i1 (1- 1 k)-1 
n"'O(1-q1){1-qi) ... {1-q~){1-q2)(1-q~)"'(1-q~) I=Ok=O Uq1q2 . 
This result may be found in [9, 22] or implicitly in [18]. 
Now consider the restriction of r to OU[r]~ or gg[r ]~. By Corollary 6.3, r is a bijection 
onto {(g, u): u E OU9'~, g E 1e(r, u -1)} or {(g, u): u E gg9'~, g E 1e(r, u -1)} respectively. For 
convenience, let 
II(u,r)= IT (1+ iuq k). (8.6) 
k=O 
(4.3(c)-(e» may then be used to prove the following theorem. 
THEOREM 8.6. The generating functions for (ides, imaj) on OU9'~, gg9'~, and OU9'~n are 
(a) L B~(t, q)u
n 
= L t'[2II(u, r)II(-u, r)-i[II(u, r)-II(-u, r)]], 
n"'O (t;q)n+1 r"'O II(u, r)+II(-u, r) 
(b) L C~(t, q)u
n 
= L t'[2-i[II(U, r)-II(-u, r)]], 
n"'O (t; q)n+1 r;"O II(u, r) + II(-u, r) 
(c) Bd (t q)u
dn [ d-1 r ]-1 L dn , = d L t' L 0 {1- W2m+1uqk)-1 
n"'O (t; q)dn+1 r"'O m=O k=O 
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PROOF OF (a). From Theorem 7.1 with C§(j(r)=n)=OUPll2(j(r)=n), t1=q1=p=1, 
and q2 = q it follows that 
rf (r-1-k+n) B~.k(q)= L qr.j(r)\OUrlMj(r)=n)\. 
k=O n q j(r)=n (8.7) 
By equating coefficients of t', identity (a) of Theorem 8.6 is seen to be equivalent to 
L un ± (r-k+n) B~.k(q)=21I(u,r)II(-u,r)-i[lI(u,r)-II(-u,r)]. (8.8) 
n .. O k=O n q lI(u, r) + II( -u, r) 
Replacing r by r -1 in (8.8) and then using (4.3(c)) with uqk-1 = Xk to expand the 
right-hand side of (8.8) out leads to 
r-1 (r-1-k+n) r . L un L B~.dq):: L L IOUPll2(j(r) = n)1 n (uqk-1)h 
n .. O k=O n q n .. O j(r)=n k=1 
:: L un L qr.j(r)IOU:lMj(r):: n)l. (8.9) 
n .. O j(r)=n 
Comparison of (8.7) and (8.9) yields (a) of the theorem. Proofs of (b) and (c) are similar. 
Of course, this theorem does not exhaust all possibilities. From Corollary 6.3 it is clear 
that any generating function for sequences with a prescribed down set may be used to 
obtain a (t, q )-generating function for permutations with the same prescribed down set. 
Other such generating functions for sequences may be found in [16, p. 52] or [23]. 
COROLLARY 8.7. The distribution of imaj on OUg~, ggg~, and OUg~d gives rise to 
(a) 
(b) 
(c) 
L B~(q)un 2Eq(iu)Eq(-iu)-i[Eq(iu)-Eq(-iu)] 
n"'O (n)q! Eq(iu)+Eq(-iu) 
2 - i[eq(iu) - eq( -iu)] 
eq(iu) + eq( -iu) 
L C~(q)un ::2-i[Eq(iu)-Eq(-iu)] 
n"'O (n)q! Eq(iu)+Eq(-iu) 
L dn q U :: d I eq (w 2m +1u) . Bd ( ) dn [d 1 ]-1 
n"'O (dn)q! m=O 
PROOF OF (a). Multiplying both sides of Theorem 8.6(a) by (1- t) and then setting 
t = 1 yields 
L B~(q)un 
n"'O (1-q)(1- q2) ... (1_qn) 
By [2, Identity (2.2.6), p. 19] we have 
2I1(u, (0)11 ( -u, (0) -i[lI(u, (0) -II( -u, (0)] 
II (u, (0) + II ( - u, (0) 
n (1 + uqn) = 1 + L (2) un 
n"'O n"'l
q (1-q)(1-q2)···(1-q nr 
(8.10) 
(8.11) 
With (8.11) in mind, the transformation u-+(l-q)u applied to (8.10) yields Corollary 
8.7(a). The second equality in part (a) follows from the fact that Eq(u)eq( -u) = 1. Proofs of 
(b) and (c) are similar. 
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In the case q = 1 both (a) and (b) of Corollary 8.7 reduce to Andre's [1] result recorded in 
(1.2). Furthermore, (a)-(c) agree with the q-series obtained when counting by inversions 
(see [16, 23]). 
9. SYMMETRIES 
A bijection n of Y n to itself is said to preserve the idown if idown n(l7) = idown 17 for all 
I7EYn . Such a map naturally induces a bijection r- 1nr: rYl(j(r)=n)~rYl(j(r)=n) 
defined by 
r a r- 1 I ~ (g, (7) ~ (g, n(I7)) ~ r- 1nr(f). (9.1) 
Since r is a bijection of [r r onto the set of pairs {(g, (7): 17 E Y n , g E 'Je(r, 17 - 1)}, the fact that 
n preserves the idown is essential. Two idown preserving bijections are now discussed. 
In [11] Foata constructed a bijection cP: N* ~ N* with the properties 
(a) cPU) has the same letters as I 
(b) maj 1= inv cPU) 
for all IE N*. When restricted to Y n it turns out that 
idown 17 = idown cP(l7) 
(9.2) 
(9.3) 
for all 17 E Yn • The map cP was used in [12] to observe the symmetry proven by calculation 
in Theorem 8.2 of this paper. The map cP may also be used to show that q-counting 
permutations by inversions leads to the same q-series as q-counting by the major index of 
the inverse. More precisely stated, we have the following theorem. 
THEOREM 9.1. The statistics imaj and inv are identically distributed on {17 E 
Y n : down 17 = gy} where gy is any subset 01 [n -1]. 
PROOF. Let I: Y n ~ Y n be defined by 1(17) = 17 -1. Then the map IcPI: Y n ~ Y n satisfies 
the conditions 
(a) 
(b) 
imaj 17 = inv IcPI(I7) 
down 17 = down IcPI(I7) 
(9.4) 
for all 17 E Y n • This follows from (9.2), (9.3) and the fact that inv 17 = inv 1(17). By (9.4(b)), 
the restriction of IcPI to {17 E Y n : down 17 = gy} is a bijection onto {17 E Y n : down 17 = gy}. 
The assertion now follows from (9.4(a)). 
Another idown preserving bijection J: Yn ~ Yn was constructed in [14]. The map J has 
the properties 
(a) 
(b) 
down J(I7) = {n -I: I E down 17} 
idown J(I7) = idown 17 
(9.5) 
for all 17 E Y n • Roughly speaking, (9.5) says that the down set is "reversed" by J while the 
idown set is unaltered. By (9.1) and (9.5), r- 1Jr: rYl(j(r)=n)~rYl(j(r)=n) is a well 
defined bijection and 
down r- 1 Jru) = {n -I: I E down f} (9.6) 
for alII E rYl(j(r) = n). Thus, r- 1Jr provides a combinatorial proof of Identity (8.4). Foata 
and Schiitzenberger [14] used J to prove the result listed in Theorem 8.3. The map J may 
also be used to observe analogous symmetries on the polynomials B~ (t, q) and C~ (t, q). 
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THEOREM 92. The polynomials B~(t, q) and C~(t, q) satisfy 
(a) B~(t,q)=B~(tqn,q-l) 
(b) C~(t,q)=C~(tqn,q-l) . 
PROOF. The bijection Ill: Y n .... Y n has the properties 
(a) 
(b) 
down IlI(cr) = down cr 
idown IJI(cr) = {n - k: k E idown cr}. 
The assertion now follows from (9.7). 
REFERENCES 
1. D. Andre, Developments de sec x et de tang x, c.R. Acad. Sci. Paris 88 (1879), 965-967. 
2. G. E. Andrews, The Theory of Partitions, Addison-Wesley, Reading, Massachusetts, 1976. 
(9.7) 
3. G. E. Andrews and I. Gessel, Divisibility properties of the q-tangent numbers, Proc. Amer. Math . Soc. 68 
(1978),380-384. 
4. L. Carlitz, Enumeration of up-down sequences, Discrete Math. 4 (1973), 273-286. 
5. L. Carlitz, Addendum, Discrete Math. 5 (1973),291. 
6. L. Carlitz, Permutations with prescribed pattern, Math . Nachr. 58 (1973), 31-53. 
7. L. Carlitz, Generating functions for a special class of permutations, Proc. A mer. Math. Soc. 47 (1975), 
251-256. 
8. L. Carlitz, D. P. Roselle and R. A. Scoville, Permutations and sequences with repetitions by number of 
increases, 1. Combin. Theory 1 (1966), 350-374. 
9. M. S. Cheema and T. S. Motzkin, Multipartitions and multipermutations, Proceedings of Symposia in Pure 
Mathematics, Volume 19, Combinatorics, American Mathematical Society, Providence, RI, 1977, pp. 
39-70. 
10. J. F. Dillon and D. P. Roselle, Simon Newcomb's problem, SIAM 1. Appl. Math. 17 (1969), 1086-1093. 
11. D. Foata, On the Netto inversion number of a sequence, Proc. Amer. Math. Soc. 19 (1968), 236-240. 
12. D. Foata, Distributions Euleriennes et Mahoniennes sur Ie groupe des permutations, Higher Combinatorics, 
Proceedings, Nato Advanced Study Institute (M. Aigner, ed.), Reidel Pub!. Co., Dordrecht, Holland, 1977, 
pp. 27-49. 
13. D . Foata and M.-P . Schiitzenberger, Theorie geomfrique des polynomes Euleriens, Lecture Notes in Math. 
138, Springer-Verlag, Berlin, 1970. 
14. D. Foata and M.-P. Schiitzenberger, Major index and inversion number of permutations, Math . Nachr. 83 
(1978), 143-158. 
15. A. M. Garsia and I. Gessel, Permutation statistics and partitions, Adv. in Math. 31 (1979),288-305 . 
16. I. M. Gessel, Generating functions and Enumeration of sequences, M.I.T. Doctoral Thesis, 1977. 
17. I. Gessel, Exponential generating functions (mod p) and their q-analogs, in preparation. 
18. B. Gordon, Two theorems on multipartite partitions, 1. London Math. Soc. 38 (1963), 459-464. 
19. P. A. MacMahon, Two applications of general theorems in combinatory analysis, Proc. London Math. Soc. 15 
(1916),314-321. 
20. P. A. MacMahon, Combinatory Analysis, 2 volumes, Cambridge University Press, London, 1915-1916. 
Reprinted Chelsea, New York, 1960. 
21. D. P. Rawlings, Multipermutation and permutation statistics, Series de Mathmatiques Pure et App/iquees 49, 
IRMA, Strasbourg, 1979, p. 23. 
22 . D. P. Roselle, Coefficients associated with the expansion of certain products, Proc. Amer. Math. Soc. 45 
(1974), 144-150. 
23 . R. P. Stanley, Binomial posets, Mobius inversion, and permutation enumeration, 1. Combin. Theory Ser. A 
20 (1976),336-356. 
24. J. Worpitzky, Studien iiber die Bernoullischen und Eulerschen Zahlen, 1. Reine Angew. Math. 94 (1883), 
203-232. 
Received 20 March 1980 
D. RAWLINGS 
Mathematics Department, California Polytechnic State University, 
San Luis Obispo, California 93407, U.S.A. 
