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Introduction
The MEG experiment, located at the Paul Scherrer Institut near Zurich (Switzerland),
searches for the lepton flavour violating decay
µ+ → e+ + γ (1)
The MEG collaboration has recently published a new upper limit on the branching ratio
BR(µ+ → e+ + γ) < 5.7 · 10−13 (90% C.L.)
The Standard Model does not predict violation of the flavour of charged-leptons, that
means the decay (1) is forbidden by this theory, unless the recently discovered neu-
trino oscillations are incorporated in the Standard Model: in this case, an experimentally
unattainable branching ratio ∼ 10−55 is expected. Some Super-Symmetric extensions to
the Standard Model predict the decay (1) in the range 10−11 − 10−14, making the search
worthwhile with a new upgraded apparatus.
The MEG II experiment aims to reach a ten times lower limit on the branching ratio
BR(µ+ → e+ + γ) < 6.0 · 10−14
in 3 years of data taking; studies on the upgrade have already started and will continue
until 2015, then a first test run is expected to be done at the end of 2015.
In order to achieve this result, an improvement of the detectors resolutions is mandatory:
the two main detectors involved in the upgrade process are the magnetic spectrometer
and the LXe calorimeter which, respectively, measure momentum and emission point of
the positron and the photon energy, as well as the position of the photon conversion.
The new improved drift chamber is designed with more than a thousand wires in a stereo
configuration, immersed in a helium-isobutane gas mixture as active medium. The cham-
ber allows for a 3-dimensional reconstruction of the positron trajectory.
An increase by a factor 3 of the MEG muon-stopping rate is also foreseen in the MEG II
upgrade, but it will affect the drift chamber performances during the detector operation.
Fragmentation of the gas molecules in the avalanches causes formation of deposits along
the wires, with a reduction of the gas gain or, in the extreme case, continous discharge of
the chamber: this phenomenon is called ‘ageing’. The collected charge density on wires is
of the order of a few tenth of Coulombs per centimetre during the whole experiment life-
time, so a study of how much the chamber performances change due to ageing is crucial.
This thesis analyzes different aspects that must be taken into account in the construction
of the final MEG II drift chamber, through realization and characterization of several
different prototypes at the Pisa INFN laboratories.
The ageing effects have been studied in a series of prototypes, based on a single drift cell
configuration, some of them built using a preliminary set of wires and one with the final
chamber wires; also the insertion of contaminant material inside the gas volume has been
studied.
Inspections of the aged wires with the SEM (Scanning Electron Microscope) are also pre-
sented.
The main feature of a drift chamber is the capability of tracking a charged particle po-
sition by using drift time information, which is the time between the positron crossing
and the avalanche formation on the anode wire: a basic configuration of three-cell ar-
rangement has been simulated through Monte Carlo techniques, then built and tested on
a prototype. Starting from three anode signals, a simple algorithm provides the track
parameters of a charged ionizing particle passing through the detector volume and the
single-hit resolution, defined as the uncertainty on the three impact parameters, is esti-
mated to be ∼ 100 µm.
In a stereo wires disposition, a drift cell mantains its shape but the transverse size changes,
in addition it is twisted along the z−axis direction: if the longitudinal cell extension is
∼ 2 m, the cell transverse size variation is non-negligible and gain variations effects arise.
Gain variations are studied in a 180 cm long single-cell prototype, built with the prelim-
inary set of wires: the experimental results are compared to Monte Carlo simulations.
Results obtained with these prototypes have been already implemented in the MEG II
drift chamber design: when the detector will be operative, they can be a valuable start-
ing point in achieving optimal features, both in terms of experimental resolutions and
functional stability.
1 Theoretical fundamentals
The recent discovery of the Higgs boson is one of the greatest physics achievements [1]:
finally the SM is complete, a model which describes all the fundamental interactions but
gravity and all of the known elementary particles. Despite its success, the SM is uncapable
of describing several experimental facts, furthermore there are a few theoretical unclear
points that have to be better understood: all these things, bring modern physicists to
think that the SM may be a low energy approximation of some more fundamental theory,
which should be able to solve at least a part of the previously outlined problems.
The search for cLFV processes is one of the possible ways to discover new physics beyond
the standard model. The µ → eγ decay violates the conservation of the lepton flavour
number, in fact the muon flavour number Lµ changes from −1 to 0 and the same thing
happens to the electron flavour number Le, going from 0 to −1.
Nowadays, lepton flavour changing processes are a well studied subject when particles
involved are neutral charged neutrinos, the so called neutrino oscillations, experimentally
measured by a series of experiments [2]. Speaking about charged massive particles, the
SM predicts a branching ratio ∼ 10−55 for cLFV, it means no experimental device will be
able to reach this level of sensitivity for an extremely long time. SUSY GUTs have in this
channel a sensistive probe, in fact they predict a far higher branching ratio ∼ 10−14−10−11
[3]: the discovery of this process would open a whole new scenario for particle physics
and would give us the encouraging feeling that something new exists between the recently
reached Higgs energy scale and the faraway Planck energy scale.
1.1 A brief description of the Standard Model
The Standard Model (SM) of particle physics is a theory which describes three of the
known elementary particle interactions: electromagnetic, weak and strong interactions
(gravity is not included).
The SM includes a set of particles:
1. Leptons, classified by three leptonic flavour left weak isospin doublets(
νe
e
)
L
(
νµ
µ
)
L
(
ντ
τ
)
L
and three right singlets
eR µR τR
The massive particles have charges equal to ∓1, depending on whether they are
particles or anti-particles, while both neutrinos and anti-neutrinos have 0 charge.
1
2. Quarks, with a similar classification in three left doublets(
u
d
)
L
(
c
s
)
L
(
t
b
)
L
and their respective right singlets
uR dR sR cR bR tR
Quarks have fractional charge of ±13 or ±23 for particles and anti-particles.
3. Gauge bosons, responsible for the electroweak interaction
γ Z0 W±
As previously stated, the gravitational interaction is not described by SM and its
hypothetical gauge boson, the graviton, has not been directly detected yet.
4. Gluons, 8 bosons responsible for the strong interaction.
5. The Higgs boson H, a scalar boson whose field gives mass to all other particles
through the Higgs mechanism.
The SM gauge group is
SU(3)C ⊗ SU(2)L ⊗ U(1)Y
where SU(3)C is the color simmetry group, so describes the strong force, while SU(2)L⊗U(1)Y
is the electroweak group, which includes the weak isospin and the weak hypercharge sym-
metries. The SM gauge group is broken to SU(3)C⊗U(1)em.
The purpose is to build a theory describing all those forces included in the SM: it should
be pointed out that each term of the SM Lagrangian has to be Lorentz invariant and gauge
invariant. To achieve this result, one should define several fields describing all particles
inside the SM.[4]
By definition, a generic lepton left doublet is composed by a massive field χαL and a
massless neutrino field ναL
ψαL =
(
χαL
ναL
)
and right singlets are indicated as χαR, where α = e, µ, τ stands for lepton flavours.
In a very similar way, it is possible to organize quarks as representations of the SU(2)L
group, by arranging them as left doublets
qαL =
(
UαL
DαL
)
and leaving UαR and DαR as right singlets: quarks are not produced as mass eigenstates
and all these fields are electroweak eigenstates.
At last, there is the Higgs field, defined as a doublet
Φ =
(
Φ1
Φ2
)
2
Field SU(2)L U(1)Y Q
ψαL =
(
ναL
χαL
)
2 −12
(
0
−1
)
χαR 1 −1 −1
Φ =
(
Φ1
Φ2
)
2 12
(
1
0
)
qαL =
(
UαL
DαL
)
2 +16
(
+23−13
)
UαR 1 +23 +
2
3
DαR 1 −13 −13
Table 1: Quantum numbers of gauge group SU(2)L⊗U(1)Y for lepton and quark fields.
The other mediator boson fields Aµ, Zµ and W±µ end the list.
The first passage is to take note of isospin, weak hypercharge and electromagnetic charge
for each of the fields mentioned above. Table 1 includes a complete list.
Electromagnetic charge is obtained by using a relation with hypercharge and isospin
Q = T 3 + Y
In order to preserve the gauge invariance, the minimal coupling method allows one to
substitute partial derivative with covariant derivative; the most general form for a generic
group of symmetry is
∂µ → Dµ = ∂µ + igAaµRa
where g is the group coupling constant, Ra indicates the group generators and Aaµ repre-
sents the gauge fields.
The gauge fields for SU(2)L group are W 1µ , W 2µ and W 3µ , while for U(1)Y there exists only
a single gauge field Bµ. An other important thing is the SU(2)L⊗U(1)Y group algebra,
which includes the three Pauli matrices σ1, σ2 and σ3, generators of SU(2)L and the weak
hypercharge Y .
Notice the existence of two different coupling constants for SU(2)L and U(1)Y , g and g′.
The covariant derivative can also be used in order to define the field strength
F µν = [Dµ, Dν ] = −igF µνa Ra
with
F aµν(x) = ∂µAaν − ∂νAaµ + gabcAbµAcν
where abc are the algebra structure constants.
Now it is possible to build the Yang-Mills Lagrangian
LYM = − 12g2Tr (FµνF
µν)
= − 14g2F
a
µνF
µν
a
3
This represents the kinetic term for gauge fields.
As a first thing, consider the Higgs field: by inserting a quadratic term for the Higgs field,
depending on
DµΦ(x) =
(
∂µ + igW aµ
σa
2 + i
g′
2 Bµ
)
Φ(x)
and a potential
V
(
Φ†Φ
)
= λ
2
4
(
Φ†Φ− v2
)2
along with two kinetic terms for gauge fields, the complete Higgs Lagrangian has form
LH = DµΦ†DµΦ− V
(
Φ†Φ
)
− 14F
a
µνF
µν
a −
1
4BµνB
µν
1.1.1 Quark sector
Now move to the quark sector: using quantum numbers in table 1, one needs to write
down covariant derivatives
Dµq
α
L(x) = ∂µqαL(x) + ig
(
W µa (x)σ
a
2
)
qαL(x) + ig
′
6 Bµq
α
L(x)
DµU
α
R(x) = ∂µUαR(x) + 23ig
′BµUαR(x)
DµD
α
R(x) = ∂µDαR(x) +
(
−13
)
ig′BµDαR(x)
and use them to make a Lagrangian term which contains electro-weak couplings of quarks
LEW,q = i
3∑
α=1
[
(qαL)
† σ¯µDµqαL + (UαR)
† σµDµUαR + (DαR)
† σµDµDαR
]
while the quark mass term is given by
Lm,q = −
∑
αβ
[(
Λdownαβ q
†α
L (x)Φ(x)γ0D
β
R(x) + h.c.
)
+
(
Λupαβq
†α
L (x)Φ˜C(x)γ0U
β
R(x) + h.c.
)]
where Φ˜C is defined as Φ˜C = (−iσ2)Φ∗, while Λdownαβ and Λupαβ are general complex-valued
matrices.
The CKM matrix (Cabibbo-Kobayashi-Maskawa) Vαβ, allows to go back to mass eigen-
states by applying it to the down quark multipletd
′
s′
b′

d′α
=
Vud Vcd VtdVus Vcs Vts
Vub Vcb Vtb

Vαβ
ds
b

dβ
and it mixes flavours, that means quark flavour violation is admitted inside the SM.
Now it is the SU(3)C group turn, whose covariant derivative is
Dµq
α
i = ∂µqαi + iA αβµ q
β
i + igsAaµT aijqαj (x)
where A αβµ are the electroweak gauge fields, Aaµ the strong ones, the so called gluons; T aij
represent the SU(3)C generators. It must be said that i and j are colour indices, the index
4
a = 1, . . . , 8 refers to a certain gluon and gs is the strong coupling constant.
Leptons are singlets for the SU(3)C group, so no transformation of this group acts on
terms different from quark fields.
Finally, QCD Lagrangian contains an interaction term and a kinetic term
LQCD =
6∑
α=1
i (qαi )
† γ0γµDµqαi −
1
2g2s
Tr (GµνGµν)
1.1.2 Lepton sector
Moving back to SU(2)L⊗U(1)Y , one can write down covariant derivatives using all the
informations at disposal in table 1Dµψ
α
L =
[
∂µ + igW aµ σa2 + i
(
−12
)
g′Bµ
]
ψαL
Dµχ
α
R = [∂µ + ig′(−1)Bµ]χαR
Once covariant derivatives are defined, it is possible to build the electroweak Lagrangian
for leptons
LEW,l =
3∑
α=1
[
(ψαL)†iγ0γµ
(
∂µ + igW aµ
σa
2 − i
g′
2 Bµ
)
ψαL + (χαR)†iγ0γµ (∂µ − ig′Bµ)χαR
]
Last useful ingredient for the purpose of writing down a Lagrangian which describes
massive fields is, of course, a mass term: one may think about a term which has form
mψ¯ψ, but this leads to terms with mixed left-right chiralities, so they vanish. The Higgs
field is a clever solution to this problem, in fact it makes possible to build mass terms
with mixed chiralities in the form
Lm,l =
3∑
α=1
λα
[
(χαR)
†Φ†ψαL + (ψαL)
†ΦχαR
]
(2)
with λα = mα/v, mα stating the lepton mass and v = 174 GeV is the weak spontaneus
symmetry breaking scale.
1.2 Neutrino oscillations
Just like quark fields are not eigenstates of mass, an observed neutrino field obeys to the
same rule, in fact it is an eigenstate of electroweak interaction [8]: given |να〉 the α−th
mass eigenstate and mα its correspondent neutrino mass, a flavoured l neutrino is created
as a linear combination of these mass eigenstates:
|νl〉 =
∑
α
Ulα |να〉
Taking into account the simplest hypothesis of existence of only two neutrino families,
electron neutrino and muon neutrino, one can obtain mass electroweak eigenstates starting
from a transformation of mass eigenstates(
νe
νµ
)
=
(
cos θ sin θ
− sin θ cos θ
)(
ν1
ν2
)
5
where θ is the mixing angle.
Mass eigenstates evolve in time as
|να(t)〉 = |να(0)〉 e−iEαt
and so are weak eigenstates
|νl(t)〉 =
∑
α
Ulα |να(0)〉 e−iEαt
where neutrino energies Eα are given by
Eα =
√
m2α + |~pα|2
For example, starting from an electron neutrino, there is a certain probability to have
flavour changing into a muon neutrino and this probability is given by
Pνe→νµ(t) = |〈νe(t)|νµ〉|2
= sin2(2θ) · sin2
(
1.27∆m
2[eV 2]L[m]
E[MeV ]
)
(3)
From an experimental point of view, it is important to notice the dependencies on dis-
tance L between neutrino source and detector and on neutrino energies E, while ∆m2
expresses the mass difference between the two different flavoured neutrinos.
Paying attention to equation (3), the term oscillation describes a change of neutrino
flavour: the ratio E/L determines the range ∆m2 accessible to an experiment; a maxi-
mization of the sine squared argument leads to a greater lepton flavour changing probabil-
ity, so it is crucial to carefully decide how long is the path that a neutrino has to undergo
until it is revealed and to generate neutrino beams or to use neutrinos from nature sources
in a proper energy range, in order to observe as many oscillation events as possible.
The nature includes a third neutrino flavour, called the τ neutrino, so one can extend
the previous 2× 2 matrix to a 3× 3 matrix called the PMNS matrix (Pontecorvo-Maki-
Nakagawa-Sakata), the lepton analogous of the CKM matrix:νeνµ
ντ
 =
Ue1 Ue2 Ue3Uµ1 Uµ2 Uµ3
Uτ1 Uτ2 Uτ3

ν1ν2
ν3

Including this new flavour makes a treatise of neutrino oscillation far more complicated,
so equation (3) should also take into account various mixing angles and mass differences.
1.3 Neutrino oscillations and the SM
Differently from other leptons, insertion of a neutrino mass term into the SM is trouble-
some. In fact, a Dirac mass term for neutrino fields would have the form
LDirac,ν = −mD (ν¯LνR + ν¯RνL)
but there is no right-handed neutrino inside the SM because weak interaction experiments
do not require its existence.
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An alternative solution would be describing a neutrino as a so called Majorana field, a
Dirac bispinor with the left and right components not independent, but linked by the
following relation
ψR = iσ2ψ∗L
so a Majorana bispinor has the form
ψM =
(
ψL
iσ2ψ∗L
)
Considering a generic Dirac bispinor, if the charge conjugation operator C = −iγ2 is
applied [5]
ψC = Cψ∗ = −iγ2
(
ψ∗L
ψ∗R
)
=
(−iσ2ψ∗R
iσ2ψ∗L
)
, ψ
while, for a Majorana bispinor
ψCM = ψM
which implies that a Majorana particle is its own anti-particle. The charge conjugation
operator changes the sign of electric charge, so any charged fermion would have a different
charge sign with respect to its anti-fermion, this means that the only possible candidates
to be Majorana particles are neutrinos.
By following this hypothesis, it turns out that neutrinos are described by purely left-
handed fields and have Majorana masses given by
LMajorana,ν = −12m
L
M
(
ν¯CL νL + ν¯LνCL
)
− 12m
R
M
(
ν¯CRνR + ν¯RνCR
)
(4)
and a term like this would break the conservation of lepton number by ∆L = ±2.
Nowadays, it is not known if a neutrino is a Dirac or a Majorana fermion: the answer
may come from double neutrinoless β decay ββ(0ν) [7]
(A,Z)→ (A,Z + 2) + e− + e− ∆L = ±2
in which a positive signal would imply that neutrinos are Majorana fermions. In conclu-
sion, no experiment has shown yet wheter or not there is a very little contribution by
Majorana mass in the neutrino mass term.
This model represents an extension to the SM and contains both neutrino masses and
oscillations.
1.4 The seesaw mechanism
Neutrino masses are much smaller than charged lepton masses: one may argue that the
neutrino coupling λα to the Higgs field, like in equation (2), is much smaller than the
coupling between the Higgs and a charged lepton field, but it is more difficult to explain
why a neutrino has a very little mass (a very small coupling to the Higgs field) rather
than to justify a zero mass (a null coupling).
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The seesaw mechanism (type I) is the real solution to neutrino masses. Paying attention
to (4), the first term does not require the existence of a right neutrino field while the
other one does not need a left neutrino field.
In the most general case, there is a coexistence of both Dirac and Majorana mass terms
and the complete mass Lagrangian is [7]
Lm = −12
(
ν¯CL ν¯R
)
M
(
νL
νCR
)
+H.c.
where the mass matrix is
M =
(
mLM mD
mD m
R
M
)
(5)
It is natural to assume mD of the same order as lepton masses. Furthermore, the seesaw
mechanism proposes the following mass hierarchy
mRM  mD  mLM ∼ 0
The two eigenvalues of the mass matrix (5) correspond to physical masses [8]
m1 ' mRM m2 '
(mD)2
mRM
Assuming mD ∼ O(100 GeV ), mRM is expected to be ∼ O(1015 GeV ) and, consequently,
mRM ∼ O(10−2 eV ), the magnitude of neutrino masses. So, the seesaw mechanism is
named after this principle: for a fixed mD, the heavier is m1 and the lighter is m2. As a
final result, this model predicts the existence of 6 Majorana particles: 3 light neutrinos νL
and 3 heavy neutrinos νR, which are thought to be sterile, non interacting with matter.
If this mechanism actually regulates nature behaviour, then the smallness of all neutrino
masses has an explanation: it is possible to have a transition of neutrino into the cor-
responding anti-neutrino and, in this case, lepton number conservation is violated by
∆L = ±2.
1.5 Reasons for physics beyond the SM
The SM proved to be a very succesfull theory, but there is a certain number of puzzling
questions still unsolved.[9][10]
1. Gauge coupling unification. The existence of three gauge groups for the SM means
having three different coupling constants, not so good from a theoretical point of
view: Grand Unification Theories (GUTs) are based on the idea of matching these
constants at high energy scales.
2. Fermion related issues. The commonly agreed choice of fermion representation
under a certain group (such as organizing left fermions into doublets) is due only
to fit experimental observations, there is no theoretical reason: this choice also
influence the hypercharge value. Moreover, it is not clear why there exist exactly
three quark families and if there could be more of them. In addition, it is curious
to observe a hierarchy of masses and couplings for quarks and leptons.
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3. Introduction of the Higgs boson. There is no symmetry constraint that justifies an
insertion of the Higgs boson into the SM: its existence was postulated ad hoc and
the same was for its vacuum expectation value. Moreover, its mass has one loop
quadratic divergence and it is of the order of Planck mass (mP = 1019 GeV/c2):
there is a large gap between the electroweak scale and the gravity scale, the so
called hierarchy problem.
4. Unification with gravity. The force of gravity is not described by the SM, because
general relativity was non conceived to be a renormalizable theory.
5. Electric charge quantization. It is not clear why electric charges show up as quan-
tized quantities.
6. Cosmology. The SM does not give an anwer to some cosmology observations.
The SM is a very good description of the elementary world at the low energy scale, i.e.
< 1TeV ; increasing energy means exploring energy zones outside the ones covered by the
SM so, at high energy scale, it is necessary to recognize nature patterns through other
theoretical schemes, that means: searching beyond the SM.
1.6 Grand Unified Theories (GUTs)
The idea of a theory able to describe all interactions has always been one of the most
ambitious goals in theoretical physics: GUTs represent a possible candidate of new physics
beyond the SM, that may be considered as a low energy approximation of some wider
theory.
Even if the SM gauge group describes three of the four nature forces, it does not truly unify
them, because of the existence of three different coupling constants intead of just one.
These three coupling constants are named running because they are functions of energy:
while the electromagnetic coupling rise up with energy, the strong and weak couplings
decrease, so it is very attractive to think about if these three contants will converge at
some energy scale.
Figure 1: Running coupling constants as functions of energy in the SM (a) and in GUTs
(b) [13].
For this purpose, one of the first attempts ever was led by Georgi and Glashow [11]:
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they proposed to introduce SU(5) as grand unification group, in fact not only it solves
the coupling unification problem1, but gives also a reasonable explanation regarding the
quantitazion of electric charge. This theory also predicts that the proton lifetime is
expected to be 1030 years [12], way too much difficult to be observed, considering that
the age of the universe is only 1010 years.
During the years many other GUTs have been developed but they all predict the proton
decay: there is still no experimental evidence of consistency of GUTs, and of course, non
observation of the proton decay represents the tightest constraint to plausibility of GUTs
theories.
1.7 Supersymmetry (SUSY)
While GUTs aim to unify nature interactions, SUSY is the effort to describe all particles
in a single theory: it extends the SM gauge group to
SU(3)C ⊗ SU(2)L ⊗ U(1)Y ⊗ SUSY
SUSY is able to solve two of the SM issues:
• the contributes to the quadratic divergence of the Higgs boson mass come from scalar
and fermion masses and have opposite signs, so the right direction is searching for
a symmetry which is able to put into relation couplings and masses of fermions and
bosons.
The idea behind SUSY is that for each SM particle there is a so called SUSY
sparticle, which has almost the same quantum numbers except for spin, shifted by
1/2, so one has
fermion → sfermion
gauge boson → gaugino
Table 2 shows the correspondent Standard Model superfield in Minimal SuperSym-
metric Model2 (MSSM), a theory which does not include gravity.
The reason why SUSY has to include two Higgs multiplets is to give masses to both
up-type and down-type quarks in a way consistent with the underlying symmetry[18]3.
SUSY has to be broken, otherwise sparticles would be as massive as their SM ‘mir-
ror’ particles, instead they are way more massive: this fact can justify why they
have not been already discovered.
Now the one-loop contribution to the Higgs mass is [14]
δm2H '
∑
i
g2i
(
m2bi −m2fi
)
where mbi and mfi are the masses of bosons and fermions inside the same super-
multiplet and gi is the common coupling constant to the Higgs boson.
1The electromagnetic, weak and strong running coupling constants become equal to the SU(5) coupling
at the mGUT scale, which is ∼ 1016 GeV as shown in figure 1.
2The MSSM contains only the superpartners of known particles plus the extra Higgs particles required
by the symmetry, that is the meaning of the term ‘minimal’.
3For the sake of clarity: the SM has only one Higgs field: table 2 is intended to compare boson fields
and their respective fermion partners.
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SM field MSSM superfield
M
at
te
r
Lepton (νl, l)L Slepton (ν˜l, l˜)L
e†R e˜
∗
R
Quark
(u, d)L
Squark
(u˜, d˜)L
u†R u˜
∗
R
d†R d˜
∗
R
Higgs (Φ
+
u ,Φ0u) Higgsino (Φ˜
+
u , Φ˜0u)
(Φ0d,Φ−d ) (Φ˜0d, Φ˜−d )
G
au
ge W field W
a Wino W˜ a
B field B Bino B˜
Gluon g Gluino g˜
Table 2: List of the Standard Model fields and their correspondent Minimal SuperSym-
metric Model superfields .[14]
• SUSY allows to describe gravity in theories such as the Minimal Super Gravity
(mSUGRA): while SUSY-GUT unify the electroweak and strong coupling constants
at GUT scale, what happens at the Planck scale is that quantum gravitational
effects are not negligible anymore and there is unification of all the four forces.
1.8 The µ+ → e+ + γ decay: SM and SUSY GUTs
The SM allows to estimate[15]
Γ (µ→ e+ ν¯ + ν) = G
2
Fm
5
µ
192pi3 F
(
m2e
m2µ
)
where the function F (m2e/m2µ) includes radiative corrections and is very close to 1 due to
me  mµ.
Figure 2: Feynman diagram for the process µ+ → e+ + γ using the SM.
Figure 2 shows the only possible one-particle irreducible Feynman diagram for the µ→ e+
γ decay expected by the SM: lepton flavour number changes through neutrino oscillation
and aW± boson; νµ → νe can be revealed in solar neutrino experiments at an approximate
distance L ' 1/mW , so the decay width for this particular charged Lepton Flavour
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Violation (cLFV) process is obtained by multiplying three terms[16][17]
Γ (µ→ e+ γ) ' G
2
Fm
5
µ
192pi3
µ−decay
α
2pi
γ−correction
sin2(2θ12)
(
∆m212
m2W
)2
ν−oscillation
The branching ratio is
Γ (µ→ e+ γ)
Γ (µ→ e+ ν¯ + ν) '
α
2pi sin
2(2θ12)
(
∆m212
m2W
)2
' 1.2 · 10−3 · 0.86 ·
(
7.6 · 10−5 eV 2
(80.4GeV )2
)2
' 10−55
where the two terms in G2F cancel at numerator and denominator, so the BR is a very
small number: in this case there would be no chance to observe such a decay in an
experiment.
Other theories, such as SUSY-GUTs, predict a branching ratio BR ∼ 10−14 − 10−11 [20],
high enough to be experimentally accessible.4; these theories estimate a BR[20]
BR(µ→ e+ γ) ' α
3piθe˜µ˜
G2F m˜
4 tan
2 β
where tan β is the ratio between the two vacuum expectation values of the two Higgs
fields in SUSY
tan β = < Φ
0
u >
< Φ0d >
while θe˜µ˜ is the mixing angle between the first two generations of sleptons and m˜ is a term
of the order of SUSY mass; notice the term G2F at denominator, making the BR value
non-negligible.
Figure 3: Feynman diagrams for the process µ+ → e+ + γ using SUSY-GUTs.
Figure 3 displays some examples of Feynman diagrams in SUSY-GUTs.
1.9 SUSY results at the LHC and cLFV searches
If the LHC does not find any evidence of SUSY, two scenarios are possibile:
4The current MEG upper limit is set to 5.7 · 10−13 (90% confidence level)[23]
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• SUSY does not exist;
• SUSY sparticles exist in a mass region outside the limits reachable by LHC.
The first run at LHC (performed at
√
s = 7 − 8 GeV) has not discovered any SUSY
evidence and placed constraints on SUSY parameter space; there is still hope for the
consistency of supersymmetry theories[18]: the sensitivity to SUSY sparticles will be im-
proved when the LHC will reach a centre of mass-energy close to the design one (
√
s = 14
TeV).
A different approach is the one offered by cLFV experiments, due to their sensitivity to
SUSY models: high precision measurements are sensistive to a heavier mass scale than
the one achievable by high energy frontier experiments so, if the LHC proves not to be
able to discover SUSY, searching for cLFV would still be a valuable path to continue.[21]
The magnitude of slepton mixing is given by off-diagonal terms of the slepton mass ma-
trix, which are non-zero in SUSY-GUTs and depend on neutrino Yukawa couplings; two
extreme cases can be distinguished:[21]
• minimal case: neutrino Yukawa couplings are similar to those given by the CKM
quark mixing matrix;
• maximal case: neutrino Yukawa couplings are similar to those given by the PMNS
neutrino mixing matrix.
Figure 4 compares the current results at LHC with predictions of the µ→ eγ decay rate
obtained by scanning the mSUGRA parameter space5 in such ranges to consider both the
present and future accessible regions of the LHC and LFV experiments, for tan β = 10
and Ue3 = 0.116.
Figure 4: µ→ eγ BR as a function of M1/2 (left) and M0−M1/2 space allowed by taking
into account the current results at the LHC (right).[22]
Red points correspond to the PMNS case, while blue points are referred to the CKM
case: left figure shows that the PMNS space has been fully probed by MEG in 2013,
while the CKM space may be explored by possible future experiments. On the right, the
region below the red line is excluded by LHC searches on the Higgs boson: no SUSY
evidence is expected at M0 < 2 TeV for small M1/2 and at M1/2 < 1 TeV for small M0; an
5The mSUGRA parameter space is characterized by the parameters M0 (SUSY scalar mass), M1/2
(SUSY fermion mass), A0, tan β and sign(µ).
6Ue3 is one of the PMNS matrix elements and it is used only in the PMNS case: from recent global
fit analysis, the smallest value of |Ue3| is 0.11 at 3σ[22].
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interpretation of this plot may be that the current results at the LHC exclude only a small
part of the SUSY-GUTs parameter space by putting on some constraints on mSUGRA
parameters.
Just to mention an alternative scenario, other models predicting a large BR for the µ→ eγ
decay are SUSY-seesaw models7.
Figure 5: Feynman diagrams for the first term of equation (6) and the second one.
The most general cLFV Lagrangian is [21]
LcLFV =
mµ
(k+ 1)Λ2 µ¯Rσ
µνeLFµν +
k
(k+ 1)Λ2 µ¯Lγ
µeLf¯LγµfL +H.c. (6)
Figure 6: Sensitivities in (Λ,k) space currently reached (colored areas) or achievable in
the future (colored line delimited areas) by the most important cLFV experiments.[19]
where Λ is the energy scale of new physics, k is an adimensional parameter and fl indicates
a generic fermion: for example, in the decay µ→ eee, fl is an electron while in µ→ e is
a quark; both the two terms of (6) describe these two decays, the first piece is favourite
7SUSY with neutrino seesaw mechanism.
14
at small values of k while the second at large values of k; instead, µ→ eγ does not have
the four fermion coupling, so the second term of (6) is not included inside its Lagrangian
and this decay can only proceed through small k.
All relevant SUSY-GUTs contributions privilege the first term of (6), maximally enhanced
at k = 0; figure 5 contains the Feynman diagram for the 4-fermions vertex, which is the
second term in equation (6).
It is interesting to analyze figure 6: at small values of k, MEG is expected to be as much
competitive as the second phase of the µ → 3e experiment; furthermore, while the more
high-budget Mu2e experiment will be set up in a few years, the MEG performances for
small k will be comparable to its first phase sensitivity.
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2 The MEG experiment
The MEG experiment is an international collaboration of several contries, namely Italy,
Japan, Switzerland, United States of America and Russia; the experiment is located at
the Paul Scherrer Institute (PSI) near Zurich, in Switzerland, where the most intense
continous muon beam in the world, with a stop rate of 108 µ+/s, is available. This is a
key element in order to maximize the probability of observing the cLFV decay
µ+ → e+ + γ
The first data acquisition run of the MEG experiment ended in 2013: from the analysis
process of data taken during the years 2009 − 2011, no such decay has been observed,
but it has been set a limit on the branching ratio of 5.7 · 10−13 at 90% C.L. [23] (a first
estimation of the MEG experiment upper limit was ∼ 10−13 [24]).
Starting from this excellent experimental result, a detector upgrade proposal has been
elaborated at the beginning of 2013 [19]: the MEG upgrade has recently started and is
still in progress, aiming to reach the sensitivity of 6 ·10−14 at 90% C.L.; in order to achieve
this result, it is mandatory to improve the performances of all subdetectors, including the
resolutions.
This section explains what backgrounds affect the measurements, then proceeds with a
short but quite detailed description of the whole apparatus; the main issues with the
current detectors are discussed and the most important aspects of the upgrade proposal
will be explained, as well as a summary description of the new detectors.
The role of the collaborators from INFN and University of Pisa is to study, design and
construct a new drift chamber for the positron spectrometer, so a particular attention will
be paid to the description of this device which, by the way, is the argument of this thesis
work.
References [3] and [21] offer a clear and complete description of signal events and the
rejection capability of background events, the first part of the following section is essentialy
an extract of the two sources; for the description of the first MEG apparatus, most of the
informations are taken from [26] while, for what regards the upgrade part, refer to [19],
despite most of the choices are currently under discussion and there may be no official
paper available yet.
2.1 Signal events
The MEG experiment searches for
µ+ → e+ + γ
events: the anti-muon decays at rest, while the positron and the photon are emitted
back-to-back (θeγ = pi) with an energy mµ/2 = 52.8 MeV for each particle and detected
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in coincidence (∆teγ = 0). θeγ is the angle between the positron and the photon while teγ
indicates the relative timing between the positron and the photon.
The normalized positron and photon energies can be defined as
x = 2Ee
mµ
y = 2Eγ
mµ
and the approximation x, y ' 1 holds (which means that angle θeγ is ' 180◦).
There is a very simple experimental reason why it is strongly preferred to use an anti-
muon beam instead of a muon beam: muons are absorbed by positive nuclei in the matter
and this would lead to a lower statistic.
The number of expected amounts to
Nsig = Rµ · T · Ω4pi · BR(µ
+ → e+γ) · e · γ · sel (7)
where Rµ is the muon stopping rate, T is the total acquisition time, Ω/4pi is the experiment
acceptance, e+ and γ are the positron and photon detection efficiencies, finally sel is the
efficiency linked to selection criteria.
The Single Event Sensitivity (SES) is the branching ratio that would produce one signal
event observed in the experiment lifetime; imposing Nsig = 1, it can easily be obtained
by inverting the terms in equation (7)
BR(µ+ → e+γ) = 4pi
RµTΩ
1
e · γ · sel
2.2 Signal region
In the 4− dimensional space defined by the observables ξ = (x, y, θeγ, teγ), a region around
the point (1, 1, 0, 0) is called the signal region. The size of this region in each of the 4
coordinates ξi is equal to the FWHM of the detector response function in measuring that
variable.
In the following paragraphs, the FWHM is denoted by ∆ξi, while the HWHM is indicated
as δξi.
2.3 Background events
2.3.1 Muon decay modes
A list of all possible muon decay channels, with the measured B.R. or the upper limit at
90% C.L. in case of null result, is shown in table 3.
Assuming CP invariance, the anti-muon has the same BR. There are three observed
decay modes for the muon, the last four modes are lepton flavour violation processes and,
of course, there is no experimental evidence yet; the first mode is called Michel decay, the
most probable muon decay channel.
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Decay mode Branching Ratio
µ− → e− + ν¯e + νµ ∼ 1
µ− → e− + ν¯e + νµ + γ (1.4± 0.4) · 10−2 (Eγ > 10MeV )
µ− → e− + ν¯e + νµ + e+ + e− (3.4± 0.4) · 10−5
µ− → e− + νe + ν¯µ < 1.2 · 10−2
µ− → e− + γ < 5.7 · 10−13
µ− → e− + e− + e+ < 1.0 · 10−12
µ− → e− + γ + γ < 7.2 · 10−11
Table 3: Decay modes of the muon.[3]
2.3.2 Physics (prompt) background
The radiative muon decay
µ+ → e+ + νµ + ν¯e + γ
is one of the major physics backgrounds: the positron and the photon are emitted back-
to-back while the two neutrinos carry away a small amount of energy.
One can write the differential width for this process as[3]
dΓ(µ+ → e+νµν¯eγ) '
G2Fm
5
µα
3 · 28pi4 ·
[
(1− x)2 (1− pµ cos θe) +
(
4 (1− x) (1− y)− z
2
2
)
(1 + pµ cos θe)
]
· dx dy dz d cos θe
where pµ indicates the magnitude of the muon-spin polarization, θe is the angle between
the muon spin and the positron momentum direction and z = pi − θeγ: the first term
describes a positron when is emitted opposite to the muon-spin direction, whereas the
second term describes a positron being emitted into the same direction of the muon-spin;
notice that both terms are zero when x, y = 1, corresponding to the region of signal.
The experimental resolution on the positron energy measurement is better than that of
the photon so, if δx and δy are a half width of the momentum and energy distributions
for mono-energetic positron and photon, this implies δx < δy.
It is interesting to see the fraction of µ+ → e+νµν¯eγ decay for the given δx and δy values
with unpolarized muons: as can be seen in figure 7, if both δx and δy are smaller than
10−1, a LFV experiment can reach a sensitivity below O(10−10).
2.3.3 Accidental background
Accidental background events are produced by a coincidence between a positron and a
photon both with an energy close to 52.8 MeV, originating by two different processes, in
temporal and spatial coincidence. If an experiment uses a pure muon beam, positrons are
only due to muon decay, while high-energy photons may come from radiative muon decays
or positron interactions inside the detector (annihilation or Bremsstrahlung): there is an
accidental background event if the two particles fly back-to-back.
The effective branching ratio of accidental background is[3]
Bacc = Rµ(2δx)
[
α
2pi (δy)
2 (ln(δy) + 7.33)
] (δθ2eγ
4
)
(2δteγ)
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Figure 7: Effective branching ratio for the muon radiative decay as a function of the
positron normalized energy resolution δx and the photon normalized energy resolution
δy.[3]
where Rµ is the muon stopping rate, δx, δy, δθeγ and δteγ are the HWHM of the detectors
response function8. Just to quantify how accidental background affects measurements, it
can be introduced
Nacc = RµTBacc ∝ R2µ · T · δx · (δy)2 · δθ2eγ · δteγ (8)
which is the number of accidental background events expected: an approximate estimate
can be calculated by assuming Rµ = 3 · 107 µ+/s, ∆x = 1%, ∆y = 6%, ∆ωeγ = 3 · 10−4
steradian and ∆teγ = 1 ns, during a 20 weeks beam-time, so T ' 6 · 106 s, which leads to
Nacc ' 50 events and a sensitivity Bacc ' 3 · 10−13. [3]
Notice the dependance on the square of the muon flux in equation 8: a greater muon
intensity means a higher accidental background so, despite a high muon stopping rate is
recommended in order to get a high statistic, this is the most important background in
present and future experiments; the MEG experiment background is mainly affected by
accidental events, so keeping their rate as low as possible is essential. In order to achieve a
high muon stopping rate, a continous muon beam is more appropriate than a pulsed muon
beam : this choice helps to minimize the accidental background. Moreover, a further re-
duction of accidental backgrounds can be obtained with better detectors resolutions, as
seen in equation 8.
Figure 8 reports the event distribution on the planes (Eγ, Ee) and (teγ, cos θeγ) at various
confidence levels (68%, 90% and 95%): red dots are signal events, instead blue contours
indicates accidental background events: the signal region is affected by accidental back-
ground, so the sensitivity of the experiment does not linearly decrease with collected
statistics.
8It is possible to obtain these values by knowing detectors resolutions on the four measured quantities
Eγ , |~pe|, θeγ and teγ .
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Figure 8: Event distribution maps on the planes (Eγ, Ee) and (teγ, cos θeγ) and accidental
background at different confidence levels.[23]
Figure 9 illustrates the integrated probability for a Michel positron of emitting a pho-
ton with energy larger than the photon energy threshold: the higher the photon energy
resolution is, the more overcoming the contribution of positron annihilation becomes on
muon radiative decay.
2.4 An overview of the MEG experiment
The MEG experiment uses the world most intense low-energy continous muon beam, ca-
pable to reach more than 108 µ/s; as already pointed out, it is much more convenient to
use an anti-muon beam in order to observe the µ → eγ decay: the anti-muon stopping
rate is 3 · 107 µ/s, approximately 1/3 of the maximum intensity.
Figure 10 is a scheme of the MEG apparatus: anti-muons are stopped in a polyethylene
target 205 µm thick, where muon decays take place. Two main devices can be distin-
guished:
• a positron spectrometer, consisting of a series of drift chambers for the measure
of positron energy and position and two scintillating timing counters, measuring
the positron emission time; the whole system is placed inside the COBRA magnet,
producing a non-homogeneus solenoid magnetic field;
• a liquid Xenon calorimeter, used for reconstruction of energy, position and timing
of photons.
A certain number of digitizer boards, based on the Domino Ring Sampler chip developed
at PSI [26], perform a conversion into digitalized waveforms of all signals coming from
the above mentioned detectors.
The following sections offer a detailed description of each part of the MEG experiment,
focusing on the positron spectrometer, whose development is the major subject of this
thesis.
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Figure 9: Positron annihilation (dotted line) and muon radiative decay (dashed line)
contributions to accidental background, together with their sum (solid line)[3]
2.4.1 Beam line and target
A panoramic of the MEG beam line and the piE5 channel is shown in figure 11: a 590
MeV primary proton beam hits a 4 cm thick graphite target; a small fraction of positive
charged pions decays in fly, but the most part stops directly into the target and decays
at rest, producing anti-muons with a fixed momentum of 29.7 MeV/c, due to kinematics
constraints. The anti-muon has a very short range ∼ O(mm), that means only those
coming from pions decayed near the target surface can escape.
The beam composition is 108 µ+/s and 109 e+/s, but there is also a negligible contam-
ination of neutrons and positive charged pions. The piE5 channel is placed at a 175◦
angle respect to the proton beam line, where the MEG beam line starts with two triplets
of quadrupole magnets, an ~E × ~B separator and a collimatory system, whose task is to
separate positrons from anti-muons.
An almost pure anti-muon beam reaches the Superconducting Transport Solenoid (BTS),
a coupling system between the beam line and the COBRA magnet. The anti-muon en-
ergy is degraded by a 300 µm tick Mylar foil: this minimizes the multiple scattering and
maximizes the fraction of anti-muons stopped in the target, allowing to use a very thin
target.
Before hitting the target, the anti-muon beam passes also through a 190 µm vacuum
window and a 1475 mm volume of gaseous helium.
The target consists of a 205 µm thick polyethylene foil, shaped in an elliptical geometry
such that its projection on a plane perpendicular to the beam axis is a circle; two Rohacell
frames keep it in a vertical plane, at an angle 20.5◦ to the beam axis, such to increase the
fraction of muons stopping into the target, which has been measured being 82% and to
reduce energy loss and the multiple scattering of the decayed positrons.
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Figure 10: (z, x) view (left) and (x, y) view (right) of the MEG apparatus.[19]
Figure 11: The piE5 channel and the MEG beam line. [19]
Figure 12 (a) is a picture of the MEG target (center) and drift chambers (bottom), while
figure 12 (b) shows the piE5 channel; from top to bottom: the COBRA magnet with the
compensation coil, the BTS, the quadrupole magnet and the electrostatic separator.
2.4.2 The COBRA magnet
The name COBRA stands for COnstant Bending RAdius: it is a superconducting solenoid
built such that the magnetic field has a gradient with a maximum value of 1.27 T in the
centre and decreases to 0.49 T at the two ends, as can be seen in figure 13.
The field gradient is realized by 5 superconducting coils, with 3 different radii; the impor-
tance of using a non-homogeneus magnetic field can be understood by analyzing figures
14: figure 14 (a) shows that a positron bending radius is almost constant and weakly
depends on the emission polar angle θ, so only those signal positrons with high momenta
can reach the drift chambers, discriminating them from Michel positrons; this feature
also lets a positron emitted with a polar angle ' 90◦ to quickly escape from the magnetic
field zone, as seen in figure 14 (b), an useful trick to minimize the number of simultaneus
positrons inside the MEG apparatus; the choiche of a constant solenoid magnetic field
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(a) Picture of the MEG target.[26] (b) Picture of the piE5 channel.[25]
Figure 12: Two photographs of the MEG experiment.
Figure 13: (z, r) intensities map of the COBRA magnetic field.[26]
would be inappropriate, because positrons emitted with low longitudinal momenta would
spiralize along the z axis with a constant pitch, continously turning into the spectrometer,
occupying the detector volume for a long time. This choice produced a reduction by an
order of magnitude of the Michel decayed positron hit rate on the drift chambers.
2.4.3 The drift chambers (DCHs)
The DCH system consists of 16 modules placed inside the COBRA magnet: its sensitive
region is [27]
r ∈ [19.3, 27.9] cm |z| < 50 cm | cos θ| < 0.35 ϕ ∈ [191.25◦, 348.75◦]
Drift chambers are arranged as shown in figure 12 (a) (bottom) and mounted in a half
circle; each module is shaped as a trapezoid, as shown in figure 16 (a) and consists of two
independent detector planes separated by a cathode made of two foils with a 3 mm gap
between them.
Each plane is delimited by one of these two cathode foils and an other one placed at a
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(a) Positron trajectories for different polar angles
θ.[26]
(b) Positron trajectory in the case it is almost to-
tally transversely emitted.[26]
Figure 14: Positron behaviour in the magnetic field generated by the COBRA magnet.
distance of 7 mm; the volume enclosed is filled with a helium-ethane 50 : 50 gas mixture,
with a series of anode and potential wires placed as in figure 15, separated by 4.5 mm one
to another.
A single cell is delimited by the two cathodes and two consecutive potential wires, all
surrounding an anode wire: a single plane contains 9 of these cells.
Figure 15: Drift chamber scheme.[26]
Both the sense and the potential wires are parallel to the z direction and their length
ranges from 37.6 cm and 82.8 cm; their distance from the cathode foil is 3.5 mm. Notice
that the two wires layers are shifted by 4.5 mm, in order to univocally determine if a
particle is passing on left or right of a certain anode wire.
The anode are Ni-Cr wires with a resistance per unit length 2.2 kΩ/m: the ratio of
(a) Picture of a drift chamber. [26] (b) Detail of the Vernier pad structure. [27]
Figure 16: The drift chambers.
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the charge collected at both ends of an anode wire gives the z coordinate of a positron
(charge division method) with an accuracy of ' 1 cm; an additional information on the z
coordinate is provided by etched cathode planes, modeled in a vernier structure, as shown
in figure 16 (b), which has a resistance per unit length 50 Ω/m: a 12.5 µm polyamide
cathode with a 250 nm aluminum deposition, is etched in a zig-zag strip shape on both
sides of the anode wire plane, so there are four cathode pads for each anode wire in total.
Figure 17: A scheme of the anode and vernier signal read-out.[28]
The advantage of using a zig-zag shape is that the fraction of charge induced on each
pad depends periodically on the z position: charge collected on a single cathode plane
is subdivided on the upper and lower parts of a single vernier structure; each anode has
two front to front couples of vernier zig-zag pads, whose periodic triangle patterns are
displaced by a relative phase of pi/2, so the 4 maxima are not aligned in z. This method,
combined with the coarse hit detection given by the anode charge division, allows reaching
far more better resolutions in the interval 300− 500 µm. A schematic description of the
positron read-out signal can be found in figure 17.
Gas mixture choice In order to minimize the amount of material along the positron
path, the use of a 50 : 50 helium-ethane mixture is particularly efficient because of:
• long radiation length (X0/ρ = 640 m);
• approximately 65 e−/cm are emitted at the ionisation minimum, so energy loss
fluctuations are reduced;
• high drift velocities (4 cm/µs);
• small Lorentz angles (< 8◦).
The choice of ethane is due to the following properties:
• high primary ionisation;
• good quenching capability;
• stability under high voltages.
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(a) A 3-dimensional view of the timing counters. [26] (b) A picture of the timing counters. [29]
Figure 18: The timing counter.
2.4.4 The timing counters (TCs)
The timing counters system is a device whose purpose is providing a very precise in-
formation of the positron timing and impact point. This detector is needed because of
the limited timing capability the DCH system, due to the long times requested by an
avalanche to be collected by an anode wire, estimated in the interval 100− 200 ns, while
the MEG experiment requires to reach resolutions of ' O(100 ps). The TC is subdivided
into two sub-detectors, mounted on top of each other:
1. the longitudinal detector is made by 15 scintillating bars, whose volume is 4.0 · 4.0 ·
79.6 cm3 each, arranged in a half cylindrical shape which is able to cover an angle
145◦ in ϕ at a radius 29.5 cm and z ∈ [25.0, 105.0] cm ; a single bar is read-out by
a couple of PMTs, designed such to properly work inside high magnetic fields, their
orientation is also optimized in order to reduce gain drop and dispersion on transit
time between dynodes caused by the COBRA magnet.
The task of this detector is to measure the time with an intrinsic resolution of 60 ps.
It also provides the ϕ coordinate measurement due to its segmentation and to give
a coarse measure of the z coordinate using the two PMTs and the charge division
method; the precisions obtained are ∆ϕ ' 100 mrad and ∆z ' 3 cm.
2. The transverse detector consists of 256 scintillating fibres (5 · 5 mm2, wrapping
excluded) coupled to avalanche photodiodes (APD). Its purpose is giving a very
accurate measurement of the positron z coordinate.
As visible in figure 10, positrons are curved by the COBRA magnetic field and they
are first tracked by the DCH system, then impinge on the TC: positrons emitted with
| cos θ| < 0.35 make 1.5 turns in the transverse plane before hitting the TC.
Figure 18 (a) is a 3-d model of the whole TC: notice the scintillating bars with the PMTs
at both ends and the scintillating fibres placed on the top. In figure 18 (b) the read-out
electronics are visible on the bottom part of the TC.
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2.4.5 The liquid xenon calorimeter (LXe)
The calorimeter uses liquid xenon as active medium and is capable of measuring the
position and time of a photon interaction as well as the total photon energy. It is C-
shaped such to fit the outer radius of the COBRA magnet and its active volume, whose
size is ' 900 l, is read-out by 846 PMTs, distributed on all the six faces of the detector
as shown in figures 19 and 20 (a), submerged in LXe, more densely placed in the inner
face considering that the photon released energy is inversely proportional to the distance
from the target.
Figure 19: LXe calorimeter scheme.[30]
Its depth is 38.5 cm, for a total thickness of 14 X0; the detector angular coverage is
| cos θ| < 0.35 and 120◦ in ϕ, corresponding to an 11% solid angle coverage for photons
from the centre of the stopping target.
When a photon interacts with the LXe volume, xenon atoms can be excited or ionized;
they return to the gound state by emitting scintillation light in the ultraviolet range
through the formation of Xe∗2 excimers, which is collected by the PMTs and transformed
into an electric signal.
The calorimeter time resolution is measured to be 67 ps, the energy resolution is 2.7%,
depending on the photon conversion depth and the position resolution is 5 mm for u and
v directions, while for w direction is 6 mm. (u,v,w) is a local coordinate system where
u ≡ z, v is directed along the negative ϕ angles at the radius of the inner face (rin = 67.85
cm), basically the direction of the inner face from bottom to top and w = r − rin.
Liquid xenon choiche Liquid xenon has been chosen because of its suitable properties:
it has high density, short radiation length X0, very good decay time of scintillation light
(useful to reduce the signal pile up), high efficiency and trasparency to light emitted; on
the other hand, it is very expensive and needs some mantainence. A detailed list of its
27
(a) A picture of the inside of the calorimeter, showing a
part of the PMTs. [26]
(b) A picture of the calorimeter taken dur-
ing its construction. [26]
Figure 20: The calorimeter.
properties can be found in table 4.
Property Value
Atomic number 54
Density at 161.4 K 2.978 g/cm3
Radiation length 2.77 cm
Moliere radius 4.20 cm
Scintillation wavelength 178 nm
Absorbption length > 100 cm
Wph for electron 21.6 eV
Decay time (recombination) 45 ns
Decay time (fast/slow component) 4.2 ns/22 ns
Table 4: Main properties of the liquid Xenon.
Contaminants such as water, oxygen and nitrogen can absorb the scintillation light: a
purification system capable to remove these contaminants has been developed.
2.4.6 Trigger and electronics
Searching for a rare event such as µ→ eγ in a huge background, required the development
of fast and efficient electronics.
The trigger system is organized in a three-hierarchical structure, based on on-board Field-
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Programmable Gate Arrays (FPGAs) whose task is the processing of all the detectors
signals and the reconstruction of the observables needed for the event selection.
At trigger level, it is possible to reconstruct the photon energy, the relative direction and
timing between the electron and the photon.
The Data AcQuisition (DAQ) records the signals coming from the various detectors: the
electronics must have a timing accuracy better than 40 ps and must distinguish events
separated even by 10 ns.
In order to avoid an offset due to sum of the common noise which may affect the hundreds
channels of the LXe detector, the solution is digitizing the waveforms of all the detectors,
which allows an excellent pile-up detection and baseline measurement, so it is possibile to
get rid of the common noise: the Domino Ring Sampler 4 (DRS4), designed specifically
for the MEG experiment, samples the analog signal and trasforms it into a digital signal.
There are two sampling frequencies, whose choice is based on timing requirements: 1.6
GHz for the TC and LXe detectors, 0.8 GHz for the DCH.
The matching of the trigger system with the DRS digitizers limits the maximum latency
for trigger generation to 450 ns to avoid the signals overwriting in the 1024 sample depth
of the Domino Ring Sampler. A consequence is that a positron drifting toward an an-
ode of the DCH and collected in ' 200 ns, takes too much time to satisfy the latency
requirements, so the positron momentum is not reconstructed at trigger level.
2.5 The MEG upgrade proposal
The MEG collaboration, after completing the data analysis of the three years run 2009−
2011, corresponding to a total of 3.6 · 1014 stopped anti-muons on target, did not discover
any evidence of SUSY, but published a new upper limit on the branching ratio of the
µ→ eγ process [23]
BR(µ+ → e+ + γ) < 5.7 · 10−13 (90% C.L.)
which is four times more stringent than the previously world best limit set by MEG itself;
the analysis of data collected during the years 2012 and 2013 is still in progress.
As seen in chapter one, SUSY-GUTs predict a branching ratio ' 10−14−10−11: the explo-
ration of the SUSY parameter space is not completed yet, so the possibility of revealing
the µ→ eγ decay is still alive and a new improved apparatus can actually be even more
successful: the idea is to exploit at its best the capabilities of the already existing MEG
apparatus and to take advantage of the knowledges acquired during these years by the
MEG collaboration, in order to realize an upgraded experiment.
The target is reaching a sensitivity ten times better than the first MEG apparatus, ex-
pecting a new upper limit on the branching ratio [23]
BR(µ+ → e+ + γ) < 6.0 · 10−14 (90% C.L.)
in 3 years of data taking, as shown in figure 21, where the time is expressed in DAQ
weeks9.
The upgrade will continue until 2015; in the mid/end 2015 a first test run is expected to
be done. Even if no evidence of SUSY will be found, this result would be a very important
9A year contains 175 DAQ days.
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achievement anyway, because it will remain the most stringent limit on the µ→ eγ decay
for decades: in fact, no future experiments searching for this particular decay mode are
currently expected to be set up.
Figure 21: Expected sensitivity of the MEG upgrade.[23]
The need of a new upgraded apparatus is due to the fact that the experiment sensitivity
is strongly limited by the accidental background, which can be reduced by improving the
single detectors resolutions: while the calorimeter performances proved to be very close
to the ones expected, the whole spectrometer and, most of all, the drift chamber system,
did not meet the initial expectations on resolutions.
The following is a list of the improvements to be made in the MEG upgrade (numbers
are referred to figure 22):
• increasing the number of stopping muons on the target (1);
• using a thinner target, which lets both photons and positrons minimizing their path
inside the matter and, consequently, the multiple scattering (2);
• substituting the whole positron tracker with a new one, achieving a reduction of the
interation length, better resolutions and a higher TC granularity (3, 4, 5);
• extending the calorimeter acceptance and improving its position and time resolu-
tions (6, 7);
• using faster electronics.
Table 5 is a list of the foreseen MEG II resolutions compared to the first MEG apparatus.
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Figure 22: Comparison between the MEG apparatus and the future upgrade.[23]
2.5.1 Beam line and target upgrade
The current muon stop rate is 3 · 107 µ+/s, a third of the maximum possible values.
This choice was an optimization between the necessity of accumulating sufficient statis-
tics (∼ 1016 muons stop during the experiment lifetime) and the needs of keeping the
accidental background, which is related to the detector resolutions (see paragraph 2.3.3),
at acceptable level.
For MEG II, with improved detector resolutions it is possible to double the stop rate
∼ 7 · 107 µ stop/s. At the same time it is mandatory to further reduce the target thick-
ness to minimize the multiple scattering of signal positrons in the target itself. The
optimal solution was obtained with a target thickness of 140− 150 µm placed at an angle
Variable MEG (foreseen) MEG (obtained) MEG II (foreseen)
∆Eγ (%) 1.2 1.7 1.1(w < 2 cm), 1.0(w > 2 cm)
∆tγ (psec) 43 67 -
γ efficiency > 40 63 69
γ position (mm) 4(u, v), 6(w) 5(u, v), 6(w) 2.6(u), 2.2(v), 5(w)
∆|~pe| (keV) 200 306 130
e+ angle (mrad) 4(ϕe), 4(θe) 8.7(ϕe), 9.4(θe) 5.3(ϕe), 3.7(θe)
∆te (psec) 50 107 -
e+ efficiency 90 40 88
∆teγ (ps) 65 122 84
Table 5: Foreseen MEG II resolutions compared to current and expected MEG
resolutions.[23]
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(a) Previous conception of the DCH, with the opened
top. [23]
(b) Single layer of wires. [23]
Figure 23: Schemes of the new positron spectrometer.
of 15◦, allowing for a stop rate of 7 · 107 µ+/s.
2.5.2 The drift chamber upgrade
The new positron tracker is a single cylindrical drift chamber, with its axis parallel to
the muon beam axis, in stereo and hyperbolic positioning of the wires to exploit stereo
read-out of anode wires. The biggest advantage of this new DCH is that positrons with a
momentum greater than 45 MeV/c will encounter a very small amount of matter before
reaching the TC.
As already done with the first set of DCH, it will be placed at a distance > 18 cm from
the beam axis: the magnetic field removes low energy positrons so they cannot reach the
tracker.
The wires disposition is very different from the first MEG DCH: in total there are 23 wire
hiperboloids, that at the two chamber end-plates are in circular concentric layers. Each
wire layer has its own stereo angle, ranging from 7◦ for internal layers to 8◦ for external
ones.
There are three types of wires:
• anode wires (also called sense wires), to produce an electric field and to collect
electron avalanches created due to gas ionisation;
• cathode wires, to delimit a cell, like cathode planes and potential wires in the first
MEG DCHs;
• guard wires, to let the electric field lines to close.
The use of alternating stereo angles allows the reconstruction of the positron track by
matching the informations coming from different layers. Figures 24 (a) and 24 (b) explain
how wires are arranged: blue and red colors stand for ± stereo angles, open circles are
anodes, dots are field wires and squares are guards.
10 layers of wires can be distinguished, each made of anode and field wires, while guard
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(a) Wires arrangement at position z = 0. [23]
(b) Zoom on the wires at position z = 0. [23]
Figure 24: Schemes of the stereo angles disposition.
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wires are only present in the two outermost planes.
In the final configuration, the outermost anode layer is located at r = 275 mm and each
endplate is at |z0| = 960 mm from the chamber center; the two endplates are rotated of
60◦ one respect to each other.
The solid angle acceptance of MEG II is 11% equal to the one of MEG, with useful range
in ϕ of 120◦. This would permit the design of a drift chamber with wires occupying a
limited portion of the azimuthal angle, but arguments about the mechanical stability of
the end-plates and the electric field configuration lead to a solution with a 2pi coverage.
A cell is defined as a single anode wire with 8 surrounding cathode wires, disposed in
a projective geometry with an equal number of cells of different size on the 10 anode
layers. The expected electron drift time is ' 150 ns; it can be identified by sectioning the
chamber with a plane at fixed z, whose average side is 7 mm long.
The need of improving the resolutions of the tracking device demands a large number of
measuring points (i.e. a large number of cells) along the positron trajectory.
The 1920 cells of the chamber are defined by 10700 wires: such a number of wires in a
compact geometry can be considered only if low X0 and thin wires are available.
Several studies were also performed on which material should wires be made of: the
choice on cathode and guard wires went on respectively 40 µm and 50 µm silver-plated
aluminum wires for the former and 50 µm silver-plated aluminum for the latter, due
to low electric resistivity and good stretch resistance; anode wires will be 20 µm gold-
plated tungsten wires, combining the previously listed properties with the capability of
generating the strongest electric field possible, which requires a small wire diameter due
to the 1/r decreasing behaviour.
Besides wires, the other important component is the gas: an 85 : 15 helium-isobutane
(He − iC4H10) mixture has been chosen, because it guarantees the low radiation length
1.24 · 10−3 X0.
A study on the resolutions expected by the new DCH, based on a few prototypes, is
illustrated in chapter 5 of this thesis work. However, Monte-Carlo simulations predict
a momentum resolution equal to ∆|~pe| = 125 keV/c and angular resolutions ∆ϕe = 6.2
mrad and ∆θe = 4.9 mrad, assuming the target 140 µm in thickness at 15◦.
2.5.3 The timing counter upgrade
The MEG TC has very good time resolution, but it is possible to think that it could
be improved. The new TC uses a series of segmented pixels, each consisting of a small
scintillator plate with silicon photomultipliers (SiPMs) read-out, as shown in figure 25:
the single plate itself offers a good time resolution, but a even more precise estimation
of the positron impact time can be obtained by averaging on the times of those hit
pixels; moreover, the pile-up probability is quite low even at high rates. The single plate
dimension is 30× 90× 5 mm3 and is connected to 4 SiPMs, one for each side, whose task
is to collect light and send the signal to the digitizers.
It is possible to adjust position and angle of each plate for additional precision: the TC
tiles are mounted on two cylindrical supports and oriented perpendicular to the average
incoming direction of the positrons.
A test on a small prototype made of 10 counters at the BTF (Frascati) proved a resolution
27 ps with 8 plates, compared to the MC simulation average value ' 30 ps with 6 − 7
plates.
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Figure 25: Scheme of a half of the new timing counter (left). A detail of the pixels
(right).[23]
2.5.4 The calorimeter upgrade
The main limiting factor to the first LXe detector is the non-homogeneus PMTs coverage
of the front face: round-shaped PMTs, with a diameter of 46 mm, are placed at a relative
distance of 62 mm. The photocathode coverage of the front face cannot be uniform and
the energy resolution is strongly affected depending on the position of the photon conver-
sion point in the LXe.
The solution is increasing the detector granularity by replacing part of them, more pre-
cisely those on the photon entrance face, with 12× 12 mm2 Multi Pixel Photon Counters
(MPPCs), which basically are SiPMs, with a result like the one in figure 26, which can
be compared to the actual configuration in figure 20 (a).10 Smaller PMTs lead to a better
distinction of shallow events, with an increase of both energy and position resolutions:
for example, figure 27 compares the old PMTs configuration with the new one, showing
that two local deposits in the same shower appear separated in the second case. An other
problem to handle is the amount of material crossed by photons before conversion in LXe:
a SiPM is thinner than a PMT, an additional advantage because it improves photon de-
tection efficiency by 9%. Further improvements on energy resolution can be obtained by
rearranging the PMTs on the lateral faces, as shown in figure 28, increasing the accep-
tance along the z axis and reducing shower fluctuations near the walls. Estimated energy
resolutions are 1.1% for shallow events (w < 2 cm) and 1.0% for deep events (w > 2 cm).
10Currently, such a large MPPCs with a high photon detection efficiency for VUV light are not available
on the market, so they are being customely developed in collaboration with the Hamamatsu Photonics.
Instead, smaller MPPCs can be found, but for each additional PMT one has to add an extra read-out
channel.
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Figure 26: A digitally elaborated image of the new calorimeter.[23]
Figure 27: Comparison between the old PMTs (left) and the new MPPCs (right).[23]
Figure 28: Comparison between the old lateral PMTs arrangement (left) and the new one
(right).[23]
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3 Ionization and drift chambers
Ionization of charged particles crossing gas volumes can be used for the construction of
very accurate particle detectors. In this chapter the ionization process is briefly explained.
In designing a a drift chamber, it is very important to understand the relation between
the main gas parameters and the gain: a few Monte-Carlo simulations of drift velocity and
first Townsend coefficient, performed on the Garfield++ framework [31], will be presented.
A complete and detailed treatise about drift chambers in general, is offered by references
[32] and [33]. Other informations about ionized gas behaviours and ionization counters
in general have been gathered from [36] and [35].
3.1 Electrons and ions behaviour
Electrons and ions drifting through a gas volume are scattered by the gas molecules:
after each collision, the single particle direction is randomized but it can be identified an
average drift velocity ~u along a direction given by the electric field and magnetic field, if
present.
After diffusing for a time t, the charge distribution is Gaussian
dN
dx
= N0√
4piDt
exp
(
− x
2
4Dt
)
where N0 is the total number of charges, D = |~u|λ/3 the diffusion coefficient and λ the
mean free path; the variance along the x direction is σ2 = 2Dt.
3.1.1 Drift of electrons
After a collision, an electron loses memory of its initial direction, in fact it is scattered
isotropically due to its small mass; besides its instantaneous velocity, it also gains an extra
velocity ~u because of the acceleration along the electric field direction
~u = e
~E
m
τ = µe ~E
where τ is the characteristic time, the mean time interval between two consecutive
electron-gas collisions and µe expresses the electron mobility. This extra velocity is called
drift velocity and the energy gained is lost in the collision through recoil or excitation.
The drift velocity depends on the gas composition: a small quantity of molecular gas
added to a noble gas can change the fractional energy loss per collision. At room temper-
ature, the electron speed is O(106 cm/s).
The total electron energy is made up of two parts: one is the energy given by the electric
field and the other, usually negligible, is due to thermal motion.
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Left columm in figure 29 contains some simulations performed on the Garfield++ frame-
work [31], showing how drift velocity of electrons changes when they are under the effect
of different electric field intensities: the gas mixture chosen for the MEG II experiment,
composed by 85% helium and 15% isobutane, is compared to a 50 : 50 helium-isobutane
gas mixture and a pure helium gas. The low isobutane fraction keeps the electron mobility
very high, making the chamber suitable for high rate environments.
3.1.2 Drift of ions
Ions masses are larger than electrons, so their behaviour is different and is complicated
by chemical reactions: they lose very little energy in an elastic collision with a gas atom
and they are accelerated very little in an electric field compared to electrons.
If an electron and an ion are being subject to the same electric field, the diffusion effect
of ions is several order of magnitude lower than the electrons.
At room temperature, ions speed is two order of magnitude lower than electrons.
3.2 The ionization mechanism
When a charged particle transverses the gas volume of a drift chamber, it leaves a track
of ionization along its path. The mean free flight path between two consecutive ionization
processes is expressed by
λ = 1
NσI
(9)
where σI is the electron ionization cross-section and N = NAρ/A the number of target
molecules per unit of volume; the average number of electron-ion pairs along a given path
length L is the ratio L/λ.
The number of ionization processes along a track length L is well described by the Poisson
distribution
P (L/λ, k) = (L/λ)
k
k! e
−L/λ
in fact [34]
• the occurence of any event at a given time t is not influenced by what happened
before t;
• the probability that a single event occurs during an infinitesimal time interval dt is
constant;
• the probability that two events occur during an infinitesimal time interval dt is zero.
Electrons are produced by different ionization mechanisms:
• primary ionization takes place if one (or sometimes two, even three) electrons are
ejected when a charged particle c hits an atom A
c+ A→ c+ A+ + e−
→ c+ A++ + e− + e−
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(a) Drift velocities for a helium/isobutane 85:15
gas mixture.
(b) Townsend coefficient for a helium/isobutane
85:15 gas mixture.
(c) Drift velocities for a helium/isobutane 50:50
gas mixture.
(d) Townsend coefficient for a helium/isobutane
50:50 gas mixture.
(e) Drift velocities for pure helium gas. (f) Townsend coefficient for pure helium gas.
Figure 29: Drift velocities and Townsend coefficients (see chapter 3.3.3) for various electric
field intensities in different gas mixtures.
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• secondary ionization is therefore induced if those electrons produced in primary
ionization processes hit an atom A which has not been ionized by the charged fast
particle c
e− + A→ e− + A+ + e−
→ e− + A++ + e− + e−
• additional electrons may be produced if an excited atom A∗ hits a different atom B
(such as a quencher atom)
A∗ +B → A+B+ + e−
Only a small part of the initial charged particle energy is spent in ionization: by consid-
ering all the ionization processes, one relevant quantity is the average amount of energy
that is needed to create one free electron, indicated as Wi and defined by
Wi 〈NI〉 = L 〈dE
dx
〉
where 〈NI〉 is the average number of ionization electrons created along the path L and
〈dE/dx〉 is the mean total energy loss per unit path length.
The average number of electron-ion pairs produced by Minimum Ionizing Particles (MIPs)
is
nT =
∆E
Wi
where ∆E is the energy loss in the detector. Wi strongly depends on the gas mixture,
in particular on its composition and density, but also on the type of the initial ionizing
particle. The Wi values measured with photons and electrons are the same, while for α
particles the values are generally slightly different from these ones.
It is interesting to estimate the number of total and primary electron-ion pairs in a helium-
isobutane gas mixture; table 6 contains a list of the quantities at NTP that will be used
in the calculation, such as the gas density ρ, the energy loss per unit length (normalized
with the gas density), the number of primary electron-ion pairs for a certain gas specie
nP for a MIP and the already introduced Wi.
Quantity Helium (He) Isobutane (iC4H10)
ρ (g·cm−3) [32] 1.78 · 10−4 2.67 · 10−3
1
ρ
(
dE
dx
)
min
(MeV·cm2·g−1) [32] 1.94 2.25
Wi (eV) [36] 41 23
nP [36] 5.9 46
Table 6: List of some useful quantities for Helium and isobutane (NTP).
The total number of electron-ion pairs/cm is
nT =
1.78 · 10−4 · 1.94MeV/cm
41 eV · 0.85 +
2.67 · 10−3 · 2.25MeV/cm
23 eV · 0.15 ' 46 pairs/cm
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The number of primary electron-ion pairs is very uncertain, because it is very difficult
to distinguish between primary and secondary electrons: in order to estimate how many
primary pairs can be counted in a cm of helium-isobutane gas mixture, the values in table
6 will be used:
nP = 5.9 · 0.85 cm−1 + 46 · 0.15 cm−1 ' 12 pairs/cm
That means the average distance between primary interactions is ' 800 µm and each
primary electron produces ' 4 secondary electrons on the average.
3.2.1 The Bethe-Bloch formula
The average energy loss per unit of pathlength11 is given by the Bethe-Bloch formula [35]
dE
dx
= 4piNAr2emec2
Z
A
ρ
1
β2
z2
(
ln 2mec
2
I
β2γ2 − β2 − δ2 −
C
Z
)
where NA is the Avogadro’s number, ρ is the gas density, Z and A are respectively its
atomic number and weight, z is the ionizing particle atomic number and re is the classical
electron radius.
At each collision the ionizing particle loses a very small amount of energy but it is cumu-
lative, considering the large number of collisions in dense matter.
At small energy values, the energy loss decreases like 1/β2 then,for increasing values, a
minimum is reached approximately at βγ ' 4: relativistic particles are usually called
Minimum Ionizing Particles (MIPs) because their energy loss corresponds to this mini-
mum.
In the high energy domain, there is the so called relativistic rise due to the logarithmic
term and the energy loss increases: its strength is given by the mean excitation energy I,
which is proportional to Z, so depends on the absorber material.
Figure 30: Energy loss for various particles traveling into the air.[36]
The relativistic rise does not continue indefinitely: the density correction δ/2 properly
describes this behaviour and represents the polarization effect on the atoms along the
trajectory of the ionizing particle, so electrons far from the ionizing particle path see its
11Inelastic collisions between the ionizing particle and a single atomic electron are the only responsible
for energy losses in heavy ionizing particles: the energy can be lost through ionization or excitation of the
hit particle. However, any energy loss mechanism besides ionization can be ignored in drift chambers,
because of the low density of gases.
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electric field shielded and this results in a smaller reduction of the energy loss; an other
correction can be made at low energy values, where the incident particle velocity is small
too and the hit electron cannot be approximated anymore as a stationary particle, this
explains the insertion of the C/Z term. Figure 30 shows that different ionizing particles
have different energy loss behaviours.
3.3 Gas detectors
The simplest configuration of a gas detector consists of an anode thin wire, mantained at
a given potential, inside a cylinder cathode filled with a gas mixture. When an ionizing
particle crosses the sensitive volume, it creates electron-ion pairs: electrons drift toward
a high voltage wire and are accelerated by its electric field, whose module is inversely
proportional to the distance ~r
| ~E| = λ2pi
1
|~r| (10)
where λ is the linear charge density and  the dielectric gas constant. The electron tra-
jectory, neglecting the multiple scattering, is radial and ends when it falls on the anode
wire, while ions are collected by the cathode.
There are several working modes: for a fixed tube geometry, i.e. anode wire, cathode
shape and gas mixture, there is only one free parameter, that is the anode potential, as
can be seen in figure 31.
Figure 31: Operation modes of cylindrical gas detectors.[36]
1. recombination mode: under the effect of a small electric field, electrons and ions
recombinate before being collected by the anode wire;
2. ionization mode: all the electron-ion pairs are collected before they recombine and
increasing the anode voltage does not effect the number of electrons/ions collected,
so the signal is very small;
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3. proportional mode: a single primary electron generates secondary electrons due to
the strong electric field in the form of avalanches; the multiplication factor is called
the gain and is proportional to the anode voltage;
4. saturated proportional mode: the electric field is dirtorced by the space charge around
the wire, so the proportionality is lost;
5. Geiger mode: photons coming from de-exciting molecules can ionize other molecules,
causing secondary avalanches and a signal saturation;
6. discharge mode: avalanches can take place also without any initial ionizing particle.
3.3.1 Proportional counters
Proportional counters have been rapidly developed since 1948. A primary electron is able
to ionize a gas molecule only when it is very close to the anode wire, where the electric
field is strong enough: that is the reason why avalanches usually take place only in the
proximity of the wire, otherwise primary ionization cannot happen. This requires the use
of very thin wires ∼ O(10−3 cm) thick for 1− 2 kV, in order to reach 104 V/cm.
The particle track position in a drift chamber can be determined by using the relation
x(td) =
∫ td
0
v−(t)dt (11)
where td is the drift time and the electron drift velocity varies along the drift path because
of the electric field gradient. The major factors that can influence the drift velocity are
the electric field strength and direction, the atmospheric pressure, the gas composition
and temperature, the presence of stray electric or magnetic fields and mechanical imper-
fections.
Choosing the right gas mixture is crucial for a proper working of the proportional chamber:
one tries to get the highest gain possible with the lowest voltage; also good proportionality
and high rates are desirable features. A typical gas mixture contains:
• a noble gas, which requires relatively low electric fields to be ionized and create
an avalanche; one of the best choices would be argon gas, abundant and with a
relatively low ionization energy, but the minimum energy photon emitted when an
argon molecule return to the ground state is well above any metal ionization energy
(which a cathode is usually made of), so it is not possible to reach high gains due
to the discharge mode.
The more expensive helium is the noble gas with the lowest atomic number and it
has a much larger radiation length, causing a reduction of multiple scattering which
leads to a fine spatial resolution, despite the small number of electron-ion pairs/cm
produced. [37]
• A quencher, because photons emitted due to de-excitation processes of noble gases
can be absorbed by a complex molecule (i.e. iC4H10), which is able to dissipate this
energy through dissociation or elastic collisions, preventing unwanted avalanches.
It is interesting to calculate the mean free path for the He−iC4H10 85 : 15 mixture. First,
considering equation (9), it is required to know the density N which can be extimated
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using the ideal gas law: at NTP (Normal Temperature and Pressure), N equals to
N = NA
A
Mp
RT︸ ︷︷ ︸
ρ
' M
A
6.022 · 1023 mol−1 · 1.013 · 105 Pa
8.314 · 106 cm3 Pa K−1 mol−1 · 293.15K ' 2.5 · 10
19 cm−3 · M
A
where M is the molar mass and A the atomic weight. The ratio M/A is slightly different
for helium and isobutane, so
NHe ' 5.0 · 1019 cm−3 NiC4H10 ' 4.3 · 1019 cm−3
Considering the minimal primary ionization cross-sections for helium (σp = 18.6·10−20cm2)
and isobutane (σp = 333.0 · 10−20 cm2) [32], the mean free path for the He− iC4H10 gas
mixture is
λ = 10.85 ·NHeσHe + 0.15 ·NiC4H10σiC4H10
' 450.0µm
3.3.2 Avalanche formation
An illustrative scheme of an avalanche is shown in figure 32: starting with a single primary
electron, electron-ion pairs are being produced while secondary electrons drift toward the
anode wire.
Figure 32: A scheme of an avalanche, generated by a single primary electron.[36]
The electrons inside an avalanche do not end their path on the same point of the anode
wire, in fact their motion is the result of both drift and diffusion in the gas: the latter
causes the lateral spread of electrons. A spread effect is also caused by the avalanche
process itself: diffusion of electrons, electrostatic repulsion and propagation of ionizing
photons all contributes to the lateral development. A further contribution is due to the
anode wire size, whose diameter affects the avalanche propagation on just one side of the
wire or all around.
3.3.3 Amplification factor
An avalanche formation creates a certain number of secondary electrons: the first Townsend
coefficient α(r) depends on the electric field E, so it is a function of the position r inside
the drift chamber; the number of electrons at the point r, N(r), is given by [32]
dN = N(r)αdr
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where dr is the path length. The ratio of N(r) to N0, which is the initial number of
electrons in the avalanche, represents the multiplication factor, also known as the gain
g = N(r)
N0
= exp
(∫ a
rmin
α(r)dr
)
where rmin is the distance between the central axis of the anode wire and the point where
the electric field just exceeds the crital value to start an avalanche and a the anode wire
radius.
Now it is useful to put in evidence the dependence of gain on electric field
g = exp
(∫ E(a)
Emin
α(E)
dE/dr
dE
)
= exp
(∫ E(a)
Emin
λα(E)
2pi|E|2dE
)
(12)
where the last expression is obtained by inserting 10.
This chapter has shown the relationship between gain and α(E): in the right column of
figure 29 the first Townsend coefficient is plotted for several gas mixtures, again simulated
with Garfield++: it can be seen that by adding some quench gas to a pure noble gas,
such as helium, it would be possible to reach higher gains.
3.3.4 Space charge effects
When electrons in an avalanche are collected by the anode wire, only the positive ions
remain inside the active volume: as previously explained, the ions drift velocities are
small compared to the electrons, they move away from the anode at a relatively low speed
and take a long time to reach the distant cathode; the stationary ions made up a spatial
charge, whose effect is to reduce the electric field in the region close to the anode and this
results in a gain reduction.
By assuming the voltage variation negligible, if R is the event rate, the gain variation is
[33]
g = g0e−Kg0R
where the constant K depends on the total drift time of ions, the dielectric gas constant
and amount of charge produced in a single ionization event. At higher rates, the gain
decrease becomes less than exponential.
3.3.5 Dependence of the gain on the gas density
Formula (9) put in evidence an inverse proportionality between mean free flight path and
gas density.
The electric field is proportional to the gas density [32]
Emin(ρ) = Emin(ρ0)
ρ
ρ0
(13)
where Emin is the minimum electric field necessary to start an avalanche and ρ0 the normal
gas density; assuming that noble gases are described by α = βE under certain pressure
conditions, it is possible to calculate the integral in (12) and write it as
ln g ∝ ln E(a)
Emin
(14)
45
Using (13) in (14), if γ is the proportionality constant
dg
g
= d ln g = −γd lnEmin = −γd ln ρ = −γ dρ
ρ
Finally, the ideal gas law gives the proportionality P ∝ ρT , so one can obtain connections
between the gain and different thermodynamic parameters:
g
g0
=
(
ρ
ρ0
)−γ
=
(
p
p0
)−γ
T
=
(
T
T0
)γ
p
(15)
These will be used to perform temperature corrections on the ageing measurements.
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4 Ageing effects on wires chambers
The term ‘ageing’ describes all the problems limiting a wire chamber lifetime, caused by
a degradation of an anode or a cathode surface, originating from the operation principles
of the chamber itself and the gas nature.
The ageing effects can be minimized, sometimes even cured: a complete understanding of
the reasons why ageing phenomenons arise requires a series of laboratory tests, performed
in strictly controlled conditions. An excellent source treating the ageing effects on wires
chambers is the review by Kadyk [39].
A series of ageing tests performed on several prototypes at the INFN of Pisa labora-
tories are presented: quantitative experimental results are accompanied by qualitative
observations at the Scanning Electronic Microscope (SEM) facility.
4.1 Ageing effects
Ageing effects are the result of wire surface degradation, which is able to damage both
anode and cathode wires: in solid form (a whisker, a thin film etc.) it is generally a
polymer with good electrical insulating qualities, but can also be liquid (oily or grease-
like).
There are two main effects caused by wire ageing:
1. loss of gain or gain non-uniformities along the wire length (anode coating);
2. electrical breakdown, consisting in a large current not induced by a radiation source
(cathode coating).
In order to prevent ageing, one fundamental condition is operating in very clean environ-
ments, in fact even a very small amount of contaminants may cause very huge effects on
the ageing process: purity of the gas must be mantained over the whole experiment life-
time, in fact temporary use of polluted components leads to a degradation of the detector
performances persisting even after the pollution was removed.
4.2 Polymers formation
Considering a simple molecule like methane (CH4), the high energy electrons in an
avalanche produce:
• ions, such as CH+4 , CH+3 , CH+2 , CH+, C+ and H+;
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• free radicals, neutral species with unpaired valence electrons that are not partici-
pating in a chemical bond but are available to do so, such as CH3., CH2 : (‘.’ and
‘:’ indicates one or two electrons).
• Reaction between all these species can produce additional neutral radicals and ion-
ized species, causing formation of polymers. For example, if consider CH3., the
chain reaction is
CH3.+ C2H4 → C3H7.
C3H7.+ C2H4 → C3H11.
...
These polymers can attach to an electrode surface and form whiskers, as illustrated
in figure 33.
Similar reactions between radical-ion and ion-ion can occur, but:
• free radicals are far more concentrated than ions, because breaking covalent molecu-
lar bonds to form free radicals requires only 3−4 eV while most ionization processes
require energy greater than 10 eV;
• a reaction between two ions is suppressed due to repulsive electric force.
Figure 33: Processes leading to formation of polymers and whiskers. [40]
In particular, the isobutane molecule (iC4H10) is subject to fragmentation, it breaks in
ions such as C4H+9 , C3H+7 , C3H++4 and C2H+5 , but also neutral molecules such as methane
(CH4). The polymers formation is therefore expected to be enhanced.
4.3 Cathode wire coatings
4.3.1 Dark currents
A drifting positive ion is neutralized when it reaches the cathode, so it is left in an excited
state: part of this excitation energy can be used to overcome the cathode surface working
function, causing a secondary electron to be emitted, a phenomenon that will be called
dark current.
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4.3.2 The Malter effect
A different phenomenon is the Malter effect: if polymers deposits on the cathode surface,
they form a thin insulating layer: in this condition, the ions from an avalanche may not
readily reach the cathode. They stop on the positive charged layer and, together with the
induced image charge on the cathode, produce a very large electric dipole field through
insulating material. The threshold for field emission is exceeded and electrons are pulled
from the cathode by the electric field. Then, these electrons can penetrate the insulating
layer and some neutralize the positive charge, but the most part drift to the anode, create
further avalanches with new ions that drift again to the cathode, with a reinforcement of
the electric field in a self-sustained process.
When the problem has progressed, if the chamber is turned on, the chamber current
does not rise until the radiation source is activated: the currents persist even after the
radiation source has been removed, in this case the only solution to restore the chamber
functionality is to turn off the wires high voltage. Despite this, large currents can return
when a certain radiation threshold is passed, even at lower wires voltages than those used
in proportional mode. All these behaviours are very well summarized in figure 34.
Figure 34: A scheme of the Malter effect. Once the wires HV and the source rate are
turned on, the chamber current rises indefinitely until the particle rate is stopped: the
current decreseas, but a large current persists and can only be interrupted by turning off
the wires powering. [40]
The described phenomenon is linked to metal oxides on the wires: i.e., aluminum oxide is
a very good electric insulator, so both dark currents and Malter effect can happen even
before the cathode coating by polymers.
4.4 Anode wire coatings
The increase of the anode diameter causes an electric field reduction, leading to lower
gains12. Moreover, if the layer is insulating, electrons are collected by the layer itself
and this may cause a reduction of the accelerating field around the anode ending in
12A 0.5 µm thickening over a wire with diameter 25 µm, can cause a gain reduction between 20% and
40%.
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an additional gain reduction. In this case, the gain depends on the balance between
the electrons on the insulating layer and the ones in the avalanche, that also implies a
dependance on the source rate.
4.5 Laboratory tests
Usually polymeric deposits are highly-branched and cross-linked, so they are mechanically
quite robust and very adhesive to the wire, that means repairing a coated wire is difficult
by using mechanical or chemical methods, even if there are successful attempts13. For
this reason, wire coatings are easier to prevent than to cure, so the study of the ageing
processes on prototypes is very important before a wire chamber has been designed.
A laboratory test is usually performed by using a high rate radiation source, like a ra-
dioactive isotope or an X-ray generator, in order to shorten the time interval over which
the ageing process takes place.
These tests are performed over long periods, ranging from few days to several weeks: an
important assumption is that the ageing process depends only on the total amount of
radiation and not on the source rate, though the degree of this assumption is subject of
further tests.
The clean condition of a laboratory test are usually better than the ones in an experiment,
where contaminants may be present in the gas volume.
The measured quantity is the chamber resistance to gain loss R, defined as
R = − 1
g0
dg
dQ
(
%
C/cm
)
where g0 is the initial gas gain, g is the gain during the testing period and Q is the
corresponding charge collected per unit of length. One can assume that the number of
radicals produced is proportional to the number of electrons. The value of R has been
compared in various experiments ([39]): R < 10% indicates a negligible level of ageing,
R = 10− 100 is moderate, R = 100− 500% is large and R > 500% is extremely rapid.
Two procedures are commonly used for the ageing rate measurement: [43]
1. by assuming that a current decrease corresponds to a gain decrease, the anode
current is monitored over the whole time and R is given by
R = − 1
I0
dI
dQ
where I0 is the initial anode current and I indicates the same parameter at a sub-
sequent time. To speed up ageing tests, usually extremely high current densities
(0.1− 1 µA/cm) are employed.
2. an alternative method is monitoring the peak in a pulse-height spectrum, using a
radiation source (e.g. a α particles source or a β particles source), in this case the
13Despite this, in a drift chamber it is often technically challenging (if not impossible) to do any kind
of intervention on a wire, i.e. the MEG II drift chamber will be hermetically encapsulated: even the
choice on which technique to apply in the more impelling case of removing a broken wire is still a matter
of discussion.
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ageing rate is parametrized in the form
R = − 1
A0
dA
dQ
where A0 is the normalized inital pulse height and A indicates the same parameter
at a subsequent time. This procedure is independent of the anode wire current
density but it may be subject to gas gain saturation.
4.6 Ageing dependance on physical parameters
• Gain.
By keeping constant all external conditions including the HV values, a growth of
the gain factor corresponds to a R reduction. This behaviour is due to:
1. space charge can cause an electric field intensity decrease so that an avalanche
spreads over a larger region and the density of ions and radicals decreases, with
a reduction of the polymerization process;
2. higher gains lead to more energy dissipated and, consequently, to greater tem-
perature values, with a suppression of condensation on the wire of nonvolatile
polymers.
• Gas flow.
The gas flow acts on the ageing rate with two opposite mechanisms:
1. neutral radicals are swept away faster;
2. polymerization is fed by neutral radicals brought by the gas itself.
Figure 35 (a) shows these two behaviours, each dominating at different pressure
ranges: wire chambers are usually operative in the right side of the curve, where
the polymerization rate decreases by raising the gas flow.
• Density.
Chambers are usually operated at atmospheric pressure, which means normal den-
sities. Chamber operation at lower pressure would result in reducing ageing effect
because high gas pressure implies:
1. the drifting electrons have a shorter mean free path;
2. there is an elevated concentration of gas molecules from which radicals are
produced.
• Temperature.
Consistently with the previously stated relation between gain raising temperature,
figure 35 (b) put in evidence the dependance of the polymerization rate on the gas
temperature.
• Radiation rate.
There is some evidence that R depends on the radiation rate and not only on the
accumulated charge: this is a difficult hypothesis to test with low-intensity radiation
51
(a) Relation between gas pressure and polymerization
rate. [41]
(b) Relation between gas temperature and poly-
merization rate. [42]
Figure 35: Polymerization rate in relation with some gas parameters.
sources, because of the very long times required to accumulate a sufficient amount
of charge; at the same time, ageing test are planned with two different fluxes of
ionizing radiations.
4.7 Charge accumulation on the MEG II drift cham-
ber
An ageing test usually takes a lot of time: because it is needed to collect in a few weeks
the same charge density deposited on the wires in the 3 years of operation of the MEG II
experiment.
Figure 36 is a plot of the positron flux assuming a muon rate of 108 µ+/s on a radial
plane containing the simmetry axis of the chamber, the z axis. The yellow lines represent
the hyperboloids followed by the anode wires, which are suspended at different radius on
two end plates placed at 195 cm along z. The expected muon rate is 7 · 107 µ+/s, so
the maximum positrons flux expected on the innermost layer of anode wires amounts to
32.5 kHz/cm2. An ionizing positron crossing an 85 : 15 gas mixture creates 46 pairs/cm
(see calculation in chapter 3), but the drift chamber cell is 0.7 cm long, so ' 32 pairs are
created. If the drift cell gain is 105, the current density on an anode wire is
I = 32.5 kHz/cm2 · 0.7 cm · 32 e− · 105 ' 10 nA/cm
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Figure 36: Positron flux on the MEG II drift chamber at 108 µ+/s.
where the electron charge is 1.6 · 10−19 C. During 3 years of DAQ14, approximately cor-
respondent to 5 · 107 s, ' 500 mC/cm are collected, so an ageing test needs a current 20
times higher in order to collect the same amount of charge in one month.
4.8 Gain evaluation
Calculating a drift chamber gain is not a simple procedure, in fact many effects must
be taken into account. Charged particles traverse different path lengths, so they create
a variable number of primary electrons; space-charge effects can temporarily ‘blind’ an
anode wire resulting in a gain reduction; variations in parameters such as temperature
and pressure etc.
As usual the collected charge on an anode wire is evaluated by integrating the current
over the time interval sufficient to accomodate the expected maximum drift times of the
primary electrons, so
Q (pc) =
∫
I (mA) · dt (ns) =
∫ V (t)dt
R
For example, suppose that a β signal (see figure 45 (a)) has a peak amplitude of 25 mV,
is 60 ns wide and is read through a 50 Ω resistor, its charge is
Q = 25mV · 60 ns2 · 50 Ω = 15 pC
where the factor 2 at denominator is due to the signal shape, approximately triangular.
This charge is given by a certain number of primary electrons, 32 primary electrons in a
0.7 cm long path in the 85 : 15 helium-isobutane gas mixture, so each avalanche has a
charge
q = Q
n◦ primaries
= 15 pC32 ' 5 · 10
−1 pC
14The data acquisition duration at the PSI is 8 months per year, with additional mantainance breaks.
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The gain can be estimated as
g = q1.6 · 10−19 C ∼ 10
6
This number of primary electrons created is slightly different for a X-ray with peak am-
plitude 6 mV and 50 ns wide 45 (b): it can be estimated as ' 150 for a ' 5 keV photon,
so the gain is ∼ 105.
One expects gain values in the range 104 − 105, with amplitudes O(mV ): this value is
too close to the noise level, that means the signal to noise ratio does not allow an easy
identification of a cluster, unless an amplifier is introduced.15
4.9 Signal shape
If an ionizing particle crosses the detector volume with an impact parameter b, which is
the minimum distance between the particle line of flight and the anode wire (black dot)
of figure 37, it creates a series of ionizing clusters (small orange dots), as can be seen in
figure 37. This distribution is uniform for an α particle, that means P (x) = λ = cost.
For an α particle
λ ' 0.7mm2000 e− primaries ' 0.4 µm
An avalanche is collected by the anode wire in a time interval ∆t, so
Figure 37: A particle track crossing with impact parameter b a square cell of size 2D.
r = v∆t =
√
x2 + b2
where the drift velocity v is constant in the space and x is the length measured along the
particle track separating the avalanche creation point and the point of minimum distance
track-anode. One can write
x2 = r2 − b2 ⇒ dx
dr
= r
x
15This is true for X-rays and β particles (in fact the two waveforms 45 are amplified), α particles can
be directly observed.
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so that the distribution of the drift times of ionisation clusters is
dN
dt
= 2dN
dx
dx
dr
dr
dt
= 2 1
λ
r
x
v
= 2v
λ
vt√
v2t2 − b2
= 2v
λ
t√
t2 − (b/v)2
with
b
v
< t ≤
√√√√(D
v
)2
+
(
b
v
)2
and D is the half cell size. Figure 45 (c) shows the shape of an α signal.
4.10 The ageing prototypes
The assembly procedures of a prototype require:
• a pair of PCBs, like the ones in figure 38, customly made for the ageing prototypes
construction. With these PCBs it is possible to realize a single-cell arrangement,
with a series of holes 300 µm in diameter, wide enough to let a wire to pass through.
Each hole is covered inside with copper, ensuring a proper electrical connection of
a soldered wire.
• Four 19.5 cm aluminum rods, whose function is to keep the two PCBs in a structure
like the one in figure 39 and, in practice, they fix the prototype length. It is fun-
damental that the structure is solidly blocked, otherwise the stretched wires may
loosen. All the four rods are connected to a common ground.
• Two different sets of wires are used for the protoypes constructions, as shown in
table 7: one is called the preliminary set of wires because it is used to study a drift
chamber behaviour with large sized cathode and anode wires (relatively resistant
both during the mounting process and when the prototype is operative), but with
the same anode foreseen for the MEG II final chamber. The other is the MEG II
final set of wires, used only for the last prototypes because of their fragility and
difficulty to be soldered.
Wire Preliminary set Final set
Anode 20 µm W (Au) 20 µm W (Au)
Cathode 80 µm Al(Ag) 40 µm Al(Ag)
Guard 80 µm Al(Ag) 50 µm Al(Ag)
Table 7: Characteristics of the two different sets of wires used in the ageing procedures.
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(a) Single-cell schematics, both top and bottom sides. (b) Single-cell picture.
Figure 38: The single-cell configuration.
For each prototype a total of one anode wire, 8 cathode wires and 8 guard wires
are soldered on the two PCBs. A single cell consists in the anode and the cathode
wires, while the 8 guard wires simulate the presence of 8 surrounding cells.
4.10.1 Prototype realization
The prototype construction procedure here described is the standard adopted for the
production of all prototypes described in this thesis work: possible variations due to the
different configurations will be illustrated when required. Working in a contaminant-free
environment is mandatory, so the whole procedure has been executed in the clean room
at the INFN Pisa.
1. The four rods are fixed to the PCBs with two set of four screws, one for each PCB.
2. A common ground is obtained through a metallic sock connected to the four rods.
3. The whole structure is hanged up as can be seen in figure 40: a spool with the proper
wire type is kept above the prototype. The wire can be unrolled when needed and
passes through a double layer of a special synthetic wipe, soaked in isopropyl alcohol,
so that its surface is cleaned by the rubbing action.
4. A wire is inserted with special tweezers into one of the top PCB holes (depending on
the chosen wire) carefully pulled down and inserted into the correspondent bottom
PCB hole. Considering the wire fragility, it can be easily damaged by an excessive
force, so it is important to carefully pull it down and to grab it only at the ends,
not in the central zone (in this case, the pinched part has to be removed).
5. The top wire end is soldered in the hole: this procedure is done acting on the PCB
side facing outside to prevent damages to the wires in the active region.
6. Each wire needs to be stretched with a proper weight: 24.8 g for the anodes, 20.8 g
for the final set of cathodes, 29.4 g for the final set of guards and the preliminary
set of cathodes and guards. The weight is simply attached to the wire with a piece
of Kapton tape.
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Figure 39: An example of prototype used for the ageing measurements.
7. With the help of a tool, the wire is oriented toward a chosen fixed direction (the
same for all wires).
8. The remaining extremity is soldered to the bottom PCB.
9. The residual pieces of wire are cut-off.
10. An α source (241Am), useful to verify the signal quality, is oriented toward the center
of the cell and attached to one of the rods through a teflon cable tie.
Steps from 4. to 9. are repeated for each new wire.
4.11 The ageing experimental setup
The guidelines followed to perform ageing tests in a laboratory are thoroughly explained
at the beginning of chapter 4: an appropriate experimental setup has been prepared at
the INFN laboratories in Pisa.
This thesis chapter is a prosecution of a previous work, the whole laboratory was found
already set up, so the main characteristics of the apparatus are only briefly presented.
Reference [44] explains in the deepest details every single aspect concerning preparations,
characterizations, calibrations, etc. also mentioning name and models of all the devices
used.
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Figure 40: A picture of the spool used for the wire placement procedures.
A panoramic of the ageing setup can be seen in figure 41: each part will be described in
the following sections.
Figure 41: A picture of the ageing setup.
4.11.1 Cross-shaped steel container
An ageing test needs the cleanest possible environment, contaminant free and with a pure
gas mixture: each prototype is enclosed inside a cross-shaped stainless steel container for
ultra high vacuum applications. This is an optimal material to contain the gas volume of
an ageing chamber, in fact it does not release pollutant material and it is also very solid,
making it suitable for vacuum applications.
The four flanges of the stainless steel cross are designed accordingly to CF100 standard
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(a) Detail of the cross-shaped steel container. (b) A scheme representing how a prototype is irradi-
ated by the X-ray source. [44]
Figure 42: The steel cross container.
and two of them contain the gas inlet and outlet and the coaxial feedthrough for HV and
signals.
Before the start of any chamber ageing, the cross was evacuated at the level of < 10−4
mbar, so that gas pollution was well below the ppb level.
Such a metallic container also acts as an effective Faraday cage, screening the inside
volume from the environmental noise.
Two 150 µm Mylar windows let X-rays or β particles to pass through the whole gas
volume, reaching an organic scintillator acting as a radiation flux monitor.
The prototype is fixed on one of the steel container flanges with a screw (see the lower
part in figure 39). Kapton tape can be used to insulate the bottom PCB tracks from the
steel support over which the prototype is mounted. After inserting the copper O-ring,
the electrical connection between anode, cathodes and guard wires to the front flange
feedthrough are established.
When everything has been carefully cleaned with isopropyl alchool, included the inner
steel container space, the flange is sealed. Figure 42 (a) shows a detail of the steel
container with one of the flanges removed: a drift-chamber prototype is arranged inside
with all the wires clearly exposed, such that their central region can be irradiated by a
radiation source. The four rods do not block the radiation flux, so that the other Mylar
window is not covered and can be seen in the background.
The container itself and the whole ageing setup are enclosed inside a 1×1×1 m3 aluminum
safety box, with walls reinforced with two lead foils, necessary to operate in safe conditions,
due to the use of an X-rays source.
4.11.2 Gas flow line
All the ageing prototypes are based on the same MEG II gas mixture, 85% helium and
15% isobutane: the already prepared gas mixture is supplied by four 50 l gas-bottles at
10.7 bar each, connected to the steel container through a system of steel pipes, with flow
meters, manometers and absolute pressure regulators.
Part of this gas line will be also adapted to provide gas on other prototypes built to study
different aspects besides wire ageing (gain variations along the z coordinate and impact
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parameter resolution).
An air conditioner keeps the room temperature around 22 ◦C: this is very important
because temperature variations induce a density variation and, consequently, current vari-
ations.
4.11.3 X-ray source
An X-ray tube can produce a radiation with a very high rate: it is comparable to a com-
mon X-ray source with an activity of the order of 1 Curie, moreover it is tunable and can
be switched-off when not used.
After a series of tests, the choice went on the Oxford Apogee XTF5011 (for its character-
ization see [44]), which is able to produce photons with energy 5.4 KeV: as can be seen in
figure 41, on the left and in figure 42 (b), the tube is placed outside the steel container,
so that X-rays enter into the gas volume by passing through one of the Mylar windows of
the container. A small steel collimator, placed right in front of the tube limits the cone
illuminated by the X-rays to a half aperture of ' 3◦. A small fan, positioned in contact
with the X-ray tube surface through a thermo-conductive paste, helps in preventing the
X-ray tube over-heating.
The two main parameters that can be set on the X-ray tube are high voltage (HVXrt)
and current (IXrt).
4.11.4 Trigger system
The trigger system consists of a 3× 3 cm2 BC404 plastic scintillator coupled to a Hama-
matsu H10580 fast photomultiplier.
A lead shield is placed between the scintillator and the steel container: a small hole 0.8
mm in diameter in the center delimits the solid angle of the photons impinging on the
scintillator.
Two kind of measurement involve the trigger system.
• It can be used as monitoring device of the stability and reproducibility of the X-rays
flux: in fact variations could be due to internal changes in the X-ray tube (although
they never occured) or caused by misalignments along the X-ray path when the
system is dismounted for ageing prototype change.
• The X-ray tube can be substituted with a collimated 106Ru source, so the β particles
can reach the scintillator after having crossed the chamber. In this case the trigger
system starts the acquisition of events on the digitizer.
4.11.5 Temperature and current acquisitions
A multi-channel digital recorder acquires both the room16 and the cross container tem-
perature by means of two pt-100 thermo-resistors.
A picoamperometer acquires the anode current (IDC): for this reason, in the ageing setup
the anode wire is at ground potential while the cathodes and the guard wires are at neg-
ative HV, this is the so called shifted potential configuration. With this configuration the
electrical noise on the anode signal is very much reduced (σnoise = 0.4 mV).
16More precisely: the temperature inside the safety box.
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4.12 Preliminary operations
The ageing setup is arranged as shown in figure 41: before the ageing test is started, it is
necessary to make some preliminary operations.
4.12.1 System alignment
The alignment of the X-ray tube, the two steel container windows and the scintillator
are obtained with mechanical stops and reference marks: a confirm can be obtained by
checking that the X-rays rate is stable and comparable to the one obtained in the previous
prototypes tests.
4.12.2 Selection of the working point
The set of working points for the drift chamber, is based on the Monte Carlo simulations
that can be found in [44]: the results are slightly different for each new prototype because
of the different wire diameters, but those are the same when using the same set of wires.
Some minor modifications affect only the X-ray tube working points.
Basically three sets of measurements have been acquired:
• At fixed values of Vguard and Vfield, by changing IXrt the values of R (X-rays rate)
and IDC (anode current) are recorded.
• At fixed values of HVXrt and IXrt, by changing Vguard and Vfield (the two voltages
have a costant ratio) the values of IDC are recorded.
• At fixed values of Vguard, Vfield, HVXrt and IXrt, by changing the gas pressure P the
values of IDC are recorded.
The right wires voltages were decided based both on a previous studied prototype (see
[44]), using the same set of wires and gas mixture and on electric field intensities simula-
tion, shown in figures 43.
The X-ray tube working point is a parameter that slightly changes on the single prototype
considered, so its choice has been decided with the analysis of the IDC − IXrt plot, that
helps to find the linearity zone: only one example will be reported (see figure 50 (a)).
An important information can be deduced from the IDC−P plot, more precisely ln(IDC/IDC,0)
vs ln(P/P0): the line slope (p1) indicates the γ factor of equation (15), in fact it gives
the temperature correction on the anode current IDC : with the introduction of the cool-
ing system and, as a consequence, the temperature stabilization, only small temperature
fluctuations occur, so this information is no more fundamental and it will be shown only
one example of this plot (see figure 50 (b)).
Simulations of the electric field intensities for the four prototypes, performed with Garfield++,
have been reported in figure 43: detailed comments on each simulation are inserted into
each prototype section. Figure 44 shows the gain mean value is ' 3 · 104.
61
(a) Electric field intensities in prototypes III and
IV.
(b) Electric field intensities in prototype V.
(c) Electric field intensities in prototype VI.
Figure 43: Electric field intensities.
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Figure 44: Gain distribution in prototype II.
4.12.3 A check of the α source signals
The α source signals give approximate indications on the signal quality when compared
to the ones on previous prototypes: usually one checks, on the oscilloscope display, if
the α peaks can be observed, an indication that the chamber amplification mechanism
is working; another control can be made on the regularity of waveform shape and pulse
height.
4.12.4 Typical signals
The ageing prototypes signals from X-ray source and 106Ru source have the typical shapes
in figure 45. X-rays with energies less that 10 keV, crossing helium gas, are subject to
two main processes: the photoelectric effect and the Compton effect, as shown in figure
46. An electron with an energy ∼ keV is respectively extracted or accelerated (in the last
case, the scattered photon losts a part of its energy). The electrons binding energies in
both helium and isobutane are much lower than the keV threshold that means, in the
photoelectric effect, the extracted electron has an energy very close to that of the incident
X-ray.
4.13 The ageing measurements
Once the working points are properly set, both the X-ray tube and the drift chamber
power are turned on: the data acquisition starts, the anode current and the steel con-
tainer temperatature are periodically stored.
A photon is generated approximately at the center of the X-ray tube and traverses 46
mm before it comes out from the X-ray tube collimator, whose radius is 2.75 mm; the
distance between the photon generation point and the prototype anode is 244.5 mm, so
the wire irradiated area is ' 2 · 14.6 mm wide.
As already explained in chapter 4, ageing measurements usually take place over relatively
long periods of times: in this thesis work, the prototypes test period ranges between 2
weeks for a mulfunctioning prototype and 6 weeks for a successful test: in the last case,
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(a) β signal from the 106Ru source. (b) X-ray signal from the X-ray source.
(c) α signal from the 241Am.
Figure 45: Typical signals from the ageing prototypes.
the anode wire collected a charge of ' 0.5 C/cm, approximately correspondent to 3 years
of DAQ for the MEG II final drift chamber.
The whole apparatus functionality has to be continuosly monitored, because of unexpected
variations of the physics parameters, such as the temperature and the gas pressure, X-rays
rate changes, sudden drift chamber malfunctioning etc.
The tests on prototypes here reported follow two previous tests on prototypes I and II,
well documented in [44]: the main variations in the new series of prototypes are the ad-
dition of contaminant material and the use of the final set of wires. Table 8 recaps the
choice of all parameters in the new tests.
4.14 Ageing plots
For each prototype, the ageing measurements are organized in several different plots:
1. the anode current variation during the whole time acquisition period, useful to
directly monitor the drift chamber current decrease, the easiest way to control wires
ageing. The anode current is indicated as ‘absolute’ when coincides with the value
read on the picoamperometer, is called ‘scaled’ when there is a change of parameters
in the ageing test, such as the X-ray tube current or voltage and the gas flow: in
this case, the new graph branch is scaled in order to merge the preceeding branch.
2. The anode current and temperatature-corrected current, the steel container tem-
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Figure 46: Photabsorption (σ+ph) and Compton scattering (σ+C ) cross sections for X-rays
in helium. [45]
Prototype III Prototype IV Prototype V Prototype VI
Anode 20 µm W(Au) 20 µm W(Au) 20 µm W(Au) 20 µm W(Au)
Cathode 80 µm Al(Ag) 80 µm Al(Ag) 80 µm Al(Ag) 40 µm Al(Ag)
Guard 80 µm Al(Ag) 80 µm Al(Ag) 80 µm Al(Ag) 50 µm Al(Ag)
Gas mixture 85 : 15 85 : 15 85 : 15 85 : 15
Gas flow rate 14.5 sccm 14.5 sccm 10 sccm 10 sccm
HV anode 0 V 0 V 0 V 0 V
HV cathode 1425 V 1425 V 1600 V 1600 V
HV guard 1220 V 1220 V 1412 V 1400 V
Tape Yes Yes No No
Rutenium Yes Yes No No
Table 8: Recap of the parameters in the new series of prototypes.
perature and the collected charge, all normalized to their initial values, as functions
of the time acquisition. The collected charge can be obtained by integrating the
non-corrected current over the desired time interval.
3. The anode current and temperatature-corrected current as functions of the collected
charge.
4.14.1 Prototype III
Prototype III has been built with the preliminary set of wires to study the behaviour
of a special bi-adhesive tape from 3M initially thought for pasting internal parts in the
MEG II drift chamber. The tape is double-sided and is attached on two of the four rods,
avoiding the obstruction of the X-rays path.
The wires potentials are the same used in prototype II, 1425 V on the cathode wires and
1220 on the guard wires, the electric field map can be seen in figure 43 (a).
Periodical acquisition of 106Ru peak have been made: the cathode and guard wires voltages
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are raised to 1700 V and 1300 V.
The results of this ageing tests can be seen in figures 47. The ageing measurements with
prototype III were very troublesome due to three different reasons:
• a blackout has occured and the whole laboratory equipment has been turned off,
including the gas flux. The current dramatically changed when the data acquisition
started again, this point is trivial.
• A temporary stop of the air conditioner results in an exponential rise, a plateu and
exponential decrease of the anode current.
• The X-ray tube working point has been modified to accelerate the ageing process.
A total charge of 0.17 C/cm was collected: this test gives precious informations on how
a drift chamber behaves when contaminant material, subject to continous outgassing, is
inserted into the gas volume. Anyway, results are difficult to comment and a new identical
test has been prepared.
4.14.2 Prototype IV
Prototype IV is identical to prototype III, same wires set and parameters, including the
insertion of another piece of tape in the steel container. It was performed to better
understand the results obtained in prototype III, so no change of the working parameters
was planned, but other issues severely influenced the data acquisition:
1. the anode currents oscillates with a certain phase, but no correlation has been found
with both the steel container temperature and the gas tanks temperature.
2. A break during the Christmas festivity forced all the laboratory devices to be turned
off, including the gas line.
3. A minor problem was an acquisition issue of the picoamperometer: current data
were restored thanks to the log-book measurements and a custom fit.
New rutenium peak acquisitions have been made at 1700 V and 1300 V.
Approximately 0.28 C/cm have been collected, more than the previous prototype, but
there is no convincing explanation to the experimental results: the contaminant material
may have severe effects on the ageing tests, but it is not possible to exclude any damage on
devices, a gas leak, a charge accumulation in the steel container, etc. Another hypothesis
is that if the wires potentials are increased, the wires are cleaned by polymers deposits.
4.14.3 Prototype V
After the ageing of two prototypes with contaminant that provided unclear results, it was
decided to check the correct functioning of the ageing system. Prototype V was prepared
with exactly the same wires used in prototypes III and IV, but absolutely without con-
taminants. The gain was slightly increased, from 3·104 to 6·104 (refer to figure 43 (b)) and
the gas flow was reduced in order to complete the ageing using exactly the same batch of
premixed gas used with prototypes III and IV. Despite the multiple changes in the X-ray
tube working points (to fasten wires ageing) and the final gas flow interruption (a change
of the slope can be observed), the ageing results are very similar to those obtained in
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(a) Current decrease.
(b) Normalized current decrease vs time.
(c) Normalized current decrease vs collected charge.
Figure 47: Ageing test on prototype III.
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(a) Current decrease.
(b) Normalized current decrease vs time.
(c) Normalized current decrease vs collected charge.
Figure 48: Ageing test on prototype IV.
68
(a) Current decrease.
(b) Normalized current decrease vs time.
(c) Normalized current decrease vs collected charge.
Figure 49: Ageing test on prototype V.
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(a) ln(IDC/IDC0) vs ln(P/P0). (b) IDC vs IXrt.
Figure 50: Prototype V: current and pressure curves.
prototypes I and II: the anode current exponentially decreases because the deposits on
the anode wire reduce its electric field. The anode wire collected a total of 0.53 C/cm,
corresponding to 3 years of DAQ at the MEG II experiment.
The X-rays flux has been proved to be proportional to the tube current IXrt and quadrat-
ically proportional to HVXrt. These data were acquired with fixed HVXrt and varying
IXrt, so the horizontal axis of figure 50 (b) is proportional to the primary ionization rate
in the prototype. The plot of figure 50 (b) shows a clear non linearity due to space-charge
effects around the anode.
A gain evaluation must take into account the space-charge effects, which is given by
g′ = ge−KgR
where g′ is the measured gain, g is the nominal gain without space-charge effects, R is
the rate of primary ionization, from which follows
IDC = Rge−KgR (16)
R is not known, but IXrt = R, where  is the X-ray conversion efficiency in the cell, an
unknown constant.
The experimental points in figure 50 (b) can be fitted with a function
IDC = p0IXrte−p1IXrt (17)
and the dashed line, indicating the anode current in absence of space-charge effects, is
obtained by setting p1 = 0. If (16) and (17) are compared, the following relations hold:g = p0Kg = p1 ⇒ K =
p1
p0
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It is possible to introduce the gain loss factor and write it as a function of the anode
current
R = − 1
g0
dg
dQ
= − 1
IDC0
dIDC
dQ
(18)
If the deviation from linearity is small (KIDC  1), the anode current can be approxi-
mated as
I ′DC = IDCe−KIDC ' IDCe−KI
′
DC ⇒ IDC = I ′DCeKI
′
DC (19)
that is practical because it let to write the unknown non-saturated anode current IDC as
a function of the measured current I ′DC .
By substituting (19) into (18), one can obtain
R = − 1
I ′DC0e
KI′DC0
d
dQ
(
I ′DCe
KI′DC
)
This quantity can be used to plot the normalized gain as a function of the collected charge,
as figure 51 shows: the value of K is given by p1/p0 = 4.68 · 10−1 from figure 50 (b).
Considering that two main zones can be identified in figure 51, two gain loss factors can
be obtained from the two line slopes p1 and p3
R =
(632.1± 8.0)
%
C/cm
0.012 C/cm < Q < 0.118 C/cm
(40.58± 0.47) %
C/cm
0.118 C/cm < Q < 0.417 C/cm
To explain the sudden variation of the gain loss factor, with a very fast ageing zone
Figure 51: Normalized gain vs collected charge.
followed by a slower ageing region, polymeric deposits are gradually forming around the
anode, until it is uniformely covered: after that, deposition of additional layers produces
a lower variation of the anode electric field.
All these results are really interesting and the wires have been observed at the Electronic
Scanning Microscope (SEM) in order to get also a qualitative response of the ageing
effects.
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The ageing results from prototype V show the same features of the results of prototypes
I and II. It can be concluded that the ageing facility is working properly and that the 3M
tape was heavily interfering with the operation of prototypes III and IV. Two different
gluing materials, both qualified by NASA as low-outgassing space-grade, were found on
the market. After reception they will be checked in the ageing facility.
4.14.4 Prototype VI
The pre-production lots of the final wires have been delivered, 20 µm W (Au) for the
anodes, 40 µm Al(Ag) for the cathodes and 50 µm Al(Ag) for the guards. The prototype
VI was then assembled with the twofold purpose of using the final wires and exploring
the limit of functionality of a chamber with reduced cathode over anode surface ratio.
The MEG II chamber is planned to work at a ratio cathode surface on anode surface
> 10, so the electric field on the cathodes is roughly 10 times lower than the field on the
anode. In this configuration no electron extraction is expected by the ions hitting the
cathode wires.
The initial idea was to introduce very small modifications to the ageing parameters, so the
gas flow and the working points are the same as the ones in prototype V: as can be seen in
figure 43 (c), the choice of wires potential is such to obtain the same maximum electric field
on the anode, that means the same gain is expected. As can be deduced by figure 52, data
Figure 52: Ageing test on prototype VI.
acquisitions on this prototype suffered of several interruptions: after the drift chamber
has been worked regularly for a certain period, the anode current suddenly started to
rise. Each time this phenomenon occured, the X-ray tube and the wires potentials were
promptly turned-off in order to avoid damages on the drift chamber itself.
When the wires voltages are turned on, the problem disappears, but this behaviour has
an X-rays rate threshold, when the X-ray tube current passes a value which changes with
the accumulated charge, the discharge set in again. Regular α signals can be observed on
the oscilloscope before the start of the discharge regime.
Before dismissing the prototype, an acquisition of the current rise has been stored: after
this, discharges like the one in figure53 can be observed, even without X-rays. Three
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lightning discharges can be viewed through the Mylar windows connecting the cathode
wires to the anode wire, like if extendend avalanches are taking place into the gas volume.
Two possible mechanisms may cause this current rise:
Figure 53: Prototype VI: discharges.
• The electric field on the cathode wires is so strong that ions are able to extract
electrons from the cathode wire surface: these electrons drift back to the anode,
where new avalanches take place in a self sustained phenomenon.
• The Malter effect, described in chapter 4.3.2, can occur after the coating of the
anode and the cathode by polymers.
Tests on this prototype warned about the use of high electric field intensities on cathode
wires. A cathode over anode surface ratio is a critical parameter but the factor 10 foreseen
for MEG II does not bring the chamber in a not functioning mode. This prototype has
been also analyzed by using the SEM.
4.15 Wires microscopic observations at SEM
Once the ageing tests are finished, two prototypes were selected to be analyzed at the
SEM facility, prototypes V and VI: those wires showing dark or white surfaces or other
peculiarities were selected, properly cut and pasted on aluminum disks with carbon tape
on it. One expects to find polymeric deposits on the irradiated zones, approximately at
the wire center.
All the images are taken by using a 12 kV electron bunch.
4.15.1 Prototype V: anode wire
After a careful analysis at SEM, the interesting zone are located approximately around
10 cm along the wire length, exactly at the anode center.
In figure 54 (a) a continous polymeric layer with sphere-like deposits can be observed on
the anode wire: the wire diameter is increased to 21.3 µm. An interesting picture can be
seen in figure 54 (b): the wire size is only slightly larger and a cracked zone shows the
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original anode wire surface. The final picture in figure 54 (c) shows a very aged area: the
anode diameter grown up to 23.4 µm and a few long whiskers can be also observed.
4.15.2 Prototype V: cathode wire
Differently from the anode wire, the chosen cathode wire does not show as much aged
surfaces. All the interesting zone can be found not near the wire center but on a 3 cm
distant region.
Picture in figure 55 (a) is taken near a cut zone and shows sphere-like deposits on a narrow
band: the wire size increased up to 82.5 µm. If compared with figure 55 (c), which is a
picture of a non-aged wire, it is difficult to tell if a continuous polymeric layer formed on
the surface. In figure 55 (b) no spheres can be observes, but the diameter is increased.
Notice the marks left by the tweezers.
4.15.3 Prototype VI: cathode wire
The high anode currents measured during the prototype VI ageing test are caused by the
high electric field on cathode wires, so the SEM analysis is concentrated on the cathode
wires. Observations focus on a zone 1 cm far from the wire center.
In figure 56 (a) can be seen with good detail a foam all-around polymeric surface on the
40 µm cathode wire, which now is 49.5 µm wide, a clear signal that a very large number
of avalanches occured in prototype VI and, in particular, on a cathode wire. Cathode
wire ageing was never observed in all previous prototypes. Figure 56 (b) shows an even
more damaged area, where the diameter is 54.3 µm. For comparison, a non-covered or
very little covered cathode wire surface is reported in figure 56 (c).
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(a) Continuous polymeric layer with spheres.
(b) A crack on the polymeric covering.
(c) Very aged area with whiskers.
Figure 54: Prototype V: anode wire.
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(a) Cut area with sphere-like deposits.
(b) Wire size is increased.
(c) A non-aged wire.
Figure 55: Prototype V: cathode wire.
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(a) Foam-like deposits.
(b) Very thick foam-like deposits.
(c) Slightly aged area.
Figure 56: Prototype VI: cathode wire.
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5 A simple prototype of particle tracker:
the three-cell configuration
Drift cells, arranged in various geometrical configurations, are frequently used for measur-
ing the spatial coordinates of points along the charged particle trajectory. This operation
is called tracking.
Starting from collected simulations, design and realization of a fully working prototype
has been made: data can be used for tracking only after eliminating the time offsets and
determining the relation between drift times and impact parameters; once signals are op-
timized, the test of a single track reconstruction algorithm is presented with an estimation
of the tracker spatial resolution, obtained on a sample of β from a Ru source.
5.1 How the drift time information can be used
The information that can be gathered in the simplest drift chamber setup is the drift time:
when an ionizing particle enters inside the sensitive volume, it creates primary electrons
after colliding with a gas molecule; if the electric field intensity is strong enough, a primary
electron generates an avalanche, whose electrons are collected by the anode wire after a
certain drift time.
By applying (11), it is possible to obtain the position where the avalanche started, which
also corresponds to the point where the primary electron was created: in other words, this
point is part of the ionizing particle path. The precision of this measurement depends on
the type of gas mixture, which influences the drift velocity and the electron diffusion, on
the geometrical configuration, which determines the electric field, on the electronics used
to amplify the signal and on the accuracy of data analysis algorithms.
A drift cell can be defined as the volume of gas delimited by the cathode wires and
containing a single anode wire. The position of the wires determines the shape of the cell
as well as the electric field. Cell size and shape, electric field and gas mixture are the
parameters determining the cell response to a particle crossing.
The time interval from the pair ion-electron creation to the avalanche formation on the
anode wire is called the drift time. The drift time measures the distance from the primary
ionization point to the anode wire, called the drift length. If a charged particle crosses a
cell and produces a single primary ionization, from the drift time one can conclude that
the particle impact parameter is shorter than the drift length. Nothing can be deduced
for the particle flight direction.
If more than a primary ionization is produced, the estimator of the impact parameter
improves but, again, nothing can be inferred on the particle flight direction.
To constraint a straight particle trajectory on a plane perpendicular to the anodes, at
least two cells are needed, but if the particle is passed on the left or on the right of the
anodes, the so called left-right ambiguity cannot be solved. If the particle crosses three
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(a) Three-cell schematics. (b) Three-cell picture.
Figure 57: The three-cell configuration.
cells, the resolution on the determination of the impact parameter can be estimated.
5.2 Realization of the three-cell chamber
In the three-cell arrangement, visible in figure 57 (a) and (b), there are a top cell, a center
cell and a bottom cell: the PCB is visually more complex than the one-cell configuration
because it was initially conceived with the possibility to realize a crossed-wires setup;
however, the arrangement that has been studied in this thesis is the one with the straight
wires, so only the holes inside the red square in 57 (b) are actually used. The top and
bottom anodes lie exactly on the PCB central axis, while the center anode is staggered
by 500 µm towards left: this makes possible to get rid of the left-right ambiguity.
All the holes are 400 µm in diameter. Three W (Au) 20 µm thick anode wires have
been soldered inside the holes, along with many Al(Ag) 80 µm thick field and guard
wires, which are sometimes shared by two consecutive cells. The whole procedure for
wire soldering is the same explained for the ageing prototype, using the same mechanical
tensions and giving to all the wires the same orientation inside the PCB holes (so there
is an uncertainty of 200 µm on the stagger). The two identical PCBs are distanced by
using four stainless-steel 20 cm long rods, sharing the same ground connection. The final
result is shown in figure 58 (a).
5.2.1 Studies on the electric field configuration
In order to determine the electric field, a study of the three-cell configuration was per-
formed using Garfield++. Given the He− iC4H10 85 : 15 gas mixture, the geometry and
the wires diameters, wires voltages can be chosen such to obtain a multiplication factor
∼ 105. The electron drift lines, with the choice of 1500 V for the anode wires and 300
V for the guard wires, can be observed in figure 59; the global electric field intensity is
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(a) The three-cell prototype with the electronics.
(b) The three-cell prototype inside the plexiglas box.
Figure 58: Pictures of the three-cell prototype.
shown in figure 60 (a), with high values ' 20 kV/cm located only in the very proximity
of the three anodes, where avalanches are supposed to start. A more detailed view of the
electric field intensities around the center anode wire and a corner cathode wire is shown
in figures 60 (b) and (c). The electric field on cathode wires has to be < 20 kV/cm to
avoid multiplication around them.
Figure 61 contains the distribution of the simulated gains for the three anodes, starting
with one single electron with energy 5 eV and randomly oriented velocity: the mean value
is ' 105, which is a reasonable value for a proportional chamber.
5.2.2 Signal amplification and read-out
A preamplifier prototype for the final drift chamber has been designed by the INFN Lecce;
it will be used for the front end electronics: it has three channels, with the possibility to
amplify a signal up to a 7 factor, with a bandwidth of ' 700 MHz; it is powered through
a low voltage power supply (±3 V), which is filtered through a filter box like the one used
for the long cell prototype, described in chapter 6.2.1.
As can be seen in figure 62, each anode is connected to the HV power supply with a 1.8
MΩ resistor (RHV ) in series and it is in parallel with a high voltage 1 nF capacitor (CHV )
and a resistor towards ground. A single FE (front end) preamplifier is connected to one
side of the anode with a decoupling capacitor and a 330 Ω termination (RTER) towards
ground to guarantee the impedance matching between an anode and its own preamplifier
channel, in order to avoid signal reflections.
80
Figure 59: Electron drift lines in the three-cell configuration.
Guard wires are all connected in parallel and protected with a single 2 MΩ in series.
A capacitor (CFE) on the preamplifier line decouples the HV, preventing it to flow into
the preamplifier itself.
The whole circuit schematics for a single anode wire can be seen in figure 63. Figure 58
(a) is a picture of the described electronics: notice the preamplifier on the left and the
simple circuit described above on the right.
5.2.3 Plexiglas housing box
The three-cell prototype is inserted into a 100 × 100 × 500 mm3 plexiglas box, which
guarantees a good vacuum-tightness thanks to a plastic O-ring on the cover.
The plexiglas is 1 cm thick, but two 30 × 120 × 1 mm3 windows are milled on the top
and the bottom faces letting cosmic muons or β particles passing through the box with a
minimal energy loss. The whole internal surface, except for the two windows, is covered
with conductive aluminum tape, whose function is offering a common ground, also useful
as a screen for high frequencies noise.
On the two small lateral faces are located the gas inlet and outlet, along with the high
voltage and low voltage feedthroughs. A picture of the whole three-cell prototype con-
nected to the plexiglas housing box can be seen in figure 58 (b).
As last step, the box is filled with the He − iC4H10 85 : 15 gas mixture at atmospheric
pressure; the gas flow is kept at 5 cc/min for the whole data acquisition time.
5.2.4 Operation of the three-cell
One major problem encountered during the first signals visualizations on the oscilloscope
is the heavy influence of the entire laboratory noise on the three-cell: an accurate wrapping
of the plexiglas box with aluminum foils has deeply reduced the noise inside the three-cell
prototype. An even better result is also obtained with a more accurate common ground
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(a) Electric field contours.
(b) Electric field contours around the center anode wire.
(c) Electric field contours around a corner cathode wire.
Figure 60: Electric field contours in the three-cell arrangement.
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Figure 61: Gain distributions.
connection of all the feedthroughs by using metallic shield of coaxial cables and aluminum
tape.
The HV values set in Garfield++ to achieve a gain of 105 resulted in a poor signal/noise
ratio, so it was decided to increase the gain to ∼ 106 setting the anode to 1700 V and
scaling the guard voltage to 375 V.
The first events were collected with the previously introduced 106Ru β source. The source
is placed right above the plexiglas box and aligned with the three anodes. A plastic
scintillator generates the trigger: the scintillator is located under the plexiglas box. A
500 µm copper foil is placed on the scintillator to stop low energy electrons: this allows
to have a narrower signals energy band.
Typical signals for all the three-cell channels and the trigger one are shown in figure
64 (a): in this case all the signals are positive; a good ratio between signal and noise
is obtained. In this particular event, two or three clusters can be distinguished for each
channel but, in most cases, there is only one cluster for each channel: anyway, the data
analysis presented in section 5.4 takes into account always only the first cluster. The
cluster counting method, with a proper separation of two or more overlapping signals,
still needs a lot of work to be implemented inside the code.
A slightly different situation is shown in figure 64 (b), where the source are cosmic muons
and the trigger is made by two plastic scintillators, respectively placed above and under
the plexiglas box: the signal to noise ratio is worse than in the previous case. The
periodic ambient noise makes more difficult to determine the definition of the signal
leading edge and each signal has an irregular shape: this also affects the possibility to
separate unambiguously two consecutive clusters so, at this early stage, it was not possible
to try any cluster counting.
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Figure 62: Detail of the HV circuit.
Figure 63: Circuit schematics for a single anode wire in the three-cell configuration.
5.3 Solving the left-right ambiguity
The left-right ambiguity of a particle track can be solved with geometry considerations. If
an ionizing particle passes through the three-cell, by calling di the three impact parameters
measured with the drift times tdrift,i, l the distance between the anodes, ∆ the stagger
of the central anode with respect the other two and A the track parameters in the plane
perpendicular to the anodes, as sketched in figure 65.
The three impact parameters di can be evaluated as
d1 = A sin θ
d2 = (A+ l) sin θ ±∆ cos θ
d3 = (A+ 2l) cos θ
where l = 7 mm and ∆ is the stagger, whose sign ± is due to the left-right ambiguity;
the following relation holds
d1 + d3
2 − d2 = ±∆ cos θ
θ'0' ±∆ (20)
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(a) Rutenium signals: the first three waveforms correspond to the three anodes, while the fourth one is
the discriminated signal of the external trigger counter.
(b) Cosmic muons signals: the first waveform is the signal of the external trigger counter, while the other
three correspond to the three anodes.
Figure 64: Typical signals in the three-cell setup.
85
Figure 65: A scheme explaining the left-right ambiguity. [44]
which is true for small angles, when the ionizing particle trajectory is almost vertical.
The condition ∆ l must be met, which means the stagger has to be much smaller than
the cell size because, if the ionizing particle passes between the three anodes, equation
(20) cannot be used.
5.3.1 Relation between drift times and impact parameters
As previously reported, the only information at disposal in a simple configuration like the
three-cell setup is the avalanche drift-time to each cell anode wire, with the addition of
the scintillator trigger time: in order to use the drift times in a data analysis, a relation
between these two quantities has to be found.
First, it is necessary to calibrate the initial time t0, which depends on both cables and
electronics delays. tch,i is one of the three measured signal times and tch,0 is the measured
trigger time, while the constant times T0 and Ti are given by the geometric conditions of
particles crossing the anode wires; they can be found from the minimum bin of the signals
time distributions and can be obtained by the fit with an error function. T0 and Ti must
be summed to the delays independent times ttrig and tsig,i :
tch,0 = T0 + ttrig
tch,i = Ti + tsig,i
The drift times can be evaluated using
tdrift,i = tsig,i − ttrig = tch,i − tch,0 − (Ti − T0) = tch,i − tch,0 − t0 (21)
These times can be used to find the distance to drift time relation and this can be done
through an iterative method; starting from a straight line, which can be obtained by
choosing a = 0 17 in
d(t) = a
√
t+ bt (22)
For each new event acquired, the following steps are done:
17The choice of different initial parameters does not affect the final result.
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1. top and bottom cells distances d1 and d3 are computed by inserting the drift times
tdrift,1 and tdrift,3 respectively, obtained through equation (21), into the initial func-
tion (22), so d1 = r(tdrift,1)d3 = r(tdrift,3)
2. the center cell distance d2 can be calculated through equation (20)
d2 =
(d1 + d3)/2 + ∆ , t2 > (t1 + t3)/2(d1 + d3)/2−∆ , t2 < (t1 + t3)/2
Each new value of d2 is then added to an r − t histogram.
When all the events have been considered, the histogram is fitted with a new function
(22): this function takes the place of the function used in step 1. The iteration stops at
the jth cycle if aj − aj−1 < 5 · 10−4 and bj − bj−1 < 5 · 10−4, in other words when the
parameters a and b change very little.
Figure 66 shows the last step of the previous described algorithm: green points refer to
the d2 obtained values, blue points have average and standard deviation evaluated on
different histogram slices and the orange line is a fit over the blue points and corresponds
to the final function (22).
Figure 66: r-t histogram.
5.4 The track reconstruction algorithm
An ionizing particle passing through the three-cell setup, like the β particle in this case,
is traceable with a pure geometry reasoning: in each figure 67, three main objects can be
distinguished:
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• three red circles, centered on each anode wire with radii d1,2,3, that will be called
the drift circles for simplicity;
• four dotted tangent lines to the top and bottom drift circles, but only one of them
represents the real particle track (the thick one), with an error given by the three-cell
spatial resolution;
• focusing on the center cell, there are four blue circumferences with radii ri: these
are traced by taking ri as the distance between each tangent and the central cell
anode.
Each line is traced over three points: one point lies on the top drift circumference, one
on the bottom one and the third belongs to one of the four central blue circumferences,
but three lines can be removed considering the difference
∆r = min (ri − d2)i=1,...,4 (23)
in fact, the blue circumference that overlaps most the central drift circle corresponds to
the track which is in agreement with data, whose radius ri is the closest to the drift circle
radius d2.
5.4.1 Some interesting events
A series of selected interesting events, generated with the algorithm described in section
5.4, are grouped in figure 67: (a) and (b) are two common events, where the ionizing
particle passes through the three cells approximately in the middle, going straight in (a)
and crossed in (b); (c) and (d) are two extreme cases where the particle trajectory is
respectively very close to the three anodes or only to the center one; on the opposite, (e)
is one case when the particle passes near the cells edges, in particular in (f) the top circle
is totally overlapped to the top right cell side.
Notice that in all the considered events, at least one of the blue circumferences is super-
imposed to the center red circle that means, at least qualitatively, the algorithm generally
works fine and the geometric estimation of ri is in a very good agreement with the mea-
sured drift time and, in particular, with the impact parameter d2.
5.4.2 Evaluating the spatial resolution
The series of histograms in figure 69 are the radii distributions for each cell: they are
distributed quite uniformely in the middle and fall on the edges, at values very close to 0
mm and 3.5 mm.
For simplicity, the tracks are named
• r1: straight track n◦ 1;
• r2: straight track n◦ 2;
• r3: crossed track n◦ 1;
• r4: crossed track n◦ 2.
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(a) Straight particle. (b) Crossing particle.
(c) Particle close to three anodes. (d) Particle very close to the center anode.
(e) Particle close to edges. (f) Particle very close to the top cell right
edge.
Figure 67: Some interesting events.
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Figure 68: Scheme of the track reconstruction.
and figure 68 shows the four tracks with only the top and bottom circles.
Straight tracks have bigger radii r1 or r2, because they can pass close to the center cells
edges, unlike crossed tracks, which usually have small radii r3 and r4; furthermore, straight
tracks are much more probable than crossed tracks which, instead, go through the small
region in between the three anodes.
Figure 70 (a) contains the differences ri−d2 evaluated for the four possible circumferences,
while figures 70 (c) and (e) show, respectively, the same thing for straight and crossed
tangent lines.
Consider the case where the real track is straight and its radius is r1 (the argument for
r2 is exactly the same), then:
• when r1 is considered, the value r1 − d2 around 0 is filled;
• when r2 is considered, its track passes on the opposite side of the central cell and
the presence of the 500 µm stagger is counted both in ri and in d2 in (23), for a
total of two times, that means the region r2 − d2 ' −1 is filled (r1 − d2 ' +1 in
case the true track is r2);
• in case r3,4 are considered, the difference between these small radii and d2 can range
only in [−3.5, 0] mm, causing a visible asymmetery.
In the other case, when a crossed line is selected, it always passes very close to the center
anode and, by geometric construction, all the four circumferences have small radii; figure
71 (a) are filled in this way:
• when r3,4 are taken into account, the area around 0 is filled;
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Figure 69: Top, center and bottom radii distributions.
• when the straight tracks with r1,2 are selected, the difference (23) ranges in x ∈
[−1,+1].
Three peaks can be identified approximately around ±1 mm and 0 mm.
The ∆r values obtained in equation (23) are plotted in figure 70 (b): values can be fit
with a Gaussian with standard deviation
σ∆r = (124.0± 8.0) µm (24)
Figures 70 (d) and (f) are limited only to straight and crossed tracks.
What really interests is the error over the central impact parameter d2: now that ∆r is
known, consider that radius ri corresponding to the track that is most in agreement with
drift data. The uncertainty over ∆r can be written using the error propagation:
σ2∆r =
∣∣∣∣∣∂∆r∂d1
∣∣∣∣∣
2
σ2d1 +
∣∣∣∣∣∂∆r∂d2
∣∣∣∣∣
2
σ2d2 +
∣∣∣∣∣∂∆r∂d3
∣∣∣∣∣
2
σ2d3 (25)
Because the impact parameters lie on the the same tangent line, one can assume σd1 =
σd2 = σd3 = σd. ∆r depends on the radii ri, whose expressions have been found through
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(a) Radii differences distribution. (b) ∆r distribution.
(c) Radii differences distribution (straight
line).
(d) ∆r distribution (straight line).
(e) Radii differences distribution (crossed
line).
(f) ∆r distribution (crossed line).
Figure 70: Radii differences and ∆r distributions.
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a geometric calculation:
r1 =
1√
M2 + 1
[−M ·∆− 2 · P · d1 + d3
d1 − d3 ]
r2 =
1√
M2 + 1
[M ·∆− 2 · P · d1 + d3
d1 − d3 ]
r3 =
1√
N2 + 1
[−N ·∆− 2 · P · d1 − d3
d1 + d3
]
r4 =
1√
N2 + 1
[N ·∆− 2 · P · d1 − d3
d1 + d3
]
where ∆ = 500 µm is the stagger, P = 3.5 mm is the cell step and
M =
√√√√ 16 · P 2
(d1 − d3)2 − 1 N =
√√√√ 16 · P 2
(d1 + d3)2
− 1
By deriving with respect d1 and d3, the following relations hold
∂r1
∂d1
= A− 12
∂r1
∂d3
= −A− 12
∂r2
∂d1
= −A− 12
∂r2
∂d3
= A− 12
∂r3
∂d1
= B − 12
∂r4
∂d3
= −B + 12
∂r4
∂d1
= −B − 12
∂r4
∂d3
= −B + 12
where
A = ∆(d1 − d3)
4 · P
√
16 · P 2 − (d1 − d3)2
B = ∆(d1 + d3)
4 · P
√
16 · P 2 − (d1 + d3)2
Both A and B still contain the variables d1 and d3, but the quantity d1 ± d3 ranges in
−P ≤ d1 − d3 ≤ +P 0 ≤ d1 + d3 ≤ +2P
so, their maximum value is ∼ O(∆/4P ) ' 3.6 ·10−2, a negligible contribution if compared
to the other derivative term ±1/2.
In conclusion, for all the four tangent lines, the error is given by
σ2∆r '
(1
4 + 1 +
1
4
)
σ2d =
3
2σ
2
d ⇒
σ∆r '
√
3
2σd
so, the single hit resolution is
σd =
√
2
3σ∆r = (101.2± 6.5) µm
A comparison with an other method can be done: in figure 71 (a), an histogram filled
with values from equation (20) is shown, where the two peaks correspond to the tracks
previously called r1 and r2. This method does not solve the left-right ambiguity, but the
two resolutions can be estimated for the two peaks around ±500 µm
σ∆− = (110.1± 4.9)µm σ∆+ = (130.0± 10.0)µm
both comparable with the resolution σ∆r of equarion 24.
It is also interesting the histogram of the ∆r as a function of the impact parameter d2,
as shown in figure 71 (b). The resolutions of data slices in intervals of 0.1 mm in impact
parameter are shown in figure 71 (c); note that the statistics is very poor at the cell edges.
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(a) ∆ distribution.
(b) ∆r vs impact parameter. (c) Resolution vs impact parameter.
Figure 71: Plots of the three-cell resolutions.
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Multiple scattering contribution The multiple scattering contribution over the sin-
gle hit resolution, due to the elastic scattering between a β particle and a gas nucleus,
can be estimated by using the standard relation [38]
θ0 =
13.6MeV
βcp
z
√
x
X0
[
1 + 0.038 ln
(
x
X0
)]
(26)
which expresses the mean angular deviation of a charged particle with momentum p,
velocity βc and charge number z along a path x through a medium whose radiation
length is X0.
Figure 72: Decay level scheme of 106Ru. [36]
As can be seen in figure 72, the 106Ru source decays in 106Rh and then in 106Pd, emitting
β particles with different Q−values.
By placing three 250 µm thick Cu foils between the chamber and the scintillator, nearly
all the β particles are blocked; instead, if only two foils of the same thickness are used, a
substantial fraction of them can be detected, corresponding to energies between 2.0 MeV
and 3.0 MeV: as a consequence, in equation (26), an average energy of 2.5 MeV for the β
particles will be considered.
In equation (26) one inserts the gas mixture X0, which can be calculated as
1
X0
= wHe
X0,He
+ wiC4H10
X0,iC4H10
= 0.8594.32 g · cm−2/0.166 g · l−1 +
0.15
45.23 g · cm−2/2.489 g · l−1
= 9.75 · 10−6 cm−1
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where the gas densities are considered at NTP [38].
A very raw estimation of the multiple scattering contribution in the 14 mm long path18,
which is filled by the helium-isobutane gas mixture, is
σMS =
1
4
√
3
xθ0 ' 23 µm
which results to be negligible in comparison with the resolution on the impact parameter
of σd = 101 µm.
18In a first approximation, the only contribution is due to those avalanches starting from the minimum
distance between the particle trajectory and an anode, in a region x whose length is four times the 3.5
mm cell step.
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6 Study of a single cell prototype with
the final length and twist angle
The final MEG II drift chamber length, as already reported in chapter 2, is ' 2 long.
That means the studies of the single and triple cell arrangements need to be supported
by further prototypes.
The stereo wires structure is one of the key aspect in the MEG II chamber, allowing the
reconstruction of a charged particle coordinate along the detector axis by combining the
informations of adjacent wires layers.
A deep analysis on a 1.795 m long single cell prototype has been compared to Monte
Carlo simulations, with the purpose of studying the gain variation as a function of the
longitudinal position of a particle crossing.
6.1 Hyperboloid geometry
Referring to figure 73, the black line represents a wire, fixed at the two planar end plates
at a distance R from the chamber axis. The two end plates are rotated by an angle 2α
one respect to the other. The wire reaches the minimum distance from the chamber axis,
Rm, at the chamber median plane.
Figure 73 is a scheme of the hyperboloid geometry: there is an angle 2α between the two
bases and the diagonal black line, representing a wire, is twisted by the same angle; if
z = 0 corresponds to the central position of the hyperboloid, there are three parameters
fixed by construction:
• the half-length l = 89.75 cm, measured starting from z = 0 in both directions
(indicated with the ± sign).
• The α = 30◦ angle.
• The radius R of wire fixing to the end plate. There the wire is soldered on a printed
circuit board holding wires for 16 adjacent cells.
These parameters are linked each other by the following relation:
R sinα = l tan θ (27)
θ is the angle between the wire and a line passing through the point of minimum and
parallel to the chamber axis. θ depends on parameters fixed by construction, so this
parameter is fixed too.
The other important relation is
R2(z)− z2 tan2 θ = R2m (28)
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Figure 73: Scheme of the hyperboloid geometry.
where Rm = R(z = 0) is the radius R minimum size, obtained at z = 0. This is also the
equation of the hyperbole described by the wires suspended at equal radius on the end
plate. It also exists a direct relation linking R to Rm:
Rm = R cosα (29)
By combining equations (27), (28) and (29), one can obtain the following relation that
allows to write R(z) as a function of the parameters α and l, without inserting the angle
θ:
R2(z) = R2 cos2 α
(
1 + z
2
l2
tan2 α
)
(30)
This last equation gives the expected cell size if applied on the two extreme cases
• z = 0
R2(z = 0) = R2 cos2 α
(
1 + 0
2
l2
tan2 α
)
= R2m
• z = ±l
R2(z = ±l) = R2 cos2 α
(
1 + l
2
l2
tan2 α
)
= R2
6.2 Assembly of the long prototype
A long drift cell prototype has been assembled: the two PCBs are the same used for all
the ageing prototypes.
Two half-moon shaped aluminum supports are fixed at both the ends of a ' 2 m long
Bosch aluminum extrusion: both the PCBs are fixed on them with a rotation angle
α = +30◦ and α = −30◦ respectively, using a total of six micrometric screws, precise
enough to avoid any relaxation of the structure, used to avoid losses on the wires design
mechanical tension.
The wire choice is the usual W (Au) 20 µm for the anode, 8 + 8 Al(Ag) 80 µm thick for
cathode and guard wires.
The wire soldering process is slightly different from the one adopted in short prototypes
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construction: again, all the wires have to be soldered in a vertical position, in order to
attach a proper weight and to give the right mechanical tension, but a long prototype,
like the one in this case, has to be mounted with the help of a ladder; the spool system is
slightly modified, in order to guarantee a smooth vertical flow of each wire through the
PCB holes. Aside from these details, the whole procedure is the same described in the
ageing chapter, but requires a little bit more attention in order to prevent wire curling
and crossing between two or more wires, more recurring when using long wires.
Figures 74 (a), (b), (c) and (d) are pictures of the long prototype.
6.2.1 Signal amplification and read-out
Two differential preamplifier prototypes, designed by the INFN of Lecce, are used for
the long prototype signal amplification: their features are the same as the three-cell
preamplifier, except they can amplify only one channel instead of three. Notice that the
schematics in figure 75 are similar to the already described circuit used for both power
supply filtering and read-out in the three-cell prototype, except for the double read-out
at the two ends of the anode wire.
The powering of the preamplifiers is made up by two low voltage modules in cascade
with a common ground, providing ±3 V. A single preamplifier receives the ±3 V power
through the filter box in figure 76, physically placed as close as possible to the electronics.
The pick-up of environmental noise in the frequency range 1 kHz to a few MHz is reduced
by a factor ' 5 in amplitude. The circuit is identical for both the ±3 channels: two 6
Ω resistors on the ±3 V channels (red and black sockets, respectively) and one on the
ground channel (blue socket), attenuates the direct current, while the parallel of a 22 µF
and a 15 pF capacitors filters a wide range of frequencies.
The signals are read-out by the four DRS4 channels: channels 0 and 1 (ch01) acquire data
from the left preamplifier, 2 and 3 (ch23) handle the other one.
6.2.2 Plexiglas housing cylinder
A long cylindrical plexiglas tube contains the drift chamber prototype in the 85 : 15
He − iC4H10 gas mixture: two plexiglas supports (one of them can be seen in figure 74
(b)) are glued19 inside both the tube ends, square shaped in the center to fit the Bosch
extrusion and let it to pass through the whole cylinder as smooth as possible.
A cylindrical metallic Faraday cage fits the internal space between the two supports, so
the very final part of the plexiglas cylinder is not shielded by external noise and needs to
be covered with aluminum foils from outside.
A common ground connection for all the elements has been ensured on the HV side at
the plexiglas cylinder as visible in figure 74 (b).
The vacuum-tightening is guaranteed by two plexiglas endcaps, fixed to the cylinder with
metallic screws and bolts, with a plastic O-ring in between. Like the three-cell housing
box, these endcaps have a gas inlet and outlet, high voltage and low voltage feedthroughs.
Unlike the ageing setup, this chamber does not need a particularly high contaminant-free
ambient, but a good level of vacuum is required in any case to guarantee a good quality
19The term ‘glued’ is incorrect: no such material as a glue has been used, because it would contaminate
the gas volume; instead, the choice of a plexiglas solvent is much more appropriate.
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(a) Detail of the PCB with wires soldered. (b) Detail of the endcap (side provided with HV
connections).
(c) Detail of the wires along the Bosch extrusion. (d) View of the cylinder inside.
(e) Trigger system.
Figure 74: Pictures of the long prototype.
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Figure 75: Circuit schematics of the anode wire in the long prototype.
Figure 76: Picture of the filter box.
of the gas mixture. The cylinder was evacuated at the level of 1 mbar before filling with
the He/iC4H10.
A scale has been drawn along the whole cylinder surface, useful for the correct positioning
of the trigger system, with coordinates called ζ to avoid any confusion with the hyper-
boloid reference frame, whose coordinates, instead, are named z and zero set where the
drift cell size is minimum.
The zero of the cylinder scale, ζ0, is set to one of the cylinder endcaps, 13 cm before the
z = −l position.
The following transformation will applied when comparing the two reference frames:
z = ζ − ζ0 − l (31)
6.2.3 Trigger system
A collimated 106Ru source was placed on one end of a C-shaped plexiglas support while
on the other end a small scintillator, with its own photomultiplier, served as trigger. A
500 µm copper foil is placed between the plexiglass and the scintillator, stopping the low
energy β particles that have already crossed the gas volume to obtain a narrower signals
energy band.
The source collimator diameter is 3 mm, while the size of the scintillator defined the
useful β trajectories. The support can be placed on top of the plexiglas cylinder at
different positions and with the β particles always crossing the cell. The setup is visible
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in figure 74 (e). A correction will be introduced to take into account that the β particles
traverses different parts of the cell as function of z (see section 6.5.4).
6.2.4 Preliminary operations
After the vacuum has been produced, the cylinder is filled with the 85 : 15 He− iC4H10
gas mixture, with a gas flow set to 70 cc/min, later reduced to 20 cc/min during data
taking.
The source support was placed in 8 different positions, from ζ = 40 cm to ζ = 180 cm at
intervals of 20 cm and the data were stored in 8 independent data sets.
6.3 Effects arising with long wires
Two main effects will be studied:
1. a long anode (i.e. ' 2 m long) made by W gold plated, an alloy with electric
resistivity 141 Ω/m, has a non-negligible electrical resistance;
2. a long drift cell, part of a stereo read out chamber changes the size of the cell
projection on planes perpendicular to the anode wire.
Long wires extended are subject to the gravity force, so they assume a typical sagitta
shape, which may leads to gain variations: this effect is not avoidable. For all these
reasons, studies on a long cell prototype are necessary, in order to fully understand how
much a signal is influenced by these effects.
6.4 Electric field configuration
The stereo wires arrangement causes the cell size to change by a factor cosα = 0.86, being
maximum where z = ±89.75 cm and decreasing to a minimum at z = 0 cm. Figures 77
(a) and (b) give an idea of how much the cell area changes along the z coordinate: green
dots indicates the guard wires, blue dots the cathode wires and the center red dot is the
anode. MC simulations have been made in the same experimental setup conditions, with
the anode set to 1530 V and the guard set to 382 V.
The global electric field intensities at z = 89.75 and z = 0 are plotted in figures 78 (a) and
(b), while (c) and (b) show the electric field intensity in the region very close to the anode
wire: no substantial difference can be noticed from these plots but the the electric field
is definitely higher on the z = 0 cm cell. It is also interesting to get an idea of a typical
avalanche size: figures 79 (a), (b) and (c) show a single avalanche generated around the
z = 0 cm position, where the gain is expected to be larger, respectively in the x−y, x− z
and y−z planes; in this case, the avalanche extension is x, y ∼ 10 µm, essentially as large
as the anode wire and z ∼ 50 µm.
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(a) Long cell size at z = ±89.75 cm. (b) Long cell size at z = 0 cm.
Figure 77: Comparison between the minimum and maximum cell size in the long proto-
type.
6.5 Study of the gain variation
The differences of the electric field close to the anode influence the cell gain in a measurable
way. To understand the source data collected at different ζ positions a suited simulation
with Garfield++ has been performed.
6.5.1 Charge distributions
Given a certain ζ position, a set of 2 + 2 signals is avalaible, two for each cell side. The
subtraction of the two differential waveforms (channels 01 and 23) is done: the result is
a single waveform with double signal amplitude and reduced common noise. Then the
average baseline is subtracted for all the waveforms, as can be seen in figure 80, with the
two charges Q1 and Q2 (the indices 1 and 2 identify the prototype end-plate) obtained as
the integral of the waveform amplitude. For a fixed ζ position, an histogram of charge
distributions is filled with the average of the two signal charges read by each preamplifier,
(Q1 +Q2)/2: the histograms at various ζ positions are shown in figure 81.
In each charge distribution histogram can be distinguished a background noise zone,
exponentially decreasing and the signal zone. The two regions can be separated by fitting
all the histograms with a function of the charge Q
f(Q) = p0e−Q/p1 + θ(Q− p3)p2 · (Q− p3)p4e−(Q−p3)/p5 (32)
whose parameters values can be read in figures 81. The maximum charge values QMAX
can be obtained by minimizing the derivative of (32) with respect to the Q while the
errors σQ can be calculated by propagating the error:QMAX = p3 + p4p5σ2Q = p25σ2p4 + p24σ2p5 + σ2p3
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(a) Electric field intensities at z = 89.75 cm. (b) Electric field intensities at z = 0 cm.
(c) Electric field intensity around the anode wire
at z = 89.75 cm.
(d) Electric field intensities around the anode
wire z = 0 cm.
Figure 78: Comparison between the electric field intensities at z = 89.75 cm and z = 0
cm.
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(a) Electrons avalanche in the x− y plane.
(b) Electrons avalanche in the x− z plane. (c) Electrons avalanche in the z − y plane.
Figure 79: A typical avalanche simulated around the z = 0 cm position.
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Figure 80: Example of β signals from 106Ru in the long prototype (ζ = 100 cm).
6.5.2 Average of the charge distributions
The idea is to use both the charge distributions at a certain ζ position and to get a
position independent quantity.
A charged particle passing through the gas volume, generates a series of avalanches: the
total charge is subdivided by the impedance ratio between the two anode ends.
Assuming a resistivity ρW for unit of length of the anode wire, the charges collected at
the two wire ends are Q+ =
R+
R++R−Q
Q− = R−R++R−Q
with R− = (l − z)ρW +RTERR+ = (l + z)ρW +RTER
so the value Q = Q+ + Q− is independent from the hit position along the track and the
same is for Q = (Q1 +Q2)/2.
6.5.3 Monte Carlo gain distributions
A relatively large number of avalanches has been simulated in a long cell-like geometry
by using Garfield++: wire positions are considered in hyperboloid coordinates z and the
correct cell size is given by equation (30).
A single low energy 5 eV electron, below the helium and isobutane ionization thresholds,
is randomly generated inside a region delimited by the cathode wires, whose area is
[−P,+P ] × [−P, P ] where P is 0.35 mm multiplied by the proper resize factor given by
equation (30); this electron is accelerated by the drift cell electric field and can start an
avalanche: the final number of electrons in the avalanche represents the gain factor. The
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(a) ζ = 40 cm. (b) ζ = 60 cm.
(c) ζ = 80 cm. (d) ζ = 100 cm.
(e) ζ = 120 cm. (f) ζ = 140 cm.
(g) ζ = 160 cm. (h) ζ = 180 cm.
Figure 81: Average of the sum of charge distributions.
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results are shown in figures 82, fitted with a Landau function. Because the hyperboloid
geometry is symmetric with respect to z = 0, simulations have been performed only on
the positive z positions.
6.5.4 Relation between charge and gain
Charge and gain are linked through the following relation:
Q(z) = np(z)g(z)
= 〈d(z)〉
λ
g(z) (33)
where np(z) is the number of primary electrons, λ ' 12 pairs/cm, 〈d(z)〉 the average
distance crossed by a charged particle into the gas and g(z) the gain, which is a function
of the z coordinate because the cell size changes following equation (30).
Two effects must be taken into account when comparing the charge distributions to the
gain distributions:
• the cell dimension depends on z, and a factor
S =
√
1 + z
2
l2
tan2 α (34)
must be considered: this effect is intrinsic in the hyperbolic geometry.
• The cell is twisted along the z axis, while the average direction of the β particles
from the Ru source is always horizontal.
R = 1cos β(z) + | sin β(z)| (35)
with β(z) = αz/l being the rotation angle.
The function RS is even, it decreases smoothly from z = 0 cm to z = ±89.75 cm, where
its values are 15% lower than the center.
It is easy to prove equation (35). Considering figure 83, the following relations can be
obtained: 
a = d sin β
b = d cos β
c = b− a
e = 2a+ c = a+ b
(36)
Two average paths can be evaluated, one for the central parallelogram
〈d〉P = dmax
and one for each of the two triangles
〈d〉T =
dmax
2
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(a) Gain distributions at z = 0 cm. (b) Gain distributions at z = 15 cm.
(c) Gain distributions at z = 30 cm. (d) Gain distributions at z = 45 cm.
(e) Gain distributions at z = 60 cm. (f) Gain distributions at z = 75 cm.
(g) Gain distributions at z = 89.75 cm.
Figure 82: Monte Carlo simulated gain distributions at various z positions.
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The average distance that a charged particle traverses, correctly weighted over the three
possible paths, is
〈d〉 = wT
d
〈d〉T +
wP
d
〈d〉P
= 2a
a+ b
dmax
2 +
b− a
a+ bdmax
= dcos β + sin β
where relations (36) have been used. This represents the corrective term due to cell rota-
tion.
Figure 83: A scheme explaining the twist correction.
The Monte Carlo simulations of the cell gain already include the correction (34), in
fact a cell is resized along z for the gain evaluation. The corrective term (35) is not
needed because Garfield++ generates an electron directly inside the drift cell, there is no
external flux of particles hitting the cell.
Instead, both corrections are applied to the experimental data by dividing the estimate
of the corrected charge by S and R.
6.5.5 Gain variation along the z coordinate
The Landau fit in distributions shown in figure returns a MPV and a σ: the first one can
be directly inserted into the plot in figure 84, while the errors on the y axis are given by
 = σ√
N − 1
The experimental charge distributions return a value QMAX and a σQ, directly inserted
in figure 84. Experimental points also consider an uncertainty along ζ, estimable as ±1
cm. In order to compare experimental data to simulation points, the transformation (31)
110
Figure 84: Gain variation along the z coordinate.
is applied; all the quantities are normalized to 1.
Red points in figure 84 are obtained by the charge distributions 81, blue points by the gain
distributions 82. If both corrections (34) and (35) are applied to the red points (coherently
with equation 33, charge values are divided by the product of the two corrective terms),
the results are the green points.
Green points and blue points are fitted with two Gaussian functions. Considering the
two fits, experimental data are in agreement with simulated points within 1σ, but the
presence of some systematic error, which needs to be better understood, emphasizes the
differences on those regions where the cell size is bigger, like at z = ±89.75 cm: here the
curves differ by ∼ 10 %.
Two of the possible systematic errors, not well quantifiable, are:
• the horizontal alignment of the trigger system would influence on the correction
(35);
• the β particle flux collimation, an effect that would affect (35).
In conclusion, figure 84 points out a gain variation ∼ 30% between the central and the
peripheral long cell positions for the simulated value and ∼ 40% for the experimental
value.
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Conclusions
The most important experimental result obtained by the MEG experiment is setting an
upper limit on the branching ratio
BR(µ+ → e+ + γ) < 5.7 · 10−13 (90% C.L.)
on a charged lepton flavour violating decay, forbidden by the Standard Model. An im-
proved experimental apparatus aiming at sensitivity of 6 · 10−14 on the BR, may find an
evidence of this decay, a clear signal of new physics beyond the Standard Model. The
MEG II experiment is an upgrade of the first apparatus, with better detectors resolutions
and increased granularity.
This thesis work studies basic parameters of the new drift chamber, by assembling, char-
acterizing and simulating single drift chamber prototypes arranged in various geometrical
configurations.
Ageing effects on wires can be important and easily compromise the correct functioning
of a drift chamber: tests performed on a single-cell configuration helped in understanding
the behaviour under severe irradiation. After the foreseen 3 years operation of the MEG
II detector the new drift chamber is espected to be fully operational. More tests will
follow in the future, with the final set of wires and the insertion of other contaminant
material. Systematic studies of the parameters governing the ageing have been planned.
The drift chamber capability of tracking a charged particle has been studied in a three-cell
chamber, by developing a simple algorithm providing the track parameters: a resolution
∼ 100 µm has been obtained, this is a very promising result.
An other important aspect to take under control is the gain variation along the detector
axis: a ∼ 2 m long prototype has been built, in a single-cell configuration with a twisted
cell geometry. A comparison of the experimental data with Monte Carlo simulations of
the same configuration has shown a good agreement with enhanced differencies ∼ 10%
near the two end-caps, proving that the chamber behaves as expected.
The results obtained in this thesis work have been already considered in the final MEG
II drift chamber design, they will be also fundamental in planning further experimental
tests.
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