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Abstract 
The hydrodynamic and bed boundary conditions in the swash zone are investigated through 
laboratory, field and numerical experiments. The swash hydrodynamics induced by monochromatic 
waves were numerically investigated by using the CoulWave model. The correlation between the 
swash flow asymmetry parameter k and offshore wave parameters (e.g. wave height H, wave period 
T and Iribarren number ξ) was examined. The computed magnitude of k agrees with the results (-1, 
1.5) from remote sensing field data but falls in a relatively narrow range of [0.68, 0.89]. A low 
correlation was observed between k and wave parameters examined in the present study.  
The role of the hydraulic resistance in the swash zone has been investigated by comparisons with an 
existing analytical solution (Shen and Meyer, 1963) and a semi-analytical swash hydrodynamics 
model (Guard and Baldock, 2007).  The characteristic form equations incorporated with a Chézy 
type friction term were solved by the finite difference mid-point method. The swash hydrodynamics 
appear to be damped in the presence of the friction term and the resolved shoreline motions were 
retarded as well. However, the swash asymmetry (k) is not significantly affected by the friction term. 
Further investigations of the relation between predicted swash amplitude and frequency implies that 
present MOC (Method of Characteristics) frictional model is inconsistent with the physics of the 
problem and experimental data, but that the numerical treatment of friction is sensible.  
By applying a shear plate cell, direct bed shear measurements have been conducted on loose 
sediment beds in dam-break driven swash flows. Bed shear stress measurements for rough fixed bed 
and loose mobile bed configurations are presented and contrasted. Performance of the shear plate 
varies with the sediment grain size. For the coarse grain (d50=2.85mm) loose beds, only peak shear 
stress at the leading edge of the swash flow was consistently obtained, while nearly whole time 
series of bed shear stress measurements could be obtained over fine grain (d50=0.22mm) beds. The 
laboratory data indicate that bed shear stress comprises of a fluid shear stress component and a grain 
shear stress component, the latter which increases linearly with sediment load (i.e. dispersive shear 
stress). Measured bed shear stresses over mobile beds are significantly greater than those over fixed 
beds of the same grains. The measured shear stress increases approximately linearly with the 
reservoir water depth. The calculated dynamic angle of internal friction is similar to the values of 
Hanes and Inman (1985) under idealised steady conditions. 
A Lagrangian boundary layer model for swash flow is presented to account for the flow history 
effects. The model is based on the momentum integral method for turbulent rough flat-plate 
boundary layers and is forced by a 2D hydrodynamic finite volume model. Fluid particle 
trajectories and the evolution of the boundary layer thickness are computed in the Lagrangian 
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framework. Good agreement has been obtained between the bed shear stress predictions and log-
law estimations in the uprush phase for an existing large scale data set. Comparison with an 
alternative coupled boundary layer model (Briganti et al., 2015) is favourable for both bed shear 
stress and boundary layer development. 
The time series of bed shear stress for loose mobile bed conditions have been reconstructed by 
using the Lagrangian rough flat-plate boundary layer model. Total load transport rates were thus 
computed on basis of the Meyer-Peter & Müller (1948) formula and compared with measured 
transport rates obtained from the same small scale dam-break experiments. The varying 
performance of both Eulerian and Lagrangian methods in sediment transport modelling is discussed. 
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Chapter 1 Introduction 
1.1 Background 
The swash zone is the area where the beach is intermittently exposed and covered by the water on 
the time scale of individual wind waves (Figure 1.1, Nielsen, 2009). The practical importance of the 
swash zone in beach morphological evolution has been recognized and significant efforts have been 
made in recent years to improve knowledge of the swash processes, e.g. field measurements, 
numerical simulations and laboratory experiments (Bakhtyar et al., 2009). However both the swash 
hydrodynamics and sediment transportation are not yet totally understood. In addition, swash zone 
plays an essential role in maintain the biodiversity of the beach ecosystem (Moreno et al., 2006). 
Challenges still remain due to the intrinsic complexity of swash zone itself and difficulties in 
measurement techniques and mathematical solutions (Elfrink and Baldock, 2002; Masselink and 
Puleo, 2006). 
 
Figure 1.1 Definition sketch of the swash zone (adopted from Elfrink and Baldock, 2002). 
A large number of field and laboratory investigations of swash flows have been performed to 
characterise and describe swash flows and the associated sediment transport (e.g. Lanckriet et al., 
2012; Postacchini et al., 2014). Numerical models based on the non-linear shallow water wave 
equations provide good descriptions of the hydrodynamics, at least for fixed planar beaches (e.g., 
Hibberd and Peregrine, 1979). Analytical models derive from the work of Shen and Meyer (1963), 
extended to wider applications by Peregrine and Williams (2001) and Pritchard and Hogg (2002). 
There is general agreement between analytical models and observations (e.g. Hogg et al., 2010; 
Hughes and Baldock, 2004; Yeh, 1991), but these all depend on a correct description of the swash 
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boundary conditions. These can be categorised as either hydrodynamic boundary conditions or bed 
boundary conditions, and form the main subject of this thesis. 
The hydrodynamics and sediment transport in the swash zone are closely related to the seaward, 
shoreward and bed bottom boundary conditions, the influences of which have been widely 
investigated (Bellotti and Brocchini, 2005; Briganti and Dodd, 2009a; Guard and Baldock, 2007). 
The seaward boundary conditions are normally described in terms of the incident wave parameters, 
e.g. wave or bore height and wave period, while the shoreward boundary is represented by the 
oscillating shoreline position. The bed or bottom boundary, i.e. beach surface or profile, has been 
treated as fixed or a result of the interactions between the swash hydrodynamics and the 
morphology. The classic swash hydrodynamic solution derived by Shen and Meyer (1963), 
hereafter SM63, provides parabolic shoreline variations and has been widely applied in numerical 
swash models, e.g. swash overtopping (Peregrine and Williams, 2001) and swash sediment 
transport (Pritchard, 2009; Pritchard and Hogg, 2005s). However both field measurements (Baldock 
et al., 2005) and experimental results indicate that SM63 underestimates the swash flow depth and 
produces a very asymmetrical flow field. Later novel numerical (Guard and Baldock, 2007) and 
analytical solutions (Pritchard et al., 2008) were proposed, both of which provide better agreements 
between predictions and laboratory measurements. This leads to a conclusion that the classic SM63 
solution is a special case of a range of potential swash solutions. A simple parameter k was 
introduced as an indicator of the incoming mass and momentum fluxes at the initial shoreline 
location (Guard and Baldock, 2007). Although remote sensing data from field measurements 
(Power et al., 2011) demonstrated the physical importance of this parameter, the correlations 
between k and nearshore or offshore wave parameters are unknown. It would be more instructive to 
build a relationship between k and simple forms of incident wave conditions, e.g. monochromatic 
waves. This would have significant implications for improving the analytical modelling of swash 
flows, including swash overtopping (Nielsen et al., 2008), beach surface sediment transport 
(Pritchard and Hogg, 2005) and seawall design (Hogg et al., 2011). 
The shoreward boundary condition, the interface between the beach and the moving swash front 
(during uprush) and the trailing swash edge (during backwash), is poorly known. For example, the 
details of the boundary layer structure are not well described by data or theory. However, despite 
this, rudimentary friction models provide reasonable descriptions of the influence of friction on the 
shoreward boundary condition, commencing with the work of Packwood and Peregrine (1981), and 
current hydrodynamic models perform very well, as illustrated in section 5.3. Numerical 
instabilities in hydrodynamic models at the swash front also hinder more detailed modelling (see 
Briganti and Dodd, 2009a for a review). The analytical treatment of friction is less rigorous. The 
3 
 
model of Kirkgöz (1981) has been applied to field (Hughes, 1992; Hughes, 1995) and lab (Archetti 
and Brocchini, 2002) data, with limited success. This model is investigated further here and shown 
to be inconsistent with laboratory data and a conceptual understanding of the effect of friction on 
swash uprush and backwash. 
The traditional energetic-type swash models which relate the sediment transport flux with 
hydrodynamic variables (e.g. water depth, flow velocity) have a bias to produce net seaward 
transport (Pritchard and Hogg, 2005), which should not always be the case since beaches exist. Both 
numerical investigation and laboratory data indicate that the development of the swash boundary 
layer is a Lagrangian process (Barnes and Baldock, 2010; O'Donoghue et al., 2010). The conceptual 
analysis and modelling of bed shear stress, which is the dominant forcing mechanism for sediment 
transport (Nielsen, 1992) appears quite different in a Lagrangian framework in contrast to an 
Eulerian framework. Direct measurements bed shear stresses over fixed beds have been 
successfully obtained by Barnes et al. (2009) under bore-drive and dam-break swash flows and 
appear more robust estimates of the bed stress than those obtained from log-law fitting of data (Allis 
et al., 2014; Torres-Freyermuth et al., 2013). Due to the nature of the swash zone being unsteady, 
shallow and turbulent, there is very limited data for bed shear stress over mobile sediment beds 
from field (Conley and Griffin, 2004; Puleo et al., 2012b; Raubenheimer et al., 2004) or laboratory 
(Rankin and Hires, 2000) mobile bed measurements, although these are of vital importance to 
improve the performance of swash sediment transport models. The work of Barnes et al. (2009) is 
extended here through a comprehensive investigation of bed shear stress over mobile sediment beds 
with different grain size sediment. 
Experimental research highlights the wide advection length where potential effective pickup could 
occur for pre-suspended sediment in a Lagrangian reference frame (Baldock et al., 2008). 
Consequently it will be beneficial to build a Lagrangian swash sediment transport model to account 
for influence of seaward boundary conditions (e.g. incident wave conditions, pre-suspended 
sediment) and development of the swash bottom boundary layer. In this thesis, a rough flat-plate 
boundary layer model is developed on basis of momentum integral method and applied to predict 
bed shear stress variations. The resulting sediment transport predictions in dam-break driven swash 
flows are compared with a conventional Eulerian approach and laboratory measurements.  
1.2 Objectives 
Given the controlling influence of the swash zone boundary conditions on the hydrodynamics and 
sediment transport, the thesis focuses on the following aspects of swash flows: 
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1. The relationship between nearshore wave conditions and the hydrodynamic swash boundary 
conditions as parameterised by Guard and Baldock, 2007; 
2. The treatment of the friction at the leading swash front, both analytically and in the method 
of characteristics solution; 
3. Direct measurements of bed shear stress over mobile sediment beds in the dam-break swash 
flows, adapting the method of Barnes et al., 2009; 
4. Verification of a Lagrangian rough-turbulent boundary layer model for swash zone bed 
shear stress using the data of Kikkert et al., 2012; 
5. Comparison of the model predicted bed shear stress with the laboratory direct measurements 
of bed shear stress; 
6. Application of bed shear stress measurements in the bed load sediment transport modelling 
and comparison with extensive experimental dataset described in Othman et al. (2014). 
The investigation of these issues requires application of three forms of swash hydrodynamic models: 
the semi-analytical model of Guard and Baldock (2007) based on the Method of Characteristics, a 
free surface wave model (CoulWave) to describe the propagation of incident bore in non-uniform 
depth regions, and a finite volume non-linear shallow water wave model (ANUGA, Nielsen et al., 
2005). These models and techniques are well established in the literature and are therefore only 
briefly reviewed in the following chapter, but with additional relevant details described in later 
chapters when they are applied. 
The thesis is structured as follows: a concise literature review of swash hydrodynamic models, bed 
shear stress measurements and swash sediment transport models is provided in Chapter 2. Further 
specific literature is discussed in later chapters. Introductions of the basic swash hydrodynamic 
model will be given in Chapter 3. A Chézy friction term has been incorporated to describe the 
influence of hydraulic resistance on swash flows. Chapter 4 summarises the dam-break 
experimental instruments and scenarios. Time series of free surface elevation and swash bed shear 
stress are presented and compared with numerical predictions from the ANUGA model. Analysis of 
pressure gradients and friction coefficients are illustrated as well. Chapter 5 presents the Lagrangian 
sediment transport model together with validations and comparison with laboratory data. Final 
conclusions and suggestions for future work follow in Chapter 6. 
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Chapter 2 Literature Review 
2.1 Swash hydrodynamic models 
Swash flows have been characterized as asymmetric, nonlinear and unsteady. The uprush is usually 
shorter and faster while the backwash is longer with relatively smaller flow velocity (Hughes and 
Baldock, 2004). These features result in asymmetric and unsteady water motions in the interior of 
the swash lens. Interest has been shown in recent years in the investigation of the swash zone 
dynamics. Comprehensive reviews of recent advances and future directions of swash dynamics 
have been presented (Brocchini and Baldock, 2008; Butt and Russell, 2000; Elfrink and Baldock, 
2002). The importance of specific processes, e.g. beach groundwater flow (Horn, 2006) and swash 
turbulence (Longo et al., 2002), is also recognized and further studied. As expected, the swash 
hydrodynamic would depend on the boundary conditions exerted on both seaward and landward 
sides.  
Different incident wave conditions will lead to distinct swash flow patterns (Guard and Baldock, 
2007). Accurate description of the swash seaward boundary conditions is required for detailed 
investigations of swash morphological behaviour of beach systems. The shoreline on the other hand 
could be regarded as a dynamic border between subaqueous and subaerial zones, and thus plays a 
key role in the numerical modelling of wave overtopping, tsunamic propagation and coastal 
protection (Briganti and Dodd, 2009c). The influence of the hydraulic resistance force due to the 
bottom friction cannot be ignored near the swash front where the water depth becomes limited. 
Quantitative models are absent for describing velocity structure in the vicinity of the swash tip. This 
section provides a review of numerical models of the swash hydrodynamics based on the non-linear 
shallow water equations. Different numerical schemes applied in solving NLSWEs are discussed 
and compared in terms of capability, limits and costs. Most attention will be paid to the important 
role of seaward boundary conditions and bottom (frictional) conditions in controlling swash 
hydrodynamics. 
2.1.1 Seaward boundary conditions 
The seaward boundary conditions are of fundamental importance for studying swash zone 
hydrodynamics, which link the terrestrial and marine environments (Masselink and Puleo, 2006). 
Although great progress has been achieved in both physical and theoretical studies, the complex 
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mechanisms of swash hydrodynamic and morphological processes are not completely understood 
and deserve more in-depth investigations. 
The NLSWEs have been widely accepted and used to describe wave motions (Hughes, 1992; 
Peregrine and Williams, 2001) and sediment transport (Pritchard and Hogg, 2005; Zhu and Dodd, 
2015; Zhu et al., 2012) in the swash zone, and a review of numerical modelling based on the 
NLSWEs has recently been presented by Brocchini and Dodd (2008). 
For non-breaking waves, analytical solutions have been derived via non-linear inviscid shallow 
water theory (Carrier and Greenspan, 1958). Subsequently, this pioneering work was further 
extended by a number of researchers for different aspects. For example, Synolakis (1987) discussed 
the run-up of breaking solitary waves and proposed a breaking criterion. Carrier et al. (2003) 
presented a comprehensive methodology for computations of fully nonlinear shallow water wave 
motions. On the other hand, Boussinesq wave models have also been accepted and applied to the 
investigation of solitary wave run-up on sloping beaches (Pedersen and Gjevik, 1983; Zelt, 1991). 
The analytical solution remains as a benchmark for the validations of various numerical wave 
models (e.g. Brocchini et al., 2001; Lynett et al., 2002; Sobey, 2009). 
On sloping beaches, analytical solutions (Keller et al., 1960; Shen and Meyer, 1963; Synolakis, 
1987) have been presented for accurate descriptions of breaking wave-induced swash flows, among 
which the solutions of Shen and Meyer (1963) have been demonstrated to be a good option in the 
numerical modelling of shoreline motion. The drawback of the swash analytical solution SM63 was 
first noticed by Baldock et al. (2005) when comparing laboratory measurements with the analytical 
predictions. Subsequently, novel numerical solutions were proposed to address this issue by Guard 
and Baldock, 2007 (hereafter GB07), in which the non-dimensional characteristic form of non-
linear shallow water equations were solved by finite difference method. The numerical solutions 
show better agreements with laboratory measurements in terms of swash flow depth and flow 
reversal time (i.e. swash asymmetry). A free parameter k was introduced to represent a wide range 
of seaward boundary conditions which lead to completely distinct swash solutions. The 
conventional SM63 solution is recognized as one special case with particular specified seaward 
boundary condition (k=0).  
Later, an analytical model based on GB07 was presented by Pritchard et al. (2008), which provides 
improved predictions of bore-generated wave motions on a plane beach and predicts the inception 
of a secondary bore in the backwash (see also Zhu et al., 2012). An example of distinct swash 
patterns caused by different seaward boundary conditions (k values in GB07) is reproduced and 
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presented in Figure 2.1 and Figure 2.2. The analytical solutions (SM63) have also been plotted for a 
comparison. Two important features have been observed from the numerical simulations of GB07 
model as k increases: 1) deeper swash flow depths; 2) a more symmetric flow field, i.e. flow 
reversal occurs later. Although the importance of the seaward boundary conditions could be readily 
observed in the numerical solutions of GB07, the physical meaning of the parameter k is not clearly 
illustrated either in Guard and Baldock (2007) or Pritchard et al. (2008). The resulting swash 
asymmetry and under-estimated swash water depth of SM63 implies the incorrect solutions of wave 
overtopping volumes and sediment transport rates as demonstrated in Baldock et al. (2005). 
 
Figure 2.1 Water depth contours (h=0:0.05:0.5) for k=0 (red solid line represents SM63 solution, 
left panel) and k=1 (uniform bore, right panel). 
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Figure 2.2 Flow velocity contours (u=-1.5:0.5:1.5) for k=0 (red solid line represent SM63 solution, 
left panel) and k=1 (uniform bore, right panel, green dashed line represent flow reversal u=0). 
Swash motions driven by uniform bores on sloping beaches were originally studied by using an 
explicit second order Lax-Wendroff dissipative finite difference scheme to solve the NLSWEs 
(Hibberd and Peregrine, 1979). The seaward boundary condition was defined on the fixed beach toe, 
not along the negative characteristics (as in GB07). This numerical method has later been widely 
accepted and modified by a number of researchers for different research purpose, e.g. wave run-up 
(Kobayashi et al., 1990; Kobayashi and Karjadi, 1994; Kobayashi and Karjadi, 1996; Packwood 
and Peregrine, 1981; Svendsen and Madsen, 1984) and groundwater infiltration/exfiltration (Li et 
al., 2002). A comprehensive review of numerical schemes for solving NLSWEs has recently be 
presented by Brocchini and Dodd (2008). 
In order to further understand the kinematics and their relation with the parameter k in the swash 
zone, the video timestack method (Aagaard and Holm, 1989; Stockdon and Holman, 2000) has been 
applied to analyse field remote sensing data by Power et al. (2011). Different asymmetric swash 
flows are readily observed from timestack images. By running the GB07 model for a range of k 
values, Power et al. (2011) derived the following relationship between the parameter k and the ratio 
of the inflow (   ) and uprush (  ) durations as: 
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  = 0.77  .     /   − 10.16   .     /       (2.1) 
Therefore, the magnitude of parameter k could be calculated via Eq. (2.1) as soon as the inflow and 
uprush time ratio is known from the timestack images. Based on the large scale remote sensing field 
data, k was found to fall in the range of (-1, 1.5) for real swash events, with the majority of values 
occurring between 0.5 and 1.2. This is significantly different to the swash analytical solution of 
Shen and Meyer (1963).  
At present, the physical interpretation of k is still not completely understood. Initially, it was 
introduced as the increasing rate of the characteristic variable  , which is a function of both flow 
velocity (u) and wave celerity (c). As a result, it is expected that k is representative of incoming 
mass and momentum flux at the swash seaward boundary (clearly demonstrated in Figure 2.1 and 
Figure 2.2). From a practical view of point, it is essential to learn in-depth the physical meaning of k 
for improved descriptions of swash hydrodynamics, which is the basis of swash sediment transport 
modelling, since the range and distribution of the incident boundary conditions would be required in 
any type of probabilistic model. The correlations between k and offshore wave parameters (e.g. 
wave height H, wave period T and Iribarren number ξ) were further investigated by Power et al. 
(2011). However, only a weak dependency and low correlation was observed according to the 
remote sensing field data. 
Considering the complex nature of the swash zone, the real swash flows are notably affected by 
various beach processes, e.g. turbulences, groundwater percolations and swash interactions. It 
would be intuitive and constructive to look at the simple situations, e.g. monochromatic waves 
induced swash flows. Owing to the difficulties engaged in accurate swash velocity measurements, 
the present study of parameter k will be calculated on basis of the well-calibrated monochromatic 
wave simulations (using the CoulWave model of Lynett et al., 2002). The main efforts will be 
focused on investigating the correlation between k and a number of offshore wave parameters. 
2.1.2 Friction effects 
The NLSWEs have been accepted as a good approximation of the full Navier-Stokes equations to 
describe swash flows (Hogg et al., 2010; Peregrine and Williams, 2001). A variety of models based 
on different numerical methods (e.g. finite difference/volume method, method of characteristics etc.) 
have been developed for the purpose of studying the swash dynamics and morphology processes. A 
comprehensive review of recent work on numerical modelling of swash zone processes has been 
presented by Briganti et al. (2015). As stated in the preceding section, the incoming mass and 
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momentum serves as the seaward boundary while on the other hand, the shoreline motions provide 
the landward boundary conditions in those numerical models. 
No consensus has been reached on the best approach to model friction effects on the shoreline 
motions, especially analytically, but it is accepted that the friction effects should not be ignored in 
the vicinity of the shoreline where the water depth goes to zero (Dressler, 1952, 1958; Whitham, 
1955). This influence might appear to be more profound on mild slopes (Freeman and LeMehaute, 
1964). A couple of different methods have been applied to solve the shoreline motions under 
hydraulic resistance forces. The main difficulty lies in the uncertainty of the flow structures in the 
swash front. A perturbation method was applied to derive partial differential equations with variable 
coefficients (Dressler, 1952). The system was thus explicitly solved for correction equations and the 
modifications (e.g. locus of critical flow, discharge rate) introduced by resistance term were 
observed. For the dam-break flow problem, Whitham (1955) separately treated the tip region as a 
definite ‘boundary layer’ with assumptions such as uniform flow and limited front length subject to 
friction. The solution was then obtained by the Pohlhausen method and the results of the two 
theories seem to reach good agreement (e.g. wave front velocity). By writing the NLSWEs in the 
characteristic forms, Guard and Baldock (2007) explicitly solved the swash hydrodynamics forced 
by breaking waves on the sloping beaches and the influence of seaward boundary conditions was 
thoroughly discussed. However, no friction term was included in the numerical solutions. 
Mathematically, the Method of Characteristics (hereafter MOC) is a useful tool for solving 
hyperbolic partial differential equations since it has the primary advantage of reducing governing 
equations to ordinary differential equations along the characteristics (or pathlines). It has many 
physically and theoretically appealing features and been applied in the study of unsteady open 
channel flows for more than one century (Lai, 1986). However, there are some difficulties when 
applying MOC to solve NLSWEs, e.g. mesh deformation, hard to program. As a result, a number of 
modified versions have been proposed specifically to overcome the aforementioned issues, e.g. the 
Hartree method (Hartree et al., 1953), grid of characteristics scheme (Amein, 1966; Guard and 
Baldock, 2007; Kelly and Dodd, 2009) and inverse marching method (Allievi and Bermejo, 2000; 
Pilon and Katika, 2004). A detailed discussion of the applications of MOC in solving NLSWEs has 
been presented by Kelly and Dodd (2009). 
The swash friction coefficient is important factor in the numerical modelling of wave run-up and 
predictions of sediment transport. Significant efforts have been made for proper estimation of 
friction coefficient (Hughes, 1995; Conley and Griffin, 2004; Raubenheimer et al., 2004). Generally, 
it was noted that the uprush friction coefficient falls in a range of (0.02-0.06) while the magnitude is 
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relative lower (0.01-0.03) during the backwash. This discrepancy arises depending on the 
determination method (Eulerian or Lagrangian) and might potentially attributed to the development 
of the boundary layer and groundwater percolation (Masselink and Puleo, 2006). The value of the 
friction coefficient is always estimated indirectly from the bed shear stress via the quadratic law (Eq. 
2.2, Hughes, 1995; Mirfenderesk and Young, 2003; Puleo and Holland, 2001; Torres-Freyermuth et 
al., 2013). 
   =             (2.2) 
The values of the friction coefficient in the swash zone have been studied in the laboratory (Archetti 
and Brocchini, 2002) and field measurements (Hughes, 1995; Puleo and Holland, 2001; 
Raubenheimer et al., 2004), concluding with a range of (0.01, 0.06). During one swash cycle, the 
friction coefficient has been found to differ in uprush and backwash (Cox et al., 2000). 
The friction effects have also been investigated numerically by different ways, e.g. finite volume 
method (e.g. Hughes, 1995; Kim et al., 2004; Nielsen et al., 2005). Alternatively, the friction term 
can be treated by a Strang operator splitting technique (Briganti and Dodd, 2009c; Briganti et al., 
2011). Exact descriptions of the physics of the wetting and drying interface (i.e. shoreline motions) 
have been presented and the front kinematics is demonstrated in a method of lines algorithm (Sobey, 
2009). A comprehensive discussion of the behaviour of the Chézy friction term near the shoreline 
has recently been provided by Antuono et al. (2012).  
2.2 Bed shear stress measurements 
Accurate bed shear stress measurements are of fundamental importance to eventually improve the 
numerical modelling of beach sediment transport, beach nourishment and optimizing coastal 
protection strategies. Different methods and techniques have been proposed to improve knowledge 
of bed shear stress characteristics, although drawbacks and limitations still exist due to practical 
issues, e.g. suspended sediment grains and ruggedness (Pope et al., 2006). Generally speaking, the 
swash bed shear stress might be obtained by direct and indirect methods based on a wide range of 
instruments. So far, the most widely used methods include shear plate method, velocity profile 
fitting method and energy method. This section provides a brief review and comparison of these 
methods in the application of swash bed shear stress estimation. 
 Great difficulties have been confronted in obtaining reliable velocity measurements on which skin 
friction bed shear stress can be estimated via velocity profile method or Turbulent Kinematic 
Energy (TKE) method. Even the state-of-art instruments (e.g. PIV, ADVP) fail to capture the 
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velocity profile measurements of the fast-developing leading edge of the swash flow in the field or 
in laboratory flumes. Meanwhile, some successful experience has been gained by using various 
types of shear plate cells for direct measurements of skin bed shear stress.  
Generally, swash bed shear stress can be obtained by direct measurements (e.g. shear plate method; 
hot film probe) or indirect estimations (e.g. velocity profile fitting method, turbulent kinetic energy 
method). However, neither of these two types of methods is completely satisfactory in practical 
applications. Very limited swash bed shear stress data have been so far obtained in the swash zone. 
This is particular the case over mobile sediment beds. The key points of the applications of these 
methods will be further discussed in the following sections. 
2.2.1 Direct measurements 
Direct measurements of skin bed shear stress have been achieved by using a shear plate method in a 
number of studies, e.g. dam-break swash flows (Barnes, 2009), bore-driven swash flows (Allis et al., 
2014; Barnes and Baldock, 2007; Barnes et al., 2009; O'Donoghue et al., 2010), surface gravity 
waves (Mirfenderesk and Young, 2003) and solitary wave (Seelam et al., 2011; Pujara and Liu, 
2014) experiments. The general design of the shear plate cell normally includes a thin flat plate and 
proximity probe (or strain gauge in Nemoto and Nishimura, 2000). Calibration is required to derive 
a relationship between external skin stress on the shear plate and the displacement of shear plate 
resulted by the distortion of the supporting legs below. One example of the shear plate cell used in 
the previous study is given in Figure 2.3 (Fig. 1 in Barnes et al., 2009). 
 
Figure 2.3 Schematic diagrams of the shear plate cell (adopted from Barnes et al., 2009). 
One of the issues confronted when applying a shear plate for bed shear stress measurements is the 
pressure gradient component resulted from the secondary force on the edges of the shear plate. This 
contribution to the measured total bed shear stress should be carefully removed to obtain the skin 
friction shear stress. The recent study of Pujara and Liu (2014) discussed the pressure gradient 
distribution at the edge of the shear plate and suggested a correction term as a function of shear 
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plate thickness to gap size ratio (      ⁄ ) and gap size to shear plate length ratio (      ⁄ ). Meanwhile, 
Barnes et al. (2009) used two different approaches for the purpose of calculating the pressure 
gradient component: ultrasonic displacement sensors above the gap; and pressure tappings below 
the plate. Simultaneous measurements by these two methods produce nearly identical results. The 
computed pressure gradient correction factor is close to unity, according with the conclusion of 
Pujara and Liu (2014). 
 
Figure 2.4 Field deployment of hot film package (adopted from Conley and Griffin, 2004). 
The pressure gradient component shows different characteristics under a wide range of flow 
regimes. It could be negligible in turbulent boundary layer flows, while on the other hand, be of the 
same order with the skin friction shear stress in laminar boundary layer flows (Pujara and Liu, 
2014). Related to this, special attention should be paid to ensure the flush amount of the shear plate 
as large errors might be induced by any misalignment. This might be easily achieved in the 
laboratory conditions with smooth or rough fixed beds but becomes complicated for natural 
environments (e.g. hot film probe implementation in Figure 2.4).  
In addition to the shear plate, some other instruments have also been applied to the direct 
measurements of the bed shear stress. For example, Conley and Griffin (2004) used flush mounted 
hot film anemometry under swash flows in the field and observed strong asymmetry in bed shear 
stress between uprush and backwash phases. Thompson et al. (2003) discussed the application of 
hot film probes in the direct measurements of shear stress. Interestingly, the lowest shear stress is 
consistently observed at the outer wall from the hot film probes in their Lab Carousel experiments. 
This conflicts with the previous studies which show a radial increase in the bed shear stress. As 
thermal sensors, the calibration of the hot film probe is sensitive to the ambient temperature (Conley 
and Griffin, 2004) and errors might be magnified at high voltages due to the power relationship 
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between shear stress and voltage (Graham et al., 1992; Gust, 1988; Thompson et al., 2003). In 
contrast with the logarithmic layer technique, Gust (1988) demonstrated that hot film probes 
provide bed shear stress measurement with 2 to 6 times smaller error and could be used in either 
laminar or turbulent fluid flows. 
2.2.2 Velocity profile measurements 
The velocity profile method has been widely used to estimate the bed shear stress (e.g. Kikkert et al., 
2012; O'Donoghue et al., 2010). The logarithmic velocity profile above the bed surface could be 
written as von Kármán-Prandtl equation, in which  ∗ is the friction velocity,   is the von Kármán 
constant,    is the roughness length and  ( ) is the velocity at the level of  .  
 ( ) ∗ =    ln             (2.3)   =   ∗        (2.4) 
Velocity measurements are taken at multiple (at least six) elevations above the bed surface and 
plotted in a logarithmic coordinate. The following key step is to find the least squares fitting line 
from the (u, ln z) plots, the slope of which is seen to be  ∗  ⁄ . Thus the friction velocity can be 
easily derived and the corresponding shear stress is therefore calculated via Eq. (2.4). The 
advantage of the velocity profile fitting method that no estimation of bed roughness is required and 
the friction velocity ( ∗) could be routinely derived from the regression between velocity (u) and 
corresponding elevations above the bed surface (ln z). 
From the equations listed above, it is readily noted that the accuracy of the estimated bed shear 
stress highly depends on the estimated friction velocity and in turn the accuracy of z and z0. To 
achieve this goal, velocity measurements are required over finite range of elevations within the log 
layer which can be extremely thin in flows with large relative roughness (Wilcock, 1996). 
Implementation is extremely difficult in the swash zone where the water depth might be of an order 
of several centimetres. In practice, only profiles with high correlation (e.g. 0.95) between data and 
fitting (e.g. six measurement points used in Kikkert et al., 2012) would expected to be reliable for 
inferring bed shear stress. Owing to the complicated flow structure during swash flow reversal and 
re-development of the log layer, complete time series of bed shear stress data will not be available 
(Kikkert et al., 2012).  
Provided that the Log-law assumption is valid, the key difficulty in applying velocity profile 
method to estimate bed shear stress is obtaining an accurate velocity profile. As noted by Barnes et 
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al. (2009), this is hard to achieve especially in the highly dynamic and turbulent environment of 
swash zone. The response time of instruments and obscuration of the air bubbles at the surface will 
make it even more difficult to obtain reliable velocity measurements at the swash leading front. The 
peak bed shear stress at the start of the uprush can be missed because of the gap between bore 
arrival and first velocity measurement captured by the instruments (Kikkert et al., 2012; 
O'Donoghue et al., 2010). In the recent experiments at the GWK in Hannover (Allis et al., 2014), 
Germany, it was found that ADV and ADVP instruments yield  data 1.6s later the wave front 
passed the wave gauge location for monochromatic wave of T=8s and H=0.9m. Besides, the 
accuracy of the velocity profile fitting method depends on the correlation between measurement and 
fitting points. Thus the duration of effective bed shear stress estimations would be further affected, 
especially during the initial stage and flow reversal period of the swash flows (Barnes and Baldock, 
2010; Kikkert et al., 2012) in the presence of phase shift and rapid developed boundary layer. 
Due to the great difficulties in the velocity profile measurements, some modified forms of velocity 
profile fitting method have also been proposed and discussed by Wilcock (1996). The local bed 
shear stress has been estimated by three different ways as: 1) normal velocity profile method (six 
measurements of u and z); 2) single u measurement together with z0 estimation; 3) depth-averaged 
velocity U together with z0 estimation (Eq. 2.5). An independent estimation of bed roughness is 
required for the latter two methods. It was finally concluded that the first method (estimate  ∗ from 
the velocity profile) is the least precise while the final method (estimate  ∗ from the depth averaged 
velocity U) is the most accurate for cases of wide, shallow flow in straight channels with simple 
roughness. However, the depth-averaged velocity U is again suggested to be determined from a 
number of (u, z) measurements throughout the water depth rather than single value at specified 
elevation (0.4h). Therefore, the difficulties confronted in the velocity profile measurement are not 
essentially overcome. 
  ∗ =    ln               (2.5) 
in which   is the base of natural logarithms, ℎ is the local water depth and    is bed roughness 
estimation. Some other versions of velocity profile equation have also been reported to deal with the 
flow acceleration and deceleration (e.g. Soulsby and Dyer, 1981; van der A et al., 2011). 
The assumption of logarithmic velocity distribution (or Law of Wall) is only strictly valid for steady 
and uniform flows, while swash flows are always characterised as nonlinear and unsteady. In a 
dynamic system of mobile sediment beds, the temporal and spatial variation of bed surface 
elevations during one swash cycle will lead to greater uncertainty on the acquisition of accurate 
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velocity data and thus application of velocity profile fitting method for bed shear stress estimations, 
although an increasing number of instruments have been developed (e.g. PIV, ADV and ADVP) 
and provide greater resolution. The presence of non-zero vertical flow velocity component (Yang, 
2005) and large-scale bed roughness (Afzalimehr and Rennie, 2009; Wang et al., 2010) will induce 
velocity deviation from the logarithmic law as a result of varying zero-velocity point and additional 
form drag (Torres-Freyermuth et al., 2013). Some other issues have been noted and remain to be 
solved include the influence of the zero-drift, air bubbles and bed level change (Pope et al., 2006). 
2.2.3 TKE method 
The swash bed shear stress can also be estimated from the energy dissipation rate (Kikkert et al., 
2012; Pope et al., 2006). The Turbulent Kinetic Energy (TKE) is the product of the absolute 
intensity of turbulent motion (Dade et al., 2001) and can be written as a function of velocity 
variances in a Cartesian coordinate system (Eq. 2.6). The shear stress is then derived following the 
relationship formulated in turbulence model (Eq. 2.7), in which    is an empirical coefficient with a 
generally accepted value of 0.19 (Ali and Lemckert, 2009; Stapleton and Huntley, 1995; Thompson 
et al., 2003), 0.20 (Soulsby and Dyer, 1981) and 0.21 (Kim et al., 2000). 
TKE =           +       +              (2.6)   =   TKE       (2.7) 
Accurate velocity measurement from a single fixed point within the boundary layer is needed. 
Meanwhile, the influence of the swash flow acceleration and deceleration on resulting bed shear 
stress is not yet totally understood or reliably measured in the field and laboratory, neither for the 
aforementioned velocity profile method. In contrast to the velocity profile method, the energy 
method does not require accurate knowledge of elevation above the bed surface which is of vital 
importance in the velocity profile method (Pope et al., 2006). Although current data show an 
approximately linear relationship between TKE and shear stress for a wide variety of flows, 
different values of proportionality coefficient (  ) have been taken, suggesting that more knowledge 
is required for the further application of TKE method in bed shear stress estimations. 
2.2.4 Other methods for bed shear stress estimations 
The bed shear stress may also be estimated from the Reynolds stress (Eq. 2.8), in which    and    
are velocity fluctuations in the horizontal and vertical direction. Major errors might result from the 
deployment (e.g. tilting of the instruments) or velocity measurement (Pope et al., 2006). The 
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magnitude of estimated shear stress is also sensitive with the elevation where the velocity 
measurements are taken (Soulsby and Humphery, 1990; Thompson et al., 2003).   = −                  (2.8) 
A few other methods have been proposed for the estimation of swash bed shear stress, e.g. 
momentum balance method, inertial dissipation method (Huntley, 1988; Stapleton and Huntley, 
1995) and flow deceleration method (Thompson et al., 2004). Comprehensive reviews of the 
performance of these methods have been discussed and presented in Kim et al. (2000), Thompson et 
al. (2003) and Allis et al. (2014). 
Furthermore, the inherent weakness of instruments applied in certain situations or circumstances 
should be carefully considered. For example, the hot film probe (as thermal sensors) which only 
measures the cooling effects of fluid shear might underestimate the shear stress because of the low 
heat conductivity of sediment grains. The Doppler noise which might be induced by small-scale 
turbulence and acoustic beam divergence needs be accounted for when applying all Doppler-based 
backscatter systems for velocity measurements (Nikora and Goring, 1998) and thus bed shear stress 
estimations. 
In terms of the direct measurements of swash bed shear stress, most of the previous research has 
concentrated on smooth bed conditions. Only rare experimental data or field measurements have 
been available for mobile bed conditions, although the importance of swash bed shear stress in 
controlling the morphodynamic processes on sand and gravel beaches has been widely recognized. 
Some analogous research has been conducted in the field of sand and snow saltation by wind stress 
(e.g. Jenkins and Valance, 2014; Owen, 1964) which highlights the important contribution of grain 
shear stress. Considering the robust performance (Allis et al., 2014; Torres-Freyermuth et al., 2013) 
of the shear plate method in the direct bed shear stress measurements over smooth beds in swash 
flows, in this thesis, it will be applied to the mobile bed conditions and further investigations of the 
swash skin shear stress will be conducted. 
2.3 Sediment transport models 
Swash sediment transport is critically related to the evolution of beach profiles and coastal 
protection strategies. Numerous investigations of swash zone sediment transport and resulting 
morphodynamics have been conducted and detailed reviews were presented by Masselink and Puleo 
(2006) and Bakhtyar et al. (2009). The swash sediment transport generally constitutes bed load and 
suspended load although the distinction between the two components is always hard to define 
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(Nielsen, 2009). It has been investigated in terms of field/laboratory measurements and numerical 
modelling. The intense interactions between swash events and incident bores result in sediment 
suspension and high concentration mixtures of flow-sediment in the swash zone (Elfrink and 
Baldock, 2002; Masselink and Puleo, 2006). The corresponding morphological response of the 
beach system is strongly linked with these hydrodynamic processes. The net sediment transport in 
the swash zone has been extensively investigated, focusing on specific aspects, e.g. groundwater 
percolations (Hoque and Asano, 2007; Li et al., 2002), boundary conditions (Baldock et al., 2008; 
Pritchard, 2009), sediment suspension/turbulence (Aagaard and Hughes, 2006; Butt et al., 2004; 
Puleo et al., 2000) and sediment grain size (Othman et al., 2014), most of which remain to be 
completely understood. Therefore, more urgent studies of the beach response mechanisms and 
related affecting factors of swash hydrodynamics are required considering the important role of 
swash morphological in the entire beach evolution system (Masselink and Puleo, 2006).  
2.3.1 Field measurements and numerical modelling 
Field measurements and investigations of sediment transport processes have been conducted with 
the aid of various types of technologies and instruments (e.g. remote sensing method by Holland et 
al., 2001; sediment samplers by Katori et al., 2001; Kroon, 1991; Masselink and Hughes, 1998; 
Conductivity Concentration Profiler by Lanckriet et al., 2013; FOBS/OBS by Hughes et al., 2007; 
Puleo et al., 2012a; Puleo et al., 2000). The general consensus achieved is that the swash sediment 
transport rate is much higher than that in the surf zone (Masselink and Puleo, 2006). Due to the 
complexity of the swash hydrodynamics and the intrinsic properties of bed material, field or 
experimental studies of swash morphodynamics are very challenging but crucial in the sense of 
further understanding of beach processes and advancement of practical applications.  
Meanwhile, numerical sediment transport models have been developed and used to compensate for 
the difficulties confronted in field measurements. The traditional energetic-type sediment transport 
models based on flow velocity (u) and water depth (h) however tend to produce net seaward 
sediment transport and are regarded as inadequate in describing sediment transport process 
(Aagaard and Hughes, 2006). Most of the numerical models have been developed in the Eulerian 
framework, based on bed shear stress which acts as the driving force of sediment transport. 
However, as stated in the section 2.1, the flow history has important influence on the swash 
hydrodynamics (Guard and Baldock, 2007). Previous studies of swash advection and sediment pre-
suspension indicated that the swash sediment distribution would be considerably effected by the 
seaward boundary conditions and the entire process may be best considered in a Lagrangian 
framework (Alsina et al., 2009; Baldock et al., 2008; Pritchard, 2009). 
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Alsina et al. (2009) presented an Eulerian-Lagrangian sediment transport model, in which the 
hydrodynamics were solved in an Eulerian framework and the advection diffusion equation is 
solved in a Lagrangian framework. Both the absolute entrained sediment mass and their cross-shore 
distribution can be predicted with reasonable accuracy. A similar Lagrangian model has also been 
developed to investigate the effect of boundary conditions on the suspended sediment transport 
(Pritchard, 2009; Pritchard and Hogg, 2005). In contrast, Kapiński and Ostrowski (2012) used 
Lagrangian swash velocities to determine the Eulerian bed shear stresses with a momentum integral 
method. The bed evolution under small-amplitude waves is thus solved from the spatial variations 
of the net sediment transport rates. Finn et al. (2014) proposed an Euler-Lagrange approach to 
simulate the sediment transport in oscillatory boundary layers. The dynamic bed evolution is 
coupled to the motion of a Lagrangian sediment phase, which enables physically sound simulation 
of sediment particles and fluid-particle interactions. 
A number of other type swash sediment transport models have also been developed. For example, 
Baldock et al. (2007) presented a probabilistic framework in a parametric swash sediment transport 
model and succeeded to estimate uprush sediment transport over a natural beach berm. The 
probabilistic definition has been further applied to describe the bed load sediment flux, e.g. particle 
velocity distribution, particle motions (Furbish et al., 2012a; Furbish et al., 2012b; Furbish et al., 
2012c; Roseberry et al., 2012).  
2.3.2 Boundary layer model 
A complete description of the swash sediment transport processes using NLSWE models requires 
an incorporation of a boundary layer model to estimate or model the bed shear stress, wall-related 
turbulence and bottom friction (Packwood and Peregrine, 1981). However, knowledge of the 
boundary layer is rarely known in the field studies (Masselink and Puleo, 2006). Laboratory data 
shows a qualitative description of the evolution of the flow profile, but not growth rates (Kikkert et 
al., 2012; Kikkert et al., 2013; O'Donoghue et al., 2010). Consequently, most of the progress has 
been made in terms of numerical models. Barnes and Baldock (2010) proposed a Lagrangian 
boundary layer model by using the momentum integral approach. Appropriate modifications are 
made to consider the influence of unsteady flow history on the evolution of boundary layer 
development. The estimated bed shear stress shows high consistence with the direct measured bed 
shear stress in bore-generated and dam-break swash flows, but valid for smooth fixed beds only.  
Instead of modifying the smooth flat-plate boundary layer theory, Briganti et al. (2011) coupled the 
momentum integral equation with the Non-linear Shallow Water Equations (NLSWEs) and a 
Logarithmic law was applied to approximate the velocity profile inside the boundary layer. The 
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model thus enables computations of bed shear stress, boundary layer development and the swash 
flow velocity structure in an Eulerian framework. A Similar approach has been used by Lanckriet 
and Puleo (2015) in the study of sheet flow evolution. A comparison between the Lagrangian 
boundary layer model and the Eulerian boundary layer model (Briganti et al., 2011) is provided 
later in Chapter 5. 
2.3.3 Eulerian and Lagrangian methods 
The swash sediment transport process has been largely investigated in the Eulerian coordinate 
(Briganti et al., 2012; Masselink et al., 2005; Puleo et al., 2003). However, as noted from former 
research (Alsina et al., 2009; Barnes and Baldock, 2010; Pritchard, 2009; Pritchard and Hogg, 
2005), the flow history should be accounted for since the swash motion is non-uniform. The 
Lagrangian method seems to facilitate this process and some successful attempts have already been 
made in the study of sediment advection, boundary layer development and swash sediment transport. 
It has the primary advantage of turning the aforementioned problems to particle tracking problems, 
although it is very difficult to conduct Lagrangian measurements of the fluid motions and sediment 
transport in natural environments. The traditional way of using velocity-based shear stress in the 
energetic type sediment transport models is not adequate (Aagaard and Hughes, 2006). Improved 
model predictions might be obtained by modified forms of shear stress formulation but issues of 
calibration coefficient may arise as well (Masselink et al., 2005; Masselink and Hughes, 1998). 
Based on the direct measurements of bed shear stress by using a shear plate, the modelling of 
sediment transport under dam-break driven swash flows will be presented in the Chapter 5. 
2.4 Summary 
The friction coefficient in the swash zone has a significant effect on the shoreline motion, i.e. the 
shoreward boundary between the land and the swash zone. A number of different schemes for the 
numerical simulation of swash friction term have been reviewed and discussed. The seaward 
boundary conditions dominate the incoming mass and momentum and control the swash flow 
characteristics. The issue of different swash flow patterns with regard to a range of seaward 
boundary conditions has been well resolved by an existing semi-analytical hydrodynamic model 
(Guard and Baldock, 2007). However, the single parameter k which indicates the flow asymmetry 
in the model is not yet completely understood physically. Low correlations have been found 
between k and nearshore wave parameters (e.g. wave period T, wave height H etc.). 
The swash bed shear stress data is of vital importance for improving knowledge of swash 
hydrodynamics and sediment transport processes. Various types of instruments and methodologies 
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have been developed and applied to achieve reliable measurements or estimates, amongst which the 
shear plate method, the velocity profile fitting method and the turbulent kinetic energy method have 
been widely used in the swash zone. Practical applications of the velocity profile fitting method rely 
on accurate measurements within the turbulent logarithmic layer and the corresponding elevations 
above the bed surface. Significant errors can arise in the TKE method and Reynolds stress method 
because of their sensitivity to sensor misalignment. All the aforementioned methods failed to 
capture the bed shear stress at the swash front while the shear plate method appears to provide 
robust measurements. For the shear plate method, considerable care is needed to ensure flush 
mounting and to assess the contribution from the pressure gradient in the final shear stress 
measurements. Considering the excellent performance of the shear plate method for direct bed shear 
stress measurements over smooth and rough fixed beds, it is worthwhile to further explore its 
application in a dynamic system (e.g. mobile sediment beds in swash flows).  
The traditional energetic type sediment transport models are usually driven by the swash flow 
conditions (e.g. swash water depth h, flow velocity u). Due to the asymmetry of the swash 
hydrodynamics (in uprush and backwash), these models tend to produce net offshore sediment 
transport. The influence of flow history and development of swash boundary layer in the swash 
zone can be readily accounted for in a Lagrangian framework. The bed shear stress which might be 
derived by direct measurements (via shear plate) or swash boundary layer model provides the 
driving force of the swash sediment transport model. 
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Chapter 3 Role of swash boundary conditions 
3.1 Introduction 
Swash hydrodynamics, which principally control the sediment exchange between subaqueous and 
subaerial zones of the beach (Masselink and Hughes, 1998), are dominated by the exerted boundary 
conditions, e.g. seaward boundary and bottom boundary conditions. The influence of the seaward 
boundary conditions on the swash hydrodynamics was previously investigated by Guard and 
Baldock (2007). The physical interpretation of their parameter k which was introduced as an 
indicator of incoming mass and momentum, has not yet been completely understood. Meanwhile, 
the hydraulic resistance force has significant effects on the swash flow, especially in the vicinity of 
the swash front. The resulting shoreline variation provides the landward boundary for the modelling 
of swash hydrodynamics and sediment transport. This chapter deals with these two aspects based on 
the existing solution to the Non-linear Shallow Water Equation proposed by Guard and Baldock 
(2007) and a free surface wave model developed by Lynett et al. (2002).  
3.2 Monochromatic wave investigation 
In the simple cases of monochromatic waves, water waves shoal and break in the surf zone, and 
lead to swash flows at a frequency similar to the incident frequency (Masselink and Puleo, 2006). 
Although this is an idealized situation which never occurs in the real world, the various factors 
affecting the swash hydrodynamics can be isolated and investigated with more detail. Therefore, the 
correlations between k and nearshore wave parameters are studied and discussed for monochromatic 
wave induced swash flows. 
3.2.1 Scenarios and k calculation 
Considering the complexity of the real swashes on natural beaches, the present study focuses on 
laboratory monochromatic waves driven swashes. The propagation of monochromatic waves on a 
sloping beach has been simulated by the CoulWave (Cornell University Long and Intermediate 
Wave Modeling Package). The model is calibrated against unpublished data from the SASME 
project (refer to Baldock and Holmes, 1999; Baldock and Huntley, 2002; Baldock and Simmonds, 
1999 for more information). A comprehensive series of wave tests were carried out on a plane 
sloping (1:10) beach. Waves were generated by a plane hydraulically-driven paddle, among which 
only non-breaking monochromatic waves are simulated and thus applied for the parameter k 
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investigation. One example of simulated free surface elevations at specified time is given in Figure 
3.1. The free surface elevation comparison of model prediction and laboratory measurement is 
overall favourable. The predicted shoreline has been defined at the locations where the water depth 
is equal to 3mm. This criterion was chosen because the shoreline measurements were derived by 
run-up wire which was 3mm above the bed surface. Good agreements have been achieved by the 
frictional CoulWave simulations except a small phase shift of the shoreline oscillations (Figure 3.2). 
For all other cases, comparisons of free surface elevations (SWL and x=0.1m) and shoreline 
oscillations were also presented in the Appendix A.  
 
Figure 3.1 Temporal variation of free surface elevations for monochromatic wave of T=3s and 
H=0.11m (blue: t=6.0s; red: t=6.76s; green: t=7.50s; magenta: t=8.26s). 
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Figure 3.2 Comparison between laboratory measurements (black solid line) and CoulWave 
simulations (red solid line) for a monochromatic wave of T=3s and H=0.11m. Top panel: free 
surface elevation at x=0.1m (left) and x=0.3m (right) relative to the SWL; lower panel: shoreline 
position.  
Based on the CoulWave simulations, the swash inflow (   ) and uprush (  ) durations can be 
readily determined from velocity contour plots, by which the corresponding k values are calculated 
following Eq. 3.1 (Power at al., 2011). This equation was derived by regression between k and 
model outputs (Guard and Baldock, 2007) and has    = 0.99. All cases investigated in the present 
numerical study are tabulated together with the calculated k values in the Table 3.1. 
  = 0.77  .        ⁄ − 10.16   .        ⁄    (3.1) 
Parameter k was calculated based on both frictional and frictionless simulations. Considering the 
better agreement achieved by the frictional CoulWave model in the free surface elevation and 
shoreline oscillation predictions, only frictional model results were applied for the further analysis. 
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Table 3.1 Summary of CoulWave simulation cases and computed k values. 
Case No. Wave Period [s] Wave Height [m] k 
1 0.833 0.052 0.68 
2 0.833 0.104 0.73 
3 1 0.053 0.73 
4 1 0.103 0.77 
5 1 0.155 0.75 
6 2 0.054 0.77 
7 2 0.102 0.73 
8 2 0.152 0.75 
9 3 0.052 0.78 
10 3 0.11 0.89 
 
Two cases 1 (k=0.68) and 2 (k=0.73) are further studied. Figure 3.4 and Figure 3.6 show the flow 
velocity contours respectively for each case. The gradient of the zero-velocity contour indicates the 
asymmetry (skewness) of the swash flow with regard to different seaward boundary conditions, and 
is used to derive the value of k in Eq. (3.1). In Figure 3.3 and Figure 3.5, it is evident that a large k 
value leads to a deeper swash flow field which would be under-estimated by using the swash 
analytical model (SM63). During the backwash, the water depth profiles are more gradual and the 
duration is relatively longer comparing with the uprush. All these features are consistent with the 
usual observations of swash flows in the field (Masselink and Hughes, 1998) and laboratory 
(Baldock and Holmes, 1997; Kikkert et al., 2012). More results of different swash flow patterns 
(water depth contours and flow velocity contours) are given in Appendix B. 
In addition to the k determination from the flow velocity contours stated as above, the temporal 
variation of alpha (α=u+2c+t) was also investigated at the run-down point based on the CoulWave 
simulations of different swash events (see Appendix C). It is noted that temporal variation does not 
seem to be purely linear but repeats periodically. Therefore, the assumption of variable α being 
linear-increasing (Guard and Baldock, 2007) might be one ideal solution. The following analysis of 
k correlations with wave parameters are based on the results listed in the Table 3.1. 
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Figure 3.3 Water depth contours (h=0.1:0.1:1) of Case No. 1 (k=0.68). 
 
Figure 3.4 Flow velocity contours (u=-0.6:0.2:1) of Case No. 1 (k=0.68). 
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Figure 3.5 Water depth contours (h=0.1:0.1:1) of Case No. 2 (k=0.73). 
 
Figure 3.6  Flow velocity contours (u=-0.6:0.2:1) of Case No. 2 (k=0.73). 
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3.2.2 Correlations with nearshore wave parameters 
Following the previous work of Power et al. (2011), the correlations between the k value and the 
incident wave parameters are studied as below. Figure 3.7 and Figure 3.8 show the correlations 
between computed k and offshore average wave period (T), wave height (H), Iribarren number (ξ) 
and swash-interaction parameter (   , Brocchini and Baldock, 2008; Power et al., 2011). The 
Iribarren number and swash interaction parameter are defined as 
  =          ⁄        (3.2) 
   = 2        ⁄                 ⁄      (3.3) 
in which wave length    = g   2 ⁄ . The empirical parameter K is an indicator of beach type and 
wave conditions and falls in a range of 0.6 to 0.8 (Stockdon et al., 2006). Therefore, the mean value 
of K=0.7 is used in the present calculations. 
Low correlations have been observed for the present studied cases (Figure 3.7 and Figure 3.8). 
However, detailed investigations of the incident waves with fixed wave height (H) seem to indicate 
that k value increases with the wave period (T) in Figure 3.9. For fixed wave period, larger wave 
heights lead to higher k values with the exception of Case 7 (T=2s, H=0.102m). Besides, errors in k 
 
Figure 3.7 Relation between k values and offshore wave height H[m], average wave period T[s]. 
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Figure 3.8 Relation between k values and Iribarren number ( ), swash interaction factor (  ). 
 
Figure 3.9 k variation with wave period T[s] for fixed wave height. Circles represent wave height 
H=0.052m; crosses correspond to wave height H=0.103m. 
calculations might be resulted by the determinations of flow reversal time since discrepancy 
between CoulWave simulations and laboratory measurements was noted in the shoreline 
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oscillations (see Appendix A). Regardless of measurement errors, for short wave period cases, the 
maximum swash excursion seems to be over-predicted by the model. 
The computed k values in the present study are consistent with the results of field remote sensing 
data but fall in a narrow range of [0.68, 0.88]. One example of negative k (=-0.64) swash flow was 
obtained from the Coastal Imaging Lab (OSU, unpublished data provided by Prof. R.A. Holman) 
and is illustrated here by the timestack in Figure 3.10. It is noted that small or negative k values 
occur when the inflow duration is short compared with the uprush duration or whole swash period. 
This was not observed in the present numerical simulations of monochromatic waves.  
 
Figure 3.10 Example of a timestack image from OSU data showing a swash flow with negative k 
(=-0.64) value. Red solid line: flow reversal line; blue cross: start of uprush; yellow cross: end of 
uprush; green cross: maximum uprush point. 
The discussions of the correlation between k and nearshore monochromatic wave parameters agree 
with the previous conclusions. There is some indication of sensitivity to offshore wave height and 
period, which was not investigated by Power et al. (2011), indicating that the bore does not “forget” 
the initial conditions as proposed in Shen and Meyer (1963).The author believes that more attention 
should be paid to the surf zone and asymmetry in the incident waves. Effective parameterization of 
surf zone wave conditions will be useful. Besides, further investigations of the surf-swash 
interaction mechanisms might be a key point for solving this problem.  
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3.3 Friction effects 
The hydraulic resistance force has significant effects on the swash flows due to the limited water 
depth. Various forms have been suggested and tested for the purpose of evaluating its importance in 
the swash hydrodynamic or morphology models. In the present study, a quadratic (Chézy) friction 
term has been incorporated into the existing inviscid NLSWEs based model (GB07) to account for 
the influence of hydraulic resistance on the swash flows. Equivalent characteristic equations are 
obtained by following the non-dimensional schemes proposed by Peregrine and Williams (2001). 
Frictional swash solutions and shoreline locations are then derived by using a combination of MOC 
and finite difference scheme (mid-point method). The frictional shoreline oscillations are tested 
against a relationship derived from the classic ballistic model (Baldock and Holmes, 1999). 
 
Figure 3.11 Schematic diagram of the swash hydrodynamic model. 
3.3.1 Governing equations 
With the assumption of hydrostatic pressure distribution in the water columns, the two-dimensional 
Non-linear Shallow Water Equations (NLSWEs) have been introduced to describe the wave 
motions on a sloping beach (Peregrine and Williams, 2001). The origin of the x-axis is taken as the 
intersection of the initial shoreline with the beach face, and y-axis is perpendicular upwards (Figure 
3.11). 
  ∗  ∗ +  ( ∗ ∗)  ∗ = 0      (3.4) 
  ∗  ∗ +  ∗   ∗  ∗ + g       ∗  ∗ = −g     −  ∗      (3.5) 
in which  ∗ is taken along the beach surface,  ∗ is the time, γ is the beach slope, ℎ∗ is the water 
depth and  ∗  is the depth averaged flow velocity. The superscript * represents dimensional 
variables. The swash event is initiated at the still water line and the maximum vertical excursion (Rs) 
of swash flow on the beach is denoted as 2  (Figure 3.11). The non-dimensional scaling variables 
introduced in Dressler (1952, 1958) and Peregrine and Williams (2001) were adopted as  
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  =  ∗       ,    =      ∗     ,  ℎ =  ∗       ,    =  ∗      (3.6) 
 ∗ =     ∗        (3.7) 
In which    is the maximum vertical excursion. The friction resistance force is simply estimated as 
a function of flow velocity and friction coefficient. Substitute the above variables into Eq. (3.4) and 
Eq. (3.5), together with the Chézy friction term (Eq. 3.7), non-dimensional NLSWEs can be derived 
as 
     +  (  )   = 0       (3.8) 
     +        +      + 1 = −    | |      (3.9) 
The non-dimensional celerity of small gravity wave is given as   = √ℎ. Following Stoker (1957), 
addition and subtraction of the above two equations obtains the characteristic form of the NLSWEs: 
     =      + (  +  )      = −    | |       (3.10) 
     =      + (  −  )      = −    | |       (3.11) 
along the positive and negative characteristics 
   :      =   +        (3.12) 
   :      =   −        (3.13) 
Two characteristic variables in Eq. (3.10) and Eq. (3.11) are defined as:   =   + 2  +        (3.14)   =   − 2  +        (3.15) 
The positive and negative characteristics (   and   ) are physically interpreted as the paths of 
infinitesimal wave disturbances (Peregrine and Williams, 2001). For a more comprehensive 
explanation of the characteristics refer to Lai (1986). 
Rearranging Eq. (3.14) and Eq. (3.15), flow velocity and wave celerity can be expressed in terms of 
characteristic variables. 
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  =    (  +  ) −        (3.16)   =    (  −  )       (3.17) 
Substituting the above equations into the RHS of the characteristic equations (Eq. 3.10 and Eq. 
3.11), ordinary differential equations for   and   can be readily derived as 
     = −      ( )   (   )             (3.18) 
     = −      ( )   (   )             (3.19) 
Thus, the above ODEs are solved by a mid-point method (Chapra and Canale, 2009). Details of the 
implementation for the characteristic equations are given in the Appendix D. 
3.3.2 Frictional swash solutions 
The frictional characteristic equations are solved by a combination of MOC and finite difference 
method. The time step is defined as ∆ =0.00001 near the initial shoreline location (i.e. initiation of 
swash event) and increases up to 0.001 elsewhere. One example of the positive and negative 
characteristics during one swash cycle is presented in the physical (x, t) coordinate (Figure 3.12). 
The corresponding water depth and flow velocity contours show similar patterns with inviscid 
solutions (Figure 2.1 and Figure 2.2) while the shoreline (dash-dot line) runs less farther than the 
frictionless SM63 solution (  =2). 
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Figure 3.12 Network of characteristics for k=0 and Cf=0.0001. Black dash-dot line: shoreline; blue 
solid line: negative characteristics; red solid line: positive characteristics. 
 
Figure 3.13 Water depth (left panel, h=0.05:0.05:0.5) and flow velocity (right panel, u=-1.5:0.5:1.5) 
contours for k=0 and Cf=0.0001. 
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Figure 3.14 and Figure 3.15 show the spatial variation comparison of the water depth and flow 
velocity for the frictional solution and classic SM63 solution during the uprush and backwash 
respectively. Water has been piled up to form blunt nose in the vicinity of the swash front during 
the uprush. The motion of the swash tip was also slowed down and this appears to be more 
profound as flow proceeds on the sloping beach. Moreover, the temporal variation of the flow 
velocity during the backwash is greatly reduced in the presence of the friction term while the 
influence on the uprush velocity seems to be limited (Figure 3.16 and Figure 3.17). Besides, the 
results indicate that friction is not sufficient by itself to influence the swash asymmetry (i.e. k) 
significantly. This will be further discussed in Chapter 5 with a 2D hydrodynamic model. 
Mathematically, the friction coefficient used in the present model is smaller than the values derived 
in the field (0.01-0.03) or laboratory (0.02-0.05), attributed to the computational difficulties in the 
MOC as the fluid builds up at the swash front. However, this is consistent with the magnitude 
obtained by Zelt (1991) who used a similar formulation of the friction term. By matching wave run-
up on a sloping beach, the friction coefficient was determined as 5E-5 for best agreement. 
 
 
Figure 3.14 The influence of friction coefficient (Cf) on the spatial variations of swash 
hydrodynamics during the uprush (t=0.5) for k=0. Colours represent different magnitude of friction 
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coefficient. Black: SM63 solution with Cf=0; red: SM63 solution with Cf=0.0001; blue: SM63 
solution with Cf=0.0004; green: SM63 solution with Cf=0.001. Top panel: spatial variation of water 
depth (h); lower panel: spatial variation of flow velocity (u). 
 
Figure 3.15 The influence of friction coefficient (Cf) on the spatial variations of swash 
hydrodynamics during the backwash (t=2.5) for k=0. Same caption as Figure 3.14. 
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Figure 3.16 The influence of friction coefficient (Cf) on the temporal variations of swash 
hydrodynamics at specified locations (x=0.5) for k=0. Same caption as Figure 3.14. 
 
38 
 
Figure 3.17 The influence of friction coefficient (Cf) on the temporal variations of swash 
hydrodynamics at specified locations (x=1.0) for k=0. Same caption as Figure 3.14. 
In addition to the friction term, the influence of parameter k on the swash hydrodynamics has been 
investigated. Figure 3.18 shows spatial variation comparison of water depth and flow velocity for 
different k values (Cf=0.0001).  It is readily noted that increased k value leads to more sustained 
incoming mass and momentum. This is more evident in the interior of the swash flow while similar 
features have been observed near the swash front (Figure 3.19). The main flow will tend to move 
more freely due to the relatively larger water depth and smaller flow velocity (Baldock et al., 2012). 
The friction term seems to damp the global swash flow as demonstrated in Antuono et al. (2012). 
Besides, more symmetric swash flows result from increased k values and this is consistent with the 
conclusions of Guard and Baldock (2007).  
 
 
Figure 3.18 The influence of parameter (k) on the spatial variations of swash hydrodynamics at 
specified locations (t=0.5) for Cf=0.0001. Red: k=0; cyan: k=0.6. 
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Figure 3.19 The influence of parameter (k) on the temporal variations of swash hydrodynamics at 
specified locations (x=1.0) for Cf=0.0001. Red: k=0; cyan: k=0.6. 
As the magnitude of k keeps increasing, the swash front will be further retarded and more water 
builds up at the front. This exerts more difficulties on resolving the characteristics by MOC. The 
characteristics along which the ODEs are solved would become more intense and the MOC will 
break down for large friction coefficient (  ) and parameter k. 
3.3.3 Shoreline location 
The shoreline motions are subjected to the friction resistance force. Due to the limited depth near 
the shoreline, numerical instabilities may result from the additional friction term near the wet/dry 
boundary. Different approaches have been developed to deal with the shoreline motion, e.g. thin 
film method (Oey, 2005; Zhang et al., 2009), threshold depth method (Antuono et al., 2012; 
Brocchini et al., 2001; Torres-Freyermuth et al., 2013), linear extrapolation (Hibberd and Peregrine, 
1979) and slotted-beach technique (Chen and Briganti, 2007; Madsen et al., 1997). In order to 
eliminate instabilities caused by the zero water depth at the shoreline, a flux limit (h0=1E-10) 
scheme has been adopted (Nielsen et al., 2005). The denominator in momentum equation (Eq. 3.9) 
is replaced by (ℎ + ℎ  ℎ⁄ ) when the local water depth is smaller than 1mm. Figure 3.20 shows the 
variations of the shoreline locations according to different friction coefficients. 
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Figure 3.20 Shoreline motion for a range of selected friction coefficient. 
The bore motion in the non-uniform region over a sloping beach can be solved by the approximate 
method initially proposed by Whitham (1958) and the incident bores are assumed to collapse at the 
shoreline (Keller et al., 1960; Whitham, 1958) with a terminal velocity dependent on the initial bore 
strength, leading to a rapid conversion of potential energy to kinetic energy. The ensuing wave 
motions and vertical excursion of the shoreline on the beaches have been further studied by Baldock 
and Holmes (1999). Adopting a simple parabolic expression of the shoreline motion (Hughes, 1995; 
Shen and Meyer, 1963), a theoretical relation between swash frequency (f) and the (dimensional) 
amplitude of the inviscid shoreline motion (  ) was derived as below: 
   ≤              (3.20) 
in which   is the beach slope; g is the gravitational acceleration;   is the frequency of the incident 
bores or the frequency of the parabolic shoreline motion (used in the present analysis). The 
shoreline motion is measured from the seaward boundary of the swash zone (i.e. the initial SWL). 
Therefore, it would be expected that the amplitude of the frictional shoreline motions would 
physically fall below the theoretical (inviscid or parabolic) solution based on SM63 (Eq. 3.20). The 
present numerical shoreline solutions are tested against the theoretical relation in Figure 3.21. 
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Figure 3.21 Relation between swash frequency and amplitude for frictional swash solutions. Solid 
line: theoretical inviscid solution derived by Baldock and Holmes (1999); circles: present frictional 
simulations.  
The model predicts that the effect of friction on the run-up amplitude is balanced by an increase in 
the frequency due to reduction in the whole swash period, so there is almost no change in the ratio 
of amplitude to frequency, compared to the inviscid solution (Figure 3.21). 
An examination of results from other numerical model predictions of shoreline motions (e.g. 
Torres-Freyermuth et al., 2013) show a different behaviour. One example is presented in Figure 
3.22, showing the relationship between swash frequency (f) and amplitude (A). The numerical 
solution of the shoreline was identified at locations where water depth exceeds 4.5mm since water 
remains on the beach surface during the backwash. The deviation between inviscid theoretical 
values (Eq. 3.20) and numerical model is obvious, with ratio of the amplitude of shoreline motion 
and frequency reducing.  
The theoretical relation (Eq. 3.20) between swash amplitude and frequency has also been applied to 
test with the shoreline variations resulted from dam-break driven swash flows (Torres-Freyermuth 
et al., 2013). The RANS model results are plotted against the theoretical solution in Figure 3.23, 
which clearly indicates that reduced swash amplitude due to the friction term. In addition, a 
NLSWEs-based hydraulic model (ANUGA, brief introduction given in section 4.3.1) has also been 
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applied to simulate the corresponding dam-break driven swash flows and the resulting shoreline 
locations. Figure 3.23 shows the comparison between theoretical relation, RANS and ANUGA 
model results. The Manning’s friction coefficient has been calibrated to match the maximum 
vertical excursion predicted by the RANS model for d50=10mm and S=1:25. Some discrepancies 
have been observed in both swash amplitude and frequency between the two models. This might be 
attributed to the constant definition of Manning’s n used in the ANUGA while more refined 
treatments have been taken to consider the bed roughness in the RANS model. Furthermore, both 
models show a reduced magnitude of the swash amplitude, unlike the tendency displayed in Figure 
3.21. It might be concluded that Eq. (3.20) could be an easy and direct way for testing model 
accuracy of the frictional shoreline motions on a sloping beach. The present MOC frictional swash 
model appears not to be right, even though the output shoreline locations seem to be reasonable, as 
well as the swash flow field. More rigorous inspections of the frictional models are thus required.  
 
Figure 3.22 Comparison between theoretical solution (solid line, Eq. 3.20) and RANS model 
(symbols, Torres-Freyermuth et al., 2013) results for amplitude and frequency relationship induced 
by dam-break driven swash flows. a: S=1:25; b. S=1:15; c. S=1:10; d. S=1:05. Colours represent 
different grain sizes. Black: d50=10mm; red: d50=5.5mm; blue: d50=0.5mm; green: d50=0.2mm. 
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Figure 3.23 Comparison between theoretical solution, RANS model (d50=10mm, Torres-
Freyermuth et al., 2013) and ANUGA  results for uprush amplitude and frequency relationship. 
Triangles: theoretical calculation (Eq. 3.20); circles: RANS model results; crosses: ANUGA results. 
3.4 Chapter summary 
The important role of boundary conditions in the swash dynamic and morphology modelling has 
been highlighted and investigated in terms of seaward boundary condition (parameter k) and bottom 
boundary condition (friction term). However, the complexity of the problem in the field, combined 
with various dynamic processes over large spatial extents, makes it extremely difficult to 
understand its physical meaning. 
Previous efforts have been made (Power et al., 2011) by using remote sensing data of swash 
hydrodynamics, but no dependence on swash period or swash amplitude was observed. The factors 
influencing k are further investigated by using simulated monochromatic wave data in the present 
study. Only low correlation has been obtained between k and the offshore wave parameters (e.g. 
wave height, averaged wave period or Iribarren number). For fixed wave height, the magnitude of k 
seems to increase with the wave period while higher k values are obtained for larger wave height 
when the wave period is nearly constant. A more realistic consideration of random waves would be 
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helpful to further understanding the physical meaning of parameter k. The influence of the 
asymmetry in the surf zone waves requires further investigation. 
The friction effects in the swash hydrodynamic modelling have been discussed by incorporating a 
Chézy type friction coefficient into the GB07 model (Guard and Baldock, 2007). The relative 
importance of the hydraulic resistance and incoming mass & momentum is discussed. The 
numerical simulations indicate that the friction term does not significantly affect the swash 
asymmetry as defined by the parameter k. The frictional swash model appears physically sensible 
leading to slightly smaller swash amplitudes at a given frequency. However, the amplitude of the 
shoreline motion is different for other numerical models (e.g. RANS or ANUGA) when testing 
against the inviscid relation by Baldock and Holmes (1999). More critical inspections of the Chézy 
friction term in the swash model are thus required. 
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Chapter 4 Direct bed shear stress measurements of loose 
mobile bed 
4.1 Introduction 
Accurate shear stress measurements are of fundamental importance to improve the predictions of 
swash sediment transport rate as well as modelling of beach erosion and accretion. Great difficulties 
have been confronted in obtaining reliable velocity measurements when using the widely accepted 
velocity fitting method or Turbulent Kinematic Energy (TKE) method for shear stress estimations. 
Even the state-of-art instruments (e.g. PIV, ADVP) failed to capture velocity profile measurements 
of the fast-developing leading edge of the swash flow at field scale or in large scale laboratory 
experiments. On the other hand, the shear plate method has been well validated and successfully 
applied in a number of studies, e.g. dam-break swash (Barnes, 2009), bore-driven swash (Allis et al., 
2014; Barnes and Baldock, 2007; O'Donoghue et al., 2010) and solitary wave bed shear stress 
(Seelam et al., 2011). All these previous studies only consider smooth or rough fixed impermeable 
bed configurations. No data comparison between rough fixed beds and mobile beds is available.  
The present study evaluated the performance of the shear plate method in direct measurements of 
swash bed shear stress for both fixed and loose mobile bed configurations. Free surface elevations, 
bed shear stress and sediment transport rate data have been derived in the dam-break experiments. 
The influence of the mobile sediment grains on the bed shear stress has been further investigated 
and discussed based on the dispersive stress theory (Bagnold, 1954). This chapter is based on the 
paper in press by Jiang and Baldock (2015). 
4.2 Experiment setup 
The dam break experiments have been conducted in the Hydraulic Laboratory at the University of 
Queensland because of the analogy with the swash flow during the uprush phase (Peregrine and 
Williams, 2001; Pritchard et al., 2008; Hogg et al., 2010). The flume (length: 3m, width: 0.4m, 
depth: 0.4m) is made of smooth PVC bed and glass sidewalls. One end of the flume has been 
enclosed, the elevation of which could be adjusted to obtain different beach slopes. The shear plate 
used in the present study is 0.1m long, 0.25m wide and 0.75mm thick. Therefore, the bed shear 
stress obtained in the present experiments is an area-averaged shear stress as bore front passes the 
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shear plate, rather than point measurements. Considering the width of the flume (0.4m), the sidewall 
effects could be ignored. 
 
Figure 4.1 Elevation view (upper panel) and plan view (lower panel) of dam-break apparatus and 
instrument layout. The flume pivots about the downstream end, with adjustable slope between 
tanβ=±0.1. 
4.2.1 Instruments 
An evenly-spaced array of five Microsonic ultrasonic displacement sensors (Mic+25) with a 
frequency of 50Hz and accuracy of 1mm was deployed in the centre of the flume to detect temporal 
variations of the free surface elevation during the experiments. One additional sensor was installed 
at the dam gate in order to resolve the starting time of each dam-break run. Two sensors (Sensor 5 
and Sensor 6) were specially located above the edges of the shear plate for the purpose of 
estimating the pressure gradient component (Froude-Krylov force). The general setup of the UQ 
dam-break experiments is presented as a schematic in Figure 4.1. 
The time series of the swash bed shear stress are directly measured by a flush mounted shear plate 
(refer to Barnes, et al., 2009 for a detailed introduction). The eddy current proximity probe which 
detects the offset of the shear plate under swash flow has a sample frequency of 50Hz and an 
accuracy of 0.001mm. A pulley/weight system has been designed to obtain the relationship between 
output voltages and exerted area-averaged shear stresses (Barnes, 2009). The four tubular legs 
(d=1.1mm) support the shear plate and provide the restoring force as well. The calibration has been 
repeated and finally yields approximately linear curves with R2 higher than 99% (Figure 4.2). The 
shear plate has a measuring range of 82N/m2. This might be further improved by using more stiff 
supporting legs. Special attention was paid to ensure the shear plate was flush with the channel 
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bottom surface and the perimeter of the Perspex cell casing (Figure 4.3). Moreover, a sediment trap 
was placed at the end of the flume to collect sediment overtopping volume (Alsina et al., 2009; 
Othman et al., 2014) of each swash event. The same dam-break apparatus has been previously used 
to investigate the relationship between bed load transport rate and grain sizes. Additional 
discussions of sediment transport rate will be provided in Chapter 5.  
The signals of Ultrasonic displacement sensors and the eddy current proximity probe are acquired 
by LabView v7.1 via a National Instruments (PCI-MIO-16E-4) data acquisition device. 
 
Figure 4.2 Shear plate calibrations. a. Pulley/weight system; b. Calibration curve of averaged shear 
stress and output voltage signals. 
 
Figure 4.3 Schematic of shear plate (cross-section view) for smooth (left) and rough/loose (right) 
bed configurations. 
4.2.2 Issues and treatments 
Although the Swash Shear Plate (SSP) has been successfully applied in direct measurements of bed 
shear stress for rough fixed/smooth bed configurations, some further challenges remain for loose 
mobile bed conditions as: 1) coarse grains become jammed between the shear plate and the box; 2) 
cumulative deposition of fine grains inside the shear box. 
A number of options were considered and tested to counter these issues. At the beginning, a sheet of 
fabric was added to cover the shear plate and casing, fully sealing the gaps (Fig. 4.4). But the free 
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movement of the shear plated was restricted at the corners and consistent calibration or 
measurements could not be obtained. Subsequently, thin strips of latex covering were glued on the 
box and covered the surrounding gaps. While consistent calibrations could be derived, repeated 
tests under smooth bed conditions still show considerable fluctuations attributed to the adhesive 
forces exerted by the wet strips (Figure 4.4). Consequently, an alternative approach was adopted 
and no attempt would be made to modify the original design of the SSP. The sediment sample for 
loose coarse-grain bed experiments was sieved and all grains of small size (<2mm) most likely to 
jam the plate were excluded. 
 
Figure 4.4 Alternative modifications of the swash shear plate. Left: full cover; right: strip cover. 
Given the irregular shapes of the grains, it is still possible for sediment grains be partially jammed 
in the gaps and thus preventing the free motions. However, as illustrated later, such hindering is not 
apparent at the initial stage for a uni-directional uprush flow and single event. The duration of 
reliable bed shear stress time series might be subjected to the quantity of mobile sediment grains. 
 
Figure 4.5 Swash shear plate cell configurations before (left) and after (right) experiments for fine-
grain cases.  
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For fine grain experiments, grains are allowed to enter the cell. A thin tube was connected on the 
shoreward sidewall of the shear box for the purpose of clearing the deposited grains inside the box 
by flow injection (Figure 4.5) with flushing through a hole on the opposite side. A more limited 
data set was obtained because of the minor difference in bed shear stress observed for fixed and 
loose mobile bed conditions. This will be further discussed in section 4.5. Moreover, the treatment 
of injecting water to minimise sediment build up inside the cell turned out to be only partially 
effective. Further work requires a redesign/modification of the shear cell to enable improved 
flushing and negate gradual sediment intrusion. 
4.2.3 Sediment samples 
Two types of sediment grains (distinguished as coarse and fine grains) were used to construct rough 
fixed beds, above which mobile sediment grains have been loosely and evenly spread to form 
mobile bed configurations. The fine sediment was a washed and well sorted local ocean beach sand 
with grain size d50=0.22mm. The coarse marine grains with d50=2.85mm were further sieved 
according to the Australia Standard of AS 1289.1.1 and AS 1289.3.6.1. The results are presented as 
grain size distribution curves, shown in Figure 4.6. 
 
Figure 4.6 Grain size distribution curves for fine grain (thin dashed line, d50=0.22mm) and coarse 
grain (thick solid line, d50=2.85mm). 
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4.2.4 Experiment scenarios 
The dam-break experiments generally include three different types of bed conditions. The smooth 
bed is made of smooth PVC. The rough fixed bed consists a single layer of grains 
(d50=0.22mm/2.85mm) glued by PVA wood glue while the rough mobile bed includes extra mobile 
grains of different layer thickness. The nature of smooth, rough fixed, loose sediment bed 
configurations are illustrated in Figure 4.7. For each case of the experiment, the measurements were 
repeated for at least four times (unless otherwise stated) to assess repeatability and variation 
between different runs.  
The scale of the dam-break driven swash flow is controlled by the reservoir water depth h0, which 
determines the initial celerity of the wave front and the overall flow depth. The reservoir water 
depth varied from 0.08m to 0.22m, resulting in swash flow depth up to 0.055m. Two different 
beach slopes (horizontal, 1:10) were tested, with the maximum vertical elevation of the shear plate 
at z=0.166m above the initial point of the swash flow. On non-truncated sloping beach, the swash 
run-up elevation   , is a function of the initial celerity of the swash front (Shen and Meyer, 1963). 
Thus, varying the initial reservoir water depths has same effect of placing the shear plate (as well as 
the truncated flume edge) at different elevations in the swash zone (Baldock et al., 2005). The full 
range of experiment scenarios are summarised in Table 4.1. 
As demonstrated in section 2.2.2, it is extremely difficult to obtain accurate velocity measurements 
at the leading front of the uprush flow. Although the flow velocity is not an essential parameter for 
direct measurements of bed shear stress, it could facilitate the understanding of the friction 
coefficient during the initial stage of the uprush flow, i.e. critical period of sediment transportation. 
Here we introduce a 2D hydrodynamic model (ANUGA) and adopt the numerical predicted 
velocity as an alternative to velocity measurements. This approach follows that of Barnes et al. 
(2009), Barnes and Baldock (2010) and Othman et al. (2014). 
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Figure 4.7 Different bed configurations in the present research: a. Smooth bed; b. Fixed coarse 
grain bed; c. Loose coarse grain bed; d. Loose fine grain bed. 
Table 4.1 Summary of shear plate experiment scenarios. 
Bed 
condition 
Slope Reservoir depth [m] Reservoir length [m] Grain size [mm] 
Smooth 0 0.10, 0.15, 0.20 1.7 - 
Rough 
fixed 
0 0.08, 0.10, 0.12, 0.14, 
0.16, 0.18, 0.20, 0.22 
1.0 2.85, 0.22 
1:10 0.16, 0.17, 0.18, 0.19, 
0.20, 0.21, 0.22 
Rough 
mobile 
0 0.08, 0.10, 0.12, 0.14, 
0.16, 0.18, 0.20, 0.22 
1:10 0.16, 0.17, 0.18, 0.19, 
0.20, 0.21, 0.22 
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4.3 Swash hydrodynamics and verification 
4.3.1 ANUGA 
Swash flows have always been characterized as nonlinear, unsteady and turbulent. As noted by 
Barnes et al. (2009), state of the art instrumentation is not yet available to derive reliable swash 
flow velocity measurements especially at the swash leading front, due to the response time of 
instruments and direct obscuration by the air bubble entrainment at the surface. In the recent 
experiments (Allis et al., 2014) at the GWK in Hannover, Germany, ADV and ADVP instruments 
only yield data 1.6s after the wave front passed the wave gauge location for monochromatic wave 
of T=8s and H=0.9m. A similar phenomenon of signal delay has also been observed when applying 
PIV for velocity measurements (Kikkert et al., 2012). There are a couple of alternative strategies to 
deal with this situation, e.g. data reconstruction for the initial stage (Lanckriet and Puleo, 2015) or 
numerical predicted velocity (Barnes et al., 2009; Othman et al., 2014). 
ANUGA is an open source hydrodynamic model, which is based on a finite-volume method of 
solving the nonlinear shallow water equations (Nielsen et al., 2005). The good performance of 
ANUGA in modelling the wetting and drying process (Barnes et al., 2009; Jakeman et al., 2010) 
justifies its capability in simulating swash flows on beaches. Geometry, free surface elevations, 
boundary conditions (e.g. reflective boundary, Dirichlet boundary) need be specified in the 
ANUGA simulations. The hydraulic resistance effects are represented by a single parameter 
Manning’s n, the magnitude of which should be calibrated to achieve best agreement of surface 
elevation or flow velocity with the laboratory measurements. In the present study, the calibration of 
the Manning’s n has been accomplished by computing Root Mean Squared Error (RMSE) of free 
surface elevation between measurements and predictions at different locations (Barnes, 2009; 
Briganti et al., 2011; Othman et al., 2014). 
     =  ∑ (ℎ  − ℎ )      n  
where    and    are the first and final time step, n is the total number of the time steps, ℎ  and ℎ  
are predicted and measured water depth respectively. 
4.3.2 Swash hydrodynamics 
The free surface elevations measurements are obtained via Ultrasonic Displacement Sensors. The 
open-source finite volume model (ANUGA) provides the hydrodynamic predictions of water depth 
and flow velocity. The friction coefficient (Manning’s n) is closely related to the composition of the 
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beach surface material. Its magnitude has been calibrated for different bed configurations by 
minimising RMSE between the predicted and measured free surface elevations at the shear plate 
location. The relationships between Manning’s n and calculated RMSE are presented in Figure 4.8. 
The optimal value of n used in the ANUGA simulations are summarised in Table 4.2.  
 
Figure 4.8 Friction calibration results of ANUGA modelling for different bed configurations. a. 
Smooth bed; b. Rough fixed bed (coarse grain d50=2.85mm); c. Rough mobile bed (coarse grain 
d50=2.85mm); d. Rough fixed bed (fine grain d50=0.22mm). 
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Table 4.2 Friction calibration results (Manning’s n) for the UQ dam-break experiments. 
Bed configuration Manning’s n 
Smooth PVC bed 0.010 
Rough fixed bed (d50=0.22mm) 0.011 
Rough mobile bed (d50=0.22mm) 0.011 
Rough fixed bed (d50=2.85mm) 0.019 
Rough mobile bed (d50=2.85mm) 0.026 
 
 
Figure 4.9 Comparison between measurements and ANUGA hydrodynamic model predictions for 
smooth bed (left panel), fixed coarse grains (centre panel) and fixed fine grains (right). Upper panel: 
temporal variation of water depth at x=2.67m. Middle panel: temporal variation of water depth at 
x=2.77m. Lower panel: temporal variation of ANUGA predicted flow velocity. Circles, measured 
water depth; crosses, swash front velocity calculated from ultrasonic displacement sensors; solid 
lines, predicted water depth; dashed lines, predicted velocity. Initial conditions are a horizontal bed 
and reservoir depth of h0=0.20m. Note that reservoir length differs for the smooth (L=1.7m) and 
fixed grain (L=1.0m) beds. 
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The NLSWEs are solved in a triangle mesh by a Godunov-type finite volume method in ANUGA 
(Nielsen et al., 2005). The shoreline location and hydraulic shocks are carefully treated in the model. 
Mathematically, it is still a two-dimensional model. Therefore, the generation of complex 
turbulence and ensuing aerated bore propagation at the moment of gate lift are not accurately solved 
in the fundamental equations (Barnes et al., 2009; Briganti and Dodd, 2009c). Some discrepancies 
have been noted for sensors close to the dam gate during the initial stage of dam-break flows. The 
remaining part of the ANUGA predictions of free surface elevation shows high consistency with the 
laboratory measurements. The influence of the vertical acceleration component or bore-generated 
turbulence would be much smaller at landward sensors as the swash flows are more similar with 
sheet flows.  
Figure 4.9 shows the comparison between measured and modelled free surface elevations for three 
different types of bed configurations. For smooth and fixed fine-grain bed conditions, very good 
agreements are obtained in terms of the timing and magnitude. The prediction for the fixed coarse-
grain is also satisfactory. Although no velocity measurements have been made in the present 
research, the swash front velocity can be roughly estimated by its travel time between two 
consecutive Ultrasonic displacement sensors. This is then plotted against the predicted flow velocity 
time series (red crosses in Figure 4.9), which indicates quite good consistency for smooth and rough 
fixed bed conditions, within 5%. As a result, it is assumed that the numerical predicted velocity is 
an accurate representation of the mean (depth-averaged) velocity and will applied in the friction 
coefficient calculations and the rough flat-plate turbulent boundary layer model (in Chapter 5). For 
loose mobile bed conditions, the comparison with the estimated swash front velocity is not as 
favourable, probably due to the fluid-grain interactions at the leading tip of the dam-break flow. 
This will be further discussed in section 4.4.4. 
4.3.3 Smooth bed shear stress 
The shear plate experiments started with smooth bed cases with a relatively longer reservoir and a 
number of selected reservoir water depths. The purpose was generally to ensure the shear plate 
works properly and to test repeatability against previous experiments. The Froude-Krylov force, 
arising from the surface elevation and the pressure gradients acting on the two edges of the shear 
plate, contributes to the measured total bed shear stress. Previous research suggests that the 
magnitude of the Froude-Krylov force is related to the flow regimes. It could be negligible in 
turbulent boundary layer flows while on the other hand, be of the same order with the skin shear 
stress in laminar boundary layer flows (Pujara and Liu, 2014). Nevertheless, the Froude-Krylov 
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force should be removed to obtain the skin shear stress. For smooth bed conditions, it can be easily 
calculated as (Barnes et al., 2009): 
   =              =                          (4.1) 
in which        and        represent the shear plate surface area and shear plate volume respectively. 
The pressure gradient component (     ⁄ ) is positive for a seaward dipping water surface and 
negative for a landward-dipping water surface (Barnes et al., 2009; Othman et al., 2014). 
One comparison of bed shear stress measurement is made with previous experiment measurement 
(Barnes, 2009) to verify the shear plate operation (Figure 4.10). The data is derived for smooth 
horizontal bed with reservoir length of L=1.7m and initial water depth h0=0.20m. Excellent 
agreement has been achieved for the time variation of decreasing stress and peak bed shear stress is 
within less than 2-3% difference. More results for different reservoir water depths are presented in 
Figure 4.11, which show similar temporal variation patterns of bed shear stress. 
 
Figure 4.10 Time series of bed shear stress for smooth bed configuration with reservoir water depth 
h0=0.20m, reservoir length L=1.7m and beach slope S=0. Red circles: present measurements; blue 
crosses: data of Barnes (2009). 
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Figure 4.11 Temporal variations of bed shear stress for smooth beds with different reservoir water 
depths. a. h0=0.15m; b. h0=0.10m. 
4.4 Coarse-grain bed results 
4.4.1 Pressure gradient component 
As noted above, the contribution to the total shear stress from the Froude-Krylov force arising from 
the surface elevation and pressure gradient across the plate is removed from the total measured 
stress to yield the shear stress. Barnes et al. (2009) explored the pressure gradient component by 
using pressure transducers below the shear plate and ultrasonic displacement sensors above the 
shear plate, both of which indicate a similarly small magnitude. For both the fixed and loose mobile 
beds, the volume of the sediment grains glued on the shear plate has been accounted for 
appropriately in the calculation. The sediment grains have been assumed to be cubes of same 
volume as spheres of diameter d50 (Riedel and Kamphuis, 1973). The effective shear plate volume 
can be calculated as Eq. (4.2). Therefore, the ultrasonic displacement sensor data of free surface 
elevation and modified shear plate volume are substituted into Eq. (4.1) to derive pressure gradient 
contribution.     =        + ∑(0.806   )      (4.2) 
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Examples of the water surface elevation either side of the plate, the total stress and the bed shear 
stress are illustrated for fixed (Figure 4.12) and loose (Figure 4.13) bed conditions, where the bed 
gradient is 1:10. In each case, at the time of maximum stress, the surface elevation is greater at the 
leading edge of the wave than further back in the wave, indicating a surface dipping back toward 
the reservoir, or an adverse pressure gradient. This is consistent with field observations of the water 
surface slopes in natural swash (Baldock and Hughes, 2006). The resulting pressure gradient is 
negative but also small, resulting in a small Froude-Krylov force compared to the shear force. 
Consequently, any errors in the calculation of the pressure force are small in comparison to the 
estimated shear stresses. It is also noted that the measured pressure gradients do not increase as the 
quantity of loose sediment increases. 
 
Figure 4.12 Time series of free surface elevation (top panel), total shear stress and pressure gradient 
component (middle panel), net shear stress (lower panel) for rough fixed bed configurations 
(d50=2.85mm) with reservoir water depth h0=0.22m and beach slope S=1:10. 
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Figure 4.13 Time series of free surface elevation (top panel), total shear stress and pressure gradient 
component (middle panel), net shear stress (lower panel) for loose mobile bed configurations 
(d50=2.85mm) with reservoir water depth h0=0.22m and beach slope S=1:10. 
Further results are presented in Figure 4.14 which shows a comparison of the shear stress from 
repeated runs of the same experimental conditions for both the fixed bed and a loose coarse grained 
bed case. The repeatability for the fixed bed conditions is excellent. For the coarse loose bed 
conditions, the peak stress and initial temporal variation of the stress is highly consistent between 
repeat tests. However, at later times the conditions are clearly not always repeatable. The reasons 
for this were discussed previously, and are further illustrated below. 
4.4.2 Temporal variation of bed shear stress 
Since the peak bed shear stress has been consistently obtained, more data were obtained from loose 
mobile beds conditions and a comparison with rough fixed bed results is made in Figure 4.15. The 
celerity of the wave front is significantly reduced by the presence of loose sediment, as indicated by 
the delay in the time of the peak bed shear stress when the swash front reaches the shear plate. This 
occurs even with a single layer of grains, and the average front celerity between the dam position 
and the shear plate is reduced by up to 25% for the larger greater quantities of loose sediment. This 
clearly indicates a larger overall bed shear stress at the leading edge. The near surface flow behind 
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the wave front continually overruns the wave front (Baldock et al., 2014), which likely contributes 
to the high wave front shear stress. The shear plate obtains the total time-history of the shear stress 
for the fixed bed, but the duration of the reliable signal for the coarse loose beds is progressively 
reduced as the quantity of loose sediment increases. As indicated in Figure 4.14, a reliable signal is 
only obtained for the initial phase of the flow because of sediment settling on the plate and across 
the gap prevents the plate returning to the initial condition. However, the maximum or peak stress is 
consistently measured. Consequently, only the peak stress is considered for the coarse sediment.  
 
Figure 4.14 Temporal variation of bed shear stress for different coarse-grain bed configurations 
with reservoir water depth of h0=0.20m. Top panel: rough fixed bed, S=0; middle panel: loose 
mobile bed, S=0; lower panel: loose mobile bed, S=1:10. 
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Figure 4.15 Temporal variation of bed shear stress for different (coarse grain) load volumes. Upper 
panel: horizontal bed; lower panel: sloping bed (S=1:10). Blue crosses: rough fixed bed; red circles: 
loose mobile bed; black squares: load volume increased by 50%; green pluses: load volume 
increased by 100%; cyan triangles: load volume increased by 150%. 
4.4.3 Peak bed shear stress variations 
The coarse sediment motion is dominated by bed-load and saltation, with the majority of the 
sediment in motion above the shear plate for the largest reservoir conditions. The variation of the 
peak shear stress as the reservoir depth increases is illustrated in Figure 4.16. Two features are 
evident. Firstly, the peak shear stress increases approximately linearly with increasing reservoir 
depth, both for the loose bed and fixed bed. For the fixed bed, the data are consistent with the shear 
stress increasing as velocity squared, since the initial velocity of wave front is expected to be 
proportional to √ℎ. Secondly, the stress progressively increases with increasing quantities of loose 
sediments, reaching a value approximately 100% greater than the fixed bed stress for loose bed case 
(pluses). Note that for the horizontal bed the maximum measurable stress for this SSP configuration 
was exceeded at τ=80N/m2, corresponding to a reservoir depth of approximately h0=0.14m. When 
the coarse grained loose sediment is limited to a single initial layer, there is some evidence that at 
the higher flow rates (reservoir depths) the peak stress is approximately equal to that of fixed bed 
conditions, i.e. the presence or motion of the loose sediment does not significantly increase the bed 
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shear stress. Much of the loose sediment is largely in suspension as this time, such that loose 
sediment is not impacting the plate and there is no significant grain-plate momentum transfer for 
this bed condition at high flow rates. The generation of grain induced shear stresses is discussed 
further below.  
Given that the variation of the peak stress with reservoir depth was clear from the preceding tests, 
further tests with increasing quantities of loose sediment were restricted to two reservoir conditions 
(h0=0.20m and 0.22m) and sloping (S=1:10) beds. For these initial conditions, the quantity of loose 
sediment was further increased progressively until no further increase in the peak stress was 
observed. In conjunction, the maximum observed stress progressively increased, reaching a value of 
100% and 68% greater than the fixed bed stress for the same initial flow conditions (h0=0.20m and 
0.22m, triangles in Figure 4.16). 
 
Figure 4.16 Variation of averaged bed shear stress with reservoir water depth for horizontal (upper 
panel) and sloping (lower panel) coarse grain bed configurations. Blue crosses: rough fixed bed; red 
circles: loose mobile bed; black squares: load volume increased by 50%; green pluses: load volume 
increased by 100%; cyan triangles: load volume increased by 150%. 
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4.4.4 Friction coefficient 
The increase in bed shear for the coarse grained loose bed conditions corresponds to an increase in 
the maximum skin friction coefficient (   = 2  ⁄    ) from 0.03 to up to   = 0.1 compared to the 
fixed bed conditions (Figure 4.17). Here, u is the estimated maximum flow velocity at the time of 
the peak shear stress, approximately obtained from the celerity of the wave front as it crosses the 
plate (e.g. as in Fig. 4.9). This increase is proportionately larger than that for the shear stress since 
the propagation speed of the wave front and the maximum flow velocity is reduced by the presence 
of loose sediment, as indicated in Fig. 4.15. The magnitude of the friction coefficient is larger than 
that obtained on rough non-erodible laboratory beaches (  = 0.02~0.05, Cox et al., 2000) but 
similar to the maximum values observed on sand beaches with grain size up to 2mm (  =0.1, 
Hughes, 1995). The calibrated hydrodynamic model correspondingly requires an increase in 
Manning’s n (fixed bed, n=0.019s/m1/3; loose bed, n=0.026s/m1/3) to match the measured surface 
elevation data.  
 
Figure 4.17 Variation of calibrated Manning’s n (stars, left axis) and estimated friction coefficient 
cf at the time of peak shear stress (downward triangles, right axis). Conditions are sloping bed 
(S=1:10) with fixed and loose coarse grains (d50=2.85mm). 
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It should be noted that the interpretation of a back-calculated skin friction coefficient derived for 
steady flows requires some care, but has been considered by a number of authors (Kikkert et al., 
2012; Kikkert et al., 2013; Masselink and Hughes, 1998; O'Donoghue et al., 2010; Puleo et al., 
2012b). In practice, a significant variation in friction coefficient would be obtained with regard to 
velocity measurements at various elevations (e.g. Torres-Freyermuth et al., 2013). Barnes et al. 
(2009) and Kikkert et al. (2012) provide further discussions. For the present purposes, the use of    
is principally to indicate that the momentum transfer from the free stream flow to the bed is much 
more efficient for a loose bed than for a fixed bed of the same grain size. 
4.4.5 Grain stress 
The increased measured bed shear stress with increasing quantity of loose coarse sediment, 
corresponding to a greater momentum transfer, is consistent with the significant reduction in 
celerity of the wave front. It is also expected from related observations under wave motion and 
steady flow. For example, flat beds of loose sand under waves as well as steady flow offer 
considerably more resistance to the flow than fixed beds (sand paper) with the same grain size 
(Nielsen, 1992). Further, under waves, the velocity or acceleration deficit, corresponding to the bed 
shear stress and the momentum transfer into the bed increases downward through the granular-fluid 
region (Nielsen and Teakle, 2004), as also suggested for steady flow by Bagnold (1956) and Hanes 
and Inman (1985). In this instance, the increasing thickness of the loose grains corresponds to the 
shear plate measuring the stress at decreasing elevation within the mobile bed. In this case, the plate 
surface corresponds to the elevation of maximum acceleration defect because there is a no slip 
condition at that elevation. The plate surface also corresponds to the location of the immobile 
boundary at which the grain stress is defined by Bagnold (1956), and as in Eq. 4.3.    =    +          (4.3)    =               (4.4) 
in which    is fluid stress,    is grain stress,    is the normal stress and    is the dynamic angle of 
internal friction, such that    is equivalent to Coulomb sliding friction (Hanes and Inman, 1985). 
Consequently, it is proposed that the total shear stress increases with the number of grains in motion 
because the number of grains impinging the plate increases, leading to a higher component of the 
grain shear stress. These grains have gained momentum from the flow upstream and transfer this to 
the bed during saltation. The net effect of the increased impingement is the dispersive stress, which 
leads to the additional tangential stress. Similar results have been observed with wind-driven 
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particles. McEwan and Willetts (1991, 1993) investigated snow saltation and their numerical 
simulations suggest a considerable increase (as much as 50%) of the shear stress due to snow 
particle saltation. The wind tunnel experiments of Nemoto and Nishimura (2000) qualitatively 
support these numerical simulations and demonstrate that the existence of the saltation layer also 
leads to an increase of the effective bottom roughness. 
As indicated in Eq. (4.3), the measurable shear stress should comprise the sum of a fluid stress (  ) 
and grain stress (  ), while latter becomes dominant at high grain concentrations. Based on Eq. 
(4.4), grain stress component should increase with the total sediment load, increasing above some 
initial value corresponding to the fluid stress when no grains are present until the grains prevent 
motion of the plate. However, Eq. (4.4) does not relate the total sediment load mobilized to a given 
applied stress; rather it represents the tangential stress exerted on a layer of immobile or mobile 
grains by the moving grains above generating a normal load. This tangential stress is exerted at all 
levels within the grain layer, down to an immobile layer if present (Figure 4.18), as illustrated in 
Bagnold (1956), Hanes and Inman (1985), Nielsen (1992) and Nielsen and Teakle (2004). 
 
Figure 4.18 Definition sketch of granular-fluid flows (adopted from Hanes and Inman, 1985). 
The dispersive stress or effective normal stress imposed by the immersed weight of grains on the 
top-most layer of the immobile bed (here, the fixed grain layer on the shear plate) is a function of 
the volumetric concentration of the bed load (Nielsen, 1992), which is proportional to the sediment 
volume added to the flume. Since it is not easy to estimate the bed load mass concentration, the 
effective normal stress    can be roughly estimated from the static normal stress (i.e. the sediment 
load added to the flume) as    =  (  − 1)g        (4.5) 
in which    represents the layer thickness of solid volume of grains of relative density  . Figure 4.19 
confirms the relationship given by Eq. (4.4) and Eq. (4.5), such that the total measured stress 
increases approximately linearly with the increase in static normal stress, above the fixed bed value, 
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which is the fluid stress component. Linear regression on each dataset with positive normal stresses 
yields an average R2 value of 0.98, in agreement with this assertion. The sediment transport rate 
during the dam-break experiments have been also obtained by the sediment trap located at the 
overtopping end of the flume. The averaged values of repeated runs are plotted against the reservoir 
water depth and load volume in Figure 4.20, which indicates an approximate linear increase of 
transported sediment with increasing static load. Consequently, it is concluded that the increased 
shear stress measured for increasing sediment load is consistent with the fundamental model of an 
additional tangential grain stress arising from the dispersive stress as proposed by Bagnold (1956). 
 
Figure 4.19 Shear stress versus normal stress calculated by loading coarse grain volumes. Blue: 
rough fixed bed; red: loose mobile bed; black: load volume increased by 50%; green: load volume 
increased by 100%; cyan: load volume increased by 150%. Symbols (crosses, circles, squares, 
pluses, triangles, stars and downward triangles) represent different reservoir water depth 
(h0=0.16:0.01:0.22) respectively. 
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Figure 4.20 Sediment transport volume versus different reservoir water depth for horizontal bed 
(upper panel) and sloping bed (lower panel). 
4.4.6 Dynamic friction angle 
Plotting the total shear stress versus the normal stress (as in Figure 4.19) indicates that the dynamic 
friction angle,    , appears to increase as the reservoir depth increases and the flow conditions 
become more energetic, i.e. the gradients of the grain stress component of the data are not uniform. 
This is consistent with the experimental research of Hanes and Inman (1985) who found that    
increases with increasing shear rate, with a mean value of       ≈ 0.53. Values for       have 
been derived following Eq. (4.4) using the gradients of the bed stress/normal stress lines illustrated 
in Figure 4.21. The present experiments show a similar trend in derived values for       as the 
reservoir depth and flow velocity increases (Figure 4.21). Normalising the derived values of       
for the different reservoir water depths by multiplying by ℎ  ℎ ⁄ , taking ℎ  =0.16m, then the 
influence of the increasing shear rate can be accounted for. This yields a more constant dynamic 
angle of friction such that       ≈ 0.5 (Figure 4.21), close to the value obtained by of Hanes and 
Inman (1985). 
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Figure 4.21 Stress ratio (     ) versus reservoir water depth (1:10 sloping bed, d50=2.85mm). 
Squares represent original estimation based on measured tangential shear stress and normal stress 
(from Figure 4.19); crosses represent results normalised to the value of       for h0=0.16m. Solid 
line corresponds to      =0.53 (Hanes and Inman, 1985); dashed line and dotted line are upper 
and lower bound values for the static angle of repose (26~34 degrees, Nielsen, 1992). 
4.5 Fine grain bed results 
Following the same procedure, fine grain sediment experiments have been accomplished with 
h0=0.16m and S=0 (horizontal bed). The details of the fine sediment motion are difficult to observe. 
A mix of bed load and suspended load would be expected depending on flow velocity. Initially, the 
loose sediment bed comprised of a single layer of grains, spread as evenly as possible over the fixed 
bed. Subsequently, the quantity of sediment was progressively increased by 100%, 200%, 400% 
and 600%. The shear stress measured over the fine fixed and loose mobile sediment beds are thus 
obtained in Figure 4.22. Little difference is observed between tests with different sediment 
quantities and the repeated runs are very consistent, with the standard deviation for repeat tests of 
order 10% of the peak stress.  
A key difference between these runs and those with coarse grained sediment is that the sediment 
does not prevent motion of the plate for this quantity of loose sediment, provided that the legs 
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within the shear cell are not influenced by sediment settling within and filling the cell. Eventually, 
the cumulative quantity of sediment entering the cell prevents the shear cell returning to the initial 
position and the cell has to be dismantled to be cleaned (Figure 4.5). This limits the ease of use; for 
future tests the shear cell will be redesigned with an improved in-situ flushing mechanism to 
remove accumulated sediment. The peak shear stress was determined for each run and is plotted 
versus sediment load or normal stress on Figure 4.23. A general trend of an increase in the peak 
shear stress occurs with increasing sediment load. This increase is much smaller than that observed 
for the loose coarse grain bed. Two reasons are possible for this difference; firstly, for layers of the 
same number of grains, the normal stress exerted by the fine grain load is a factor 10 smaller than 
that exerted by the coarse grains, which would lead to a corresponding reduction in the tangential 
grain stress. The normal stress for a loose fine-grain bed of 6 grain diameters thickness is less than 
that exerted by a single layer of coarse grains, so the small increase in tangential stress is consistent 
with that shown in Figure 4.19 for the loose coarse bed. Secondly, and perhaps more probable, the 
fine grains are more likely advected in suspension, so less grain-bed contact is probable. 
Consequently, only a marginal increase occurs in the measured bed shear stress for these conditions.  
 
Figure 4.22 Temporal variations of bed shear for repeated experiments of different bed 
configurations for fine sand. a. Fixed bed; b. Loose bed – single layer of grains; c. Load volume 
increased by 100%. Horizontal bed, d50=0.22mm, h0=0.16m. 
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Figure 4.23 Averaged peak bed shear stress versus load sediment volume for fine-grain bed 
configurations. Error bars represent the 95% confidence interval. 
Further work is required to determine if this is the case for loose beds where the sediment supply 
upstream is not limited. It is noted that the loose bed hot film measurements of Conley and Griffin 
(2004) indicate quite small friction factors compared to other field estimates. The present data 
suggest that a possible reason maybe that the hot-film was mounted slightly above the bed and was 
not flush with an immobile grain layer, and thus did not fully measure the grain stress contribution 
from the sediment in motion. Besides, the hot-film probe only measures cooling effects of fluid 
shear. Considering the low conductivity of sediment, there would be no cooling effects from the 
grain stress contribution. 
For the coarse grain experiments in particular the increase bed shear stress with increasing load can 
be interpreted alternatively in terms of an increasing bed roughness, or friction factor, with 
increased sediment load (Figure 4.17). This is consistent with observations that friction factors are 
much higher over mobile sediment beds and in sheet flow (Nielsen, 1992; Wilson, 1989). However, 
such an increase in apparent roughness is merely a reflection of the greater bed shear stress resulting 
from mobilising increasing sediment load. Further, friction factors are not well defined for unsteady 
flow. The interpretation postulated by Bagnold (1956) that of increasing tangential shear with 
increased load is preferred. This also avoids uncertainties introduced by back-calculating friction 
factors from the flow velocity which varies over the depth and which has yet to be measured in the 
swash front with any confidence. 
4.6 Chapter summary 
At present, quite limited bed shear stress data are available for mobile beds in both laboratory or 
field conditions, and none by a direct method. Direct bed shear stress measurements over mobile 
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beds have been performed and are presented in this chapter. The swash shear plate developed by 
Barnes and Baldock (2007) has been applied to measure bed shear stress over loose mobile beds 
composed of coarse and fine sediment grains. The swash flows were generated by a dam-break over 
initially dry horizontal and sloping beds; the latter correspond to swash uprush conditions. 
Consistent peak averaged shear stress has been obtained for both coarse and fine sediment grain 
beds and increases linearly with the reservoir water depth. Owing to the sediment grains jamming in 
the gap or settling on the shear plate, only duration limited time series of bed shear stress were 
obtained for the coarse-grain cases. For loose fine-grain beds, reliable data was obtained over the 
full flow duration. The data are compared and contrasted with the shear stress measured for beds of 
fixed sediment with the same grain diameter. 
A large increase in the peak shear stress is observed for loose coarse-grain beds as the quantity of 
load sediment increases. An approximately linear relationship is noted for the peak shear stress and 
the static normal stress exerted by the loose sediment grains. For loose fine-grain beds, a small but 
consistent increase in the shear stress is also observed as the sediment quantity is increased above 
zero (fixed bed condition). 
An analysis of the experimental conditions demonstrates that the measured stress corresponds to the 
bed shear stress at the interface of the mobile and immobile grain layers. Dispersive stress which is 
proportional to the normal stress from the bed load is expected to develop as originally proposed by 
Bagnold (1954, 1956). The bed shear stress measurements are consistent with this model and show 
the two contributors from fluid and sediment grains by momentum exchange (i.e. tangential 
dispersive stress). The grain component increases with load sediment volume with a coefficient of 
proportionality close to a value of      =0.5, consistent with the results of Hanes and Inman (1985) 
in granular fluid flows, but smaller than the static angle of repose (     =0.63) which corresponds 
to the most densely packed conditions (Nielsen, 1992). The much smaller grain shear stress 
observed in the experiment is consistent with the much smaller normal stress (for the same number 
of grains) exerted by the smaller sediment mass, with possibility of a further reduction due to the 
sediment suspension. 
The application of the swash shear plate in bed shear stress measurements is more favourable for 
smooth and rough fixed impermeable bed conditions with the existing design. Further 
improvements would be achieved by a redesign of the shear cell to negate the gradual sediment 
intrusion. It is hoped that the present study could motivate more in-depth progress in both 
instruments development and data collections of swash bed shear stress. 
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Chapter 5 Swash sediment transport modelling 
5.1 Introduction 
Swash sediment transport is a key research topic for the beach system. The onshore and offshore net 
transport plays a significant role in the morphological change, i.e. erosion and accretion of beach 
profiles. The swash boundary layer development has not yet been totally understood although its 
importance in describing swash bed shear stress and subsequent sediment transport has been 
recognized. The application of a Lagrangian method provides a relative easy way of considering the 
influence of flow history, as well as fluid and sediment advections from the surf zone (Alsina et al., 
2009; Baldock et al., 2008). A simple rough flat-plate boundary layer model is here presented by 
using the momentum integral method in the Lagrangian coordinate. The model predicted bed shear 
stress variations are tested with laboratory estimates based on the log-law and Swash Shear Plate 
method in dam-break driven swash flows. The temporal variations of the swash boundary layer 
thickness are also presented. 
The direct measurements of bed shear stress (presented in Chapter 4) in the dam-break experiments 
provide an alternative method for estimating the swash sediment transport. However, the shear 
stress data over loose mobile beds are not completely obtained due to the limits of the existing 
instrument. Despite this, reconstructions of the measured shear stress have been conducted on the 
basis of rough flat-plate boundary layer model predictions, i.e. using the measured mobile bed shear 
stress to calibrate the rough flat-plate boundary layer model. The results are then incorporated into 
the classic Meyer-Peter and Müller formula for total load transport rate calculations. The 
predictions are contrasted with the sediment transport measurements from both starved and full bed 
configurations. The magnitude of the best fitting transport coefficient is obtained and further 
discussed. 
5.2 Lagrangian rough flat-plate boundary layer model 
5.2.1 Smooth flat-plate boundary layer model 
Barnes and Baldock (2010) proposed the Lagrangian smooth turbulent boundary layer model 
(LBLM) on basis of a smooth flat-plate boundary layer model. The application of LBLM to bore-
driven swash events shows high accuracy in predicting the temporal variation of the bed shears 
73 
 
stress (Barnes and Baldock, 2010), in spite of some over-predictions observed in the backwash. 
However, it might be questionable to apply that model in rough bed scenarios which are always the 
case in the natural world. The present study has attempted to extend the smooth model to a 2D 
rough bed turbulent boundary layer model in the absence of pressure gradient, which would cause 
flow separation because of excessive momentum loss near the bed surface. The developments of 
boundary layer thickness, friction coefficient and shear stress are simulated for a number of dam-
break scenarios and compared with the laboratory measurements. 
The boundary layer develops due to the viscosity-induced adherence at the wall surface (i.e. no-slip 
conditions at the bottom, Svendsen, 2006) and starts as the flow movement commences. The flat-
plate bed boundary layer theory (White, 2010) has provided a framework for the rough bed 
Lagrangian boundary layer model.  
Following Kármán’s momentum integral relation, the bed shear stress for flat-plate boundary layer 
flow can be obtained in terms of the derivative of momentum thickness for both laminar and 
turbulent flow: 
  = ∫     1 −               (5.1) 
  =                (5.2) 
By equating with the definition of skin friction coefficient (Eq. 5.3), the friction coefficient can be 
written as: 
  =               (5.3) 
   = 2            (5.4) 
Assuming a turbulent Logarithmic velocity profile, a relatively complex skin friction law for 
turbulent flat-plate flow is derived as an implicit function of boundary layer Reynolds number (Eq. 
6, White, 2010). 
         ⁄ ≈ 2.44                 ⁄   + 5.0   (5.5) 
    =            (5.6) 
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Barnes and Baldock (2010) adopted a power-law approximation between the skin friction 
coefficient and the boundary layer Reynolds number in order to derive the thickness of boundary 
layer in the Lagrangian coordinate. 
   = 0.02       ⁄       (5.7) 
For the turbulent velocity profile, an approximation of one-seventh-power law shows good 
agreement with turbulent data for a low-Reynolds-number (    =     ) of 105-107. Thus the 
momentum thickness can be readily expressed as: 
   ≈ (  )   ⁄        (5.8) 
  = ∫        ⁄ [1 −        ⁄ ]      =         (5.9) 
By substitute Eq. (5.7) and Eq. (5.9) into the Kármán’s momentum law (Eq. 5.4), smooth flat-plate 
turbulent boundary layer model can be easily obtained as 
       ⁄ = ∫ 0.1029        ⁄          (5.10) 
   = 0.02           ⁄       (5.11) 
  = 0.01           ⁄         (5.12) 
On basis of the smooth flat-plate boundary layer model described above, Barnes and Baldock (2010) 
developed the Lagrangian Boundary Layer Model (LBLM) and investigated the evolution of swash 
boundary layer thickness, skin friction coefficient and shear stress in a Lagrangian coordinate. 
5.2.2 Skin friction coefficient of rough flat-plate 
The presence of the sediment grains has little local influence on the main stream flow, but strongly 
impacts on the boundary layer structure and the turbulence intensity near the bed. The skin friction 
coefficient for a rough flat-plate in the fully developed turbulent regime has been investigated by 
using direct (e.g. momentum integral method by Barnes and Baldock, 2010; Fredsøe and Deigaard, 
1992) or indirect methods (e.g. mean velocity fitting method by Acharya et al., 1986; Clauser, 1954; 
Sill, 1988). The widely accepted profile-fitting method requires assumptions of the velocity profile, 
e.g. logarithmic law, power law or defect law, in order to resolve the skin friction coefficient. Sill 
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(1988) concluded that a logarithmic law expression performs well near the surface while the power 
law shows better fit at larger heights, for a wind velocity profile over a uniform rough surface. 
Recent investigations by Akinlade and Bergstrom (2003) however suggest that defect law profile 
fitting gives slightly better estimates of    than the logarithmic law. Numerical modelling of the 
near wall velocity profile suggests that the surface roughness will cause an increase of the skin 
friction and roughness shift to the velocity profile (Bergstrom et al., 2005). Various forms of skin 
friction correlations have so far been obtained for practical applications in the boundary layer model 
development (e.g. Barnes and Baldock, 2010; Bergstrom et al., 2005). Bergstrom et al. (2005) 
proposed a skin friction coefficient correlation in terms of displacement and boundary layer 
thicknesses for a wide range of Reynolds number and surface conditions. A general review of the 
rough wall influence has been given by Raupach et al. (1991). 
5.2.3 Rough plate turbulent boundary layer model 
The difference introduced by the sediment grain roughness lies in two aspects as: 1) an increase the 
surface roughness; 2) a change in the velocity profile and the shear stress on the plate. The grain 
roughness elements will perturb the sublayer and lead to an increase of the skin shear stress 
(Antonia and Krogstad, 2000; White, 2010). For a rough bed of uniform average roughness height, 
a different form of skin friction coefficient might be applied in the boundary layer model to account 
for the extra hydraulic resistance. By using an inner variable approach, an approximation for the 
local skin friction coefficient of fully rough walls (   ⁄ >     1000⁄ ) has been given by White 
(2006) and was claimed to be in good agreement with the sand-roughened experiment data of 
Nikuradse (1933). 
   = [1.4 + 3.7log  (  )]       (5.13) 
in which, ϵ is the equivalent grain roughness, defined as a function of the diameter of a uniform-size 
sediment that generates identical flow resistance (ϵ=2d50). A comprehensive discussion of the 
determination of roughness height ϵ was reported in Schlichting and Gersten (2000) and Mills and 
Hang (1983). On the other hand, Schlichting and Gersten (2000) recommend the following curve-
fitting relation: 
   = [2.87 + 1.58log  (  )]  .     (5.14) 
As noted by Mills and Hang (1983), the wake component of the velocity profile has been ignored in 
both these two approximations of skin friction coefficient. Hence, a different expression of skin 
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friction coefficient was proposed and justified to be consistent with experiment measurements 
(Elsner and Warzecha, 2010). 
   =  3.476 + 0.707 ln        .      (5.15) 
For a fully rough wall, Pope (2000) suggested the following friction law based on the log law 
assumption of the flows.    = 0.25[2 log  (   ⁄ ) + 1.74]      (5.16) 
in which   is pipe radius (here   = ℎ) and   is the length scale of wall roughness (here   =    ). 
Therefore, the corresponding boundary layer thickness and bed shear stress of turbulent flow 
passing rough flat-plate can be written as: 
  = ∫ 5.143 ∗ 0.25[2 log  (   ⁄ ) + 1.74]         (5.17)   =    ∗ 0.25[2 log  (   ⁄ ) + 1.74]        (5.18) 
The skin friction coefficient is only a function of local water depth and wall roughness, rather flow 
velocity due to the assumption of a fully developed turbulent regime. Therefore, the shear stress 
varies with free stream velocity and is independent of the Reynolds number. 
5.3 Model-data comparison (Kikkert et al., 2012 data) 
Dam-break driven flow is a very close analogy to swash flow and has been widely accepted as a 
good way of simulating swash events (Hogg and Pritchard, 2004; Peregrine and Williams, 2001; 
Pritchard et al., 2008). Laboratory experiments have been conducted in the University of Aberdeen 
to investigate the swash flow structure during single dam-driven swash event (Kikkert et al., 2012). 
The sloping beach at the end of the horizontal flume was made of plywood with a layer of sediment 
glued on the surface (1.3mm sand; 5.4mm gravel and 8.4mm gravel).  
The reservoir water depth was hd=600mm and initial still water depth in front of the gate was 
h0=62mm. The data for free surface elevations and flow velocity at six specified locations have 
been obtained to verify the numerical predictions of ANUGA, which will subsequently be used as 
inputs of the rough flat-plate turbulent boundary layer model described in 3.3.2. The magnitude of 
the Manning’s n in the ANUGA simulations was determined by the minimal RMSE method to be 
n1=0.010 (for horizontal flume) and n2=0.019 (for sloping beach, 1.3mm sand). More information 
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of the experiment setup (Figure 5.1) and data acquisition techniques can be found in Briganti et al. 
(2011) and Kikkert et al. (2012). 
 
 
Figure 5.1 Basic setup of the dam-break experiment (Fig 1 in Kikkert et al., 2012). 
 
 
5.3.1 Swash hydrodynamics results 
Figure 5.2 and Figure 5.3 show the comparison of water depth/flow velocity time series at all six 
sensor locations. Overall good agreements between laboratory measurements and ANUGA 
predictions have been achieved for both the timing of the passage of swash front and data 
magnitudes except at the final two sensors (PIV/LIF 5 & 6). The water depth seems to be over-
predicted by ANUGA as a consequence of ANUGA being a 2D hydrodynamic model, where the 
assumption of hydrostatic pressure distribution has been made. Therefore energy dissipation (e.g. 
vertical convection) of the incoming bore cannot be correctly resolved in the model. The initial 
condition (h1/h0=10) will lead to plunging breakers and dissipate energy which is not simulated in 
ANUGA. This also explains the overshooting of the free surface elevation (PIV/LIF 1) at   ≈ 1 . 
Besides, it is noted that PIV is not able to capture the velocity measurements of the swash front 
where large shear stress may occur (Baldock et al., 2014) together with high sediment concentration 
(Hughes et al., 2007; Lanckriet et al., 2012; Masselink et al., 2005; Puleo et al., 2000). 
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Figure 5.2 Comparison of water depth time series between ANUGA predictions and laboratory 
measurements for all six sensors. Green lines represent the ANUGA predictions and symbols 
correspond to measurements of different roughness (black: 1.3mm; blue: 5.4mm; red: 8.4mm). 
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Figure 5.3 Comparison of flow velocity time series between ANUGA predictions and laboratory 
measurements for all six sensors. Green lines represent ANUGA predictions and symbols 
correspond to measurements of different roughness (same caption as Figure 5.2). 
The computed shoreline variation is contrasted with the measurements in Figure 5.4. Relatively 
good agreement is observed between the ANUGA prediction and laboratory measurements (over 
fixed 1.3mm sand here). Due to the accuracy of the water depth measurements (by LIF), the 
shoreline was defined where the water depth is equal to 5mm (Kikkert et al., 2012). Owing to the 
over-predicted water depth in the backwash, the shoreline recedes slower than the measured 
shoreline (Figure 5.4), which is an artificial error. In the backwash, the flow profiles are more 
gradual and the shoreline location becomes sensitive to the choice of the defining water depth. By 
increasing the magnitude of Manning’s n in ANUGA, the predicted shoreline location can be 
greatly improved (n2=0.025) at the expense of losing the consistency in the free surface elevation 
and flow velocity predictions. Thus, all results presented in this study are restricted to Manning’s 
n1=0.010 (horizontal flume) and n2=0.019 (sloping beach). 
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Figure 5.4 Time series of shoreline variations. Blue solid line: inviscid solution of ANUGA; green 
dashed line: ANUGA predicted shoreline (n2=0.019, h=0mm); green solid line: ANUGA predicted 
shoreline (n2=0.019, h=5mm); red solid line: ANUGA predicted shoreline (n2=0.025, h=5mm); 
symbols: laboratory measurements (circles: 1.3mm; squares: 5.4mm; crosses: 8.4mm). 
5.3.2 Further discussion of the parameter k 
As introduced in Chapter 3, the parameter k can be treated as a measure of the seaward boundary 
conditions for the swash hydrodynamics. The swash frequency and amplitude relation for frictional 
swash models was investigated and discussed. Here, the shoreline locations are numerically 
extracted from the ANUGA simulations of the UA dam-break driven swash case. The 
corresponding k values are thus calculated via Eq. (3.1) Numerical simulation cases are summarised 
in Table 5.1 and the velocity contours for both inviscid (Figure 5.5) and frictional (Figure 5.6) 
solutions are presented. For different Manning’s n values, the calculated parameter k is almost 
constant, with a standard deviation of 0.01. This is consistent with the conclusions made in Chapter 
3 that parameter k is an independent parameter which controls the incoming waves and thus swash 
hydrodynamics (i.e. asymmetry). The friction term on the other hand provides the landward 
boundary condition and acts to damp water depth and flow velocity within the swash lens. As 
demonstrated in Chapter 3, this effect is more remarkable when the water depth becomes limited, i.e. 
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near the swash front. The low value of k is consistent with a dam-break flow from a reservoir of 
limited length (here L=1.0m), which limits the mass and momentum in the incoming bore. 
Table 5.1 Summary of the calculated k values for UA simulations. 
 Manning’s n Calculated k 
Inviscid solution 0 0.284 
Frictional solution 
0.019 0.541 
0.022 0.522 
0.025 0.526 
0.029 0.544 
 
 
Figure 5.5 ANUGA predicted flow velocity contours (u=-2.5:0.5:1.5) for inviscid solution (n=0). 
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Figure 5.6 ANUGA predicted flow velocity contours (u=-1.5:0.5:1.5) for different Manning’s n 
values. The red dash line represents the swash flow reversal (u=0). a: n=0.019; b: n=0.022; c: 
n=0.025; d: n=0.029. 
5.3.3 Particle trajectory calculations 
The ANUGA predictions of free surface elevation and flow velocity are then used as input 
conditions for particle trajectory computations. By adopting the scheme of Alsina et al. (2009) and 
Barnes and Baldock (2010), 447 particle trajectories are calculated, along which the boundary layer 
thickness δ has been integrated (Figure 5.7). To the best knowledge of the author, no quantitative 
model is available to describe the characteristics of the fluid particles at the leading swash front. A 
conceptual model for the leading edge has previously been suggested by Barnes and Baldock (2010). 
Due to the no-slip condition at the tip of the swash lens, the particles would be overtaken from the 
rear and eventually reach the bed surface. This rolling carpet-like movement of the fluid particles at 
the swash tip region has later been justified by the experimental research of flow convergence at the 
leading edge of dam-break flows (Baldock et al., 2014). For the purpose of simplicity here, linear 
interpolation (Barnes and Baldock, 2010) has been applied to derive extra particle trajectories and 
relevant flow velocities in the region between the shoreline and the most shoreward particle 
trajectory (x0=0m). The friction coefficient and bed shear stress are computed along the particle 
trajectories as well. For the purpose of model-data comparison, both bed shear stress and friction 
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coefficient have been transformed back into the Eulerian coordinate by interpolations. Thus bed 
shear stress predictions are obtained for the whole swash duration and across the entire width of the 
swash zone. The boundary layer Reynolds number is calculated as an indicator of the nature of the 
boundary layer flow and will be illustrated below. 
It is noteworthy that the maximum onshore directed bed shear stress occurs in the lower swash zone. 
The swash boundary layer is assumed to disappear at the flow reversal time and grows again in the 
backwash (Barnes and Baldock, 2010; Briganti et al., 2011). The boundary layer develops until 
reaching the swash depth, after which its thickness becomes depth-limited and is governed by the 
local water depth. The bed shear stress shows similar patterns with larger peak bed shear stress 
during the uprush and zero stress at the flow reversal. 
 
Figure 5.7 Computed particle trajectories for the UA dam-break driven swash experiments. Black 
solid line represents the computed shoreline; red dot lines are extra trajectories estimated by linear 
interpolations; circles denote initial position of fluid particles. 
5.3.4 Boundary layer development and bed shear stress predictions 
The bed shear stress was first computed along the particle trajectories and then interpolated in the 
Eulerian framework to derive time series of bed shear stress predictions at prescribed locations.  
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Figure. 5.8~5.11 show the bed shear stress comparison between model predictions and laboratory 
estimates made by Kikkert et al. (2012). They applied the log-law method to fit the velocity profile 
measurements to derive the shear stress. Some uncertainty exists with this approach, for example, 
air bubbles and complicated flow structures during the flow reversal. Torres-Freyermuth et al. 
(2013) found closer agreement between RANS model predictions and direct bed shear stress 
measurements than with log-law estimates of bed shear stress. In general, the rough flat-plate 
boundary layer model gives close results for both uprush and backwash. But some fluctuations have 
been observed in the bed shear stress during the late stage of the backwash. As demonstrated in 
section 5.3.2, the hydrodynamics of the backwash were not perfectly reproduced in the numerical 
model (ANUGA) because of the intrinsic characteristics of backwash flow (e.g. flow reversal, 
decreasing flow velocity, determination of representative friction coefficient) and inevitable 
difficulties in the measurements (e.g. remaining water of finite depth on the beach face).  
 
Figure 5.8 Computed time series of bed shear stress (top panel) and boundary layer thickness (lower 
panel) at PIV/LIF 3. Symbols (circles) represent bed shear stress estimations of Log law method 
(Kikkert et al., 2012); solid line represents predicted bed shear stress by rough flat-plate boundary 
layer model; dash-dot line denotes predicted boundary layer development.  
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Figure 5.9 Computed time series of bed shear stress (top panel) and boundary layer thickness (lower 
panel) at PIV/LIF 4. Captions same as above. 
 
Figure 5.10 Computed time series of bed shear stress (top panel) and boundary layer thickness 
(lower panel) at PIV/LIF 5. Captions same as above. 
86 
 
 
Figure 5. 11 Computed time series of bed shear stress (top panel) and boundary layer thickness 
(lower panel) at PIV/LIF 6. Captions same as above. 
The temporal variations of the boundary layer thickness are shown as well as the bed shear stress 
predictions. A sharp development of the boundary layer thickness is observed at the initial stage as 
the swash flow passes by (growth is more gradual following a trajectory). This is closely related to 
the large bed shear stress noted both in the model predictions and laboratory measurements 
(Chapter 4). At the flow reversal time, the boundary layer is assumed to disappear and again grows 
during the backwash. At the late stage of the swash cycle, the boundary layer thickness is restricted 
to the local water depth when the flow appears like sheet flow. This qualitatively agrees with the 
data recently presented by Lanckriet and Puleo (2015). More detailed comparisons of the bed shear 
stress and boundary layer thickness development with laboratory measurements (Kikkert et al., 
2012), RANS model (Torres-Freyermuth et al., 2013) and LES (Zhou et al., 2014) model have 
recently been incorporated in Briganti et al. (2015). 
The Reynolds number is also calculated for the swash cycle and has an order of 10E6 (Figure 5.12). 
Therefore, the application of Eq. (5.16-5.18) in the rough flat-plate turbulent boundary layer model 
is reasonable. 
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Figure 5.12 Filled contour plot of the local Reynolds number predicted by rough flat-plate turbulent 
boundary layer model. 
The bed shear stress predictions by the rough flat-plate boundary layer model are consistent with 
the general trend described in the literature, with larger onshore bed shear stress than offshore bed 
shear stress. The in-depth comparison of the model predictions and log-law estimates appears 
favourable. However, given the uncertainty in the log-law estimates, the performance of the 
boundary layer model will be further evaluated against the direct bed shear stress measurements in 
dam-break driven swash flows discussed in Chapter 4. 
5.4 Model-data comparisons (UQ dam-break experiments) 
As stated in Chapter 4, both rough fixed and loose mobile bed shear stress in dam-break driven 
swash flows have been directly measured by the shear plate. The full duration of the temporal shear 
stress variations were obtained for rough fixed beds of both coarse (2.85mm) and fine (0.22mm) 
sediment grains. In contrast, only the peak bed shear stress could be consistently derived for loose 
mobile beds due to the limits of the existing design of the instrument. In this section, the rough flat-
plate turbulent boundary layer model is further evaluated with the bed shear stress measurements 
from rough fixed (coarse-grain) beds. By matching with the measured peak value, model 
predictions of the bed shear stress are corrected and compared with the laboratory measurements. 
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Based on the bed shear stress predictions, the sediment transport rate can be estimated by the 
traditional Meyer-Peter and Müller formula and compared with the laboratory measurements. 
5.4.1 Numerical scenarios 
The dam-break experiments were simulated using the 2D hydrodynamic solver ANUGA described 
in Section 4.3. An overall good agreement of free surface elevation and wave front velocity was 
achieved between model predictions and laboratory measurements. The ANUGA predictions of 
velocity and free surface elevations were then used as force conditions of the rough flat-plate 
turbulent boundary layer model developed in Section 5.2.3. All scenarios discussed in this section 
are summarised in Table 5.2. 
Table 5.2 Numerically simulated scenarios for UQ dam-break experiments. 
Beach slope Reservoir water depth (m) Bed  configuration Grain size (mm) 
0 0.08, 0.10, 0.12, 0.14 Rough fixed 2.85 
1:10 0.18, 0.20, 0.22 
 
5.4.2 Bed shear stress simulations 
Figure 5.13 shows the comparison between the predicted bed shear stress and direct measured bed 
shear stress on sloping beds with different reservoir water depth. It is noted that the peak bed shear 
stress are generally well predicted while the model results seem to decay rapidly in the remaining 
part comparing with the measurements. The reason for this deviation is not clear. Considering the 
good performance of ANUGA in modelling uprush flows (see also in 5.3.1), this might be closely 
related to the dramatic decrease of the friction coefficient (see Figure 5.15). This requires further 
investigation but may be a result of poor reconstruction of trajectories due to the overtopping nature 
of the flow in these experiments. 
For horizontal bed cases, a better agreement was achieved as shown in Figure 5.14. A small phase 
shift occurred between the model predictions and measurements might be attributed to the errors 
when resolving gate opening time from the displacement sensor signals and the hydrostatic nature 
of the model which does not resolve the initial phases of the flow accurately. The model still under-
predicts the peak stress for reasons discussed earlier. A corrected model prediction is obtained for 
later use by scaling the model results to match the measured peak bed shear stress. 
89 
 
 
Figure 5.13 Bed shear stress comparison between rough flat-plate boundary layer model predictions 
(solid line), model corrections (dash-dot line) and laboratory measurements (symbols) for sloping 
bed with different reservoir water depth. a: h0=0.22m; b: h0=0.20m; c: h0=0.18m. 
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Figure 5.14 Bed shear stress comparison between rough flat-plate boundary layer model predictions 
(solid line), model corrections (dash-dot line) and laboratory measurements (symbols) for horizontal 
bed with different reservoir water depth. a: h0=0.14m; b: h0=0.12m; c: h0=0.10m; d: h0=0.08m. 
 
Figure 5.15 Temporal variation of predicted bed shear stress (upper panel) and corresponding 
friction coefficient (lower panel) for rough fixed (coarse-grain) sloping bed. 
5.5 Sediment transport modelling 
The swash bed load transport is highly dependent on the swash hydrodynamics and bottom 
boundary conditions (i.e. bed shear stress). The traditional energetic type sediment transport models 
may be written as a function of instantaneous flow velocity and water depth. As illustrated in 
Nielsen (1992), the main weakness of such quasi-steady models arises in case of certain skew 
waves (e.g. sawtooth shapes). Besides, they tend to predict seaward net sediment transport in the 
swash zone (e.g. Pritchard and Hogg, 2005). Recent investigations of fluid/sediment grain 
advections and swash boundary layer development highlight the significant importance of flow 
history in the study of swash hydrodynamics and morphology. This factor would be readily 
accounted for by using a Lagrangian method. This section focuses on the coarse grain bed shear 
stress reconstructions which are achieved via the Lagrangian rough flat-plat boundary layer model 
(section 5.2). The time series of bed shear stress are incorporated into the classic Meyer-Peter and 
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Müller formula for the sediment transport rate predictions. The model predictions are compared 
with laboratory data corresponding to full sediment bed conditions (Othman et al., 2014). 
5.5.1 Model predictions of bed load 
Given the underestimation of bed shear stress by the rough bed boundary layer model, the time 
series of Shields parameter ( ) are calculated by using the corrected bed shear stress as 
  =   (   )         (5.) 
in which   is the relative density of the sediment grains and   is the sediment grain size (here    =2.85mm) and   is the scaled stress from section 5.4.2. The bed load transport rates (  ) are 
thus obtained from the general form of Meyer Peter and Müller formula as 
    (   )   =  (  −    ) .      (5.) 
in which the critical Shields parameter      is taken as its typical value of 0.05 and transport 
coefficient   is a function of the sediment grain size, density and fluid density. Its magnitude is 
defined as 8 in the original Meyer-Peter and Müller formula but increases to 12 for high stress 
values (Nielsen, 1992). 
As stated in Chapter 4, the overtopping sediment grains were collected after each run by the 
sediment trap at the end of the flume and their volumes were thus measured. In the present study, 
the total sediment transport rate data are compared to model predictions. The data are from 
experiments with same initial conditions in both the full sediment bed experiments and the loose 
bed shear plate experiments. The comparison between laboratory measurements and model 
predictions was presented in Figure 5.16. The sediment transport rate is still underestimated by the 
model when a constant transport coefficient ( =8) is applied. Further discussion of the sediment 
transport coefficient will be provided later. Although the bed shear stress has been predicted in a 
Lagrangian coordinate, the modelling of sediment transport in the present study was accomplished 
in the Eulerian coordinate. Further improvements can be made by incorporating sediment transport 
models to describe local sediment flux or bed level changes. 
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Figure 5.16 Sediment transport volume (per meter) comparison between model predictions (crosses) 
and laboratory measurements (circles, refer to Othman et al., 2014) for horizontal rough fixed 
(coarse-grain) beds. 
5.5.2 Transport coefficient   
The transport coefficient has been noted as a function of sediment grain size (Othman et al., 2014), 
density and settling velocity (Amoudry and Liu, 2010). This becomes more complicated in the 
swash zone in the presence of the bore-generated and advected turbulence which may increase pre-
suspended sediment concentration and thus lead to large onshore sediment transport. However, the 
present experiments were designed to avoid these issues by excluding them from the initial 
conditions. By applying the corrected model bed shear stress predictions for the Shields parameter 
(  ) calculations, the required transport coefficient can be back-calculated from the laboratory 
measured sediment transport rate. The mean transport coefficient   is found to be approximately 11 
for horizontal beds and 8 for the sloping beds. This is quite different to the results obtained by 
Othman et al. (2014) who calculated the Shields parameter based on the quadratic law in a Eulerian 
framework with a number of corrections (e.g. bed slope and pressure gradient) and required a 
magnitude larger than 20 to match the data. The present results are consistent with the value 
suggested in Nielsen (1992), although limited cases were analysed in the present study because of 
the unavailability of matching sediment transport rate and bed shear stress data.  
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5.6 Conclusions 
The variation of swash bed shear stress and resulting sediment transport is closely related to the 
development of the swash boundary layer. A simple rough flat-plate turbulent boundary layer has 
been presented by momentum integral approach in a Lagrangian framework to account for the 
influence of flow history. An approximation of local friction coefficient has been introduced for 
rough flat-plate in fully turbulent flows. The boundary layer model is subsequently tested with dam-
break driven swash experiment (UA and UQ) data. The model is forced by numerical simulations of 
a well calibrated 2D hydrodynamic model (ANUGA).  
For the UA case, the free surface elevations and flow velocity comparison between predictions and 
measurements is satisfactory except for some divergence during the late backwash stage. For the 
UQ cases, only free surface elevations comparison between simulations and measurements could be 
made since no velocity measurements have been conducted in the dam-break experiments. The fluid 
particle trajectories are computed in the Lagrangian coordinate, along which the evolutions of 
boundary layer and bed shear stress are computed. The influence of the flow history and bed 
roughness has been accounted for in a Lagrangian framework. The predicted bed shear stress 
appears overall consistent with the Log-law estimations (UA case) and direct measurements (UQ 
cases) in the dam break driven swash flows. Considering the complexity of boundary layer flows, 
no data of boundary layer thickness is available for direct comparison. However the evolution of 
swash boundary layer appears qualitatively consistent with observations in the velocity profile near 
the bed surface. 
It should be borne in mind that both pressure gradient and turbulence are not considered in the 
present simple boundary layer model. During the initial stage of the bore reaching the still water 
line, the turbulent kinetic energy is generated and transported onto the beach. As the flow 
progresses up along the beach, the turbulent kinetic energy would decrease due to the turbulence 
dissipation. High bed shear stress would occur and make a great contribution to the net sediment 
transport during one swash cycle. This is consistent with the general underestimation of the 
Lagrangian boundary layer model compared to the measured stress. The direct measurements of bed 
shear stress can be effectively captured by the shear plate method and used to correct the model and 
then applied to the classic Meyer-Peter and Müller formula for the bed load transport calculation. 
After this correction, the computed transport coefficient is consistent with general values accepted 
in the literature for transport modelling. Therefore, improvements in the boundary layer model are 
required for improved sediment transport estimates.  
94 
 
Chapter 6 Conclusions and future directions 
6.1 Conclusions 
This thesis has investigated two aspects that influence the hydrodynamics and sediment transport in 
the swash zone: the seaward boundary conditions and the bed boundary conditions. The seaward 
boundary conditions which provide the incoming mass and momentum for the swash zone have a 
significant influence in determining the swash hydrodynamics and sediment transport. The 
mechanism of swash sediment transport could be further understood by exploring the characteristics 
of the bed shear stress. 
The parameter k was initially introduced in Guard and Baldock (2007) to represent a wide range of 
seaward boundary conditions for the swash zone. The consequent swash solutions differ from the 
analytical solution of Shen and Meyer (1963), which is justified as one special case. Numerical 
investigations of the parameter k have been conducted on basis of monochromatic wave simulations 
using the frictional CoulWave model. The predictions of free surface elevations and shoreline 
position were generally favourable except small wave period cases, in which the accuracy of flow 
reversal time determinations might be affected. The calculated parameter k agrees with previous 
study (Power et al., 2011) but falls in a narrow range of [0.68, 0.88]. No negative values are 
observed in the present cases. Overall low correlations have been observed between k and incident 
wave parameters (e.g. wave height, wave period and Iribarren number). However, some features 
have been noted: for fixed wave period, k increases with the wave height and for fixed wave period, 
k also increases with wave period.  
The role of hydraulic friction is important in sense of determining the shoreline motions on beaches, 
i.e. the landward boundary of swash zone. Predictions of wave run-up and overtopping would be 
greatly improved with frictional swash hydrodynamic models. A Chézy friction term has been 
incorporated into the existing inviscid GB07 model and solved by a combination of mid-point 
method and MOC. Detailed inspections of the consequent swash flows reveal that the hydraulic 
resistance effect is constrained in the vicinity of the swash front. Blunt swash front and receding 
shoreline would be observed for the frictional swash solutions while minor difference is resulted 
within the swash lens. Moreover, increased k values lead to much deeper and more symmetric 
swash flows. With this model, friction has little influence on the swash asymmetry (or k magnitude). 
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Direct bed shear stress measurements have been conducted by means of a well calibrated swash 
shear plate on loose mobile bed in dam-break driven swash flows. Two different grain size 
sediments have been used to construct rough fixed and loose mobile beds in the experiments. For 
the rough fixed bed configurations, both coarse and fine grain experiments generate repeatable and 
full time series of bed shear stress data while for loose coarse-grain mobile cases, only the peak bed 
shear stresses are obtained consistently. Special efforts were made to modify the shear plate design 
in order to overcome the issues of sediment grains jamming in the gap or settling on the shear plate, 
although the results were not satisfactory. The measured peak bed shear stress increases 
approximately linear with the reservoir water depth. The variation of the peak stress with increasing 
mobile sediment volume also indicates the importance of grain born shear stress. However, the 
grain stress contribution is not obvious on fine-grain mobile beds because of suspended transport 
and the small normal shear stress exerted by the mobile fine-grain sediments. The estimated 
dynamic angle of repose is consistent with previous study in granular fluid flows (Hanes and Inman, 
1985). Owing to the difficulties of velocity measurements in the swash zone, model predicted 
velocity data have been applied to back-calculate the friction coefficient in the swash front. General 
agreement between the estimated friction coefficient and laboratory/field measurements has been 
achieved for both smooth and rough fixed bed. A relatively larger difference has been observed for 
the loose mobile bed cases. This might be attributed to the momentum transfer from water flow to 
the immobile surface by grain saltation. Besides, it should be borne in mind that the accuracy of 
applying the quadratic law for friction coefficient estimation intensely relies on the velocity 
measurement or prediction which is still a challenging task for the swash zone. 
An improved description of the beach processes (e.g. skin friction effects and sediment transport) 
requires incorporation of swash boundary layer development. A new rough bed turbulent boundary 
layer model has been developed in the Lagrangian coordinate to account for the effects of 
roughness and flow history. Boundary layer thickness evolutions and related bed shear stress are 
solved by momentum integral method. The model predicted bed shear stress has been tested against 
laboratory data obtained from two different experimental facilities. Generally, good agreement has 
been obtained except in the backwash when the model under-predicted the estimated bed shear 
stress. 
The directly measured bed shear data have been reconstructed on basis of the boundary layer model 
predictions. Consequently, the corresponding sediment transport rate from the dam-break 
experiments has been modelled according to the classic Meyer-Peter and Müller formula. The 
numerical results have been compared with laboratory measurements of both starved and full bed 
conditions. It is concluded that the shear stress based numerical model provides improved 
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predictions of the bed shear stress and therefore the sediment transport. The calculated numerical 
transport coefficient in the Meyer-Peter and Müller model,  =11, is in reasonable agreement with 
the accepted range in the literature.  
6.2 Future directions 
Many efforts have been made to improve swash numerical models from a number of different ways. 
The determination of the boundary conditions (e.g. seaward boundary and landward boundary) is 
crucial in the study of swash water motions. GB07 provides an easy way of exploring the influence 
of seaward boundary conditions from the point of view of the characteristics variables. The present 
study focused on the unsolved physical interpretation of parameter k and its correlation with 
nearshore wave parameters (e.g. wave period, wave height and Iribarren number). In order to 
separate complex contributors, the investigation was based on numerical simulations of 
monochromatic waves which rarely occur in the real world. A more realistic consideration of 
random waves would be challenging but beneficial for the further understanding parameter k in the 
swash hydrodynamic model. The author believes that more attentions should be paid to the 
investigation of swash-interaction processes. The effects of hydraulic resistance have been 
evaluated by incorporating a Chézy friction term into the GB07 model. As the friction coefficient Cf 
increases, flow near the swash tip will pile up which leads to dense characteristics close to the 
shoreline, thus, the MOC breaks down. Large values of k will accelerate this process since more 
sustained mass and momentum are continually imported from the seaward boundary. This issue 
might be regarded as an deficiency of MOC and better solved by using a hodograph transformation 
method (Pritchard et al., 2008) or other numerical models. Besides, the influence of friction term 
appears to be confined to the swash front region while weak damping effects have been observed 
within the swash lens. Further investigations of how friction changes the flow asymmetry should 
also be considered. 
Bed shear stress measurements have been an interesting and meaningful topic for a long time. This 
becomes even more challenging for mobile bed situations. The present study has made some 
progress in direct bed shear stress measurements by shear plate on loose mobile beds in dam-break 
driven swash flows. The performance of the shear plate is notably affected by the mobile coarse 
grains and it was impossible to derive full time series of bed shear stress for coarse grain beds. 
Although several different modifications were designed and tested, the outcome is not favourable. 
The accumulation of fine grains inside the shear cell restricts the free movement of the thin tubular 
legs and thus reduces the convenience and the accuracy of the shear plate. Improvements to the 
shear plate design are a topic for further study. 
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Owing to the limitations of the shear plate in shear stress measurements on mobile beds, a 
Lagrangian boundary layer model has been developed and implemented to reconstruct data series. 
The resulting bed load transport rates are thus predicted and compared well with laboratory 
measurements. However, the present transport model would still be categorized as Eulerian model. 
A further improvement could be made by introducing sediment pick-up function (Nielsen, 1992; 
van Rijn, 1984) or grab & dump model (Nielsen, 1988; Shimamoto et al., 2013) to consider local 
entrainment or deposition. The net sediment transport rate can thus be computed in a Lagrangian 
coordinate. Some pioneering works on the application of Lagrangian method in the fluid or 
sediment advections have been presented by Alsina et al. (2009) and Baldock et al. (2008) and 
provide the basis for further work. The importance of other factors, e.g. grain size (Othman et al., 
2014), pressure gradient (Baldock and Nielsen, 2009) or coupling between the hydrodynamics and 
bed morphology (Postacchini et al., 2014) might be further investigated to achieve better 
understanding of the fundamental mechanisms of sediment transport in the swash zone.  
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Appendix A: Free surface elevation and shoreline 
oscillation comparison between CoulWave and laboratory 
measurements  
A.1 Case 1 [T=0.833s; H=0.052m]: Free surface elevation (upper panel) and shoreline oscillation 
(low panel) comparison between CoulWave simulations (red line) and laboratory measurements 
(black line). Upper left: SWL; Upper right: x=0.1m. 
 
 
 
 
 
 
 
109 
 
A.2 Case 2 [T=0.833s; H=0.104m]: Free surface elevation (upper panel) and shoreline oscillation 
(low panel) comparison between CoulWave simulations (red line) and laboratory measurements 
(black line). Upper left: SWL; Upper right: x=0.1m. 
 
A.3 Case 3 [T=1s; H=0.053m]: Same caption as above. 
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A.4 Case 4 [T=1s; H=0.103m]: Free surface elevation (upper panel) and shoreline oscillation (low 
panel) comparison between CoulWave simulations (red line) and laboratory measurements (black 
line). Upper left: SWL; Upper right: x=0.1m. 
 
A.5 Case 5 [T=1s; H=0.155m]: Same caption as above. 
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A.6 Case 6 [T=2s; H=0.054m]: Free surface elevation (upper panel) and shoreline oscillation (low 
panel) comparison between CoulWave simulations (red line) and laboratory measurements (black 
line). Upper left: SWL; Upper right: x=0.1m. 
 
A.7 Case 7 [T=2s; H=0.102m]: Same caption as above. 
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A.8 Case 8 [T=2s; H=0.152m]: Free surface elevation (upper panel) and shoreline oscillation (low 
panel) comparison between CoulWave simulations (red line) and laboratory measurements (black 
line). Upper left: SWL; Upper right: x=0.1m. 
 
A.9 Case 9 [T=3s; H=0.052m]: Same caption as above. 
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Appendix B: Numerical simulation results of 
monochromatic waves 
B.1 Case 1: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.2 Case 2: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.3 Case 3: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.4 Case 4: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.5 Case 5: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.6 Case 6: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.7 Case 7: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.8 Case8: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.9 Case 9: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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B.10 Case 10: Water depth (h=0.1:0.1:1) and flow velocity contours (u=-0.6:0.2:1). 
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Appendix C: Temporal variation of Alpha at the run-down 
point for different swash events 
C.1 Temporal variation of Alpha at the run-down point for Case 1 (black dots) and Case 2 (red dots). 
 
C.2 Temporal variation of Alpha at the run-down point for Case 3 (black dots), Case 4 (red dots) 
and Case 5 (green dots). 
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C.3 Temporal variation of Alpha at the run-down point for Case 6 (black dots),Case 7 (red dots) and 
Case 8 (green dots). 
 
C.4 Temporal variation of Alpha at the run-down point for Case 9 (black dots) and Case 10 (red 
dots). 
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Appendix D: Implementation of Mid-point method for 
solving characteristic equations 
The equivalent characteristic form equation of the NLSWEs can be written as: 
     = −      ( )  2(  +  ) − 4   −      
     = −      ( )  2(  +  ) − 4   −      
in which    and    are characteristic variables as function of    and   . The general form of the 
midpoint method can be written as       =    +   ∆  
where    =  ( , ) 
   =       + 12 ∆ ,   + 12   ∆   ∆  =      −    
The boundary conditions are defined in terms of the characteristic variables   and   (Peregrine and 
Williams, 2001). Their magnitudes are obtained as 
On the landward boundary:   =   = 2 
On the seaward boundary:   = 2 +    and   = −     
Therefore, both characteristic variables are solved on the grids of positive and negative 
characteristics. Flow velocity and wave celerity can be readily derived according to Eq. (3.16) and 
Eq. (3.17). 
