In this study, the performance of Scatter Search (SS) 
Introduction
University course timetabling problems (UCTP) can be defined as the process of assigning a set of courses into a limited number of timeslot and room. The task is to generate a feasible timetable (that comply all hard constraints) and aims to minimise violation on soft constraints [1] . The UCTP is considered as an NP-hard problem [2] , which is difficult to solve for optimality. Various metaheuristics have been applied by many researchers to solve it [3] .
[4] classified metaheuristics into two classes: population-based and local search metaheuristics. Some common population-based methods applied to the problem are the ant colony optimization [5] , honey bee colony [6] , fish swarm [7] and memetic algorithm [8] . The population-based metaheuristics are intensively investigated, due to their capability of search space exploration and can be easily combined with local search methods to enhance the solution exploitation process [9] . Whilst, some common local search methods applied to the problem are tabu search [10] and iterated local search [10] . Due to their capability of solution space exploitation, the local search metaheuristics are utilized.
According to [4] , the strength of population-based methods is based on the recombination of solutions capability to obtain new ones. In population-based algorithms such as the Scatter Search (SS), a structured solution recombination of elite solutions is performed explicitly using one or more recombination operators, such as crossover and mutation. This involves moving/swapping of assignments in a solution representing the information exchange between generations about an elite solution. The process enables the search to perform structured solutions combinations. The term explicit means that a solution is represented directly by the actual assignments (e.g. course1-timeslot44, course1-room2) and their fitness values. Therefore, the tendency of finding search spaces using recombination technique will certainly be more effective. Many studies have suggested to hybridized population-based metaheuristic with other local search metaheuristics [9] [11] .
In addition, the utilization of an explicit memory (e.g. reference set), controlling the search diversity, and a dynamic manipulation of the population size are also recommended for a better performance of hybrid metaheuristics [9] . A good performance is presented by maintaining a balance between diversification and intensification of the search. Therefore, the SS is chosen for this study, due to its capability in maintaining a balance between diversification and intensification of the search.
This study focused on reviewing the performance of SS over the post-enrolment course timetabling problem. The work mainly aims at illustrating the impact of the strategies within SS to provide a balance between diversification and intensification of the search. Finally, this study concluded the performance, consistency, strengths and weaknesses of SS in solving the postenrolment course timetabling problems.
Description of the problem
Post-enrolment course timetabling problems mainly comprise of assigning a set of courses, students and lecturers to a specific and/or fixed number of timeslots and rooms in a week, while satisfying some constraints [1] . This study focused on three benchmark post-enrolment course timetabling problems:  Metaheuristics Network including Socha's instances [12] These benchmark datasets generated by the Metaheuristic Network, only consider student's preferences. The benchmark problems are formulated as follows:  A set of N courses needs to be scheduled into 5 working days a week of 9 timeslots each day, where T=45 timeslots,  A set of R rooms is given, where each room has a number of F features that include their capacities and other facilities,  A number of M students attending the course. Each student attends a number of courses.
There are two types of constraints: hard and soft. In order to produce a feasible timetable, all of the hard constraints must be satisfied, whereas the violation of the soft constraints must be minimized to have a good quality timetable. Each violation of soft constraints will incur a penalty cost, where lower penalty values indicate good quality solutions. The hard constraints are:
H1: No student attends more than one course at the same time; H2: The room is big enough for all the attending students and satisfies all the features required by the course; H3: Only one course is scheduled in each room at any timeslot; H4: Courses are only assigned to timeslots that are pre-defined as available for those courses (applicable only to ITC2007-Track2); H5: Wherever specified, courses are scheduled to occur in the correct order in the week (applicable only to ITC2007-Track2). Then, a quality of timetable is measured by penalizing equally each violation of the following soft constraints (i.e. penalty cost=1 for each violation). The soft constraints are: S1: A student should not has a class in the last slot of the day; S2: A student should not has more than two classes consecutively; S3: A student should not has a single class on a day. (1) (presented by [10] ):
The objective function (or quality) value of a timetable S, f(S) is calculated as the summation of hard constraints violations hcv(S i ) and soft constraints violations scv(S i ) as shown in equations
where;  C is a constant larger than the maximum possible number of soft constraint violations (i.e.
C=1,000,000). This is to easily differentiate between feasible and infeasible solutions. However, since many researchers rectify infeasibility (or discard infeasible solution if they cannot rectify it), the term
 M is the number of students; However, the reported SS in the literature dealt only with feasible solutions. More information about the instances and the problem formulation can be found in [15] . For more details about course timetabling problems, please refer to Metaheuristics Network (TTComp 2003) [10] [15].
Scatter search
SS is a population-based metaheuristic proposed by [16] . It constructs solutions by combining elite solutions to exploit the problem-specific knowledge (e.g. good components of an elite solution). Recently, SS became one of the popular methods for solving hard combinatorial optimisation problems. SS operates with a population of solutions. It employs procedures of combining elite solutions to create new solutions. There are two main differences between SS and other classical population-based metaheuristics (such as Genetic Algorithms (GA)) [17] [18]: i. The size of the evolving (reference) set of elite solutions: the evolving set (RefSet) in SS has a relatively small or moderate size (typical sizes are 10, 15, or between 20 and 40, according to [19] . The RefSet contains a diverse collection of elite solutions that are systematically selected. Whilst, in other population-based approaches (such as GA and Memetic Algorithms), the population size is typically larger (e.g. ≥ 100), where the solutions pool contains a diverse collection of randomly selected solutions. For example, GA has 100 solutions [20] . ii. The way the method combines the existing solutions to provide new ones: SS combines good solutions to construct better quality solutions by exploiting the search experience (e.g. good quality and diverse solutions stored in a memory). Whilst in GA, a population of solutions is evolved by randomly/probabilistically selects parents from the solution pool (which not only contains elite solutions). Furthermore, in GA, for example, the updating process of the search relies on randomised selections which select solutions based to their relative fitness cost value. In SS, the updating process relies on the use of memory to maintain a good balance between diversification and intensification of the search. This is due to the exploitation of an adaptive memory which has been built on the foundations of linking SS with TS [21] .
The basic pseudo code of the SS is illustrated in Algorithm 1. The SS consists of five component processes as described by [17] [19]: 1) Diversification Generation Method. It is used to generate a collection of diverse initial solutions as an input. 2) Improvement Method. It is used to enhance the quality of a trial solution using any local search to explore the neighbors of a solution. 3) Reference Set Update Method. It is used to build and maintain a reference set consisting of elite solutions (both good quality and diverse), organized to provide structured solution combinations. The size of the set is usually not more than 20 solutions (10 good quality and 10 diverse solutions). The Reference Set presents a diversity of the search. 4) Subset Generation Method. It is used to select solutions from the reference set, to produce a subset of its solutions as a basis for creating combined solutions. The most common subset
generation method is to generate all pairs of reference solutions, namely Type-I selection (e.g. all subsets of size 2). 5) Solution Combination Method. It is used to generate one or more solutions by combining good parts of a given subset of solutions produced by the Subset Generation Method. The combination method is analogous to the crossover operator in GA but it must be capable of combining two or more solutions in the aspect of combining two elite solutions (good quality and diverse).
Step1: Start with P = 0. Use Diversification Generation Method to construct a solution. Step2: Apply the Improvement Method. Let x be the resulting solution.
If x P then add x to P (i.e., P = P  x), otherwise, discard x. Repeat this step until |P| = PSize. Step3: Use the Reference Set Update Method to build RefSet (divided into two sets) with the "best quality" b1 = {x 1 , …, x b } solutions and; the "most diverse" [18] Interestingly, SS is designed to operate on a set of solutions, called reference solutions (RefSet), which constitute good solutions obtained from previous solution efforts [ 22 ] . The approach systematically generates combinations of the reference solutions to create new ones. Each of which is mapped into an associated feasible solution. An adaptive memory is exploited to avoid the search from reinvestigating solutions that have already been evaluated. This is achieved by preventing the duplication of reference solutions in the memory, which contains a diverse collection of elite solutions. [23] argued that the use of memory in SS encourages search diversification and intensification. These memory components may help the search to escape from the local optima by generating new solutions from those in the memory. In some cases, the search finds a globally optimal solution by systematically combining elite solutions. Both SS and GA incorporate the same idea on how to generate new solution from some form of combination of existing solutions. On the other hand, several contrasts between both methods can be noted. The early GA approaches choose parents randomly to produce offspring, and then introducing randomization to determine which components of the parents should be combined. In contrast, the SS approach performs a systematic selection of parents and the way of combining them which does not rely too much on randomization. In addition, the SS is also designed to incorporate strategic probabilistic biases by taking into account the evaluation and history of the solutions. This is done by exploring the possible pairs of combining solutions from the memory.
SS focuses on maintaining a balance between diversification and intensification of the search. For example, the approach includes the generation of new solutions that are not infeasible combinations of the original solutions. The new solutions may then contain information that is not contained in the original reference solutions. SS is an information-driven approach which exploits knowledge derived from the search space [24] . According to [17] , the basic design (shown in figure 1 ) can be expanded and improved in different ways. The SS methodology is very flexible, since each of its elements can be implemented in a variety of ways and degrees of sophistication.
The following criteria summarise the strength of the SS metaheuristic [25] : i. Useful information regarding the structure or location of optimal solutions is usually contained in a diverse collection of elite solutions. ii. Mechanisms that are capable of constructing solution combinations must be provided when solutions are combined as a strategy for exploiting information. Similarly, heuristic processes mapping that combined solutions into new solutions must also be incorporated. These combination mechanisms are used to incorporate diversity and quality. iii. Multiple solutions must be considered in creating combinations and enhancing opportunity in order to exploit information contained in the union of elite solutions. At present, SS has been applied successfully to a variety of combinatorial optimisation problems, such as nurse rostering [26] , vehicle routing [27] , examination timetabling [28] , course timetabling [29] , and flow shop scheduling [30] problems. The success might be due to the following factors stated by [17] :
i.
It provides a deterministic selection of reference set of elite solutions in term of quality and diversity. This performs a systematic neighbourhood search in the Euclidean or Hamming spaces. ii.
Structured solutions combinations using diversification strategies that do not merely rely on randomisation. iii.
The search evolves a strategic updating in the form of exploiting an adaptive memory to preserve quality and diversity. iv.
It provides useful information about the structure or location of the global solution contained in a sufficiently diverse collection of elite solutions. The strategies and mechanisms of the SS have been comprehensively investigated, as well as the advances and applications have been reviewed in many studies such as in [17] [25] [26] .
Discussion
This section intended to address the structural differences between the SS metaheuristic and other metaheuristics tested on timetabling problems especially on the post-enrolment course timetabling problem. Table 1 summarizes the strengths and limitations of some metaheuristics (presented by their components and mechanisms) applied to the post-enrolment course timetabling problems. Due to the fact that the SS is a well-structured method; to some extent, it has all the components and mechanisms that other methods lack.
Based on Table 1 , the findings (broken by strengths and weaknesses) and recommendations in the literature, this study also recommend building a solver/approach in a hybrid structure in order to effectively handle the problem solving rather than a standalone metaheuristic. For example, a hybrid approach contains two stages: the first stage uses to satisfy the hard constraints of a problem, whereas the second tries to improve the quality of the search by satisfying the soft constraints of the problem. Interestingly the SS has such of these structures. The SS contains the following components and mechanisms: i. a constructive heuristic to utilize a population of timetables (namely, diversification generation method); ii. a repair mechanism to rectify infeasibility (problem dependent); iii. a local search routine for a significant improvement (improvement method); Table 1 . Components and mechanisms of some meta-heuristics applied to post-enrolment course timetabling problems of elite solutions and a dynamic update reduce the computational time. In addition, the use of high quality and diverse solutions in reference set can guide the search effectively toward better quality solutions and has more capability in escaping from local optima.
