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Abstract
We associate several distribution boundary values to an eigenfunction with moderate growth
on a riemannian symmetric space G/K; the associated character of the algebra D(G/K) of
invariant differential operators is allowed to be non-regular. We prove results on the support of
these boundary values. These allow us to recover the theorems of Matsuki-Oshima and Oshima
on the equivalence between growth of an eigenfunction and limitations on the supports of
its boundary values. Our approach is based on an asymptotic analysis that makes no use of
hyperfunction theory.
© 2005 Published by Elsevier Inc.
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1. Introduction
Etant donné un groupe semi-simple connexe de centre ﬁni G et un sous-groupe
ouvert H du groupe G des points ﬁxes d’un automorphisme involutif  de G, la
croissance sur l’espace symétrique semi-simple G/H des fonctions propres f sur G/H
est contrôlée par le support de valeurs au bord (f d) associées à la transformée de
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Flensted-Jensen f d de f. Ces valeurs au bord sont déﬁnies localement puis analysées
au moyen de techniques élaborées faisant appel aux propriétés des hyperfonctions so-
lutions de systèmes différentiels à singularités régulières par Matsuki et Oshima (voir
[MO,O2]). Parmi les résultats fondamentaux établis au cours de ces travaux ﬁgure une
caractérisation de la croissance de la fonction f par des propriétés du support de l’une
des valeurs au bord de f d.
Reprenant les idées de Wallach [W] dans le cas des groupes, van den Ban et
Schlichtkrull ont ultérieurement élaboré en [BS1,BS2] une théorie des développements
asymptotiques sur un espace riemannien symétrique qui leur a permis de formuler
une déﬁnition d’une valeur au bord et d’établir un certain nombre de résultats sur
la croissance des fonctions citées précédemment. Les objets concernés sont globale-
ment déﬁnis et possèdent des propriétés d’équivariance particulièrement intéressants.
Ces méthodes, notamment celles qui utilisent la dépendance holomorphe par rapport à
certains paramètres, se sont avérées extrêmement fructueuses et ont joué un rôle impor-
tant en diverse étapes des travaux qui ont conduit à la démonstration de la formule de
Plancherel par van den Ban–Schlichtkrull [BS3–BS6] et Delorme [D], ainsi que celle
du Théorème de Paley–Wiener par van den Ban et Schlichtkrull [BS7].
Même si on a pu ainsi établir une caractérisation de cette croissance par des propriétés
des coefﬁcients extrémaux des développement asymptotiques de f d [BS1, Théorème
17.4, p. 158]; [C1, Proposition 6, p. 36], l’essentiel des résultats sur les séries discrètes
et les fonctions tempérées utilisés dans les articles qui ont préparé la démonstration
de la formule de Plancherel utilisaient les propriétés des supports et ont été extraits
de [MO,O2]. En particulier, dans le cas où l’algèbre D(G/H) des opérateurs dif-
férentiels G-invariants à gauche sur G/H opère par un caractère associé à une forme
non régulière, la valeur au bord de [BS1] est déﬁnie par un processus de prolonge-
ment holomorphe et le lien entre son support et la croissance de la fonction f reste
à préciser. C’est l’objet de ce travail. Nous déﬁnissons et étudions les proprétés de
plusieurs “valeurs au bord généralisées” qui déterminent les coefﬁcients des développe-
ments asymptotiques, contrôlant ainsi complètement la croissance de la fonction f .
On montre ainsi que tous les résultats de la théorie peuvent être prouvés sans faire
appel aux hyperfonctions. Il reste que les résultats cruciaux de caractère géométrique
et algébrique établis par Matsuki et Oshima [M1,M2,MO,O2] continuent à jouer un
rôle fondamental.
Si g = h + q est la décomposition de l’algèbre de Lie g de G correspondant aux
sous-espaces propres h = g et q = g− de g associés aux valeurs propres +1 et −1
de la différentielle (notée encore ) de , et g = k + s, où k = g et s = g−, est
la décomposition de Cartan déﬁnie par une conjugaison de Cartan  de G commutant
avec , on déﬁnit dans la complexiﬁée gC de g, le triplet dual (gd , hd , kd) de (g, h, k)
de la façon suivante: gd = g + √−1 g−, hd = kC ∩ gd et kd = hC ∩ gd . Si
sd = qC ∩ gd , l’égalité gd = kd + sd déﬁnit une décomposition de Cartan de gd .
De plus, si Gd, Hd et Kd sont les sous-groupes analytiques du groupe connexe et
simplement connexe GC d’algèbre de Lie gC, d’algèbres de Lie respectives gd , hd
et kd , l’algèbre D(G/H) des opérateurs différentiels G-invariants à gauche sur G/H
est isomorphe à l’algèbre correspondante D(Gd/Kd) de Gd/Kd. Les caractères de
cette algèbre sont paramétrés, via l’homomorphisme d’Harish-Chandra, par les formes
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complexes  sur un sous-espace de Cartan ﬁxé ad de sd . On notera alors C∞ (G/H)
(resp. C∞ (Gd/Kd)) l’espace des fonctions propres de D(G/H) (resp. D(Gd/Kd))
de classe C∞ sur G/H (resp. sur Gd/Kd ) lorsque les valeurs propres déterminent le
caractère déﬁni par .
La transformation de Flensted-Jensen (cf. [FJ, Théorème, 2.3, p. 259]) associe de
façon gC-équivariante (pour l’action à gauche) et D(G/H)  D(Gd/Kd) équivariante,
à toute fonction K-ﬁnie (où K = G) à gauche f de C∞ (G/H) une fonction Hd -ﬁnie
à gauche f d de C∞ (G
d/Kd).
Si Pd = MdAdNd est la décomposition de Langlands d’un sous-groupe parabolique
minimal de Gd tel que Lie Ad = ad , (ad , P d) l’ensemble des poids de ad dans
nd := Lie Nd, d la demi-somme de ces poids et Wd le groupe de Weyl de (Gd, ad),
toute fonction Hd -ﬁnie (et plus généralement à croissance modérée) de C∞ (Gd/Kd)
admet, au sens des distributions, un développement asymptotique le long du sous-groupe
parabolique Pd :
f d(xetX) ∼
∑
∈S()−N(ad ,P d ) p(P
d |f d, x, tX)et(X),
où S() est une partie de Wd−d . Pour  générique, les distributions p(P d |f d) ne
dépendent pas de la dernière variable.
Décrivons brièvement le contenu de cet article. On suppose que  est une forme
complexe sur ad vériﬁant les conditions suivantes:
∀  ∈ (ad , P d), Re 〈, 〉0,
(gd , ad) ∩ ⊥ = (gd , ad) ∩ C.,
où C. désigne l’ensemble des combinaisons linéaires complexes d’un ensemble 
de racines (ad , P d)-simples. On note alors W le sous-groupe du groupe de Weyl
engendré par ces racines et P := PdWPd .
Le §3.2 est consacré à la démonstration du résultat suivant:
Proposition 3.1. On conserve les notations et hypothèses ci-dessus. On suppose que
f ∈ C∞ (G/H) est K-ﬁnie à gauche et on note (P d |f d) la valeur au bord de sa
transformée de Flensted-Jensen [BS1, (9.9), p. 138]. Alors:
Supp p−d (P d |f d) = Supp (P d |f d) P.
Sous ces hypothèses, la distribution p−d (P d |f d) est à valeurs dans l’espace des
polynômes W-harmoniques et peut donc s’écrire:
p−d (P d |f d) =
∑
w∈W
Twhwu
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où u est le plus long élément de W et (hw)w∈W une base de l’espace des polynômes
W-harmoniques décrite au §3.3. On montre notamment (cf. Théorèmes 3.1 et 3.2) que,
pour tout w ∈ W:
Supp Tw ⊆ Supp (P d |f d)Cl(P dw−1Pd),
Supp Tw ⊇ Supp (P d |f d)Cl(P dw−1Pd) \
⋃
v<w
Supp (P d |f d)Cl(P dv−1Pd),
= Supp (P d |f d)Cl(P dw−1Pd) \
⋃
v<w
Supp (P d |f d)P dv−1Pd,
où l’ordre sur le groupe W est l’ordre de Bruhat. Notons, pour tout w ∈ W, w()
le plus petit élément de wW. Dans le §4.2, on démontre notre résultat principal, à
savoir:
Théorème 4.1. On conserve les notations et hypothèses ci-dessus et on suppose que
f ∈ C∞ (G/K) est H -ﬁnie à gauche. On suppose que la H − P double classe O est
telle que l’ensemble
WO := {v ∈ W | O ⊆ Supp p−(P |f )Cl(P v−1P) }
est non vide. Soit  un élément maximal de
{ Re v | v ∈ WO }
et w ∈ W tel que w() soit minimal parmi les éléments v ∈ WO tels que Re v = .
Alors:
O ⊆ Supp pw−d (P d |f d).
Joint au Lemme 4.1 qui limite le support des coefﬁcients, ce résultat permet de
déduire aisément (et sans faire appel aux hyperfonctions) des caractérisations établies
par [BS1, Théorème 17.4, p. 158] les critères de [O2] relatives aux fonctions propres
tempérées ou de carré intégrables sur G/H (Théorèmes 5.1 et 5.2).
Ces résultats sont obtenus en décrivant les restrictions à certains ouverts de Gd/P d
des distributions étudiées sous forme de limites de familles holomorphes de distribu-
tions. Pour établir de telles descriptions, nous utilisons (voir §3.3) les propriétés des
familles holomorphes de fonctions propres des opérateurs différentiels invariants par le
groupe de Weyl construites par Oshima (cf. [O2]).
Je tiens à remarcier le referee pour ses nombreuses remarques et suggestions. Elles
ont permis une sensible amélioration de la rédaction de cet article. L’énoncé retenu
pour le Théorème 4.1 lui est dû entièrement.
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2. Notations
Si L est un groupe de Lie, l := Lie L désigne son algèbre de Lie, lC la complexiﬁée
de cette dernière et U(l) l’algèbre enveloppante universelle de lC. Pour tout L-module
(resp. tout l-module) E, on notera EL (resp. El) l’ensemble des éléments de E laissés
invariants (resp. annulés) par L (resp. par l).
Si L agit à gauche (resp. à droite) sur une variété X, on note (s, f ) → l(s)f
(resp. (s, f ) → r(s)f ) où, pour (s, x) ∈ L × X, on a déﬁni l(s)f (x) := f (s−1x)
(resp. r(s)f (x) := f (xs)), l’action de L sur les fonctions (éventuellement à valeurs
vectorielles) déﬁnies sur X. Lorsque la différentiation sera possible, on notera (u, f ) →
l(u)f (resp. (u, f ) → r(u)f ) l’action correspondante d’un élément u de U(l).
Si  est un automorphisme involutif de L, on notera encore  la différentielle de
 ainsi que son prolongement C-linéaire à lC, et l± les sous-espaces propres de l
correspondant aux valeurs propres ±1 de .
Si G est un groupe semi-simple,  une involution de Cartan de G, on note K le
goupe des points ﬁxes de , k = g, (resp s := g−), (X, Y ) → 〈X, Y 〉 := −B(X, Y )
le produit scalaire sur g (et sur son dual g∗) associé à la forme de Killing B de g et
X → ‖X‖ la norme correspondante.
Si d est un sous-espace de g laissé invariant par l’action adjointe d’un sous-espace
abélien a de s, on notera (d, a) (et (a,D) si d est l’algèbre de Lie d’un sous-groupe
D de G) l’ensemble des poids non nuls de a dans d et d(a, ) le sous-espace de d
formé par les vecteurs de poids  ∈ (d, a).
Si a est un sous-espace de Cartan de s, on notera W(a) le groupe de Weyl de (g, a).
Lorsque A est une partie de C et  une partie d’un C-espace vectoriel, on notera
A. l’ensemble des combinaisons linéaires d’éléments de  à coefﬁcients dans A.
3. Coefﬁcient extrémal associé à une forme dominante
3.1. Le cas d’un paramètre générique
Soit P = MAN la décomposition de Langlands d’un sous-groupe parabolique min-
imal de G, a := Lie A,  (resp. r ) le système de racines (resp. le système des
racines non divisibles) de (g, a), W le groupe de Weyl correspondant. On note +
(resp. +r ) le système de racines positives (resp. le système de racines positives non
divisibles) déﬁni par P,  l’ensemble des racines +-simples et
a+ := {X ∈ a | ∀ ∈ +, (X) > 0 }
la chambre correspondante. Enﬁn,  : a → R désigne la forme linéaire X → 12 Tr ad
X|n, où n := Lie N .
Les caractères de l’algèbre D(G/K) des opérateurs différentiels G-invariants sur
G/K sont paramétrés, via l’isomorphisme de Harish-Chandra  : D(G/K) → S(a)W
par les W -orbites du dual complexe a∗C sous la forme D → (D)(), ( ∈ a∗C). On note
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C∞ (G/K) l’espace des fonctions de f ∈ C∞(G/K) telles que: Df = (D)()f, (D ∈
D(G/K)).
Soit x → ‖x‖ la norme K-biinvariante sur G telle que ‖eX‖ = e‖X‖ pour X ∈ s.
Pour chaque r ∈ R, on notera Cr(G) l’espace des fonctions continues f : G → C
telles que ‖f ‖r := Supx∈ G ‖x‖−r |f (x)| soit ﬁni. Si p → Up(g) désigne la ﬁl-
tration canonique de U(g) et Cpr (G) l’espace des fonctions f : G → C telles que
l(u)f ∈ Cr(G) quel que soit u ∈ Up(g) est tel que, pour tout p ∈ N, il existe
un entier q > p tel que l’application (x, f ) → l(x)f soit continue de G × Cqr (G)
dans Cpr (G). Muni des semi-normes f → ‖l(u)f ‖r , (u ∈ U(g)), l’espace de Fréchet
C∞r (G) :=
⋂
p∈N C
p
r (G) est un G-module différentiable pour l’action à gauche.
On notera Cpr (G/K) (resp C∞r (G/K)) l’espace des vecteurs K-invariants à droite de
C
p
r (G) (resp C∞r (G)), C∞r,(G/K) l’intersection C∞r (G/K) ∩ C∞ (G/K), E∞ (G/K)
la réunion
⋃
r∈R C∞r,(G/K) et E∗ (G/K) :=
(⋃
r∈R C−∞r (G/K)
) ∩ C∞ (G/K) où
C−∞r (G/K) est le dual topologique de C∞r (G/K). La convolution (	, f ) → 	 ∗ f
déﬁnit une application bilinéaire continue de C∞c (G) × C−∞r (G/K) dans C∞r (G/K)
losqu’on munit C−∞r (G/K) de sa topologie de dual fort [BS1, Lemme 11.1, p. 149].
Rappelons quelques résultats (cf. [BS1]) sur les développements asymptotiques des
éléments de E∞ (G/K) le long du sous-groupe parabolique P. Pour tout  ∈ a∗C il existe
une partie ﬁnie S() ⊆ W −  de a∗C telle que, si l’on note X() := S() −N.+
et Sd(a∗) l’espace des fonctions polynômes de degré inférieur ou égal à d sur a, la
propriété suivante soit vériﬁée:
Pour tout couple (r, ) ∈ R × X(), il existe un réel r ′, un entier naturel d et
une application linéaire, continue et G-équivariante p(P |.) : C∞r,(G/K)→ C∞r ′ (G)⊗
Sd(a
∗) telle que tout f ∈ C∞
r,(G/K), tout X ∈ a+ et tout x ∈ G, la fonction f
admette un développement asymptotique:
f (xetX) ∼
∑
∈X() p(P |f, x, tX) e
t(X) (1)
en x le long du sous-groupe parabolique P .
Lorsque  appartient à l’ouvert partout dense
(a∗C)
′ := { ∈ a∗C | ∀ ∈ , 〈, ˇ〉 ∈ Z }, (2)
où ˇ est la coracine de  ∈ , chacun des polynômes p(P |f, x) est constant (cf. [B,
Théorème 13.10]) et on peut choisir S() = W− .
Déﬁnissons, pour tout  ∈ a∗C et tout  ∈ W− −N+ ﬁxés:
() := {(w, 
) ∈ W ×N.+ |  = w− − 
 }, (3)
et, pour tout pour tout  ∈ a∗C
(, ) := {w− − 
 | (w, 
) ∈ () }.
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Soit  un ouvert de a∗C contenant , et  → f, ( ∈ ), une famille d’éléments
de E∞ (G/K), holomorphe au sens de [BS1, §2]. Alors [BS1, Théorème 3.6, p. 117],
pour tout  ∈  et tout couple (x,X) ∈ G× a+, l’application
 →
∑

∈(,) p
(P |f, x,X) e

(X)
est holomorphe au voisinage du point = où elle prend la valeur p(P |f, x,X) e(X).
En particulier, pour (w,) ∈ W × N.+ et x ∈ G ﬁxés, la fonction  → pw−−
(P |f, x) est à valeurs scalaires, holomorphe sur ′ :=  ∩ (a∗C)′. Nous utiliserons
simplement le fait que l’application
 →
∑
(w,
)∈() pw−−
(P |f, x,X) e
(w−−
)(X),
holomorphe sur ′, se prolonge holomorphiquement au voisinage de  =  par la valeur
p(P |f, x,X) e(X).
Si Z+ est l’ensemble des entiers positifs ou nuls, lorsque  appartient à l’ensemble
A′ := { ∈ a∗C | ∀ ∈ +, 〈, ˇ〉 ∈ −Z+ }, (4)
on peut déﬁnir une application valeur au bord
(P |.) : E∞ (G/K)→ C∞(G, P, 1,−)
où:
C∞(G, P, 1,−)
:= {f ∈ C∞(G) |∀(x,m, a, n) ∈ G×M × A×N, f (xman) = a−f (x) },
application déﬁnie pour f ∈ E∞ (G/K) par: (P |f ) = p−(P |f ). C’est un G-
morphisme pour les actions à gauche. De plus, si  → f est une famille holomorphe
sur  d’éléments de E∞ (G/K), l’application  → (P |f) est holomorphe sur  ∩A′ lorsqu’on la considère comme prenant ses valeurs dans C∞(K/M) (identiﬁé à
C∞(G, P, 1,−) par restriction des fonctions).
Lorsqu’on considère un élément f ∈ E∗ (G/K), la continuité de l’application (	, f )→ 	 ∗ f de C∞c (G) × C−∞r (G/K) à valeurs dans C∞r (G/K) permet de déﬁnir
le développement asymptotique de f le long de P au sens des distributions. Si
	ˇ(x) = 	(x−1), (x ∈ G, 	 ∈ C∞c (G)), les valeurs en 	 des distributions 	 →
〈p(P |f ),	〉 := p(P |	ˇ ∗ f, e) déterminent le développement asymptotique de 	ˇ ∗ f
en x = e élément neutre de G, le long de P .
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De la même façon, on étend la déﬁnition de valeurs au bord au sens des distributions.
La valeur au bord d’un élément de E∗ (G/K) est un élément de l’espace
D′(G, P, 1, ) := { f ∈ D′(G)|∀(m, a, n) ∈ M × A×N, r(man)f = a−f }.
Cet espace s’identiﬁe par restriction à l’espace D′(K/M). On notera  la représenta-
tion de G dans D′(K/M) correspondant à la représentation régulière gauche par cette
identiﬁcation.
On dira qu’une famille  → f d’éléments de E∗ (G/K) est holomorphe si, pour
tout 	 ∈ C∞c (G), la famille  → 	 ∗ f est holomorphe.
La transformation de Poisson P : D′(K/M) → E∗ (G/K) est déﬁnie pour f ∈
D′(K/M) et x ∈ G par Pf (x) =
∫
K
f (k)e(−)(H(x−1k)) dk, où H(x) ∈ a est tel
que x ∈ KeH(x)N . C’est un G-morphisme dépendant holomorphiquement de . Plus
précisément, si on note, pour  ∈ a∗C et  ∈ :
c() := 2
− 12 〈,ˇ〉( 12 〈, ˇ〉)
( 14 〈, ˇ〉 + 14m + 12 )( 14 〈, ˇ〉 + 14m + 12m2)
(5)
où m est la multiplicité de la racine  et:
c() :=
∏
∈+r
c() (6)
la fonction c de Harish-Chandra, on a une égalité de fonctions méromorphes sur a∗C:
 ◦ P = c()Id. (7)
Si w¯ désigne un représentant de l’élément w ∈ W dans le normalisateur de a dans K ,
pour tout  dans un ouvert de a∗C, l’intégrale
∫
N¯w
f (xw¯(n¯w))e−(+)(H(n¯w)) dn¯w,
où N¯w := N¯ ∩ w¯−1Nw¯, et x ∈ (x)eH(x)N, (x ∈ G, (x) ∈ K, H(x) ∈ a), converge
absolument et déﬁnit un G-morphisme A(w,P, ):C∞(G, P, 1, )→C∞(G, P, 1, w)
qui, en tant qu’endomorphisme de C∞(K/M), se prolonge méromorphiquement à a∗C.
Son domaine d’holomorphie contient (a∗C)
′ (voir [O2, (3.11), p. 584]). Par transposition
d’opérateurs sur C∞(K/M), et compte tenu des identiﬁcations d’espaces, on obtient
une famille d’opérateurs A′(w, P, ) : D′(G, P, 1, ) → D′(G, P, 1, w) prolongeant
par continuité A(w,P,−) : C∞(G, P, 1,−)→ C∞(G, P, 1,−w).
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Pour w ∈ W et  ∈ a∗C, notons:
(w) := +r ∩ w−1(−+r ) (8)
et
cw() :=
∏
∈(w)
c(). (9)
On sait (cf. [C2, Lemme 3.2]) que, pour tout w ∈ W et  ∈ (a∗C)′:
∀f ∈ E∗ (G/K), pw−(P |f ) = cw()−1A′(w, P, )p−(P |f ), (10)
∀u ∈ D′(G, P, 1, ), Supp A′(w, P, )u ⊆ Supp u Cl(Pw−1P). (11)
3.2. Détermination du support
On note ⊥ l’orthogonal de tout élément  ∈ a∗C.
On suppose désormais que  est un point ﬁxé dans a∗C possédant les propriétés
suivantes:
∀ ∈ +, Re 〈, 〉0, (12)
(g, a) ∩ ⊥ = (g, a) ∩ C., (13)
où C. désigne l’ensemble des combinaisons linéaires complexes d’éléments d’une
partie  de .
Si, pour tout  ∈ W on note W  l’ensemble {w ∈ W | w =  }, le groupe
W = W  est engendré par les réﬂexions s associées aux racines de . Remarquons
que pour  = w, (w ∈ W), le groupe W  est engendré par l’ensemble des réﬂexions
associées aux racines w+-simples w.
Lemme 3.1. On suppose que  vériﬁe les hypothèses ci-dessus et on désigne par w un
élément de W tel que w−  = +  où  ∈ N.( \) et  ∈ C.. Alors  =  = 0
et w ∈ W.
Démonstration. Soit P = MAN = LN la décomposition de Langlands du
sous-groupe parabolique
P := PWP. (14)
Si n est l’algèbre de Lie de N, la forme linéaire  : X ∈ a → 12 tr ad X|n
est orthogonale à . De plus, l’élément w−1 admet une décomposition w−1 = vu où
(v, u) ∈ W × W et (v) ⊆ (+ \ ). Si R+ (resp R+∗ ) désigne l’ensemble des
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réels positifs (resp strictement positifs), on a donc 
 := Re −w.Re  = u−1.(Re −
v−1.Re ) ∈ R+.(+ \ ) car Re  − v−1.Re  ∈ R+.(v) [Di, Lemme 7.7.2] et
u−1.(+ \ ) ⊆ (+ \ ). Comme 
 = −( + Re ), avec 〈
,〉0 et 〈 +
Re ,〉 = 〈,〉0, ces deux nombres sont nuls, ce qui signiﬁe que w.Re  =
Re  et  =  = Re  = 0. On est donc ramené au cas Re  = 0.
En échangeant les rôles des parties réelles et imaginaires on peut donc supposer 
réelle et  :=  − w. ∈ R.. Si on remplace (provisoirement!) le système + de
racines positives par le nouveau système + := (P ∩ L, a) ∪ { ∈  | 〈,〉 > 0},
l’élément w−1 admet une décomposition w−1 = vu où (v, u) ∈ W ×W et (v) ⊆
(+ \). On a donc  = −w. = u−1.(−v−1.) ∈ R+.(+ \) car −v−1. ∈
R+.(v) et u−1.(+ \) ⊆ (+ \). La condition 〈, 〉 = 0 implique à nouveau
que  = 0. 
Chaque fois qu’une fonction  → k() est holomorphe sur ′ :=  ∩ (a∗C)′ pour un
voisinage ouvert  de , on dira que la limite lim→ k() existe et que: lim→ k() =
k lorsque  → k() se prolonge en une fonction holomorphe dans un voisinage de 
et que la valeur de ce prolongement en  est k. Par exemple, pour f ∈ E∞ (G/K),
la valeur au bord (P |f ) est déﬁnie à partir d’une famille holomorphe  → f ∈
E∞ (G/K) telle que f = f par:
(P |f ) = lim→ ()p−(P |f ), (15)
où  est la fonction polynôme
 →
∏
∈+
〈, ˇ〉
(cf. [BS1, (9.9), p. 138]). Il en est de même de la fonction d :  → ()c() dont on
notera la valeur limite d().
Proposition 3.1. On conserve les notations et hypothèses ci-dessus. Pour tout élément
f ∈ E∗ (G/K):
Supp p−(P |f ) = Supp (P |f ) P.
Démonstration. On peut supposer que f ∈ E∞ (G/K) car si le résultat a été démontré
dans ce cas, pour toute suite décroissante j → Uj de voisinages ouverts formant une
base de voisinages de l’unité e de G, on a, pour tout élément x de G:
x ∈ Supp p−(P |f )
⇐⇒ ∃q ∈ N, ∀jq ∀	 ∈ C∞c (Uj ) x ∈ Supp p−(P |	j ∗ f )
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⇐⇒ ∃q ∈ N, ∀jq ∀	 ∈ C∞c (Uj ) x ∈ Supp (P |	j ∗ f )P
⇐⇒ x ∈ Supp (P |f )P
On suppose donc que f ∈ E∞ (G/K) et on construit la famille holomorphe  → f ∈
E∞ (G/K) telle que f := d()−1P((P |f )) (cf. [BS1, Corollaire 10.2, p. 140]).
Remarquons que dans ce cas, pour tout  ∈ (a∗C)′ on a
Supp p−(P |f) = Supp (P |f )
(voir (7)). On a donc, d’après (11), pour tout  ∈ (a∗C)′ et tout w ∈ W:
Supp pw−(P |f) ⊆ Supp (P |f )Cl(Pw−1P) ⊆ Supp (P |f )P.
Les hypothèses faites sur  impliquent (voir (3)) que (− ) = W×{0}, et donc
que, pour tout X ∈ a+:
lim→
∑
w∈W
pw−(P |f)ew(X) = p−(P |f,X)e(X) (16)
limite simple de distributions à valeurs scalaires, d’où il découle que:
Supp p−(P |f ) ⊆ Supp (P |f )P.
Inversement, la valeur au bord (P |f ) s’interprétant comme le terme de plus haut
degré du polynôme X → p−(P |f, ., X), [BS1, p. 138], on a évidemment
Supp (P |f ) ⊆ Supp p−(P |f ).
De plus, pour tout élément x = ym, (y ∈ Supp p−(P |f ), m ∈ M), il existe ([BS2,
Proposition 5.1, p. 656]; [BS1, Proposition 8.1, p. 134]; [C2, Lemme 3.1]) un couple
(w,) ∈ W ×N.+ tel que w− −  ∈ C. et x ∈ Supp pw−(P |f ). D’après le
Lemme 3.1 w ∈ W et donc x ∈ Supp p−(P |f ). 
Si, à tout élément  ∈ W− , on associe l’ensemble:
W() := {w ∈ W | w− −  ∈ N.+ }, (17)
on a, plus généralement, le résultat suivant (cf. [MO, Lemme 2, p. 354]).
Lemme 3.2. Pour tout  ∈ W− −N.+, et tout f ∈ E∗ (G/K):
Supp p(P |f ) ⊆
⋃
w∈W()
Supp (P |f )Cl(Pw−1P).
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Démonstration. On note encore S := Supp (P |f ) et on choisit une famille holo-
morphe  → f ∈ E∗ (G/K) telle que f = f et, pour tout  ∈ (a∗C)′:
Supp p−(P |f) ⊆ S.
Chaque fois qu’un couple (w,) ∈ (), (voir (3)), on a w ∈ W(). D’autre part, dans
ce cas, d’après le Lemme 3.1 de [C2] et la relation (11), on a, pour tout  ∈ (a∗C)′:
Supp pw−−(P |f) ⊆ Supp pw−(P |f)
⊆ SCl(Pw−1P)
⊆
⋃
w∈W()
SCl(Pw−1P)
de telle sorte que, pour tout 	 ∈ C∞c (G), la condition
Supp 	 ∩
⋃
w∈W()
SCl(Pw−1P) = ∅
se traduit, pour tout X ∈ a+, par (cf. (3))
p(P |	ˇ ∗ f, e,X)e(X) = lim→
∑
(w,)∈() pw−−(P |	ˇ ∗ f, e)e
(w−−)(X)
= 0. 
3.3. Réduction de l’action des opérateurs différentiels W-invariants
Les résultats énoncés dans cette section sont dûs à Oshima [O2].
On suppose donné un système réduit  de racines dans le dual E∗ d’un espace
vectoriel E de dimension ﬁnie sur R. On ne suppose pas que  engendre E∗. On
note W le groupe de Weyl correspondant, 〈., .〉 un produit scalaire W -invariant sur
E étendu à E∗ et à leurs complexiﬁés en formes C-bilinéaires. On ﬁxe un système
+ de racines positives pour , on note − = −+ et on désigne par  l’ensemble
des racines +-simples. L’action de W est étendue à l’algèbre symétrique S(E) de
EC (identiﬁée à l’algèbre P(E∗) des polynômes sur E∗C) et on note S(E)W l’algèbre
de ses W -invariants. De même, le morphisme p → (p) permet d’identiﬁer S(E) à
l’algèbre des opérateurs différentiels à coefﬁcients constants sur E. Oshima construit
dans [O2] une famille de fonctions (, X) → (w, ;X), (w ∈ W), holomorphes sur
E∗C × EC, et formant, pour  ∈ E∗C, une base de l’espace
H() := {f ∈ C∞(E) | ∀p ∈ S(E)W (p)f = p()f }. (18)
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En particulier, les fonctions hw := (w, 0; .), (w ∈ W), deﬁnissent une base de
l’espace H(0) des polynômes W -harmoniques. Chaque polynôme hw est homogène de
degré l(w), le cardinal de l’ensemble (w).
De plus, l’élément (u, ; .) associé au plus long élément u de W est cyclique dans
l’espace H() en un sens précisé par le résultat ci-dessous, résultat qui n’est qu’une
reformulation de la Proposition 1.5, p. 573 de [O2].
Proposition 3.2. Pour tout v ∈ W il existe un élément pv ∈ P(E∗) ⊗H(0) vériﬁant,
pour tout  ∈ E∗C la condition:
(pv())(u, ; .) = (v, ; .).
De plus, le groupe W étant muni de l’ordre de Bruhat, cet élément possède les pro-
priétés suivantes:
(i) (pv())(wu, ; .) = 0 sauf si wv.
(ii) (pv())(vu, ; .) = ev(.).
(iii) (pv())ev(.) =

 ∏
∈+\(v)
〈, ˇ〉

 ev(.).
(iv) (pv())ew(.) = 0 sauf si wv.
Démonstration. Seule la condition (iv) n’est pas explicitée dans [O2]; elle résulte du
fait que les fonctions (w, ;X), (w ∈ W), et ew(X), (w ∈ W), sont deux bases
d’un même module sur le localisé P(E∗) de l’anneau P(E∗) des fonctions polynômes
sur E∗C. Plus précisément: (w, , X) =
∑
vw
a(w, v; )ev(X) avec a(w, v; ) ∈
P(E∗), expression qui prend, pour w = u et  régulier, la forme précise (u, ;X) =
()−1
∑
w∈W (−1)
l(w)ew(X). Il sufﬁt alors de remarquer que (pv()) laisse chaque
sous-espace Cew(.) invariant. 
Nous utiliserons plus loin le résultat suivant:
Lemme 3.3. On suppose le sytème de racines réduit. On note u le plus long élément
du groupe W . Alors, pour tout élément w ∈ W :
(a) (w) = −w−1(w−1).
(b) −u−1(wu) = + \ (w).
(c) Si w = sv avec  ∈  et l(v) < l(w) : + \ (v) = {v−1} ∪ (+ \ (w)).
Démonstration. (a) (w) = + ∩w−1− = w−1(w+ ∩−) = −w−1(w− ∩+) =
−w−1(w−1).
(b) Comme u2 est l’identité: −u−1(wu) = −u−1(+ ∩ u−1w−1−) = −(u−1+ ∩
w−1−) = −(− ∩ w−1−) = + ∩ w−1+ = + \ (w).
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(c) On a wu = svu avec l(wu) < l(vu) et donc:
−u−1(vu)= v−1(u−1w−1s)
= v−1({} ∪ s(u−1w−1))
= {v−1} ∪ w−1(u−1w−1)
= {v−1} ∪ (−u−1(wu)). 
3.4. Analyse du coefﬁcient
On conserve les notations et hypothèses (notamment en ce qui concerne ) de la
section 3.2. On va appliquer les résultats de la section précédente au cas E = a,  =
 sous-système de racines engendré par  et W = W le sous-groupe correspondant
du groupe de Weyl W de (g, a). Si vw pour l’ordre de Bruhat, la condition w ∈ W
implique v ∈ W.
On remarquera également [O2, Théorème 1.3 (viii), p. 509] que, pour tout w ∈ W:
(w, ; .) = hw(.)e(.) (19)
où hw, (w ∈ W), désigne la famille des polynômes W-harmoniques homogènes
déﬁnis précédemment. Pour w ∈ W on note:
w() =

 ∏
∈(w)
〈, ˇ〉


−1
, ( ∈ aC) (20)
Lorsque w = u le plus long élément de W, on écrira  = u et on déﬁnira
′w := −1w , (w ∈ W).
Déﬁnition 3.1. Pour tout w ∈ W, tout ouvert U de G/P et tout fermé S ⊆ U de
G/P, on notera U(w, S) l’ouvert U \
⋃
v<w
SPv−1P .
Théorème 3.1. Soit f un élément de E∗ (G/K) et  → f ∈ E∗ (G/K) une famille
holomorphe dans un voisinage ouvert  de  dans a∗C et telle que f = f. Alors:
(a) La distribution p−(P |f ) prend ses valeurs dans l’espace H(0) des éléments
W-harmoniques. Soit p−(P |f ) =
∑
v∈W
Tvhvu la décomposition correspondante
de p−(P |f ).
(b) Pour tout w ∈ W et tout X ∈ a+, la famille de distributions
 →
∑
vw
pv−(P |f)(pw())ev(X)
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converge simplement lorsque  tend vers  vers la distribution
Twe
(X) +
∑
v<w
Tv(pw())(hvu(.)e(.))(X).
(c) La distribution Te est un multiple constant non nul de la valeur au bord (P |f )
et, pour tout w ∈ W:
Supp Tw ⊆ Supp (P |f )Cl(Pw−1P).
(d) Supposons de plus que, pour tout  ∈ (a∗C)′:
Supp p−(P |f) ⊆ Supp (P |f ).
Alors, pour tout w ∈ W, la restriction à l’ouvert G(w, Supp (P |f )) de la famille
holomorphe de distributions  → ′w()pw−(P |f) converge (dans le sens précisé au
§3.2) vers la restriction de Tw à ce même ouvert.
Démonstration. (a) D’après le Lemme 3.1(b) de [C2] et le Lemme 3.1, l’ensemble
(− ) se réduit à W× {0}. Il en résulte [BS1, Proposition 8.1, p. 134] que la dis-
tribution p−(P |f ) prend ses valeurs dans l’espace des polynômes W-harmoniques.
(b) De plus, pour tout X ∈ a+ on a une convergence simple de distributions:
lim→
∑
v∈W
pv−(P |f, .)ev(X) = p−(P |f, ., X)e(X). (21)
Or, d’après [BS1, Remarque 7.4, p. 132], un tel passage à la limite peut être dérivé
terme à terme en X. Il sufﬁt donc d’appliquer au premier membre l’opérateur (pw())
et de tenir compte de l’équation 19 et de la Proposition 3.2(iv) et (ii) (pour la valeur
de la limite).
(c) Si on applique (b) au cas w = e, on en déduit, compte tenu de Proposition 3.2(iii)–
(iv), que ()p−(P |f) converge simplement vers Te qui est donc un multiple non
nul de (P |f ) (voir l’équation (15)).
On raisonne ensuite par récurrence sur l(w), le cas w = e étant trivial. On choisit la
famille holomorphe  → f de telle sorte que, pour tout  ∈ (a∗C)′, Supp p−(P |f)⊆ S := Supp (P |f ) (voir la démonstration de la Proposition 3.1). Dans ce cas,
l’inclusion désirée résulte du fait que, pour tout w ∈ W et tout  ∈ (a∗C)′, on a,
d’après les relations (11) et (12):
Supp pw−(P |f) ⊆ SCl(Pw−1P).
Le résultat est conséquence immédiate de (b).
(d) Comme G(w, S)∩ SCl(P v−1P) = ∅ pour tout v < w, le résultat découle de (a),
(c) et de la Proposition 3.2(iii). 
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Remarque 3.1. A part le cas w = e, les distributions Tw (que l’on pourrait quali-
ﬁer de valeurs au bord généralisées) n’appartiennent plus à l’espace D′(G, P, 1, ).
Comme p−(P |f ) elles sont invariantes sous l’action à droite des éléments du sous-
groupe MN de P , mais l’action du groupe A engendre seulement un espace de di-
mension ﬁnie. Cette action est déterminée par la relation [BS1, Lemme, 8.5, p. 134]
p−(P |f, xeY ,X) = e(−)(Y )p−(P |f, x,X + Y ), (x ∈ G, X, Y ∈ a). La relation
[O2, Théorème 1.3(v), p. 569] ((p) − p(w))(w, ;X) ∈
∑
v<w
P (a∗)(v, ;X)
permet de préciser la suite de composition de ce a-module.
Corollaire 3.1. Si u est l’élément de plus grande longueur de W:
Supp Tu ⊇ (Supp (P |f )P) ∩G(u, Supp (P |f )).
Démonstration. D’après la Proposition 3.1,
Supp (P |f )P = Supp p−(P |f ) = ∪w∈W Supp Tw.
On en déduit donc que
(Supp (P |f )P) ∩G(u, Supp (P |f )) = Supp Tu ∩G(u, Supp (P |f ))
car pour tout w < u,
G(u, Supp (P |f )) ∩ Supp (P |f )Cl(Pw−1P) = ∅. 
Théorème 3.2. On conserve les notations et hypothèses précédentes. Pour tout w ∈
W:
Supp Tw ⊇ (Supp (P |f )Cl(Pw−1P)) ∩G(w, Supp (P |f )).
On va utiliser deux lemmes.
Lemme 3.4. Soit S un fermé de G/P et  → f ∈ E∗ (G/K) une famille holomor-
phe dans un voisinage ouvert  de  dans a∗C et telle que, pour tout  ∈ ′ :=
 ∩ (a∗C)′, Supp p−(P |f) ⊆ S. Etant donné v ∈ W et X ∈ a+, on considère
l’application à valeurs dans D′(G/K)
 → 	 := (pv())
(∑
uv
pu−(P |f)eu(.)
)
(X)e−v(X),
où pv() est dﬁni dans la Proposition 3.2. Alors:
(a) L’application  → 	 est holomorphe dans un voisinage du point  = .
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(b) Pour tout  ∈ ′ Supp 	 ⊆ S′ := SCl(P v−1P).
(c) Sur l’ouvert G(v, S), 	 = ′v()pv−(P |f).
Démonstration. (a) L’application
 →
∑
u∈W
pu−(P |f)eu(.)(X)
est holomorphe au voisinage de  =  et dérivable terme à terme en X ∈ a. Il sufﬁt
alors d’appliquer la Proposition 3.2.
(b) Résulte des relations (10) et (11).
(c) Conséquence immédiate de ces mêmes relations et de la Proposition 3.2(iii). 
On suppose maintenant que w = sv ∈ W avec  simple et l(v) < l(w). Fixons
comme dans dans la démonstration du Théorème 3.1 de [C2] un élément  ∈ ⊥ tel
que 〈+, ˇ〉 ∈ Z pour tout  ∈  non multiple de , de telle sorte que le stabilisateur
de ′ := +  se réduit à W := {1, s}.
On continuera à utiliser par la suite les notations relatives aux prolongements holo-
morphes introduites au §3.2. Ainsi, pour tout w ∈ W , la fonction  → d(w, ) :=
cw()w() admet une limite non nulle qui sera notée d(w, ) [BS1, (10.1), p. 140]
ou [O2, p. 584]. Pour tout w ∈ W, ce sera également le cas (voir la relation 10) de
la fonction
 → ′w()pw−(P |f) = d(w, )−1A′(w, P, )(()p−(P |f)) (22)
dont la restriction à G(w, S) converge simplement vers la distribution Tw.
Lemme 3.5. (a) L’application
′ := +  → g′ := (〈′, ˇ〉c(′))−1P′(e(H(.))	v−1)
déﬁnit une famille ′ → g′ ∈ E∗′(G/K) holomorphe dans un voisinage de ′ := + .
(b) La distribution T˜e := lim′→′ 〈′, ˇ〉p′−(P |g′) coïncide sur G(v, S) avec la
distribution e(H(.))Tv .
(c) La distribution T˜s := lim′→′ ps′−(P |g′) coïncide sur G(w, S) avec la
distribution e(H(.))Tw.
Démonstration. (a) Résulte immédiatement des propriétés d’holomorphie de la trans-
formation de Poisson et des remarques précédant le lemme.
(b) Compte tenu de la relation (7), on a, pour  générique:
〈′, ˇ〉p′−(P |g′) = e(H(.))	v−1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distribution dont la restriction à G(v, S) est égale à
e(H(.))′v(v−1)p−(P |fv−1).
Elle converge simplement sur cet ouvert vers e(H(.))Tv lorsque ′ tend vers ′.
(c) Remarquons tout d’abord que, d’après le Lemme 3.3(c)
′v(v−1) = 〈, ˇ〉′w(v−1).
D’après la relation 10
ps′−(P |g′)= d(s, ′)−1A′(s, P , ′)〈′, ˇ〉p′−(P |g′)
= d(s, )−1A′(s, P , )e(H(.))	v−1
= d(s, )−1e(H(.))A′(s, P , )	v−1,
car si P = MAN est la décomposition de Langlands du sous-groupe parabolique
P := PWP les opérations impliquées dans la construction de A′(s, P , ) se font
dans le sous-groupe M.
Pour u < v et  générique, l’inclusion (voir 10 et 11)
Supp A′(s, P , )pu−(P |f) ⊆ SCl(Pu−1P)P
implique (voir [MO, Lemme 8, p. 378]; [O1, (3.16), p. 585]) que
A′(s, P , )	v−1 = A′(s, P , )′v(v−1)p−(P |fv−1)
sur G(w, S). On a donc (voir 10 et 11), sur cet ouvert:
ps′−(P |g′) = e(H(.))′w(v−1)ps−(P |fv−1),
et, en passant à la limite  = :
T˜s = e(H(.))Tw
sur G(w, S). 
Démonstration du Théorème. On déﬁnit S := Supp (P |f ) et on ﬁxe une famille
holomorphe  → f ∈ E∗ (G/K) telle que f = f et vériﬁant, pour tout  ∈ (a∗C)′:
Supp p−(P |f) ⊆ S.
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On raisonne par récurrence sur l(w). On suppose donc que w = sv ∈ W avec 
simple et l(v) < l(w). On utilise les notations et résultats des lemmes précédents.
D’après le Corollaire 3.1
Supp T˜s ⊇ (Supp T˜eCl(P sP)) ∩G(s, S′),
et comme G(w, S) ⊆ G(s, S′):
Supp Tw ∩G(w, S) = Supp T˜s ∩G(w, S)
⊇ (Supp T˜eP ∩G(s, S′)) ∩G(w, S)
= (Supp T˜eP) ∩G(w, S)
⊇ (Supp Tv ∩G(v, S))P ∩G(w, S)
⊇ ((Supp TeCl(P v−1P)) ∩G(v, S))P ∩G(w, S).
Si on tient compte [MO, Lemme 8, p. 378]; [O1, (3.16), p. 585] du fait que Cl(P v−1P)
P = Cl(Pw−1P) et G(w, S) ⊆ G(v, S)P, on obtient:
Supp Tw ∩G(w, S) ⊇ (Supp TeCl(Pw−1P)) ∩G(w, S). 
4. Coefﬁcient extrémal: le cas général
4.1. Analyse du coefﬁcient
On suppose toujours que la forme  vériﬁe les hypothèses énoncées au §3.2 (voir la
relation (12)).
Le groupe W agit sur C∞(a) de telle sorte que:
∀p ∈ S(a), ∀f ∈ C∞(a), ∀w ∈ W, (w.p)w.f = w.((p)f ).
Si + :=  ∩ +, tout élément w ∈ W admet une décomposition unique
w = w()w (23)
avec w ∈ W et (w()) ⊆ (+ \ ).
Pour tout w ∈ W , le stabilisateur Ww = wWw−1 est engendré par les réﬂexions
associées à l’ensemble w de racines w+-simples. Par transport de structure on peut
donc déﬁnir l’espace des éléments Ww-harmoniques dont une base est formée des
polynômes w().(hw)w∈W .
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Proposition 4.1. Soit f un élément de E∗ (G/K), w ∈ W, et U un ouvert de G/P
vériﬁant la condition suivante:
{v ∈ W | pv−(P |f )|U = 0} ⊆ wW.
Alors:
(a) La distribution pw−(P |f ) est à valeurs dans l’espace des polynômes Ww-
harmoniques. Soit:
pw−(P |f ) =
∑
v∈W
Svw().hvu
sa décomposition dans la base décrite ci-dessus.
(b) Si  → f ∈ E∗ (G/K) est une famille holomorphe dans un voisinage de  = 
et telle que f = f, pour tout X ∈ a+ et tout w ∈ W, la restriction à U de la
famille de distributions
 → vw pw()v−(P |f)w().((pw())ev(.))(X)
converge simplement vers la distribution
Swe
w(X) +
∑
v<w
Svw().((pw())(hvu(.)e
v(.)))(X).
Démonstration. (a) Nos hypothèses impliquent (cf. [C2, Lemme 3.1]) que le seul
élément  ∈ X() ∩ (w −  + N.+) tel que p(P |f )|U = 0 est  = w − .
La distribution pw−(P |f )|U prend donc ses valeurs dans l’espace des polynômes
Ww-harmoniques [BS1, Proposition 8.1].
(b) D’après la Proposition 3.2:
((w().pw())e
w()v(.))(X)=w().((pw())ev(.))(X)
= 0 si vw
et
((w().pw())w().(vu, ; .)(X)= (w().(pw())(vu, ; .)(X)
=
{
0 si vw,
(w().ew(.)(X) si v = w,
de telle sorte que, en dérivant terme à terme comme dans la démonstration du Théorème
3.1:
lim→
∑
vw
pw()v−(P |f)(w().((pw())ev(.))(X)
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= lim→ (w().pw())
(∑
v∈W
pw()v−(P |f)ew()v(.)
)
(X)
= (w().pw())(pw−(P |f, ., X)e(.))(X)
=
∑
v∈W
Sv(w().pw())(w().hvu(.)e
w()(.))(X)
=
∑
v∈W
Svw().((pw())(hvu(.)e
(.)))(X)
= Swe(X) +
∑
v<w
Svw().((pw())(hvu(.)e
(.)))(X). 
Corollaire 4.1. On a:
lim→ ′w()pw()w−(P |f) = Sw
simplement sur l’ouvert U(w()w, Supp (P |f )).
Démonstration. On remarque à nouveau que, d’après la Proposition 3.2:
((w()).pw())w().(wu, ; .))(X)=w().((pw())(wu, ; .))(X)
= ′w()ew()w(.)(X),
et on tient compte des limitations de support énoncés dans la relation (11). 
4.2. H-P doubles-classes et support
On suppose désormais que  est un automorphisme involutif de G commutant avec
l’involution de Cartan  et on note H la composante connexe de l’unité du groupe G
formé des points de G laissés ﬁxes par .
On munit a∗ de l’ordre:
∀(, 
) ∈ (a∗)2, (
⇐⇒ 
−  ∈ R+.+).
On rappelle [BS1, Théorème 14.1, p. 148] qu’une fonction f ∈ C∞ (G/K) H -ﬁnie à
gauche appartient à E∗ (G/K).
Théorème 4.1. On conserve les notations et hypothèses de la section 3.2 et on suppose
que f ∈ C∞ (G/K) est H -ﬁnie à gauche. On suppose que la H − P double classe O
est telle que l’ensemble
WO := {v ∈ W | O ⊆ Supp p−(P |f )Cl(P v−1P) }
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est non vide. Soit  un élément maximal de
{Re v | v ∈ WO}
et w ∈ W tel que w() soit minimal parmi les éléments v ∈ WO tels que Re v = .
Alors:
O ⊆ Supp pw−(P |f ).
Démonstration. Les supports des coefﬁcients pw−(P |f ), (w ∈ W) sont H -invariants
à gauche. Ecrivons comme précédemment (voir Théorème 3.1)
p−(P |f ) =
∑
w∈W
Twhwu,
notons
S := Supp (P |f ) = Supp Te,
et introduisons une famille holomorphe  → f telle que f=f et, pour tout 
générique: Supp p−(P |f) ⊆ S.
Par construction, pour tout élément v ∈ W tel que Re v > Re w, on a:
O ∩ Supp p−(P |f )Cl(P v−1P) = ∅.
Remarquons (cf. par exemple [MO, p. 356]) que tous les éléments v ∈ W tels que
v() < w() vériﬁent aussi cette dernière condition. Si on note W = W \WO, on
obtient une inclusion
O ⊆ U := G \
⋃
v∈W
Supp p−(P |f )Cl(P v−1P). (24)
dans un ouvert de G/P . De plus, d’après [C2, Lemme 3.1] et la relation (11) les seuls
éléments (v,)∈(w−) (voir l’équation (3)) tels que, pour ∈(a∗C)′, Supp pv−−
(P |f) ∩ U = ∅ sont des éléments de wW × {0} (voir [C2, Lemme 3.1]), de telle
sorte que, pour tout X ∈ a+:
lim→
∑
v∈wW
pv−(P |f)ev(X) = pw−(P |f, ., X)ew(X)
sur l’ouvert U . Enﬁn, d’après [C2, Lemme 3.1]; [BS1, Proposition 8.1, p. 134], la
distribution pw−(P |f )|U est à valeurs dans l’espace des polynômes Ww-harmoniques
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ce qui permettra d’écrire (voir Proposition 4.1(a))
pw−(P |f )|U =
∑
v∈W
Sv w().hvu.
Remarquons que les conditions imposées jusqu’ici à w permettent de choisir arbitraire-
ment w. Comme (voir Proposition 3.1 et Théorème 3.1(a))
Supp p−(P |f ) = (Supp (P |f )PWP) =
⋃
v∈W
Supp Tv,
on peut choisir w minimal parmi les éléments v ∈ W tels que
O ⊆ SCl(P v−1P)Cl(Pw()−1P),
et noter w = w()w, ce que nous ferons désormais. On a donc, par construction:
O ⊆ ((SCl(Pw−1 P) ∩G(w, S))Cl(Pw()−1P)) ∩G(w, S). (25)
D’après le Théorème 3.1(d),
lim→ ′w()pw−(P |f) = Tw
sur l’ouvert U ′ := U(w, S), avec (voir Théorème 3.2):
Supp Tw ⊇ (SCl(Pw−1 P)) ∩ U(w, S).
Compte tenu du fait que, d’après la relation (11), et pour  générique:
Supp ′w()pw−(P |f) ⊆ S′ := SCl(Pw−1 P),
on peut appliquer au triplet (U ′, S′, w()) et à la famille
 → g := ′w(w−1 )fw−1 
le Théorème 3.1(b) de [C2] (cf. Remarque ci-dessous) car
∀ ∈ + \  ⊇ (w()), 〈, ˇ〉 ∈ −Z+.
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Il en résulte que
lim→ pw()−(P |g)= lim→ ′w())pw−(P |f)
= Sw
sur l’ouvert U ′(w(), S′) ⊇ U(w, S), avec
Supp Sw ⊇ (Supp TwCl(Pw()−1P)) ∩ U ′(w(), S′)
⊇ ((SCl(Pw−1 P) ∩ U(w, S))Cl(Pw()−1P)) ∩ U(w, S)
⊇ O
d’après le Corollaire 3.1 et les relations 24–25. Le Théorème résulte alors du fait que
Supp Sw ⊆ Supp pw−(P |f ). 
5. Croissance des fonctions propres sur G/H
On reprend les notations et hypothèses des §§1 et 2. On ﬁxe un sous-espace de
Cartan ad de sd contenant un sous-espace abélien maximal a de sd ∩ qd = s ∩ q et
on note Pd := MdAdNd la décomposition de Langlands d’un sous-groupe parabolique
minimal Pd de Gd , tel que Lie Ad = ad . On suppose en outre que le système de
racines positives (ad , P d) est -compatible, c’est à dire que:
∀ ∈ (ad , P d), (|a = 0 (⇒  ∈ (ad , P d)),
ce qui équivaut à dire que la Hd−Pd double-classe HdP d est ouverte [M1, Proposition
1, p. 355]. On peut alors choisir un ensemble ﬁni W d’éléments de Kd normalisant
à la fois a et ad et tel que Hdw¯P d, (w¯ ∈ W) soit l’ensemble des Hd − Pd -double
classes ouvertes.
Etant donné une forme linéaire complexe  sur ad , vériﬁant la condition (12) relative-
ment au système de racines positives (ad , P d), on va appliquer les résultats précédents
en remplaçant le système (G,K, a,W,+, · · ·) par le système (Gd,Kd, ad ,W(ad),
(ad , P d), · · ·) pour étudier la croissance d’une fonction K-ﬁnie à gauche f ∈ C∞
(G/H) à partir des propriétés du développement asymptotique le long de Pd de sa
transformée de Flensted-Jensen f d qui est Hd -ﬁnie à gauche et appartient à l’espace
C∞ (G
d/Kd). On notera par la suite Wd := W(ad) et d la demi-somme (multiplicités
comprises) des racines de (ad , P d).
Pour  ∈ Wd − d − N.(ad , P d) et x ∈ Gd, on écrira  ∈ E(P d, f d, x) pour
dire que x appartient au support de p(P d |f d). On notera EL(P d, f d, x) les éléments
extrémaux de E(P d, f d, x) pour l’ordre sur (ad)∗C déﬁni par:
∀(, 
) ∈ ((ad)∗C)2, (
⇐⇒ 
−  ∈ N.(ad , P d)).
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Théorème 5.1. Pour toute fonction K-ﬁnie à gauche f ∈ C∞ (G/H), les conditions
suivantes sont équivalentes:
(i) La fonction f est tempérée.
(ii) Pour tout w ∈ Wd tel que Re w ∈ −R+.(ad , P d), l’ensemble
Supp (P d |f d)Cl(P dw−1Pd)
ne contient aucun point intérieur.
Démonstration. Remarquons tout d’abord que, par Gd -équivariance, les coefﬁcients
des développements asymptotiques de f sont Hd -ﬁnis à gauche. De plus, dans le cas
de coefﬁcients extrémaux p(P d |f d), ils sont également Pd ﬁnis à droite. Cela signiﬁe
que, dans ce cas, la restriction des distributions correspondantes aux Hd −Pd double-
classes ouvertes sont déﬁnies par des fonctions analytiques. Pour w¯ ∈W , elles seront
nulles sur Hdw¯P dsi et seulement si, pour tout a ∈ U(hd), p(P d |l(a)f d, w¯) = 0.
Quitte à remplacer f par une fonction l(a)f, (a ∈ U(hd)), on peut appliquer la
caractérisation des fonctions tempérées [BS1, Théorème 17.4, p. 157] énoncée pour les
fonctions K-sphériques, aux fonctions K-ﬁnies.
non(i) (⇒ non(ii): D’après le critère précédemment cité, si f n’est pas tempérée,
on peut supposer qu’il existe un élément w ∈ W, tel que w−d ∈ EL(P d, f d, e) avec
Re w ∈ −R+.(ad , P d). La Hd × Pd -invariance du support implique que HdP d est
contenu dans Supp pw−d (P d |f d). Il résulte du Lemme 3.2 que ce dernier ensemble
est contenu dans Supp (P d |f d)Cl(P dv−1Pd) pour un certain v ∈ Wd(w − d).
Comme chacune de ces parties est Hd × Pd invariante, il en résulte que la double-
classe ouverte
HdP d ⊆ Supp (P d |f d)Cl(P dv−1Pd)
pour un élément v ∈ Wd(w−d). Remarquons que w−d ∈ v−d−N.(ad , P d),
de telle sorte que Re v ∈ −R+.(ad , P d), C’est la condition non(ii).
non(ii)(⇒non(i): Si (ii) est faux, il existe w0∈Wd vériﬁant w0 ∈ − R+.(ad , P d),
et tel que
Supp (P d |f d)Cl(P dw−10 Pd)
contient un point intérieur. Etant Hd×Pd invariant, cet ensemble contient une Hd−Pd
double-classe ouverte O. Si on écrit (voir (23)) w0 = w0()w0, on a, d’après [MO,
Lemme 8, p. 378]
Cl(P dw−10 P
d) ⊆ Cl(P duw0()−1Pd) = PCl(P dw0()−1Pd),
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où u est le plus long élément de W, ce qui implique (voir Proposition 3.1)
O ⊆ Supp p−d (P d |f d)Cl(P dw0()−1Pd).
Cela signiﬁe que w0() appartient à l’ensemble WdO déﬁni dans l’énoncé du Théorème
4.1. Si on ﬁxe  maximal dans {Re v | v ∈ WdO } pour l’ordre déﬁni sur (ad)∗ au
début du §4.2 avec, de plus, Re w0() = Re w0, on aura 0. Finalement,
choisissons w ∈ Wd tel que w() soit minimal parmi les éléments v ∈ WdO tels que
Re v = . On aura
Re w = Re w() =  ∈ −R+.(ad , P d),
alors que, par application du Théorème 4.1:
O ⊆ Supp pw−d (P d |f d).
On choisit enﬁn un élément v¯ ∈ W, tel que O = Hdv¯P d. Par application de la
formule de transformation, on obtient l’inclusion
Hdv¯P d ⊆ Supp pvw−vd (v¯P d v¯−1|f d),
où v := Ad v|ad . La condition Re vw ∈ −R+.(ad , v¯P d v¯−1) contredit le critère de
tempérance de [BS1]. D’où non(i). .
Théorème 5.2. Pour toute fonction K-ﬁnie à gauche f ∈ C∞ (G/H), les conditions
suivantes sont équivalentes:
(i) La fonction f appartient à L2(G/H)..
(ii) Pour tout w ∈ Wd tel que Re w ∈ −R∗+.(ad , P d), l’ensemble
Supp (P d |f d)Cl(P dw−1Pd)
ne contient aucun point intérieur.
Démonstration. Identique à celle du Théorème 5.1 en remplaçant (et c’est le cas dans
la caractérisation de [BS1]) l’ensemble R+ par R+∗ . 
Remarque 5.1. L’équivalence entre la formulation proposée ici et celle de [O2, Corol-
laires 4.3, 4.5, p. 596] est une conséquence de la Théorème 17.2, p. 157
de [BS1].
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