The Mean Intercept Length tensor is the most used technique to estimate microstructure orientation and anisotropy of trabecular bone. This paper proposes an efficient extension of this technique to gray-scale images based on a closed formulation of the Mean Intercept Length tensor and a generalization using different angular convolution kernels. 
I. INTRODUCTION
Estimating fabric tensors is one of the most widely used techniques to characterize the microstructural architecture of materials, in particular, trabecular bone. Fabric tensors are able to estimate both anisotropy and orientation of a material (usually referred to as phase in mechanics of materials) with respect to another one. They have been applied to a variety of fields including biomechanics 1 , mechanics of materials 2 , and geology 3 . The most common fabric tensors are second-order tensors, which can be represented by means of symmetric positive-definite matrices. These tensors can be graphically represented by means of ellipses in 2D or ellipsoids in 3D whose orientation and shape are determined by their eigenvectors and eigenvalues respectively. Although formulations to compute higher-order fabric tensors have also been proposed (e.g., 4 ), microstructural architecture of most materials, including trabecular bone, can be accurately modeled by means of second-order tensors 5, 6 .
The importance of fabric tensors in trabecular bone research comes from evidence supporting that changes in the anisotropy and orientation of trabecular bone are associated with osteoporosis [7] [8] [9] . It is important to remark that estimating mechanical anisotropy and orientation is not possible in vivo and finite element method (FEM) simulation, apart from being computationally expensive, is not yet a mature technique for trabecular bone, as the results have a strong dependency on boundary conditions, homogenization schemes and the general design of the simulations [10] [11] [12] . In this context, fabric tensors aim at being surrogates of mechanical properties of trabecular bone.
Many methods have been proposed to compute fabric tensors. These methods can roughly be classified into three categories. First, boundary-based methods use the interface between phases to estimate fabric tensors. The Mean Intercept Length (MIL) tensor 5, 13 and the global gradient structure tensor (GST) 14, 15 belong to this category. In trabecular bone research, the MIL tensor is considered as the gold standard thanks to the large amount of evidence supporting its appropriateness to predict mechanical properties of trabecular bone 1, [16] [17] [18] .
Second, volume-based methods compute anisotropy from measures taken inside one of the phases, e.g., [19] [20] [21] [22] [23] [24] . Some of these methods are based on stereological processes whose accuracy is directly related to the computational complexity of the algorithm. Although the MIL tensor was also proposed as a stereological process, one of the main contributions of this paper is to show that it can be reformulated in such a way that this process can completely phases. In this example, the number of intercepts is 13.
be avoided. Finally, alternative methods have been proposed. For instance, fractal-based methods use directional measurements of fractal dimension to compute fabric tensors, e.g. 25 .
A drawback of this approach is that it is not clear whether or not trabecular bone follows a fractal pattern 26 .
The MIL with respect to a particular orientation is defined as the mean distance between a change from one phase to the other in such an orientation. This value is inversely proportional to the number of intercepts between a set of parallel lines and the interface between phases (see Figure 1 ). In 2D, the MIL tensor is obtained by applying ellipse fitting algorithms to polar plots of the MIL, also known as rose diagrams. A more detailed description of the process for computing the MIL tensor is given in the next section.
Despite its usefulness, the MIL tensor has some serious limitations when it is applied to digital images of trabecular bone. First, the MIL tensor has only been defined for binary images where the interface between phases is clearly defined. Thus, a previous step of binarization is required, since raw data are usually in gray-scale. For low quality images, this step can lead to loss of relevant information. Unfortunately, this is usually the case in clinical examinations of trabecular bone. Second, accurate estimations of the MIL tensor usually involve high computational costs when traditional implementations are applied. This makes it difficult to apply this technique to large scans. Third, the MIL tensor is sensitive to noise. Finally, although it is not the case of trabecular bone, the MIL tensor is not appropriate for all types of materials 19, 27 .
Many researchers have proposed alternatives to the MIL tensor in order to tackle some of these limitations (see 19 for a review of some of these alternative techniques). In principle, two methodologies may be followed for proposing such alternatives. The first one is based on finding correlations between fabric tensors computed through a different technique with either the MIL tensor or mechanical properties of the bone. The second one is based on proposing extensions of the MIL tensor. This paper follows the second approach. To the best of our knowledge, only 3 and 28 have followed the second methodology so far. However, the method in 3 is exposed to artifacts generated by discretizations during the sampling of different orientations, making it inconvenient for images with limited resolution. In turn, the method in 28 is a special case of the proposed method. In fact, the proposed formulation is more convenient since it leads to efficient implementations in the frequency domain and to generalizations of the MIL tensor by applying different edge detectors and kernels.
Thus, this paper proposes an efficient extension of the MIL tensor to gray-scale images of trabecular bone, i.e., the method is focused on the first two of the aforementioned limitations. Instead of using the traditional orientation sampling methodology used by previous approaches, the proposed method uses a closed general formulation of the MIL tensor, which involves the computation of the Extended Gaussian Image (EGI), an angular convolution and the computation of a covariance matrix. In addition, since issues related to noise and resolution are isolated to a single step of the formulation, namely the EGI, they can also be tackled by combining the new proposed technique with robust estimators of the EGI.
Furthermore, a straightforward generalization of the MIL tensor can be obtained from the proposed formulation with potential advantages for predicting mechanical properties of trabecular bone.
The paper is organized as follows. Section II presents a mathematical derivation of the MIL tensor in 2D and 3D. Section III describes some implementation issues of the MIL tensor. Section IV presents the extension of the MIL tensor to gray-scale images. Section V introduces the proposed generalization using different convolution kernels. Section VI shows some experiments in 2D and 3D. Finally, Section VII discusses the results and makes some final remarks.
II. THE MIL TENSOR FOR BINARY IMAGES
Before proposing a technique for computing the MIL tensor for gray-scale images, it is advantageous to reformulate the traditional method in a more convenient way. The following subsections describe both the traditional and the proposed closed formulation of the MIL tensor for binary images.
A. Traditional Formulation of the MIL Tensor
The traditional methodology for computing the MIL can be summarized as follows 5 .
First, a family of parallel lines to a specified direction v are traced, with v being a unitary vector. Second, the number of intersections, C(v), between these lines and the interface between both phases is counted (cf. Figure 1) . Finally, the MIL with respect to v, MIL(v), can be computed as:
where h is the summation of the length of all traced lines.
In order to obtain the MIL tensor in 2D, the MIL for different directions v is plotted in a rose diagram. Researchers have found experimentally that the rose diagram of the MIL is usually close to an ellipse for many types of materials, in particular for trabecular bone 5 .
This fact makes it possible to estimate with a small error the parameters of such an ellipse by any fitting algorithm, for instance, by least-squares fitting 29 . Thus, thanks to duality in 2D between ellipses centered at the origin and positive semidefinite second order tensors, the MIL tensor, M, can be computed as the 2 × 2 matrix that represents the estimated ellipse.
In 3D, the process for computing the MIL tensor is similar. The difference in this case is that the MIL for different orientations should be fitted to an ellipsoid, e.g. by following the methodology described in 30 . The parameters of the resulting ellipsoid can be used to compute the MIL tensor, which is the 3 × 3 matrix that represents such an ellipsoid.
The accuracy of the method can be controlled by increasing the number of traced lines and by using more directions v. A usual setting is to trace as many lines as needed to completely cover the image, that is h = n, where n is the number of pixels (voxels in 3D).
In this case, the total complexity of computing the MIL tensor through the methodology 
B. Closed Formulation of the MIL Tensor
This subsection introduces a new general closed formulation of the MIL tensor, which is equivalent to the traditional methodology described in the previous subsection. The technique can be reformulated as follows. First, consider the case of Figure 2 . It shows a square region of interest where the interface between both phases is a straight line of length l with a unitary normal u. The same figure also shows the traced lines for a specific direction v, which are separated from one another by a distance ϵ. As described in 28 , it is not difficult to show that:
with:
where ⟨·, ·⟩ is the inner product of vectors. In the literature, t is usually referred to as the half-cosine function [32] [33] [34] .
It is important to remark that in general Figure 2 ,
, since only bright to dark interfaces are taken into account. If a small enough value of ϵ is used, this result can be generalized to any shape of the interface between phases in 2D as:
where L is the interface between phases andŝ is the normal at every point of the interface.
Note that L can consist of a set of different contours. In addition, ϵ can be thought of as a parameter that should be adjusted in order to appropriately sample L. This equation can be rewritten as:
where δ is the unit impulse function, and u θ = (cos(θ) sin(θ)) T . This integral can be simplified with the help of EGI 35 . The EGI at a specific direction u θ , G(u θ ), is given by:
Thus, by changing the order of integration in (5), it is obtained that:
This equation shows that C is equivalent to the angular convolution 36 between the mirrored EGI and the smoothing half-cosine kernel t. This equation can be used to estimate the MIL tensor, M. As already mentioned, M, is usually computed by means of ellipse fitting of the MIL(v) for different values of v. Alternatively, since M is proportional to the covariance matrix, it can be computed as:
where v θ = (cos(θ) sin(θ)) T and w is a constant. Notice that C(v θ ) 2 appears in the denominator because the MIL is inversely proportional to C(v θ ), as shown in (1).
It is important to remark two aspects from (8) . First, the size of M is usually discarded, since it directly depends on the selection of ϵ, which is a parameter of the method that is unrelated to the microstructural architecture of the studied material. Thus, analyses for estimating orientation and anisotropy from the MIL tensor are usually conducted on normalized versions of M 16, 17 . That means that, in practice, w and ϵ can be safely omitted from the formulation, since they are removed in the normalization process of the MIL tensor.
The second aspect to remark is that M can only be computed if C(v θ ) > 0 for all v θ . This condition can be assured by considering L as a set of closed contours.
The extension of this formulation of the MIL tensor to 3D is straightforward. In this case:
where Ω is the interface surface between phases. The EGI in 3D is given by:
where u θ,ϕ is a vector in the unitary sphere given in spherical coordinates. Consequently:
where sin(ϕ) dθ dϕ corresponds to the surface element of the unitary sphere in spherical coordinates. Similarly to the 2D case, (11) is equivalent to the angular convolution in spherical coordinates between the mirrored EGI and the smoothing half-cosine kernel t in 3D. Finally:
with v θ,ϕ being a vector in the unitary sphere given in spherical coordinates, and sin(ϕ) dθ dϕ being the surface element of the unitary sphere in spherical coordinates. Following a similar reasoning, w and ϵ can be safely omitted from the formulation.
III. IMPLEMENTATION ISSUES IN BINARY IMAGES
This section discusses some aspects that must be taken into account in implementations of the method presented in the previous section, in particular aspects related to efficiency and accuracy.
A. Efficiency
The closed formulation introduced in the previous section leads to a more efficient implementation of the MIL tensor than that obtained with traditional methodology. The computation of the MIL tensor can be achieved by dividing the process into three steps.
In the first step, the EGI is computed for all possible directions. This can be done by computing the angular histogram of normals at the interface between phases, as shown in Figure 3 . The EGI can be considered proportional to the angular histogram of normals when the voxel size is negligible compared to the total surface area of the object of interest 37 , which is usually true for images of trabecular bone. This step has a complexity of O(n) where n is the number of pixels (voxels) in the image.
The second step corresponds to the angular convolution computed through (7) in 2D,
or (11) in 3D. Since the half-cosine is a smooth function, except at π/2, and has a large extent in the angular domain, it is more convenient to apply the angular convolution in respectively. Thus, the complexity of the convolution is reduced to O(m) by using this approximation.
In 3D, the angular convolution is performed by using spherical harmonics 36, 38 . In this case, the angular convolution has a complexity of O(m log 2 (m)) 39 . Similarly to the 2D case, this complexity can be largely reduced, thanks to the properties of the half-cosine function.
For example, the introduced error in convolutions with the half-cosine function by using at most 10-th order spherical harmonics is negligible 32 . Thus, the complexity is reduced to O(m) by using this approximation, where m is the number of orientations used in the computations.
In a third step, M is computed through (8) of the MIL tensor computed through the proposed formulation is mainly determined by the accuracy of estimating the EGI.
In practice, using accurate implementations of the EGI is mandatory, since basic implementations can be very sensitive to discretization errors and noise. This can be seen through an example in 2D, which can be easily extended to 3D. Assume thatŝ in (6) is computed as ∇I s /||∇I s || for s belonging to the interface between phases in the image I, and that the gradient is computed through central finite differences 40 . Thus, the angle of every estimated normal is a multiple of π/4, provided that the image is binary. For this implementation, consider the case of a 2D horizontal binary bar of 100 × 5 pixels. The normalized difference of eigenvalues a 1 , which is given by a 1 = 1 − λ 2 /λ 1 , with λ i being the i-th largest eigenvalue of the tensor, can be used to estimate anisotropy of 2D tensors 41, 42 . The measurement a 1 ranges from zero, for isotropic tensors, to one for completely anisotropic tensors. For the horizontal bar, the resulting MIL tensor is highly anisotropic since a 1 = 0.98, and its principal eigenvector is oriented in the x axis.
Rotational invariance, which is a desired feature of the MIL tensor, can be assessed by comparing a 1 and the orientation of its principal eigenvector both for the original and a rotated version of the bar. Rotational invariance is attained if M has the same value of a 1 and the orientation of its principal eigenvector coincides with the rotation angle, no matter the rotation angle.
Regarding a 1 , Figure 4a shows that M "swells" for angles different from multiples of π/4
for this implementation of the EGI. This is because the anisotropy is reduced as a broader range of angles are mistakenly taken into account in the computation of M. This effect is relatively high, since a 1 is reduced from 0.98 in the peaks to 0.59 in the valleys as shown in Figure 4a , while it should have remained constant. In addition, Figure 4b shows that the angular error of the principal eigenvector, e 1 , also increases for angles different from multiples of π/4, attaining a maximum of 5 degrees in the hills and a minimum of -5 in the valleys.
In order to tackle this issue, Kanatani 43 and Launeau and Robin 6 modeled the problem as a reconstruction of the real EGI from a sampled EGI. Thus, they propose to approximate the real EGI by means of Fourier series from a sampled EGI, which is directly estimated from the image. However, in practice, this strategy requires a dense angular sampling, which is not the case for the mentioned implementation of the EGI, since it is π/4. On the other hand, if a dense enough angular sampling is available, the approximation with Fourier series of the EGI is no longer necessary to compute the MIL tensor. Another standard strategy to minimize the problem described above is to apply a Gaussian filter with a small standard deviation, usually 0.5, before computing the gradient through central finite differences (e.g., 40 ). However, as it will be shown in Section VI, using more accurate estimators of the normals is a better alternative to assure rotational invariance.
As well as rotational invariance, robustness is a desired feature of the MIL tensor. However, robustness cannot be attained either by using a non-robust implementation of the EGI.
For example, in the case of non-correlated noise, noisy pixels can be mistakenly identified as small isotropic objects. Since the EGI of a set of objects is the sum of the EGI of every object 35 , the EGI of the noisy image, G n , can be written as:
where G 0 is the EGI of the noiseless image and K is a constant which is proportional to the number of noisy pixels. In highly noisy scenarios, G n (u θ ) ≈ K, that is, G n , and consequently M, become isotropic. Similarly, anisotropic noise can lead to bias in the estimation of the EGI and therefore of the MIL tensor.
Unfortunately, low levels of noise can also influence the accuracy of the MIL tensor. Due to the narrow bandwidth of the half-cosine function, the angular convolution can spread noisy estimations of the EGI over half of the unitary circumference in 2D and half of the unitary sphere in 3D. This can give place to an undesirable "swelling" effect in the estimation of the MIL tensor. This problem can be minimized through the generalization of the MIL tensor proposed in Section V.
Figures 4c and 4d show the influence of salt and pepper noise in the estimation of M for the horizontal binary bar used in the previous experiment using the basic methodology described above. It can be seen that the estimation of anisotropy is strongly affected, even with low amounts of noise, while the angular error is only affected by relatively high amounts of noise. For instance, a 1 = 0.59, which is the minimum value of a 1 in Figure 4a , is attained at 10% of noisy pixels, while 5 degrees of angular error is attained with 30% of noisy pixels.
Hence, amount of noise must be carefully taken in consideration for implementing the EGI.
It is important to remark that, as pointed out in 6 , methods based on the traditional methodology of Subsection II A are exposed to discretization artifacts generated by linedrawing algorithms. On the contrary, the proposed method in Subsection II B is not affected by these artifacts, since it is not based on line tracing.
IV. EXTENSION OF THE MIL TENSOR TO GRAY-SCALE IMAGES
An important point to remark from the closed formulation of the MIL tensor given in Subsection II B is that the influence of the geometry of the material in the computations of the MIL tensor is isolated to the computation of the EGI. Thus, extensions of the MIL to gray-scale images can be directly obtained from extensions of the EGI to this type of images.
Consequently, the MIL tensor for gray-scale images can then be computed by replacing (6) in 2D or (10) in 3D with a gray-scale version of the EGI.
An ideal extension of the EGI to gray-scale images mainly involves two processes: the estimation of normals and the identification of the interface between phases. The difficulty of carrying out both processes depends on the quality of the image. Thus, by using the methodology proposed in 37 , the EGI for high quality, gray-scale images can be estimated as:
where G g is the EGI for gray-scale images I is the image and p represents every voxel of the image. However, this formulation can only be used if the image complies with all of the following three conditions: a) illumination-invariant conditions, b) noiseless conditions, and c) ||∇I p || ≫ ||∇I q || for p and q belonging and not belonging to the interface between phases respectively. An analysis of the effect of eliminating each of these three conditions can be used to propose a more general formulation of G g (u θ,ϕ ).
First, consider the case of images that comply with conditions a) and b) but not with condition c). In order to observe the effect of condition c), Figure 5 shows the level sets of two figures where every curve corresponds to a different value of the norm of the gradient.
As can be seen, there are two cases depending on whether or not the level set curves have approximately the same shape. In the case of Figure 5a ,
the EGI of the gray-scale image is proportional to the EGI of the corresponding binary image. By using a similar reasoning to the one described in Subsection II B, scaling factors, such as α, do not affect the computation of the MIL tensor, since they are eliminated in the normalization process. Thus, (14) can be used to estimate the MIL tensor in that case. However, this simplification cannot be generalized for any image. In particular, this is true for the case in which the shape of the level set curves is different. For instance, for the image in Figure 5b , the object mainly has an horizontal orientation, which is in accordance with the orientation of the most external level set curve. However, (14) is biased by the wrong contributions given by the internal level set curves. The most extreme case is given by the most internal curve, which is almost vertical. Consequently, (14) 
Notice that (15) is a generalization of (14) . Thus, (15) 
V. GENERALIZATION OF THE MIL TENSOR BY APPLYING DIFFERENT CONVOLUTION KERNELS
As already mentioned, the half-cosine function acts as low-pass filter of the EGI in the computation of the MIL tensor. However, one disadvantage of the half-cosine function is that it is too broad leading to a "swelling" effect in the MIL tensor, i.e., the MIL tensor becomes more isotropic. In addition, this effect cannot be controlled since the half-cosine function does not have tunable parameters. Moreover, derivative of the half-cosine has a discontinuity at ϕ = π/2. These drawbacks can be tackled by a generalization of the MIL tensor in which different convolution kernels are used instead of the half-cosine function.
Kernels used to compute the generalized MIL tensor must comply with two restrictions.
First, they have to be positive, as they can be thought of as weighting factors that are applied to the mirrored EGI. Second, they must be rotationally symmetric around a specific direction. In practice, the second restriction means that if the kernel is aligned with the north pole (ϕ = 0), the kernel will only be a function of ϕ and not of θ in spherical coordinates.
Thanks to the Funk-Hecke theorem 45 , the convolution of a function, G, with a kernel K that complies with the aforementioned restrictions can be written as:
where k i are the zonal harmonics coefficients of K, g ij are the harmonics coefficients of G and Y ij are the surface spherical harmonics. This means that the convolution of G with a rotationally symetric kernel K performs a pure scaling, with no rotations, on the harmonics expansion of G, since, for every specific order i, all coefficients g ij are scaled by the same coefficient α i . Thus, the net effect of changing the half-cosine kernel by any other rotationally symmetric kernel K in the formulation of Section II is a change in the anisotropy of the resulting tensor, while the eigenvectors are preserved.
As an example, kernels obtained from the von Mises-Fisher distribution (vMFd) 46 can be used in the generalized MIL tensor. The vMFd is given by:
where κ ≥ 0 is a parameter. There are two extreme cases of κ for the vMFd. On the one hand, κ = 0 leads to an uniform kernel that results in an isotropic MIL tensor. On the other hand, κ = ∞ leads to the impulse kernel. Values in between can be used to adjust the anisotropy of the generalized MIL tensor. Notice that other kernels can also be applied instead, e.g., powers of the half-cosine function.
It is noteworthy to show that the global gradient structure tensor (GST) 14,15 is related to the use of the impulse kernel in the generalized MIL tensor. The GST is given by:
It can be shown that, for binary images, (19) can be rewritten in 2D as:
and in 3D as:
where C is the angular convolution of the EGI computed through (14) with the impulse kernel, and v θ and v θ,ϕ are vectors in the unitary circumference and sphere respectively.
As seen, (8) is similar to (20) and (12) is similar to (21) . The main differences between both approaches is that they use different convolution kernels and the denominators in equations (8) and (12) appear in the numerators of (20) and (21) . Since the impulse kernel is rotationally symmetric and the transformation C(v) → 1/C(v) does not introduce any rotation, the GST will share the eigenvectors with any generalized MIL tensor, although they can have different eigenvalues, as has experimentally been shown in the literature 24, 28, 47 .
VI. EXPERIMENTS
The next two subsections present the results of the experiments conducted to test the methods proposed in previous sections in 2D and 3D respectively.
A. Experiments in 2D
Figure 6a to regions of interest extracted from images acquired through µCT of specimens from the radius and a vertebra respectively, whereas Figure 6e and 6f correspond to regions of interest extracted from images of a radius specimen acquired through CBCT at isotropic resolutions of 80µm and 125µm respectively. The synthetic images have been generated by adding
Gaussian noise with zero mean and a standard deviation of 10% of the maximum gray value of every image. In turn, the tested images of the radius and vertebra correspond to slices of the images used in the experiments in 3D (cf. Subsection VI B). In addition, noiseless versions of the bar and the cross have also been used in the experiments.
The MIL tensor has been computed for both the original gray-scale images and their thresholded counterpart. The gradient has been computed through central finite differences 
where I is the input image. As expected, both CFD and Canny applied to the noiseless segmented synthetic images yielded exactly the same result as the one obtained by the traditional stereological procedure. Table I shows a numerical comparison between the tensors computed in binary and grayscale values using CFD and Canny. In particular, three measurements have been computed: the angular error between the principal eigenvectors, e 1 , the absolute change in the normalized difference of eigenvalues: and the Frobenius distance between the tensors, which is given by 48 :
Results show that Canny is more appropriate for computing the MIL tensor than CFD, since the differences between the tensor computed on binary and gray-scale images are very small, even for the noisy images. This result was expected, since CFD is more influenced by noise. Figures 6g-l show the ellipses that represent the MIL tensors computed by using
Canny for Figures 6a-f respectively, both for gray-scale and thresholded versions of these images. As can be visually assessed, the difference between both tensors is negligible in all tested cases. Table II compares the MIL tensor computed on the synthetic noisy images with respect to their noiseless counterparts. As can be seen, the MIL tensor computed through CFD is very sensitive to noise, especially with respect to the estimation of anisotropyâ 1 . Unlike CFD, Canny is able to compute the MIL tensor accurately in presence of noise with a small
error. This table also shows that the MIL tensor computed with Canny in gray-scale is more robust than that computed in binary. This result is especially important, since it suggests that errors derived from the application of segmentation algorithms in the computation of the MIL tensor can be avoided by computing the tensor in gray-scale.
An additional experiment has been conducted in order to assess the rotational invariance of the computations. The MIL tensor has been computed using Canny on rotated versions of the images of Figure 6 for angles between 0 and 90 degrees with a step of 1 degree. Table   III shows the mean and standard deviation of e 1 ,â 1 and d when rotated and non-rotated Although errors in these experiments can be introduced by both the rotation algorithm and the computation of the MIL, as seen on Table III, gray-scale is advantageous, since errors obtained in gray-scale are significantly smaller than those obtained in binary. Figure 7 shows the evolution of λ 2 /λ 1 with respect to κ of the generalized MIL tensor in gray-scale using the vMFd for the image of Fig. 6c . As seen on the figure, using the vMFd is advantageous with respect to the half-cosine kernel, since κ can be used to adjust the anisotropy of the tensor. As already mentioned, the MIL tensor and the generalized MIL tensor share the eigenvectors.
B. Experiments in 3D
Figure 8a-h show renderings of the images used in the experiments in 3D. These renderings correspond to segmented versions of the original datasets, which are in gray-scale. for the radius and vertebra respectively. An isotropic resolution of 20µm has been used for the synthetic images. In addition, noisy versions of the synthetic datasets have also been used in the experiments. These noisy images have been generated by adding Gaussian noise with zero mean and a standard deviation of 10% of the maximum gray value of the image. The MIL tensor has been computed for both the original gray-scale images and their thresholded counterpart by using the same methodology described for 2D images, that is, by using CFD and Canny in 3D. Moreover, as expected, both CFD and Canny applied to the noiseless segmented synthetic images yielded exactly the same result as the one obtained by the traditional stereological procedure. 
has been used, where
, and a 3 =
, with λ i being the i-th largest eigenvalue of the tensor 41, 42 .
Similarly to the 2D case, Canny yields smaller errors than CFD, except for the noisy cylinders. However, the estimation yielded by CFD in this case is not accurate as it will be discussed in the next paragraphs. Figures 8i-p show the ellipsoids that represent the MIL tensor using Canny for Figures 8a-h respectively, both for gray-scale and thresholded versions of these images. As in the case of 2D, the difference between both tensors is small in all tested cases. In addition, the computed tensors for the synthetic images are in accordance with the expected results, e.g., the MIL tensor is close to a rod aligned with the cylinders for Figure 8a , and close to a plate parallel to the walls for Figure 8b . It is important to remark that the MIL tensor does not depend on the number of cylinders or walls for these two synthetic images, since the net effect of increasing the number of structures in these images is a scaling of the EGI which is eliminated when the tensor is normalized (cf. Subsection II B). given by e 1 and e 3 respectively, is estimated accurately both by CFD and Canny. Moreover, both methods yield low orientation errors for the walls and cylinders and intersecting walls datasets. Errors e 2 and e 3 for the cylinders, and e 1 and e 2 for the walls are not relevant in these two specific cases since changes in orientation of the corresponding eigenvectors have no impact on the estimated tensors due to partial isotropy of these datasets.
On the contrary, the estimation of anisotropy by using CFD is very sensitive to noise.
Sinceâ 2 is negligible for the cylinders, the large values ofâ 1 andâ 3 suggest that CFD makes the tensor "swell" in the noisy scenario. This "swelling" is particularly drastic in this case, since the tensor turns from extremely anisotropic for the noiseless image to extremely isotropic for the noisy image. Considering that the MIL tensor for the cylinders must be extremely anisotropic, as shown in Figure 8i , this means that the estimates of the MIL tensor yielded by CFD for the noisy cylinders both in binary and gray-scale are very inaccurate.
Thus, this observation makes worthless the small differences reported in Table IV between them. Although Canny is also influenced by noise, this influence is relatively small.
In turn, sinceâ 1 is negligible for the walls, the large values ofâ 2 andâ 3 yielded by CFD for this image suggest a change of the tensor from a plate-shaped one in the noiseless case to an isotropic tensor for the noisy image. Unlike CFD, Canny is able to compute the MIL tensor accurately in presence of noise with a small error in all cases.
Similarly to the case in 2D, Table V also shows that the MIL tensor computed in grayscale with Canny is more robust than that computed in binary. Thus, two arguments can be given to prefer computing the MIL tensor in gray-scale. On the one hand, segmentation steps are not required for gray-scale images. This is especially important for images acquired in vivo, where the segmentation process is not trivial. On the other hand, the estimations of the MIL tensor in gray-scale are more robust than in segmented versions of the images. Figure 9 shows the evolution of λ 2 /λ 1 and λ 3 /λ 1 with respect to κ of the generalized MIL tensor in gray-scale using the vMFd for the image of Fig. 8e . Similarly to the 2D case, κ can be used to adjust the anisotropy of the tensor. 
VII. DISCUSSION
This paper has presented an efficient extension of the MIL tensor technique to grayscale images and its generalization by applying different angular convolution kernels. The traditional procedure for computing the MIL tensor for binary images has been reformulated into more general equations. The new formulation consists of three independent steps that can be applied sequentially, namely the computation of the EGI, an angular convolution, and the covariance matrix.
The new proposed formulation of the MIL tensor (cf. Subsection II B) has mainly two advantages. On the one hand, it is less computationally expensive: O(n + m) in contrast with O(nm) of the traditional procedure. On the other hand, only the first step, that is the computation of the EGI, is directly applied to the image. Thus, a gray-scale variant of the MIL tensor can be obtained by proposing a gray-scale variant of the EGI, as described in Section IV. Moreover, the anisotropy of the tensor can be controlled while keeping the eigenvectors intact by using different angular convolution kernels as shown in Section V.
Implementations of the proposed method must take in consideration important issues.
First, the MIL tensor is sensitive to bad estimations of the EGI. Due to its differential nature, basic implementations of the EGI are very sensitive to noise. In practice, this means that the computation of the EGI requires the choice of appropriate gradient estimation in binary images, and orientation and edginess functions in gray-scale images. This choice mainly depends on the image quality. Second, the angular convolution with broad kernels such as the half-cosine function can spread noisy estimations of the EGI, leading to a "swelling" effect in the tensor. Finally, singularities in (8) and (12) that occur when C(v θ ) vanishes, must be taken into account in the implementation. Unlike approaches based on the traditional methodology for computing the MIL tensor, the proposed method is not exposed to discretization artifacts caused by line-drawing algorithms, since it is not based on line tracing.
Experiments have shown that the computations on both binary and gray-scale images are correlated when appropriate orientation and edginess functions are applied. This result is particularly important, since it implies that the MIL can be accurately computed without segmenting the image. Thus, by selecting appropriate functions O and E, the MIL can be used even if it is not possible to obtain reliable segmentations of the images, which is usually the case for images acquired in vivo. In addition, results suggest that computing the MIL tensor in gray-scale is advantageous, provided that the obtained MIL tensors in gray-scale are more robust than those obtained from segmented images when appropriate orientation and edginess functions are applied.
Finally, it is important to remark that the close relation between the EGI and the MIL tensor limits its scope of use. Since the EGI is a boundary operator, the MIL tensor can only be applied when the anisotropy and orientation of the studied material are determined by the anisotropy and orientation of its boundary. For example, the MIL tensor is unable to characterize the microstructural architecture of the material shown in Figure 10 , since it is not determined by the boundaries of the holes but by the spatial distribution of them. Although volume-based methods have been proposed (e.g., [19] [20] [21] [22] [23] [24] ) the MIL tensor is still considered as the gold standard in trabecular bone research due to its accuracy to predict mechanical properties of the bone.
In the case of trabecular bone, this means that the MIL tensor can only be applied to regions of interest where both the trabecular separation (Tb.Sp) and thickness (Tb.Th) 49 are approximately uniform. The first condition ensures that the microstructural architecture of trabecular bone is not biased by the spatial distribution of its plates and rods. In turn, since microstructural architecture of trabecular bone and marrow are closely related, the second condition avoids bias caused by the spatial distribution of marrow. These conditions can be assessed by following the methodology proposed in 50 . Another implication is that it is possible to find relations between any boundary-based method, such as the GST, and the generalized MIL tensor, provided that these methods usually have in common a direct dependency on the EGI.
Ongoing research includes comparing different kernels for estimating the MIL tensor, in particular the vMFd and powers of the half-cosine function, and their ability to predict mechanical properties of trabecular bone. In addition, different values of parameters of more general kernels, such as κ in the case of the vMFd, will be tested in order to improve the accuracy for predicting these mechanical properties.
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