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Singular solutions to the Seiberg-Witten and Freund
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Although it is well known that the Seiberg-Witten equations do not admit nontrivial L2 solutions
in flat space, singular solutions to them have been previously exhibited — either in R3 or in the
dimensionally reduced spaces R2 and R1 — which have physical interest. In this work, we employ
an extension of the Hopf fibration to obtain an iterative procedure to generate particular singular
solutions to the Seiberg-Witten and Freund equations on flat space. Examples of solutions obtained
by such method are presented and briefly discussed.
PACS numbers: 11.10.Lm, 02.40.-k, 11.15.-q
I. INTRODUCTION
Given a physical system defined on a configuration space M , there are various instances where it is useful to employ
(extensions of) fibrations P →M to lift the corresponding equations of motion fromM to P . For instance, the natural
extension of the Hopf fibration S3 → S2 to R4 → R3 (defining the so-called Kustaanheimo-Stiefel transformation
[1, 2]) can be used to map the Kepler problem in R3 to a harmonic oscillator problem in R4. This construction
has been recurrently employed to regularize and calculate orbits of celestial objects, besides giving rise to various
applications in atomic physics (see, e.g., [3] and references therein). In this work, we apply this idea to the case when
M , instead of representing the configuration space of a particle, is the target space of a given field theory. Specifically,
we show that by lifting the equations of magnetostatics (in the sense above), it is possible to obtain the Seiberg-Witten
equations (SWE) on R3 provided that a certain constraint is imposed on the resulting fields. Moreover, we show that
such constraint naturally gives rise to an iterative method to generate particular solutions to the SWE and Freund
equations on R3 and its dimensionally reduced spaces.
It should be kept in mind that the SWE do not admit nontrivial L2 solutions in flat space [4] (the same is not
true for the Freund equations [5]). However, singular solutions to the SWE in flat space do exist [5, 6], with physical
interest. Another point to be emphasized is that the lifting procedure considered here (Section II) is not new since
it is implicit in the pioneer work of Loss and Yau on zero modes of the three-dimensional Dirac operator [7] (it is
also known that, by applying the Kustaanheimo-Stiefel transformation to the vector potential coupled to a Dirac
spinor, one recovers the ansatz of Loss and Yau [8]). In fact, our formulae for the relevant Abelian potential Ak and
wavefunction |ψ〉 are the same as those of [7], where Ak and |ψ〉 are given in terms of a generating vector field, but
with the differences that, in our case, such generating vector field satisfies a certain constraint and that, due to the
singular nature of the present problem, we do not demand that the associated fields be square integrable.
It is precisely such constraint that gives rise, in our approach, to the aforementioned iterative method to the SWE
and Freund equations on R3. This is considered in Section III, where we also show that application of such method
recovers some known solutions to the SWE and Freund equations and yields, to the best of our knowledge, previously
unnoticed solutions to the SWE. In particular, we obtain an axisymmetric singular solution to the SWE on R3. We
conclude by presenting some final remarks in Section IV.
II. LIFTING THE MAGNETOSTATICS EQUATIONS
We start from the equations of magnetostatics,
∇ ·H = 0, (1a)
∇×H = J , (1b)
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2where J is the steady current associated with the magnetic field H (we use Heaviside-Lorentz units with c=1). Let
|ψ〉 be a two-component spinor such that
Hk = 〈ψ|σk|ψ〉, k = 1, 2, 3, (2)
where σ1, σ2, σ3 are the Pauli matrices. For each r ∈ R3, H(r) can be formally regarded as the “polarization vector”
or “spin density” associated with |ψ(r)〉 ∈ C2, as in quantum mechanics textbooks [9]. The general solution of Eq. (2)
for |ψ〉 in terms of H is given by1
|ψ〉 = e−iχ 1√
2(H +H3)
(
H +H3
H1 + iH2
)
, (3)
where H = ‖H‖ and e−iχ is an arbitrary phase factor.2
Before transferring the dynamics (Eqs. (1)) from H to |ψ〉, we briefly consider the geometry underlying Eqs. (2)
and (3). Let Sna denote the n-sphere of radius a in R
n+1, and consider the map πa : S
3
a → S2a2 taking a two-component
spinor |φ〉 ∈ S3a ⊂ C2 into the vector s ∈ S2a2 with components sk = 〈φ|σk |φ〉.3 This defines a principal fiber bundle
U(1) · · ·S3a → S2a2 which is essentially the first Hopf bundle (where one usually takes a = 1) [10]. More generally,
one can drop the requirement that |φ〉 belongs to a sphere of fixed radius and consider the map π : R4 → R3 taking
|φ〉 ∈ C2 ∼= R4 into sk = 〈φ|σk|φ〉. In this way, π is a natural extension of the Hopf map S3 → S2 to R4 → R3, in
which each sphere of radius a > 0 in R4 is mapped into the sphere S2a2 ⊂ R3, and the origin of R4 is mapped into
the origin of R3. Such map defines the so-called Kustaanheimo-Stiefel transformation [1, 2] (this no longer gives rise
to a principal fiber bundle, since the fiber over the origin is just a point). Note that, in our case, Eq. (2) defines a
Kustaanheimo-Stiefel transformation on the corresponding target spaces, relating, for each r, the vector H(r) ∈ R3
to the spinor |ψ(r)〉 ∈ C2 ∼= R4. We also note that Eq. (3) yields, for each fixed r, a local section of the bundle
U(1) · · ·S3H → S2H2 over S2H2 \{south pole}. A related local section over S2H2 \{north pole} can be similarly obtained.
Going back to Eq. (3), it is easy to see that the density matrix associated with |ψ〉 is given by
|ψ〉〈ψ| = 1
2
(
H1 +Hkσk
)
, (4)
where 1 is the identity 2× 2 matrix (notice that we are working with Cartesian coordinates in Euclidean flat space,
so that indices can be freely raised and lowered). For what follows, it is useful to define the following matrix-valued
functions:
H(r) = Hk(r)σk, (5a)
J(r) = Jk(r)σk. (5b)
Then, it is easily seen that Eqs. (1) can be equivalently written, in terms of H and J, as
∂H = iJ, (6)
where ∂ = σk∂k (this follows at once from the relationship σ
iσj = δij1 + iǫijkσk satisfied by the Pauli matrices, where
ǫijk is the totally antisymmetric symbol with ǫ123 = 1).
We now transfer the dynamics defined by Eqs. (1) from H to |ψ〉. From Eq. (4):
H = 2|ψ〉〈ψ| −H1 ,
which leads, upon substitution into Eq. (6), to
σk
[
∂k|ψ〉〈ψ|+ |ψ〉∂k〈ψ| − 1
2
∂kH − i
2
Jk
]
= 0.
1 In spherical coordinates, Eq. (3) assumes the familiar form |ψ〉 = e−iχ√H
(
cos α
2
sin α
2
eiβ
)
, where H = H(sinα cos β, sinα sinβ, cosα).
2 It is interesting to note that this is a (trivial) application of what has been termed the inversion theorem [11], an useful result (especially
in four dimensions [12, 13]) when one wants to reconstruct a given spinor, apart from arbitrary phases, from its bilinear covariants.
3 Here |φ〉 =
(
z1
z2
)
∈ S3a ⊂ C2 means that |z1|2 + |z2|2 = a2.
3Our aim is to obtain a differential equation governing the dynamics of |ψ〉. To that end, we right-multiply the above
equation by |ψ〉 and use the fact that 〈ψ|ψ〉 = H . This yields
σk
[
∂k +
1
2H
∂kH − 1
H
〈ψ|∂k|ψ〉 − i
2H
Jk
]
|ψ〉 = 0. (7)
The term 〈ψ|∂k|ψ〉 can be computed by a straightforward calculation; it follows from Eq. (2) that
〈ψ|∂k|ψ〉 = 1
2
∂kH +
i
2(H +H3)
(
H1∂kH
2 −H2∂kH1
)− iH∂kχ.
Upon substitution into Eq. (7), this leads to
σk
[
∂k + i
(
∂kχ− 1
2H(H +H3)
(
H1∂kH
2 −H2∂kH1
)− 1
2H
Jk
)]
|ψ〉 = 0.
Defining
Ak := − 1
2H(H +H3)
(
H1∂kH
2 −H2∂kH1
)− 1
2H
Jk, (8)
which can be fully expressed in terms of H (through Eq. (1b)) as
Ak = − 1
2H(H +H3)
(
H1∂kH
2 −H2∂kH1
)− 1
2H
(∇×H)k, (9)
we finally get
iσk (∂k + iAk + i∂kχ) |ψ〉 = 0. (10)
Therefore, |ψ〉 satisfies the Weyl equation4 with the Abelian potential Ak. Note that χ enters Eqs. (3) and (9) simply
as a gauge parameter.
It is interesting to note that Eq. (1b) enters the derivation above merely as a bookkeeping device. In fact, Eq. (10)
for |ψ〉 follows as long as H satisfies Eq. (1a), regardless of any interpretation of the right-hand side of Eq. (1b) as
an external current. In any case, it should be noted that Eq. (1b) does affect the form of Eq. (10) through Ak.
An important observation for what follows is that the field strength Bk associated with Ak,
B := ∇×A, (11)
does not have to bear any relation to the magnetic field H we started with.
III. SEIBERG-WITTEN AND FREUND EQUATIONS
Let us summarize what has been done above. We started from the equations of magnetostatics, expressed the
magnetic field H in terms of the associated spinor field |ψ〉, and then lifted the dynamics from H to |ψ〉. As a result,
the following set of equations (Eqs. (2), (10), and (11)) was obtained:
〈ψ|σk|ψ〉 = Hk, (12a)
iσk(∂k + iAk)|ψ〉 = 0, (12b)
ǫijk∂iAj = B
k, (12c)
where we chose to suppress the terms associated with the gauge parameter χ. The SWE and Freund equations in
three dimensions have been discussed in detail in [5] (see especially its equations (3.5) and (3.6)) from where we note
a remarkable similarity with Eqs. (12). More precisely:
4 That is, the massless Dirac equation for (two-component) spinors representing states of definite chirality.
41. Eqs. (12) are the Seiberg-Witten equations on R3 provided that Hk = +Bk;
2. Eqs. (12) are the Freund equations on R3 provided that Hk = −Bk.
Therefore, the constraint
H = ±B (13)
yields a natural ansatz for obtaining solutions to the Seiberg-Witten and Freund equations for A, B, and |ψ〉 on R3.
Using Eq. (9), this amounts to solving
H = ±∇×
(
− 1
2H(H +H3)
(
H1∇H2 −H2∇H1)− 1
2H
∇×H
)
(14)
for H. This equation has been recently studied from a group-theoretical perspective in [14] to examine the Lie
symmetries of the SWE and Freund equations on R3.
It is interesting to note that, given a solution of Eq. (14), with the + or − sign, respectively, one immediately
obtains |ψ〉, Ak, and Bk from Eqs. (3), (9), and (13):
|ψ〉 = 1√
2(H +H3)
(
H +H3
H1 + iH2
)
, (15a)
A = − 1
2H(H +H3)
(
H1∇H2 −H2∇H1)− 1
2H
∇×H, (15b)
B = ±H. (15c)
As noted in the Introduction, the above expressions for |ψ〉 and A in terms of a generating vector field (which is given,
in this case, by H) were first obtained in the study of zero modes of the massless Dirac operator in [7].
A. An iterative procedure
We now show how Eq. (14) can serve as a basis for an iterative procedure for obtaining H, and thus |ψ〉, A and
B satisfying the SWE or Freund equations on flat space. The procedure goes as follows. Choose an initial guess
H(0) for H; substitute H(0) into the right-hand side of Eq. (14) and consider the result as a second estimate H(1) for
H; then substitute H(1) into the right-hand side of Eq. (14), and so on. If the sequence H(k) converges, its limit is
a solution to Eq. (14). It is important to note that this procedure does fail in most cases, either by computational
or mathematical difficulties (we come back to this point in Section IV). Nevertheless, when it succeeds, we end up
with a solution to the Seiberg-Witten or Freund equations. In the remainder of this section, we show representative
results of a limited experiment in algebraic computation, performed with the software Mathematica, implementing
such iterative procedure.
Example 1. Starting with H(0) = ±(x, y, z), we obtain the solution
B = ∓ 1
2r3
(x, y, z), (16a)
A =
1
2r(r ± z) (y,−x, 0) , (16b)
|ψ〉 = 1
2r
√
r(r ± z)
(
r ± z
±(x+ iy)
)
(16c)
to the Freund equations, where r =
√
x2 + y2 + z2. A monopole solution of this kind was first obtained in [15] (see
also [5], where the authors discuss in detail how the Freund equations are related to the SWE on R3).
5Example 2. Starting with H(0) = ±(sinhκy, 0, 0), we obtain the solution5
B = ∓ κ
2
sinh2 κy
ex, (17a)
A = ±κ cothκy ez, (17b)
|ψ〉 = κ√
2 sinhκy
(
1
∓1
)
(17c)
to the Seiberg-Witten equations. This solution is essentially the same as the effectively one-dimensional solution to
the SWE found in [6]. On the other hand, if we start with H(0) = ±(coshκy, 0, 0), we obtain the solution
B = ± κ
2
cosh2 κy
ex,
A = ±κ tanhκy ez,
|ψ〉 = κ√
2 coshκy
(
1
∓1
)
to the Freund equations. We note that similar expressions were also obtained in [6] through analytic continuation of
the aforementioned one-dimensional solution to the SWE.
Example 3. Starting with H(0) = ±(xyz, 0, 0), we obtain the solution
B = ∓
(
1
y2
+
1
z2
, 0, 0
)
, (18a)
A = ± 1
y2 + z2
(
0,−y
2
z
,
z2
y
)
, (18b)
|ψ〉 =
√
1
2y2
+
1
2z2
(
1
∓1
)
(18c)
to the Seiberg-Witten equations.
For solutions of this kind, in which B(r) is always parallel to some fixed vector n and only depends on coordinates
(u, v) of a plane orthogonal to n, the quantity ω = 12 lnB is known [6] to satisfy the Liouville equation 4∂z∂z¯ω = e
2ω,
where z now denotes the complex coordinate z = u+ iv and B = ‖B‖.6 Using the ansatz
ω =
1
2
ln
4(dg/dz)(dg¯/dz¯)
(1 − gg¯)2 , (19)
with g(z) an arbitrary analytic function, the authors of [6] construct a family of effectively two-dimensional solutions
to the SWE with interesting properties. We note, however, that the above solution (18a) apparently does not belong
to such family, obtained via ansatz (19). In any case, we show in the Appendix that the alternative ansatz7
ω =
1
2
ln
(dg/dz)(dg¯/dz¯)
[ℑ(g)]2 , (20)
where ℑ(g) denotes the imaginary part of g, does yield the above solution. In fact, as discussed in the Appendix,
(18a) is the n = 2 case of a family of two-dimensional singular solutions generated by the choice g(z) = zn in (20),
with n = 12 , 1,
3
2 , . . . .
5 In order to avoid dealing with the absolute value function in the algebraic computation procedure of Examples 2 and 3, it is useful to
first restrict attention to the domain given by x > 0, y > 0, and z > 0, and later extend the obtained solution to any nonzero x, y,
and z.
6 It should be clear from the context when z refers to the complex coordinate z = u+ iv or to the Cartesian coordinate in (x, y, z).
7 It should be noted that both (19) and (20) are particular cases of the well-known general solution of the Liouville equation [16] (see
Appendix).
6Example 4. Starting with H(0) = ±(y,−x, 0), we obtain the axisymmetric solution
B = ± 1
2ρ2
eφ, (21a)
A = − 1
2ρ
eφ ± 1
2ρ
ez, (21b)
|ψ〉 = 1
2ρ
(
1
±ieiφ
)
(21c)
to the Seiberg-Witten equations, where cylindrical coordinates ρ, φ, z, with ρ =
√
x2 + y2 and φ = arctan(y/x), were
used.8 The integral curves of A are helices of constant ρ going upward (downward) with respect to the z axis. We
note that the first term AAB = − 12ρeφ of A is in fact an Aharonov-Bohm potential, with holonomy given by
∫
γ
AAB(r) · dr = −π, (22)
where γ is any loop winding once around the z axis. Note that the Aharonov-Bohm term AAB is actually implied by
B (through Eq. (15b)) even though B in Eq. (21a) does not receive any contribution from the curl of AAB (which
is actually zero for ρ 6= 0). In this way, the purely azimuthal magnetic field of Eq. (21a), defined away from the
z axis, unavoidably gives rise, through AAB, to the “additional” singular magnetic field −π δ(x)δ(y)ez along the
z axis (which is the same as the magnetic field of an infinitely long and infinitesimally thin solenoid at the z axis).
It is also interesting to note that, although the two solutions in Eq. (21a) (given, respectively, by its plus and minus
signs) wind in opposite directions with respect to the xy plane, their associated potentials both wind clockwise, with
identical Aharonov-Bohm terms, the only difference residing in their z components.
IV. CLOSING REMARKS
In all the examples above, the final solution for H is obtained in exact form after very few iterations. On the other
hand, some experience with the above computational experiment shows that a generic initial condition forH typically
leads to an increasingly complicated algebraic expression at each iteration, thereby requiring further investigation on
convergence issues related to such method. A natural question to ask is what are the initial conditions under which
the sequence H(k) may be guaranteed to converge since, under such circumstances, the approach presented here could
be used to define classes of solutions to the SWE and Freund equations iteratively.
Finally, we note that the approach presented here suggests a natural generalization to the four-dimensional case,
where one may try to lift the whole set of (Euclidean) Maxwell equations to obtain (singular) solutions to the SWE
on R4. This is the subject of work in progress.
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APPENDIX
The general solution to the Liouville equation,
4 ∂z∂z¯ω = e
2ω,
8 Such B is similar (but different in the ρ-dependence) to the magnetic field B ∝ 1
ρ
eφ produced by a steady current along the z axis.
7was first given by Liouville in [16] (where the author considers, in fact, the corresponding equation for λ = e2ω, and
with real variables). It is given by
ω(z, z¯) =
1
2
ln
4(dg(z)/dz)(dh(z¯)/dz¯)
[1− g(z)h(z¯)]2 , (23)
where g(z) and h(z¯) are arbitrary analytic and anti-analytic functions, respectively. The ansatz of [6], given by
Eq. (19), is recovered from Eq. (23) if the natural choice h(z¯) = g(z) is made. However, as mentioned in Example 3
of Section III, the solution given by B = 1/u2 + 1/v2 is apparently not recovered by such ansatz (recall that B is
related to ω by B = e2ω, where B = ‖B‖ and now z denotes the complex coordinate z = u + iv). This motivates
the search for an alternative ansatz for such B. Generalizing the above choice of h in terms of g to h(z¯) = g(z)ν , it
is not hard to show that, in general, the requirement that ω be real restricts ν to +1 or −1, which yield Eq. (19)
and Eq. (20), respectively. Therefore, the alternative ansatz (20) is given by the choice h(z¯) = 1/g(z) in (23). The
solution of Example 3 is recovered from such ansatz for g(z) = z2, as a direct calculation shows.
More generally, choosing g(z) = zn in Eq. (20) leads to the solution B = n
2
ρ2 sin2nφ
, where polar coordinates z = ρeiφ
were used. The requirement that B be single-valued restricts n to n = 12 , 1,
3
2 , . . . (note that B is insensitive to the
change n→ −n). In this way, the solution of Example 3 is the n = 2 case of such family of two-dimensional singular
solutions. Note that the solution corresponding to a given n is singular along 2n lines starting at the origin and
passing through the roots of unity of order 2n.
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