In this paper, we prove some isoperimetric bounds for lower order eigenvalues of the Wentzell-Laplace on bounded domains of a Euclidean space or a Hardamard manifold, of the Laplacian on closed hypersurfaces of a Euclidean space or a Hardamard manifold and of a biharmonic Steklov problem on bounded domains of a Euclidean space.
Introduction
Let M be an n-dimensional compact Riemannian manifold with boundary and denote by ∆ and ∆ the Laplace-Beltrami operators on M and ∂M , respectively. Assume that β is a real number and consider the eigenvalue problem with Wentzell boundary conditions ∆u = 0 in M, −β∆u + ∂ ν u = λu on ∂M,
where ∂ ν denotes the outward unit normal derivative. When M is a bounded domain in a Euclidean space, the above problem has been studied in [6, 12] . Some estimates for the eigenvalues of the problem (1.1) have been obtained recently (see, e.g., [8, 21] ), when M is a Riemannian manifold. Note that when β = 0, (1.1) becomes the second order Steklov eigenvalue problem ∆u = 0 in M, ∂ ν u = pu on ∂M, (1.2) which has a discrete spectrum consisting in a sequence
For the Steklov eigenvalue problem, many interesting results have been obtained and one can find some of them -see, e.g., [5, 9, 10, 11, 13, 15, 16, 18, 19, 20, 22] and the references therein. When β ≥ 0, the spectrum of the Laplacian with Wentzell condition consists in an increasing countable sequence of eigenvalues λ 0,β = 0 < λ 1,β ≤ λ 2,β ≤ · · · → +∞, with corresponding real orthonormal (in L 2 (∂M ) sense) eigenfunctions u 0 , u 1 , u 2 , · · · . We adopt the convention that each eigenvalue is repeated according to its multiplicity. Consider the Hilbert space
where Tr ∂M is the trace operator. We define on H(M ) the two bilinear forms
where, as before, ∇ and ∇ are the gradient operators on M and ∂M , respectively. Since we assume that β is nonnegative, the two bilinear forms are positive and the variational characterization for the k-th eigenvalue is
When k = 1, the minimum is taken over the functions orthogonal to the eigenfunctions associated to λ 0,β = 0, i.e., constant functions. If M is an n-dimensional Euclidean ball of radius R, then (cf. [6] )
and the corresponding eigenfunctions are the coordinate functions x i , i = 1, · · · , n. For the Steklofv problem (1.2), Brock [1] proved the following well-known result:
Let Ω be a bounded domain with smooth boundary in a Euclidean space R n and denote by p 1 (Ω), · · · p n (Ω) the first n non-zero Steklov eigenvalues of Ω. Then
where ω n and |Ω| denote the volume of the unit ball in R n and of Ω, respectively.
The proof of Brock's theorem is a nice application of an inequality for sums of reciprocals of eigenvalues by Hile-Xu in [14] and a weighted isoperimetric inequality obtained by Betta-Brock-Mercaldo-Posterar in [2] . Brock's method has been used by DambrineKateb-Lamboley in [6] to obtain an estimate for eigenvalues of the Wentzell-Laplace eigenvalue problem (1.1). In the first part of this paper, we use the variational characterization (1.5) to prove the following isoperimetric bound. Theorem 1.2 Let β ≥ 0 and Ω be a bounded domain with smooth boundary ∂Ω in R n . Let |∂Ω| be the area of ∂Ω and denote by λ 1,β ≤ λ 2,β ≤ · · · ≤ λ n,β the first n non-zero eigenvalues of the following problem with the Wentzell boundary condition
Then we have 8) where B is the ball of volume |Ω| and with the same center of mass than ∂Ω and Ω∆B is the symmetric difference of Ω and B. Equality holds in (1.8) if and only if Ω is a ball. Theorem 1.4 Let Q n be a Hadamard manifold and let Ω be a bounded domain with smooth boundary in Q n . Let β ≥ 0 and ρ be a continuous positive function on ∂Ω. Then the first n non-zero eigenvalues of the problem
(1.10)
Moreover, when ρ = ρ 0 is constant, equality holds in (1.10) if and only if Ω is isometric to an n-dimensional Euclidean ball.
In the second part of the present paper, we consider eigenvalues of the Lapacian acting on functions on closed hypersurfaces in a Euclidean space or a Hardamard manifold.
where H denotes the mean curvature vector of M in R n and A(M ) is the area of M . The equality holds in (1.11) if and only if M is a hypersphere.
(ii) If M is embedded and bounds a region Ω, then
where B is the ball of volume |Ω| and with the same center of mass than M . Equality holds in (1.12) if and only if M is a hypersphere. Theorem 1.6 Let Q n (n ≥ 3) be a Hadamard manifold. Let M be a connected closed hypersurface embedded in Q n and Ω be the region bounded by M . Then the first (n − 1) non-zero eigenvalues of the Laplacian of M satisfy
Equality holds in (1.13) if and only if Ω is isometric to an n-dimensional Euclidean ball.
Now we come to a Steklov problem of fourth order. Let τ be a positive constant and ∇ 2 be the Hessian operator on R n . Let Ω be a bounded domain in R n and consider the following Steklov problem of fourth order
(1.14)
This problem has a discrete spectrum which can be listed as
The eigenvalue 0 is simple and the corresponding eigenfunctions are constants. The k(≥ 1)-th eigenvalue λ k,τ has the following variational characterization
In [4] , an isoperimetric inequality for the sums of the reciprocals of the first n non-zero eigenvalues of the problem (1.14) was proved. In this paper, we get the following sharp upper bound.
Theorem 1.7
Let Ω be a bounded domain with smooth boundary ∂Ω in R n . Denoting by λ i,τ the i-th eigenvalue of the (1.14), we have
where H is the mean curvature vector of ∂Ω in R n . Equality holds in (1.16) if and only if Ω is a ball.
Proofs of Theorems 1.and 1.4
In this section, we will give the proofs of Theorems 1.2 and 1.4. First, we recall the following lemma from [3] .
where B R is the ball centered at the origin such that |B R | = |Ω|.
The eigenvalues λ i,β , i = 1, 2, · · · , are characterized by
We need to choose nice trial functions φ i for each of the eigenfunctions u i and insure that these are orthogonal to the preceding eigenfunctions u 0 , · · · , u i−1 . For the n trial functions φ 1 , φ 2 , · · · , φ n , we simply choose the n coordinate functions:
but before we can use these we need to make adjustments so that
Simply by translating the origin appropriately we can assume that
that is, x i ⊥ u 0 (which is actually just the constant function 1/ |∂Ω|). Nextly we show that a suitable rotation of axes can be made so as to insure that 6) for j = 2, 3, · · · , n and i = 1, · · · , j − 1. To see this, we define an n × n matrix Q = (q ji ) , where q ji = ∂Ω x j u i , for i, j = 1, 2, · · · , n. Using the orthogonalization of Gram and Schmidt (QR-factorization theorem), we know that there exist an upper triangle matrix T = (T ji ) and an orthogonal matrix U = (a ji ) such that T = U Q, i.e.,
Letting y j = n k=1 a jk x k , we get
Since U is a orthogonal matrix, y 1 , y 2 , · · · , y n are also coordinate functions on R n . Therefore, denoting these coordinate functions still by x 1 , x 2 , · · · , x n , we arrived at the the condition (2.6).
It then follows (2.3) that for each fixed i = 1, · · · , n,
with equality holding if and only if
Combining (2.10) and (2.11), we have
Substituting (2.1) into (2.12), one gets (1.8). If the equality holds in (1.8), then the inequality (2.11) must take equality sign and (2.9) holds. It is easy to see from the equality case of (2.11) at any point of ∂Ω that
It then follows that the position vector x = (x 1 , · · · , x n ) when restricted on ∂Ω satisfies
On the other hand, it is well known that ∆x = (n − 1)H, (2.15) where H is the mean curvature vector of ∂Ω in R n . Combining (2.14) and (2.15), we have
Consider the function g = |x| 2 : M → R. It is easy to see from (2.16) that
Thus g is a constant function and so ∂Ω is a hypersphere. Theorem 1.2 follows. ✷
be an orthonormal set of eigenfunctions corresponding to the eigenvalues {λ i } +∞ i=0 of the problem (1.9), that is,
We have
∂Ω ρuu l =0,l=0,1,...,i−1
The idea is to use globally defined coordinate functions suitably chosen on Q n as trial functions for the first n non-zero eigenvalues of the problem (1.9). To do this, let us denote by , the Riemannian metric on Q n . For any p ∈ Q n , let exp p and U Q n p be the exponential map and unit tangent space of Q n at p, respectively. Let {e 1 , · · · , e n } be an orthonormal basis of T p Q n , the tangent space of Q n at p, and y : M → R n be the Riemannian normal coordinates on Q n determined by (p; e 1 , · · · , e n ). It follows from the Cartan-Hadamard theorem [7] that y is well-defined on all of Q n and is a diffeomorphism of Q n onto R n . We can choose p and {e 1 , · · · , e n } so that the respective coordinate functions
In fact, parallel translate the frame {e 1 , · · · , e n } along every geodesic emanating from p and thereby obtain a differentiable orthonormal frame field {E 1 , · · · , E n } on Q n . Let y q : M → R n denote the Riemannian normal coordinates of Q n determined by {E 1 , · · · , E n } at q, and let y q i , i = 1, · · · , n, be the coordinate functions of y q . By definition, y
is a continuous vector field on Q n . If we restrict Y to a geodesic ball B containing Ω then the convexity of B implies that on the boundary of B, Y points into B. The Brouwer fixed point theorem then implies that Y has a zero. So we may assume that p and {e 1 , · · · , e n } actually satisfy (2.19) .
For any w ∈ U Q n p , let θ w be the function on Q n defined by θ w (z) = exp In fact, let us consider the n×n matrix P = (p αβ ) , where p αβ = ∂Ω ρy α u β = ∂Ω ρθ eα u β , for α, β = 1, 2, · · · , n. Using the same discussion as in the proof of Theorem 1.2, we can find an orthogonal matrix U = (a αβ ) such that ∂Ω n γ=1 a αγ ρy γ u β = 0, 1 ≤ β < α ≤ n.
Setting σ α = n γ=1 a αγ e γ , we know that {σ j } n j=1 is an orthonormal basis of T p Q n and that the condition (2.23) is satisfied. Therefore, we have from (2.18), (2.22) and (2.23) that
, k = 1, · · · , n be the natural basis of the tangent spaces associated with the coordinate chart x and let
Since Q n has non-positive sectional curvature, the Rauch comparison theorem [7] implies that the eigenvalues of the matrix (g kl ) are all ≥ 1. Thus the eigenvalues of (g kl ) =: (g kl ) −1 are ≤ 1 and so we have g kk ≤ 1, k = 1, · · · , n. Thus we have for i = 1, · · · , n,
We claim that
In fact, for a fixed point z ∈ ∂Ω, let {v 1 , · · · , v n−1 } be an orthonormal basis of T z (∂Ω). From the fact that the eigenvalues of (g ij ) are all ≥ 1, we conclude that
Using (2.24)-(2.26) and the same arguments as in the proof of Theorem 1.2, we obtain Assume now that ρ = ρ 0 is constant and that the equality holds in (1.10). In this case, we have r| ∂Ω = const. and so Ω is a geodesic ball with center p. Also, we have
It then follows from the equality case in the Laplace comparison theorem [17] and the Cartan's theorem [7] that Ω is isometric to an n-dimensional Euclidean ball. This completes the proof of Theorem 1.4. ✷ 3 Proofs of Theorems 1.5-1.7
In this section, we will give the proofs of Theorems 1.5-1.7.
Proof of Theorem 1.5. Let {u i } +∞ i=0 be the orthonormal system of eigenfunctions corresponding to the eigenvalues
of the Laplacian of M , that is,
We have u 0 = 1/ |M | and for each i = 1, · · · ,
Let x 1 , · · · , x n be the coordinate functions on R n . By using the same arguments as in the proof of Theorem 1.2, we can assume that
and so we have
we have
For any positive constant δ, we have from Schwarz inequality and (3.4) that
in (3.9) and using (3.8), we get (1.11) with equality holding if and only if M is a hypersphere.
On the other hand, one can use (3.4), (3.6) and the same discussion as in the proof of Theorem 1.2 to obtain of T p Q n such that the coordinate functions of the Riemannian normal coordinate system determined by {p; (e 1 , · · · , e n )} satisfy
where {φ j } +∞ j=0 are orthonormal eigenfunctions corresponding to the eigenvalues
of the Laplacian of M . Thus we have
Using the same arguments as in the proof of Theorem 1.4, we conclude
with equality holding if and only if Ω is isometric a ball in R n , where r = d(p, ·) : Ω → R is the distance function from the point p. The proof of Theorem 1.6 is finished. ✷ Proof of Theorem 1.7. Let x = (x 1 , · · · , x n ) be the coordinate functions on R n . Since Ω is a bounded domain with smooth boundary ∂Ω in R n , we can regard ∂Ω as a closed hypersurface of R n without boundary. Let ∆, ∇ be the Laplace operator and the gradient operator on ∂Ω, respectively. The position vector x = (x 1 , · · · , x n ) when restricted on ∂Ω satisfies 15) where |H| is the mean curvature of ∂Ω in R n . Let u i be the eigenfunction corresponding to eigenvalue λ i,τ such that {u i } Observe that u 0 = 1/ |∂Ω|. We can assume as before that Since ∂Ω is a closed hypersurface of R n , we conclude that ∂Ω is a round sphere. This completes the proof of Theorem 1.7.
✷
