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Abstract
The advent of multi-microphone setups on a plethora of commercial devices in recent years has
generated a newfound interest in the development of robust microphone array signal processing
methods. These methods are generally used to either estimate parameters associated with acoustic
scene or to extract signal(s) of interest. In most practical scenarios, the sources are located in the
far-field of a microphone array where the main spatial information of interest is the Direction-of-
Arrival (DOA) of the plane waves originating from the source positions. The focus of this thesis is
to incorporate robustness against either lack of or imperfect/erroneous information regarding the
DOAs of the sound sources within a microphone array signal processing framework.
The DOAs of sound sources is by itself important information, however, it is most often used
as a parameter for a subsequent processing method. One of the most important microphone array
signal processing techniques where the DOAs of sound sources is used is spatial filtering, where
this information is used for tasks such speech enhancement, source separation, noise reduction etc.
Therefore, there are two main points where this robustness can be introduced. It can either be
introduced at the DOA estimation part where robust estimators can be developed for applications in
adverse acoustic environments, or it can be introduced in the subsequent spatial filtering framework
where a mechanism to account for uncertainty or complete lack of DOA information is developed.
This thesis investigates both these options and explores three main approaches to this task of
incorporation of robustness against DOA information errors.
The first approach deals with DOA estimation. A supervised learning based DOA estimation
method is proposed in this thesis which takes the phase component of the short-time Fourier
transform coefficients of the microphone signals at each time frame as input. A supervised learning
approach generally has the advantage that it can be adapted to different acoustic conditions via
training, making it more robust compared to classical signal processing based methods. In the
thesis, a Convolutional Neural Network (CNN) based classification approach for both single and
multiple speech source localization is developed. The proposed method is trained with synthesized
noise signals to simplify the training data generation. Empirical investigation of design aspects of
the proposed CNN is also performed.
The second approach deals with incorporating robustness to DOA estimation errors within a
spatial filtering framework. For an objective understanding of the influence of DOA estimation
errors on spatial filtering performance, an analysis method is developed in this thesis for the recently
proposed Informed Spatial Filter (ISF) framework. The ISF framework is a flexible spatial filtering
approach where sound sources from different directions are captured based on a user defined desired
directional response function with instantaneous estimates of parameters such as the DOA of the
sources. The analysis method is used to investigate the influence of DOA information errors on the
obtained directional response at the output of the spatial filter compared to the desired directional
response. Experimental analysis demonstrates severe deviation of the obtained response compared
to the desired one in the presence of DOA errors, which gives an objective understanding of the
influence of the errors and highlights the need for robustness against such errors. As a solution, a
Bayesian approach to ISF is proposed to account for the unreliability of DOA estimates in noisy and
reverberant conditions. The ISF framework uses the DOA estimates directly for the formulation
of the steering vectors that are then used to compute the spatial filter weights, leading to a severe
degradation in performance due to DOA estimation errors. In contrast, in the proposed approach
the final spatial filter is given as a weighted sum of multiple directional filters where the DOA
estimates are used to determine these weighting factors. The improved robustness of the proposed
approach is shown using the analysis method described earlier.
The final approach deals with multi-microphone speech enhancement using a Deep Neural Net-
work (DNN) based time-frequency masking approach where rather than using the DOA information,
the estimated masks are used to compute the relative transfer function for the formulation of steer-
ing vector of the spatial filter. DNN based mask estimation approaches have been shown to be
effective for both single-channel as well as multi-channel speech enhancement. In contrast to most
such existing methods, where single-channel DNNs are used for each microphone signal separately,
the proposed approach utilizes the multi-channel recordings to exploit both the spatial as well as
spectro-temporal characteristics of the speech and noise signals for discriminative learning and es-
timating the masks. The estimation of different types of ideal masks as well as their subsequent
application for speech enhancement is investigated. Through experimental analysis the proposed
method is shown to be more robust to different angular positions of the desired speech source in
noisy and reverberant environments compared to ideal fixed beamformers.
All the mentioned approaches are extensively evaluated with both simulated and measured room
impulse responses. The experimental results demonstrate a superior performance of the proposed
approaches compared to related existing methods.
Kurzfassung
Das Aufkommen von kommerziellen Gera¨ten, die mit mehreren Mikrofonen ausgestattet sind, hat
in den letzten Jahren neues Interesse an der Entwicklung robuster Signalverarbeitungsverfahren fu¨r
Mikrofonarrays geweckt. Diese Verfahren werden im Allgemeinen dazu verwendet, um entweder
akustische Parameter zu scha¨tzen, oder um gewu¨nschte Signale zu extrahieren. In den meisten prax-
isnahen Szenarien befinden sich die Schallquellen im Fernfeld des Mikrofonarrays und die wichtigste
ra¨umliche Information stellt die Schalleinfallsrichtung, im Englischen Direction-of-Arrival (DOA),
der von den Quellenpositionen ausgehenden ebenen Wellen dar. Der Schwerpunkt dieser Arbeit
liegt in der Verbesserung der Robustheit der Signalverarbeitungsverfahren fu¨r Mikrofonarraysge-
genu¨ber fehlenden oder unvollsta¨ndigen/fehlerhaften Informationen in Bezug auf die DOAs der
Schallquellen.
Die DOA der Schallquellen selbst ist bereits eine wichtige Information, wird jedoch in den meisten
Fa¨llen als Parameter fu¨r eine nachfolgende Verarbeitungsmethode verwendet. Eine der wichtigsten
Signalverarbeitungstechniken fu¨r Mikrofonarrays, bei welcher die DOA von Schallquellen verwendet
wird, ist die ra¨umliche Filterung, welche diese Information zu Sprachsignalverbesserung, Quellen-
trennung, Rauschreduzierung, usw. nutzt. Daher gibt es zwei Hauptpunkte, an welchen diese
Robustheit der Signalverarbeitungsverfahren erho¨ht werden kann. Zum einen kann die Robustheit
bei der Scha¨tzung der DOA verbessert werden, bei der robuste Scha¨tzer fu¨r Anwendungen in ungu¨n-
stigen akustischen Umgebungen entwickelt werden ko¨nnen. Zum anderen kann die Robustheit bei
der nachfolgenden ra¨umlichen Filterung verbessert werden, bei welcher ein Mechanismus fu¨r die
Beru¨cksichtigung von Unsicherheit oder komplettem Fehlen der DOA Information entwickelt wer-
den kann. Diese Arbeit betrachtet beide Optionen und untersucht drei zentrale Ansa¨tze fu¨r die
Miteinbeziehung von Robustheit gegenu¨ber Fehlern bei der DOA-Information.
Der erste Ansatz befasst sich mit der DOA Scha¨tzung. In dieser Arbeit wird eine auf u¨berwachtem
Lernen basierte DOA-Scha¨tzmethode vorgeschlagen, die Phasenkomponente der Kurzzeit-Fourier-
Transformationskoeffizienten der Mikrofonsignale verwendet. Ein auf u¨berwachtem Lernen basierter
Ansatz hat allgemein den Vorteil, dass er durch Training unterschiedlichen akustischen Bedingungen
angepasst werden kann, was die Robustheit im Vergleich zu Methoden der klassischen Signalver-
arbeitung erho¨ht. In dieser Arbeit wird ein auf Convolutional Neural Network (CNN) basierender
Klassifizierungsansatz fu¨r die Lokalisierung von sowohl einzelnen als auch mehreren Sprachquellen
entwickelt. Das vorgeschlagene Verfahren wird mit synthetisierten Rauschsignalen trainiert, um
die Generierung von Trainingsdaten zu vereinfachen. Es wird zudem eine empirische Untersuchung
der Designaspekte des vorgeschlagenen CNN durchgefu¨hrt.
Der zweite Ansatz befasst sich mit der Miteinbeziehung der Robustheit gegenu¨ber Scha¨tzfehlern
der DOA innerhalb eines algorithmischen Frameworks fu¨r ra¨umliche Filterung. Fu¨r ein objektives
Versta¨ndnis des Einflusses von DOA Scha¨tzfehlern auf die Leistungsfa¨higkeit der ra¨umlichen Fil-
terung wird eine Analysemethode fu¨r das ku¨rzlich vorgeschlagene Informed Spatial Filter (ISF)
Framework entwickelt. Das ISF-Framework ist ein flexibler Ansatz zur ra¨umlichen Filterung, bei
dem Schallquellen aus verschiedenen Richtungen basierend auf einer benutzerdefinierten gewu¨n-
schten Richtungsantwortfunktion mit instantanen Parameterscha¨tzungen wie der DOA der Quellen
erfasst werden. Das Analyseverfahren wird verwendet, um den Einfluss von fehlerhaften Informatio-
nen der DOA auf die erhaltene Richtungsantwort am Ausgang des ra¨umlichen Filters im Vergleich
zur gewu¨nschten Richtungsantwort zu untersuchen. Die experimentelle Analyse zeigt bei Vorhan-
densein von DOA-Fehlern eine starke Abweichung der erhaltenen Antwort von der gewu¨nschten
Antwort, was ein objektives Versta¨ndnis fu¨r den Einfluss der Fehler liefert und die Notwendigkeit
einer erho¨hten Robustheit gegenu¨ber solchen Fehlern hervorhebt.
Als Lo¨sung wird ein Bayes-Ansatz fu¨r ISF vorgeschlagen, um die Unzuverla¨ssigkeit von DOA-
Scha¨tzungen unter verrauschten und halligen Bedingungen zu beru¨cksichtigen. Das klassiche ISF-
framework verwendet die DOA-Scha¨tzwerte direkt fu¨r die Formulierung der Phasenvektoren, die
dann zur Berechnung der Gewichte des ra¨umlichen Filters verwendet werden, was aufgrund von
DOA-Scha¨tzfehlern zu einer starken Verschlechterung der Leistungsfa¨higkeit fu¨hrt. Im Gegensatz
dazu liegt das letztendliche ra¨umliche Filter im vorgeschlagenen Ansatz als gewichtete Summe
mehrerer Richtungsfilter vor, wobei die DOA -Scha¨tzwerte zur Bestimmung dieser Gewichtungs-
faktoren verwendet werden. Die verbesserte Robustheit des vorgeschlagenen Ansatzes wird unter
Verwendung der zuvor beschriebenen Analysemethode aufgezeigt.
Der letzte Ansatz befasst sich mit Sprachsignalverbesserung unter Verwendung mehrerer Mikro-
fone und eines auf Deep Neural Network (DNN) basierenden Zeit-Frequenz-Maskierungsansatzes,
wobei anstelle der DOA -Information die gescha¨tzten Masken verwendet werden, um die rela-
tive U¨bertragungsfunktion zu berechnen und so den Phasenvektor des ra¨umlichen Filters zu for-
mulieren. Es hat sich gezeigt, dass sich auf DNN basierende Ansa¨tze fu¨r Maskenscha¨tzung als
wirksam bei der Sprachsignalverbesserung, sowohl bei Einkanal- als auch bei Mehrkanalszenarien,
erweisen. Im Gegensatz zu den meisten gebra¨uchlichen Verfahren, bei denen separate, einkanalige
DNNs fu¨r jedes einzelne Mikrofonsignal verwendet werden, nutzt der vorgeschlagene Ansatz die
Mehrkanalaufnahmen, um sowohl die ra¨umlichen als auch die spektralen Eigenschaften der Sprache
und der Rauschsignale fu¨r das diskriminatives Lernen und die Scha¨tzung der Masken zu nutzen.
Die Scha¨tzung verschiedener Arten von idealen Masken sowie deren anschließende Anwendung
zur Sprachsignalverbesserung wird untersucht. Durch experimentelle Analyse wird gezeigt, dass
das vorgeschlagene Verfahren robuster gegenu¨ber verschiedenen Winkelpositionen der gewu¨nschten
Sprachquelle in verrauschten und halligen Umgebungen ist als ideale fixe ra¨umliche Filter. Alle
genannten Ansa¨tze werden ausfu¨hrlich sowohl mit simulierten als auch mit gemessenen Raumim-
pulsantworten evaluiert.
Die Auswertung der Experimente zeigt bessere Ergebnisse der vorgeschlagenen Ansa¨tze im Ver-
gleich zu gebra¨uchlichen vergleichbaren Methoden.
Acronyms
Bi-LSTM Bi-directional Long Short-term Memory
CNN Convolutional Neural Network
CRNN Convolutional Recurrent Neural Network
DFT Discrete Fourier Transform
DNN Deep Neural Network
DNR Diffuse-to-Noise Ratio
DOA Direction-of-Arrival
DSB Delay-and-sum Beamformer
EM Expectation Maximization
GCC Generalized Cross-Correlation
GM Gaussian Mixture
IBM Ideal Binary Mask
i.i.d independent and identically distributed
IRM Ideal Ratio Mask
ISF Informed Spatial Filter
iSIR Input Signal-to-Interference Ratio
LCMV Linearly Constrained Minimum Variance
LHS left hand side
LSTM Long Short-term Memory
MCNN Multi-source CNN
ML Maximum Likelihood
MMSE Minimum Mean Squared Error
viii Glossary of Acronyms
MOS Mean Opinion Score
MUSIC MUltiple SIgnal Classification
MVDR Minimum Variance Distortionless Response
pdf probability density function
PESQ Perceptual Evaluation of Speech Quality
pmf probability mass function
PSD power spectral density
RHS right hand side
RIR Room Impulse Response
RNN Recurrent Neural Network
RSD Robust Super-directive
RTF Relative Transfer Function
SCNN Single source CNN
SDI Signal Distortion Index
SNR Signal-to-Noise Ratio
SPP Speech Presence Probability
SRP-PHAT Steered Response Power with Phase Transform
STFT Short-time Fourier Transform
STOI Short Term Objective Intelligibility
T-F Time-frequency
TF Time-Frequency
ULA Uniform Linear Array
VAD Voice Activity Detection
WNG White Noise Gain
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CHAPTER 1
Introduction
Microphone array signal processing has been a research topic of interest for several decades. One of
the salient aspects of microphone arrays is the presence of microphones at various spatial positions
in an acoustic environment that provides spatial diversity. This diversity can be exploited in
different ways to either estimate parameters associated to the sound scene or to extract signal(s)
of interest depending on the application [1]. There are several tasks that have been addressed
using microphone arrays such noise reduction, dereverberation, source localization, source number
estimation, source extraction, source separation, etc. These tasks are generally tackled by utilizing
the spatio-temporal as well as spatio-spectral information available at the output of a microphone
array. With the ubiquity of multiple microphones on modern devices ranging from mobile phones
and laptops to smart TVs and smart speakers, which are used in diverse and uncontrolled acoustic
environments, there is a new found need for robustness in microphone array processing techniques.
In acoustic environments, the spatial location of a sound source is one of the most prevalent and
important informations. Many applications such as hands-free communication, teleconferencing,
robot audition and distant speech recognition require information on the location of sound sources
in the acoustic environment. In some applications, the information is used for camera steering
whereas in applications like robot audition the source location information is used for navigation
purposes. In most current practical devices with multiple microphones, the array size is generally
small due to the hardware constraints. As such, in most practical setups, the distance between the
source and the array is much larger compared to the array size and the source is assumed to be in
the array’s far-field [2]. In this far-field situation, the parameter of interest is the relative direction
of a sound source with respect to a microphone array, which is generally given in terms of the
Direction-of-Arrival (DOA) of the plane wave originating from the source position. An illustrative
figure of a simple acoustic setup with two speakers is shown in Fig. 1.1. In this figure, there are
two different speech sources in the sound scene. The DOA of the speaker of interest is denoted θd
whereas the DOA of the interfering speaker is denoted θi.
Our focus in this thesis is towards applications such as hands-free communication, teleconferenc-
ing and distant speech recognition, where the information regarding the source DOAs are mainly
used in microphone array processing techniques known as spatial filtering [1], that linearly combines
the microphone signals to extract a desired source signal (orange speaker in Fig. 1.1) while sup-
pressing the undesired signal components such as background noise or interfering speakers (green
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Figure 1.1: Illustrative figure of a simple acoustic setup with a microphone array.
speaker in Fig. 1.1) [3–8]. In practical scenarios, information regarding the DOA of sound source(s)
is generally unavailable and the estimation of this parameter is challenging in noisy and reverberant
acoustic conditions. Additionally, imprecise knowledge regarding the source DOAs leads to severe
degradation in spatial filtering performance.
In this thesis, the aim is to incorporate robustness against either lack of or imperfect information
regarding the DOA of plane waves corresponding to directional speech sources in a microphone array
signal processing framework. The thesis investigates three possible approaches of incorporating such
robustness. The first approach is to develop a DOA estimation method that is robust in adverse
acoustic conditions. The second approach is to incorporate robustness against DOA estimation
errors within a spatial filtering framework that utilizes the DOA estimates for the computation
of the spatial filter weights. The third approach is to investigate a Deep Neural Network (DNN)
based online multi-microphone speech enhancement method that is robust in noisy and reverberant
conditions and does not require the information regarding the source DOAs. In the following
sections, a brief overview of these three approaches are presented along with a discussion of the
state-of-the-art as well as the challenges faced in practical scenarios.
1.1 DOA estimation
1.1.1 State-of-the-Art
The task of DOA estimation is a well studied problem in both antenna array processing [9, 10] as
well as microphone array processing [1,2]. For DOA estimation, there exist two kinds of estimation
paradigms: broadband and narrowband DOA estimation. In narrowband DOA estimation, the
task of DOA estimation is performed separately for each frequency sub-band of the recorded signal,
whereas in broadband DOA estimation the task is performed for the complete input spectrum. In
this thesis, we focus on broadband DOA estimation of sound sources.
Until the recent success of deep learning [11] based supervised learning methods in various signal
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processing tasks [12, 13], majority of the research effort was directed towards developing classical
signal processing based methods for this task. Over the years, several classical signal processing
based approaches have been developed. The popular approaches for this task can be categorized
as follows:
1. Subspace based approaches such as multiple signal classification (MUSIC) [14,15]
2. Time difference of arrival (TDOA) based approaches that use the family of generalized cross
correlation (GCC) methods [16]
3. Generalizations of the cross-correlation methods to microphone arrays with more than two
channels such as steered response power (SRP), SRP with phase transform (SRP-PHAT) [17],
and multichannel cross correlation coefficient (MCCC) [1]
4. Adaptive multichannel time delay estimation using blind system identification based methods
[18]
5. Probabilistic model based methods such as maximum likelihood method [19,20]
6. Methods based on histogram analysis of narrowband DOA estimates [21,22]
The main differences between these methods lie in their ability to localize either single or multiple
sound sources and their robustness to noise and reverberation. The approaches enumerated 1-3 in
the above list are some of the earliest methods for DOA estimation using microphone arrays and
they were developed assuming a free-field propagation of sound. The blind system identification
based method presented in [18] was designed for single-source DOA estimation in reverberant
scenarios. The methods presented in [19, 20] were not specifically developed for DOA estimation
of sound sources, therefore the original formulations did not account for reverberation. However,
Maximum Likelihood (ML) based methods have also been applied to the specific task of sound
source localization [23,24].
In recent years, several signal processing based methods have been proposed that aim to localize
multiple simultaneously active sources in adverse acoustic environments [21, 25–27]. The meth-
ods presented in [25, 26] were developed particularly for binaural and stereo channels respectively,
whereas the method in [27] was formulated for a spherical microphone array. A common aspect
of these methods is the inclusion of involved data pre- and post-processing techniques that require
manual adjustment of specific parameters to achieve good localization performance.
In comparison to the classical methods, supervised learning approaches, being data driven, have
the advantage that they can be adapted to different acoustic conditions via training. Addition-
ally, if training data from diverse acoustic conditions are available, then these approaches can be
made robust against noise and reverberation via multi-condition training [28]. Recently, different
DNN based methods for DOA estimation have been proposed [29–37]. A common aspect of the
methods proposed in [30–34] is that they all involve an explicit feature extraction step. In [31,33],
Generalized Cross-Correlation (GCC) vectors, computed from the microphone signals, are provided
as input to the learning framework. In [32, 34], similar to the computations involved in MUltiple
SIgnal Classification (MUSIC) method for localization, the eigenvalue decomposition of the spatial
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correlation matrix is performed to get the eigenvectors corresponding to the noise subspace, and is
provided as input to a neural network. In [30], a binaural setup is considered and binaural cues at
different frequency sub-bands are computed and given as input.
One of the main reasons for the success of deep learning has been the encapsulation of the
feature extraction step into the learning framework. Adopting this idea, in [29], a Convolutional
Neural Network (CNN) based approach for single-source localization was proposed where the power
spectrograms of all the microphone signals for each time frame were concatenated to form the
input vector which was then provided as an input to a CNN. The input feature extraction in
the proposed work did not preserve the phase information, and only utilized the power of the
microphone signals for DOA estimation. In a similar work [35], a special CNN architecture, known
as ResNet [38], was used for single-source localization with power spectrograms of the microphone
signals for multiple time frames as the input. In addition to these, a few CNN based methods for
multi-source localization have been proposed [36,37,39–41]. The method proposed in [36] involves
the extraction of microphone pair-wise GCC vectors which are then provided as input to the CNN.
In [37], a Convolutional Recurrent Neural Network (CRNN) based localization method is proposed
that takes the magnitude and phase spectrograms of the microphone signals as input to first learn
to estimate the MUSIC pseudo-spectrum followed by learning the mapping from the spatial pseudo-
spectrum to the DOAs of the sound sources. As an extension of this approach, the authors recently
proposed a CRNN based multi-source localization approach where the CRNN directly learns the
mapping from the magnitude and phase spectrograms of the microphone signals to the DOAs of
the sources [39]. The methods presented in [40, 41] mainly focus on estimating the DOAs of the
sources with ambisonics recordings where the acoustic intensity features are used as the input to a
CRNN.
1.1.2 Challenges
The earlier methods developed for the task of DOA estimation of sound sources were mainly
adapted from antenna array processing leading to a severe degradation in performance in noisy
and reverberant conditions. Recent methods that have addressed the DOA estimation of multiple
sound sources in adverse acoustic conditions require involved and generally array specific data pre-
and post-processing techniques which restricts their application across various practical scenarios.
The recent DNN based supervised learning approaches have proven to be successful for the task
of DOA estimation of multiple sound sources in noisy and reverberant conditions but a majority
of these methods involve microphone pair-wise feature extraction which makes them unsuitable
for arrays with larger number of microphones. The methods that have been successful in encap-
sulating the feature extraction step within the learning framework employ input representations
corresponding to multiple time steps making them unsuitable for dynamic acoustic scenarios.
The contribution of the thesis to this task, presented in Chapter 2, is a CNN based DOA es-
timation method that is trained using synthesized noise signals instead of real-world signals such
as speech. As an input, only the phase component of the Short-time Fourier Transform (STFT)
coefficients of the microphone signals for each time frame are provided based on which the CNN
learns to estimate the posterior probabilities of the discrete DOA classes at a time frame level
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making it suitable for online DOA estimation.
1.2 Robust Spatial Filtering
1.2.1 State-of-the-Art
The main aim in spatial filtering techniques is the extraction or enhancement of a desired speech
signal while suppressing the background noise and/or interfering speakers. Depending on the def-
inition of the desired signal and the acoustic environment, the tasks addressed by spatial filtering
range from noise reduction to source extraction and separation. Compared to single-channel speech
enhancement methods [42], where the algorithms can only utilize the spectro-temporal characteris-
tics of the signal, the availability of multiple recordings of the same sound scene from microphones
at different spatial locations allows spatial filtering methods to utilize spatial information as well for
the task of speech enhancement [1]. In spatial filtering, the DOA is used for various purposes, e.g.,
to estimate the steering vector for the spatial filter [1], to determine the Time-Frequency (TF) bins
where the desired speech source is active [5], computing the second-order statistics (SOS) of the
desired source(s) [8], and the SOS of noise and reverberation [7,43]. The focus here is to investigate
the use of the DOA of the sound source(s) present in the sound scene for the formulation of the
steering vector(s).
Over the years, in the context of array signal processing in general, extensive research has been
done in the development of robust adaptive beamforming methods to achieve robustness against
steering vector errors [44]. There are various probable reasons for the error in steering vectors, of
which, error or lack of DOA information is one of the main reasons and our main focus.
In the existing literature on robust adaptive beamforming methods, the problem of imprecise
DOA information has been approached as a DOA mismatch problem. Earlier approaches to this
problem involved diagonal loading based approaches [45,46], however a proper choice of the diagonal
loading factor poses a major challenge for these methods. Another approach to this problem is the
imposition of multiple linear constraints along with minimum variance beamforming [47–50]. These
methods mainly aim to broaden the main beam of the beampattern to account for the uncertainty
in the DOA information. However, due to the addition of the extra constraints the degrees of
freedom of the beamformer are reduced which limits its ability to suppress the undesired signal
components. In [51], quadratic constraints were introduced over an uncertainty set with steering
vectors corresponding to DOAs within a desired uncertainty DOA range. Statistical approaches
have also been proposed to tackle the general problem of steering vector uncertainty [52–55]. A
particular statistical approach of interest is Bayesian beamforming [54,55], which focuses on DOA
uncertainty, and models the DOA as a discrete random variable with a prior probability density
function (pdf) defined over a candidate set of DOAs. In addition to the above mentioned methods,
some earlier approaches also focused on estimating the DOA of the desired and interfering sources,
and proceed with the estimates as the true DOAs. These approaches have been termed as direction-
finding based approaches [56–58]. These methods aim to provide a data-dependent solution when
the DOA information regarding the sources is unavailable rather than tackle uncertainty in an
explicit manner, however, they suffer severe performance degradation when the estimates are not
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reliable.
Recently, in the field of multi-microphone speech enhancement, spatial filtering methods have
been developed employing a parametric sound field model where narrowband DOA estimates are
used to formulate the steering vector as well as to estimate other required parameters [6–8, 43].
In [43], a spatial filter, known as Informed Spatial Filter (ISF), with L linear directional constraints
based on instantaneous narrowband DOA estimates, was proposed to capture at most L sound
sources with a user-defined gain at each TF instant. Such an application can be termed as directional
filtering, where rather than a desired source the emphasis lies on capturing sounds from specific
directions with specific gains. The employment of a user-defined directional response to determine
the direction dependent gain at each TF instant enables different applications using the informed
spatial filters, whereas the incorporation of almost instantaneous parametric information in the form
of narrowband DOA estimates enables quick adaptability of the system to changes in the sound
scene. Despite these advantages, a major challenge to ensure that the user-defined directional
response is obtained at the output of the spatial filter is to have reliable DOA estimates at each TF
instant. While several methods to obtain the narrowband DOA estimates are available [1], most are
known to suffer from severe degradation in performance in noisy and reverberant environments [2].
1.2.2 Challenges
The direct utilization of almost instantaneous narrowband DOA estimates within the ISF frame-
work, specifically for the task of formulating the steering vector, makes it susceptible to severe
degradation in performance in noisy and reverberant conditions where it is difficult to obtain reli-
able DOA estimates. In Chapter 3, we develop an analysis method to study the influence of DOA
estimation errors on the obtained directional response at the output of the ISFs. It is shown that in
case of DOA estimation errors, the obtained directional response at the output of the spatial filter
deviates from the desired one even when the sources are far apart, thereby providing an objective
motivation for the need of robustness in the ISF framework.
Robust adaptive beamforming methods are a seemingly attractive solution to this problem in
the ISF framework, however these methods generally deal with uncertainty in DOA information
regarding a single desired source of interest which makes their employment to add robustness to the
ISF framework infeasible, without extensive modification. The contribution of this thesis, presented
in Chapter 4, is to develop a Bayesian approach to ISF, based on [54], to incorporate robustness
against DOA estimation errors.
1.3 DNN based Online Multi-channel Speech Enhancement
1.3.1 State-of-the-Art
The formulation of steering vectors using the information regarding the DOA of the directional
sound source(s) present in the sound scenes is an attractive approach when the DOAs of the sound
sources is known or can be estimated reliably, and the geometry of the microphone array is known.
As discussed earlier, the reliable estimation of DOAs in noisy and reverberant environments is a
challenging problem. Additionally, in most practical devices, the microphones are not mounted
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with a specific defined geometry, making it difficult to formulate the steering vectors using the
DOA information.
As an alternative to this approach, several works, mainly focused on the task of noise reduction,
have proposed to use the Relative Transfer Function (RTF), estimated from the microphone signals,
to formulate the steering vector for a spatial filter [59–62]. The robust estimation of RTFs requires
efficient estimation of the power spectral density (PSD) matrix of the desired speech signal. In
online multi-channel speech enhancement, one of the most popular approaches for the estimation of
PSD matrices is the bin-wise Speech Presence Probability (SPP) based PSD matrix estimation [63].
The bin-wise SPP plays an important role and essentially determines whether at a certain TF bin
speech or noise is dominant. This signal detection then drives the update of the corresponding
PSD matrices at each time step which are then used for the computation of the spatial filter. Until
recently, these bin-wise SPP were generally estimated using a statistical model-based framework
[64, 65]. In the past few years, several DNN based methods have been proposed to detect TF bins
for signal activity to aid the update of PSD matrices. However, the use of DNNs for multi-channel
speech enhancement has not been restricted to detection of TF bins only. In the following, we
provide an overview of recent DNN based methods for multi-channel speech enhancement.
Based on the estimation target of the DNN, these methods can be broadly classified in two types
of methods:
1. Using DNNs to estimate spatial filter/beamformer weights [66–69],
2. Using DNNs to estimate TF masks [70–79].
In the first class of methods, a DNN is trained to estimate the real and imaginary parts of the
weights of a beamformer. In [66], a DNN is used to first estimate the weights of a delay-and-
sum beamformer which is then refined based on an ASR criterion. In [67], a Recurrent Neural
Network (RNN) with Long Short-term Memory (LSTM) cells is used to estimate the time-domain
spatial filter weights of a filter-and-sum beamformer for each channel separately, which are then
convolved with the input signal to obtain the enhanced signal. This work was then extended to
estimate frequency domain spatial filter weights in [68]. In [69], a deep LSTM network is proposed
to estimate the weights of an adaptive filter-and-sum beamformer, where the filter weights are
estimated for each TF unit. Since the aforementioned mentioned methods are employed as front-end
modules for ASR application, the DNNs are trained using an ASR objective, which is different from
a signal level objective aimed towards speech quality and intelligibility enhancement. Additionally,
the performance of the complete systems were evaluated only in terms of word error rate (WER).
The second class of methods rely on multi-channel data to estimate TF masks, which can either
be used to estimate the PSD of the signal components for spatial filtering, similar to how SPP
estimates have been used [80–82] or directly utilized as a real-valued gain to estimate the desired
signal. In [71], spatial features from the microphone signals are used for training a DNN to estimate
a TF mask where the mask is applied as a real valued post-filter to the output of a Delay-and-sum
Beamformer (DSB). In this method, the DOA of the speech source, which is required for the DSB
as well as the input feature extraction is obtained for a complete speech utterance. In [70, 73],
a binaural setup is considered where both spatial and spectral features are computed to train a
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network to obtain an estimate of the Ideal Binary Mask (IBM) or the Ideal Ratio Mask (IRM) [83],
which is then applied as a real-valued gain to obtain the desired signal. All the above mentioned
methods involve explicit feature extraction steps, which is done in a microphone pairwise manner
and can leads to a combinatorial increase in computation cost for feature extraction as the number
of microphones increases. Also, for both the binaural methods, the spatial position of the desired
speech source was considered fixed [70] or known [73].
TF masking based methods that do not explicitly require or assume information regarding the
DOA of the speech source have also been proposed. In [72], neural networks with shared weights
for each channel were used to estimate an IBM, which was then utilized to compute the PSD
matrices of the desired speech and noise components to be utilized within a beamformer. As each
channel was treated separately, no spatial information was exploited to estimate the mask. A
similar approach was proposed in [74], where different ways of utilizing the masks obtained for the
individual channels was investigated within a beamformer. In a recent contribution [79], similar
to [72,74], single-channel bi-directional LSTM networks are first used for obtaining TF masks that
are used for PSD matrix estimation within Minimum Variance Distortionless Response (MVDR)
beamforming [1]. In addition to this, the beamformer output was then used for spectral feature
extraction and spatial features were also extracted which were then provided as an input to another
BLSTM network for mask estimation. In [75], an LSTM network was used to estimate the speech
and noise masks separately, which are then used for estimating the PSD matrices for an MVDR
beamformer. Although these methods have been shown to perform well, all the methods use
temporal average over multiple STFT time frames to estimate the PSD matrices which makes
them unsuitable for online processing.
In recent contributions [77, 78], different DNN based TF masking based methods have been
proposed for online speech enhancement. In [77], the network from [75] is used to obtain the
single-channel mask estimates, which are then used for frame-by-frame update of the desired signal
PSD matrix estimation for a minimum power distortion-less response (MPDR) [2] beamformer.
In [78], a DNN based single-channel online mask estimation and a spatial clustering based online
mask estimation technique were integrated to utilize both spectral and spatial features for mask
estimation and used for online mask based beamforming.
1.3.2 Challenges
After making major breakthroughs in single-channel speech enhancement, DNN based TF masking
methods have garnered popularity in multi-channel speech enhancement as well. However, if we
look at the current literature, a majority of these methods still employ single-channel networks
over the different channels separately to get an estimate of the TF masks and then the masks
are combined using a deterministic operation such as mean or median of the TF mask estimates.
Therefore, these methods are restricted to only learning from the spectro-temporal characteristics of
the signal components when estimating the mask. Even the few methods that try to utilize spatial
characteristics for discriminative learning do so in the form of microphone pair-wise features and
generally require information regarding the DOA of the speech source.
Our contribution in this thesis is to propose a DNN based multi-channel speech enhancement
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method that uses both spectral as well as spatial characteristics of the signals for discriminative
learning. The method is presented in Chapter 5, where we also study the estimation of both
IBM and IRM using the proposed method as well as analyze the use of both the masks for PSD
estimation and as a real valued gain.
1.4 Thesis Outline and Contributions
This thesis presents our contributions towards incorporation of robustness to DOA information
errors in microphone array signal processing specifically in the context of the approaches described
in the previous sections. All the methods in this thesis are developed in the STFT domain. The
structure of this thesis as well as the publications associated with each chapter are as follows:
Chapter 2 presents a CNN based DOA estimation method that takes phase of the STFT
coefficients of the microphone signals as the input and is trained using noise signals. The problem
of DOA estimation of both single as well as multiple speech sources is addressed. The chapter also
looks into the efficient design of the CNN for this task and its practical applicability.
• S. Chakrabarty and E. A. P. Habets, ”Broadband DOA Estimation Using Convolu-
tional Neural Networks Trained with Noise Signals,” IEEE Workshop on Applications
of Signal Processing to Audio and Acoustics (WASPAA), New Paltz, NY, 2017, pp. 136-140.
• S. Chakrabarty and E. A. P. Habets, ”Multi-Speaker Localization Using Convolu-
tional Neural Network Trained with Noise” Machine Learning for Audio Processing
(ML4Audio) Workshop at NIPS 2017
• S. Chakrabarty and E. A. P. Habets, ”Multi-Speaker DOA Estimation Using Deep
Convolutional Networks Trained with Noise Signals” IEEE Journal of Selected Topics
in Signal Processing, vol. 13, no. 1, pp. 8-21, March 2019.
• S. Chakrabarty and E. A. P. Habets, ”Multi-Scale Aggregation of Phase Information
for Reducing Computational Cost of CNN Based DOA Estimation”European Signal
Processing Conference (EUSIPCO) 2019
Chapter 3 provides a brief overview of the ISF framework along with a description of the
directional response function that provides the framework with the flexibility of being applicable
in different scenarios. An analysis method is proposed in this chapter to objectively evaluate the
influence of DOA estimation errors on the obtained directional response at the output of the ISF
compared to the desired response.
• S. Chakrabarty, O. Thiergart and E. A. P. Habets, ”A Method to Analyze the Spatial
Response of Informed Spatial Filters” Speech Communication; 12. ITG Symposium,
Paderborn, Germany, 2016, pp. 1-5.
Chapter 4 presents a Bayesian approach to ISF that is designed to be robust to DOA estimation
errors. The proposed method presents an indirect way of utilizing narrowband DOA estimates for
computing the directional constraints within the informed Linearly Constrained Minimum Variance
(LCMV) framework.
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Figure 1.2: Illustration of thesis contributions. The arrows indicate the relations between the topics ad-
dressed in the individual chapters.
• S. Chakrabarty, O. Thiergart and E. A. P. Habets, ”A Bayesian Approach to Spatial Fil-
tering and Diffuse Power Estimation for Joint Dereverberation and Noise Reduc-
tion” IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),
Brisbane, QLD, 2015, pp. 753-757.
• S. Chakrabarty and E. A. P. Habets, ”A Bayesian Approach to Informed Spatial Fil-
tering with Robustness Against DOA Estimation Errors,” IEEE/ACM Transactions
on Audio, Speech, and Language Processing, vol. 26, no. 1, pp. 145-160, Jan. 2018
Chapter 5 presents an online multi-channel speech enhancement framework that utilizes a DNN for
the estimation of TF masks. The proposed method in this chapter does not require the information
regarding the DOA of the desired speech source for the task of enhancement and is trained to be
independent of it while still utilizing both spatial as well as spectral characteristics of the speech and
the noise signals for discriminative learning. In this chapter, we investigate and do a comparative
study of the estimation of two different types of TF masks along with two different approaches for
using these masks for the task of speech enhancement.
• S. Chakrabarty, D. Wang and E. A. P. Habets, ”Time-Frequency Masking Based Online
Speech Enhancement with Multi-Channel Data Using Convolutional Neural Net-
works,” 16th International Workshop on Acoustic Signal Enhancement (IWAENC), Tokyo,
2018, pp. 476-480.
• S. Chakrabarty and E. A. P. Habets, ”Time-Frequency Masking Based Online Multi-
Channel Speech Enhancement with Convolutional Recurrent Neural Networks”
IEEE Journal of Selected Topics in Signal Processing, 2019.
Chapter 6 presents the overall conclusions from the different works in this thesis as well as ideas
for future research.
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An illustration of the thesis contributions is presented in Fig. 1.2. The arrows indicate the
relationship between the topics addressed in the different chapters of this thesis.
In addition to the above mentioned publications that are closely related to the chapters of this
thesis, the following publications also contributed in terms of better understanding and ideas for
further research during the course of this thesis.
• S. Chakrabarty, K. Kowalczyk, M. Taseska and E. A. P. Habets, ”Extended Kalman filter
with Probabilistic Data Association for Multiple Non-concurrent Speaker Local-
ization in Reverberant Environments,” IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), Florence, 2014, pp. 7445-7449
• S. Chakrabarty and E. A. P. Habets, ”On the Numerical Instability of an LCMV
Beamformer for a Uniform Linear Array,” in IEEE Signal Processing Letters, vol. 23,
no. 2, pp. 272-276, Feb. 2016 (Note: Appendix A of the thesis is based on this publication)
• S. Chakrabarty, D. Pilakeezhu and E. A. P. Habets, ”Head-orientation Compensation
with Video-informed Single Channel Speech Enhancement,”2016 IEEE International
Workshop on Acoustic Signal Enhancement (IWAENC), Xi’an, 2016, pp. 1-5.
• F. Sto¨ter, S. Chakrabarty, B. Edler and E. A. P. Habets, ”Classification vs. Regression
in Supervised Learning for Single Channel Speaker Count Estimation,” IEEE In-
ternational Conference on Acoustics, Speech and Signal Processing (ICASSP), Calgary, AB,
2018, pp. 436-440.
• F. Sto¨ter, S. Chakrabarty, B. Edler and E. A. P. Habets, ”CountNet: Estimating the
Number of Concurrent Speakers Using Supervised Learning,” in IEEE/ACM Trans-
actions on Audio, Speech, and Language Processing, vol. 27, no. 2, pp. 268-282, Feb. 2019.

CHAPTER 2
Direction-of-Arrival Estimation Using Deep Convolutional Neural
Networks Trained with Noise Signals
This chapter presents a Deep Neural Network (DNN) based supervised learning approach for
Direction-of-Arrival (DOA) estimation that is designed to be robust in reverberant and noisy en-
vironments. The proposed approach estimates the DOA of the plane wave corresponding to single
or multiple sound sources on the 2D horizontal plane, i.e., the approach focuses on azimuth esti-
mation. The proposed method utilizes a Convolutional Neural Network (CNN), that is a variant
of the standard fully connected neural networks.
Due to recent success of deep learning based methods across various signal processing related
tasks, ranging from automatic speech recognition to object recognition in images, several DNN
based supervised learning approaches have been proposed for the task of DOA estimation [29–37]. In
all these works, except [37], the DOA estimation problem is formulated as a classification problem,
where the angular range of interest is discretized with a pre-defined resolution to form multiple
classes and the DNN is used to estimate the posterior probabilities of these discrete DOAs classes.
In this work also, the DOA estimation problem is formulated as a classification problem. As
explained in Section 2.1, two possible formulations of the problem are studied. In the first case,
only single source activity is assumed per Short-time Fourier Transform (STFT) time frame and
the problem of assigning probabilities to different DOA classes given the input for a single time
frame is formulated as a multi-class classification problem. In the second case, it is assumed that
This chapter is partly based on:
[84] S. Chakrabarty and E. A. P. Habets, ”Broadband DOA Estimation Using Convolutional Neural
Networks Trained with Noise Signals,” IEEE Workshop on Applications of Signal Processing to Audio and
Acoustics (WASPAA), New Paltz, NY, 2017, pp. 136-140.
[85] S. Chakrabarty and E. A. P. Habets, ”Multi-Speaker Localization Using Convolutional Neural
Network Trained with Noise” Machine Learning for Audio Processing (ML4Audio) Workshop at NIPS 2017
[86] S. Chakrabarty and E. A. P. Habets, ”Multi-Speaker DOA Estimation Using Deep Convolutional
Networks Trained with Noise Signals” IEEE Journal of Selected Topics in Signal Processing, vol. 13, no. 1, pp.
8-21, March 2019
[87] S. Chakrabarty and E. A. P. Habets, ”Multi-Scale Aggregation of Phase Information for Reduc-
ing Computational Cost of CNN Based DOA Estimation” European Signal Processing Conference
(EUSIPCO) 2019
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multiple speakers can be active per STFT time frame. Therefore, the problem is formulated as a
multi-label multi-class classification problem. The final DOA estimation is performed on a signal
block, where all the frame-level probabilities are averaged over the time frames constituting a block
and assuming the number of speakers, L, within that block is known, the DOAs corresponding to
the classes with the L highest probabilities are chosen as the final DOA estimates. This approach
of estimating the DOA class probabilities at frame-level and obtaining the final DOA estimate
over a block of such frames makes the proposed system flexible in terms of the trade-off between
localization accuracy vs adaptability in dynamic acoustic scenarios as the complete post-processing
technique for the obtained frame-level probabilities can be determined based on the application.
By studying the traditional signal processing based methods for DOA estimation, especially
for far-field scenarios, it can be seen that most methods exploit the phase difference/time delay
information between the microphone signals to perform DOA estimation. Based on this observation,
in this work the phase component of STFT coefficients of the input signal are directly provided
as input to the neural network without involving any further feature extraction procedure. The
relevant features for DOA are learned by the CNN via training.
For the two different formulations of the problem, due to the different underlying assumptions
regarding the source activity the CNN design varies in terms of the size of the convolution filters
that is used. The two different CNN designs, namely Single source CNN (SCNN) and Multi-source
CNN (MCNN) are presented and described in Section 2.3. In this section, we also posit that our
choice of the filter sizes leads to requirement of M−1 convolution layers for the optimal performance
of the proposed approaches, which is then verified experimentally in Section 2.5.3.4. The latter part
of this section presents a proposed design modification to the original architectures that mainly aims
to reduce the computational complexity of the original SCNN and MCNN architectures by reducing
the number of required convolution layers.
One of the major contributions of the proposed work in this chapter is the use of synthesized
noise signals for training a neural network. In contrast to other methods where real-world signals
such as speech are used to train a neural network, we propose to use synthesized spectrally white
noise as the training signals. Since the input feature for the neural network in our work corresponds
to a single STFT time frame, the use of synthesized signals provides major advantages. First, there
is no requirement of real world signal databases for the generating the training data. Second,
when using speech signals, the STFT analysis window is generally small, therefore for the accurate
design of ground truth DOA labels for each time frame, an accurate Voice Activity Detection (VAD)
technique is required. Errors in the ground truth label design can adversely affect the training of
the neural network. The use of synthesized signals alleviates this problem and makes the training
data procedure simpler. For the two different proposed networks, SCNN and MCNN the training
data generation procedure is different due to the difference in assumptions regarding the source
activity. The training data generation method for both these networks are presented in Section 2.4.
In Section 2.5 the proposed approaches are evaluated with both simulated and measured data
and their performance is compared to two signal processing based DOA estimation methods. Ex-
periments are also conducted to evaluate the influence of source-array distance on the performance
of the methods. Experiments with real recordings are also presented. Section 2.6 concludes the
chapter.
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Figure 2.1: Block diagram of the proposed system.
2.1 DOA Estimation as a Classification Problem
The aim in this work is to utilize a CNN based supervised learning framework to estimate the DOAs
of a single or multiple simultaneously active sources by learning the mapping from the recorded
microphone signals to the DOA of the active speech sources using a large set of labeled data. A
point estimate of the DOA of the source(s) is obtained for signal blocks that consist of multiple
time frames of the STFT representation of the observed microphone signals. The block length is an
application-dependent parameter. For example, for dynamic sound scenes it might be preferable
to choose short block lengths in order to track the movement of the sources in the sound scene,
whereas in a scenario when it is known that the sources would be static, it is preferable to have
long block lengths for better accuracy.
For a DNN based supervised learning framework, the DOA estimation problem can be formulated
as either a classification or a regression problem. In this work, we opt for the classification approach.
As the first step, the whole DOA range is discretized to form a set of possible DOA values, Θ =
{θ1, . . . , θI}. A class vector of length I is then formed where each class corresponds to a possible
DOA value in the set Θ.In Fig. 2.1, a basic outline of a supervised learning framework that consists
of a training and a test phase is shown. In the training phase, the DNN is trained with a training
data set that consists of pairs of fixed dimension feature vectors for each STFT time frame and
the corresponding true DOA class labels. In the test phase, given the input feature representation
corresponding to a single STFT time frame, the first task is to estimate the posterior probability of
each DOA class. To estimate the posterior probabilities of each class, given an input corresponding
to a single STFT time frame, we propose two approaches:
• In the first approach, only a single sound source is assumed to be active per STFT time frame.
Therefore, the classification problem is formulated as a multi-class classification problem. The
corresponding CNN based method is termed as SCNN in the rest of this thesis.
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• In the second approach, the above constraint is relaxed and we allow for multiple active
sources per time frame. In this case, the problem is formulated as a multi-label multi-class
classification problem. For this, we assume an independent source DOA model, i.e., the spatial
location of the sources are independent of each other. Due to this assumption, multi-label
classification can be addressed using the binary relevance method [88], where the assignment
of each DOA class label to the input is treated as a separate binary classification problem.
The corresponding CNN based method is termed as MCNN in the rest of this thesis.
For both the above mentioned approaches, the design of the CNN as well as the training data
generation are different and discussed later in Sections 2.3 and 2.4, respectively.
With the estimate of the class posterior probabilities for the input corresponding to each time
frame, depending on the chosen block length, the frame-level probabilities are averaged over all
the time frames in the block. Finally, considering L sources, the final DOA estimates are given
by selecting the L DOA classes with the highest probabilities. Here, we consider the number of
sources L to be known.
2.2 Input Representation
One of the main aims of this work is to have a system learn the relevant features for the task of
DOA estimation via training rather than have an explicit feature extraction step to compute the
input to be given to the system. Let us consider an array of M microphones located at d1...M . To
obtain the input feature representation, the received microphone signals are first transformed to
the STFT domain using an Nf point Discrete Fourier Transform (DFT). In the STFT domain,
the observed signals at each Time-Frequency (TF) instance are represented by complex numbers.
Therefore, the observed signal can be expressed as
Y(n, k,dm) = A(n, k,dm)e
jϕ(n,k,dm), (2.1)
where A(n, k,dm) represents the magnitude component and ϕ(n, k,dm) denotes the phase compo-
nent of the STFT coefficient of the received signal at the m-th microphone for the n-th time frame
and k-th frequency bin.
In this work, the phase component of the STFT coefficients of the received signals is directly
provided as input to our system. The idea is to make the system learn the relevant feature for
DOA estimation from the phase component through training.
A graphical illustration of the input feature representation used in this work is shown in Fig. 2.2.
Let us consider that the phase component of the STFT representation of a single speech sample
with N time frames is shown on the left. Since the aim is to estimate the posterior probabilities
of the DOA classes at each time frame, the input feature for the n-th time frame is formed by
arranging ϕ(n, k,dm) for each TF bin (n, k) and each microphone m into a matrix of size M ×K,
which we call the phase map, where K = Nf/2 + 1 is the total number of frequency bins, upto
the Nyquist frequency, at each time frame and M is the total number of microphones in the array.
For example, if we consider a microphone array with M = 4 microphones and Nf = 256, then the
input feature matrix is of size 4× 129.
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Figure 2.2: Illustration of the input feature representation. M, N, K denote the number of total micro-
phones, time frames and frequency sub-bands for a single speech sample, respectively.
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Figure 2.3: SCNN Architecture.
Given the input representation, the next task is to estimate the posterior probabilities of the I
DOA classes using a CNN. The architecture of the CNN for the two different approaches described
in Section 2.1 is presented in the following.
2.3 DOA Estimation with CNNs
2.3.1 Network Architectures
CNNs are a variant of the standard fully-connected neural network, where the architecture typically
consists of one or more convolution layers followed by fully-connected networks leading to the
output [89]. Our main motivation behind using CNNs is to learn the discriminative features for DOA
estimation from the phase map input by applying small local filters to learn the phase correlations
at the different frequency sub-bands.
Given the phase map as the input, a CNN is used to estimate the posterior probability of each
of the DOA classes. Let us denote the phase map for the n-th time frame as Υ(n). Then the
posterior probability generated by the CNN at the output is given by p(θi|Υ(n)), where θi is the
DOA corresponding to the i-th class.
The SCNN architecture is shown in Fig. 2.3. In the convolution layers, small filters of size 2× 2
are applied to learn the phase correlations between neighboring microphones at adjacent frequency
sub-bands within the same filter. Since a single active source per time frame is assumed, the chosen
filter size aids in learning from the source activity at neighboring frequency sub-bands. These
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Figure 2.4: MCNN Architecture.
learned features are then aggregated by the fully connected layers for the classification task. The
proposed architecture consists of at most M − 1 convolution layers, where M is the number of
microphones, since after M − 1 layers performing 2D convolutions is no longer possible as the
microphone dimension of the input squashes down to 1 and the feature maps become vectors.
In Fig. 2.4, the MCNN architecture is presented. In contrast to SCNN, small filters of size 2× 1
are used. This design choice is made since in the case of multiple speakers neighboring frequency
bins might contain dominant activity from different speakers, therefore the filter size is chosen
to learn from the phase relations between neighboring microphones at each frequency sub-band
separately. Similar to SCNN, the learned features are aggregated using fully connected layers. The
MCNN architecture also consists of at M −1 convolution layers, since the microphone dimension is
reduced to 1 after the convolution layers, however it should be noted that the frequency sub-band
dimension in this case remains K due to the filter size. For the convolution as well as the fully
connected layers, in the SCNN as well as the MCNN architecture, we use the rectified linear units
(ReLU) [90] as the activation function.
While taking memory and computational constraints into account, we also performed validation
experiments in different acoustic scenarios to determine the filter size as well as the number of
feature maps per layer. Increasing the filter size along the frequency dimension was found to lack
robustness in acoustic conditions different from the training setup. Increasing the size along the
microphone dimension, beginning from the first layer, led to degradation in performance across
all conditions. Increasing the number of feature maps significantly increased the computation and
memory cost, but did not exhibit any significant performance improvement. Additionally, use of
pooling layers was also found to be detrimental to the performance.
An important design aspect of both the architectures is the number of convolution layers. We
posit that by using small filters of size 2× 1 in MCNN and 2× 2 in SCNN, with each subsequent
convolution layer after the first one, the phase correlation information from different microphone
pairs are aggregated by the growing receptive field of the filters, and to learn from the correlation
between all microphone pairs, M − 1 convolution layers would be required to incorporate this
information into the learned features. In Section 2.5.3.4, we experimentally demonstrate that
indeed M − 1 convolution layers are required to obtain the best DOA estimation performance for
a given microphone array and also show the efficiency of this design choice in terms of number of
free parameters.
Due to different assumptions regarding the number of active sources, the output layer of the
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proposed SCNN and MCNN architectures are different. For SCNN, since only a single DOA class is
assigned to the given input, the output is a softmax layer [91], which is essentially the generalization
of the sigmoid function for the multi-class scenario. For training, the network weights are optimized
with a cross-entropy loss.
For MCNN, since we utilize the binary relevance method [88] to tackle the multi-label classifi-
cation problem, the output layer of the CNN consists of I sigmoid units, each corresponding to a
DOA class. During training, the optimization of the network weights are done in terms of each
output neuron separately, using binary cross-entropy as the loss function.
Let us consider that the task of DOA estimation is performed for a signal block consisting of
N time frames. Then, the block-level posterior probability is obtained by averaging N frame-level
posterior probabilities for each θi, given by
pn(θi) =
1
N
n−N+1∑
n
p(θi|Υ(n)). (2.2)
From these computed average posterior probabilities, the L DOAs corresponding to the L classes
with the highest probabilities are selected as the final DOA estimates. It is also possible to utilize
more advanced inference methods, such as automatic local maxima detection [92], to obtain the
final DOA estimates given the estimated posterior probabilities. However, we mainly chose this
simple inference technique to demonstrate the effectiveness of the proposed approach.
2.3.2 Multi-scale Aggregation of Phase Information
In both the proposed architectures, we observed that M − 1 convolution layers are required based
on the choice of the size of the filters. This requirement of M −1 layers poses a practical limitation
on the applicability of the proposed architectures for microphone arrays with a large number of
microphones, i.e., large M , since this requirement leads to a high computational cost due to the
increased depth of the network. Additionally, there is also the possibility of encountering the
vanishing gradient problem due to the depth of the network. To overcome this, we propose to use
systematic dilations of the filters in the convolution layers to reduce the requirement of M − 1
convolution layers, thereby reducing the computational cost as well.
As stated earlier, a main reason for the requirement of M −1 convolution layers in both architec-
tures is the gradual aggregation of information in the feature space by the slowly growing receptive
field of the small filters used in the framework. A possible solution for this problem is to use larger
filters in each layer, however this can lead to an increase in the computational cost as well as the
number of trainable parameters. Additionally, in our early experiments, we found the use of larger
filters to be less robust in adverse acoustic conditions. We propose to incorporate systematic dilated
convolutions [93] for aggressive expansion of the receptive field of the convolution filters such that
phase information from all the microphones can be aggregated in fewer than M − 1 convolution
layers.
In the generic discrete convolution operation in CNNs, filters are applied to learn from adjacent
local parts of the input. This is also known as contiguous convolutions. In dilated convolutions,
based on the dilation factor, D, the applied filters are able to learn from distant elements in the
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(a) Contiguous convolution (b) Dilated convolution with
dilation factor of D = (1, 2)
Figure 2.5: Illustrative example of contiguous and dilated convolution.
input space while retaining the number of filter elements. It should be noted that in the case of 2D
convolutions, different dilation factors can be applied along the different dimensions of the filter.
An illustrative example, in context of the filters used in MCNN, of the difference between contigu-
ous convolution and dilated convolution is shown in Fig. 2.5. In Fig. 2.5(a), contiguous convolution
is shown where the filter is applied to two adjacent elements of the input matrix, while Fig. 2.5(b)
shows a dilated convolution operation with the same number of filter elements where a dilation
factor of 2 is applied along the column dimension of the filter. From Fig. 2.5(b), it can be seen
that by using dilated filters, the effective receptive field of the filters can be increased while keeping
the number of filter elements the same. The dilation factor mainly determines the size of the gap
between the filter elements along a certain dimension. It should be noted that a dilation factor of
1 leads to the contiguous convolution operation.
One of the main advantages of dilated convolutions is that with systematic inclusion of dilations
an exponential growth in the receptive field of the filters with each convolution layer can be achieved,
while the number of parameters grow linearly. This makes it a potent solution for our problem
of large computational cost due to the number of convolution layers. By exponentially expanding
the receptive field of the filters with each convolution layers, the relevant features from all the
microphones can be learned in less than M − 1 layers. Additionally, due to the linear growth in
the number of parameters, the memory requirement is not affected.
As the aim is to utilize the aggressive expansion of receptive field afforded by using dilated con-
volutions to reduce the requirement of M − 1 convolution layers within our proposed architectures,
SCNN and MCNN, keeping the number of elements in the filters same, the main design choice is
the dilation factor for each convolution layer.
One of the first things to note is that in the first convolution layer the dilation factor should be
1. This is required to avoid any loss of resolution in the feature space for the learned filters, since
a dilation factor of greater than 1 restricts the filters from learning from phase relations between
the neighboring microphones. In preliminary experiments, significant reduction in performance was
observed when using a dilation factor of greater than 1 in the first layer.
The choice of dilation factor for the subsequent layers depends on the desired reduction in the
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number of convolution layers. In the convolution layers, the number of parameters is generally
low since the size of the filters is significantly lower than the input dimensions and it relies on
weight-sharing to learn similar patterns at different locations in the input feature space. However,
the number of computations is generally high due to the striding of the filters through the complete
input space. Therefore, with the reduction in the number of convolution layers, a higher decrease
in the computational requirement can be observed compared to the reduction in the number of
trainable parameters for the complete architecture.
It should be noted that for the proposed architectures, with a specific choice of number of
convolution layers, the dilation factors of all the convolution layers should sum up to M − 1 such
that the microphone dimension of the output feature map after the last convolution layers is 1, as
once the microphone dimension is squashed to 1, no further 2D convolutions are possible. This
keeps the number of trainable parameters manageable while also having the filters cover the whole
microphone dimension of the input feature space.
In Section 2.5.3.5, different strategies for the incorporation of systematic dilation are experimen-
tally investigated for a microphone array with large number of microphones to analyze the effect
on DOA estimation performance.
2.4 Training with Synthesized Noise Signals
Since the task is to estimate the DOA of sound sources, where spatial characteristics of the sound
source is more important than the spectral characteristics, we propose to train the proposed net-
works using synthesized noise sources rather than real world signals like speech. Specifically, we
train the proposed neural network using spectrally white noise sources due to the simplicity of
synthesizing these signals. Alternatively, other synthesized signals with specific spectral activity
pattern can also be used.
There are some significant advantages of being able to train the network with synthesized noise
signals. First, for preparation of the training data set, we do not require any speech or recorded
signal databases. Second, it makes the design of ground truth labels easier. When using speech
signals, a voice activity detector (VAD) is generally required to detect silent frames [32, 33], since
features from silent frames do not contain useful patterns for training. Errors in detecting silent
frames can lead to inconsistent labels leading to error in training. This problem becomes even
more relevant when the aim is to localize multiple simultaneously active sources, since then for
each STFT time frame the activity of the individual sources need to be detected for the assignment
of the ground truth labels. Such problems can be avoided when using synthesized noise signals for
training.
The training data generation procedure can be segmented into two parts. The first part involves
the simulation of a diverse set of acoustic setups such that the trained network is robust across
different acoustic environments. This is done by the simulation of Room Impulse Responses (RIRs)
for different positions of sound sources and microphone arrays in different environments. In Algo-
rithm 2.1, the procedure for generating the simulated RIRs for training is described, where different
rooms with different array positions in each room along with different source-array distances are
selected, and the RIRs for each angular position at the specified distance is simulated for all the
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Algorithm 2.1 Generate RIRs
Require: Array with M microphones
1: Discretize DOA space for I discrete DOA values
2: Select R rooms with randomly assigned RT60 ∈ [0.2, 0.8]
3: for each r ∈ R do
4: Randomly select P array positions
5: Select D source-array distance values
6: for each p ∈ P do
7: for each d ∈ D do
8: Simulate RIRs for I DOAs and M mics using [94]
9: Save: I ×M RIRs
10: Save: NA RIR files . NA = R× P ×D
Algorithm 2.2 Generate Phase Maps for SCNN
Require: NA RIR files with I ×M RIRs each
1: for each na ∈ NA do
2: for each i ∈ I do
3: si = 2 s long white Gaussian noise signal
4: xi = si convolved with M RIRs for DOA θi
5: xi = xi + vi . vi: Uncorrelated noise
6: Xi = STFT(xi)
7: Wi = Phase(Xi) . Size(Wi) = M ×K ×Ni
8: for each n ∈ Ni do
9: Υ(n) = M ×K matrix for each time frame n from Wi
10: tn = I × 1 vector with i element as 1, rest 0
11: Concatenate all the computed phase maps Υ(n) into a tensor Υ of size M ×K ×NT
12: Concatenate all target vectors tn into a matrix T of size I ×NT . NT : Total time frames in
training dataset
Training data: {Υ|T}
microphones. The different acoustic conditions considered for the multi-condition training of the
CNNs are given in Table. 2.1. In this work, we select R = 5 rooms, P = 7 array positions in each
room and D = 2 different source-array distances for each array position.
In the second part of the training data generation procedure, the synthesized noise signals are
utilized as directional sources with spatially uncorrelated noise added to the directional signal
to make the trained network robust to noise. Due to the different frame-level source activity
assumptions for the design of SCNN and MCNN, the second part of the training data generation
procedure is different for the two networks and is described in the following sections.
2.4.1 Training Data Generation for SCNN
For SCNN, since only a single source is assumed to be active per time frame, spectrally white noise
signals of specific duration are convolved with the RIRs corresponding to each θi for a specific
position of the microphone array in a room. This procedure is repeated for different positions of
the array in rooms with different reverberation times and different source-array distances. The
pseudo-code describing the training data generation for the SCNN is presented in Algorithm 2.2.
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Algorithm 2.3 Generate Phase Maps for MCNN
Require: NA RIR files with I ×M RIRs each
1: for each na ∈ NA do
2: for each i ∈ I do
3: for j ∈ I and j 6= i do
4: si, sj = 2 s long white Gaussian noise signals
5: xi = si convolved with M RIRs for DOA θi
6: xj = sj convolved with M RIRs for DOA θj
7: xi = xi + vi
8: xj = xj + vj . vi,vj : Uncorrelated noise
9: Xi = STFT(xi)
10: Xj = STFT(xj)
11: Zi,j = Concatenate Xi and Xj along time axis and randomize TF bins as described
in Section 2.4.2
12: Wi,j = Phase(Zi,j) . Size(Wi,j) = M ×K ×Ni,j
13: for each n ∈ Ni,j do
14: Υ(n) = M ×K matrix for each time frame n from Wi,j
15: tn = I × 1 vector with i and j-th element as 1, rest 0
16: Concatenate all the computed phase maps Υ(n) into a tensor Υ of size M ×K ×NT
17: Concatenate all target vectors tn into a matrix T of size I ×NT . NT : Total time frames in
training dataset
Training data: {Υ|T}
2.4.2 Training Data Generation for MCNN
For MCNN, please recall that though the task of DOA estimation is performed for a block of
multiple time frames, in the proposed system the probabilities of the DOA classes are estimated
at each time frame. Therefore, using speech as training signals can be problematic since we would
require an extremely accurate voice activity detection method to avoid including silent time frames
in the training data, which can adversely affect the training. The problem of assigning accurate
ground truth DOA labels at the STFT time frame level becomes even more difficult when the aim
is to localize simultaneously active speakers. However, for such a case, using overlapping noise
signals for training is also not suitable, since at each TF bin, the phase component of the observed
microphone signals’ STFT coefficient is a non-linear combination of the phase of the individual
directional sources. This combination is dependent on the magnitude of the individual sources
at each TF bin. Therefore, if overlapping noise signals are used, the CNN needs to learn from
different non-linear combinations of the phases of the individual sources which would make the
learning process difficult for the CNN.
To effectively use synthesized noise signals to generate the training data for more than one source
per time frame, and taking into account that the aim is to localize speech sources, we utilize the
assumption two simultaneously active speech sources do not overlap in the TF domain. This is
known as W-disjoint orthogonality which has been shown to hold approximately for speech signals
with an appropriate choice of the time and frequency resolutions [95]. In the following, we explain
the procedure for generating the training data for a scenario with two active speakers.
As a first step, we generate the training signals for a single-source case by convolving the room
24 CHAPTER 2. DOA ESTIMATION WITH CNNS
Randomize TF bins across time axis for each sub-band
θ1 θ2
Figure 2.6: Illustration of the method used for generating the training data.
impulse responses (RIRs) corresponding to two different directions, for a specific acoustic condition
considered for training, with two synthesized white noise signals. Then, for a specific source-array
setup, the STFT representation of these two multi-channel signals, corresponding to two different
DOAs, are concatenated along the time frame axis. Following this, for each frequency sub-band
separately, the time-frequency bins for all microphones are randomized to get a single multi-channel
training signal. The phase map input is extracted from this signal by selecting the M ×K matrix
for each time frame. The randomization process is included here such that at each time frame of the
resulting training signal, the individual frequency sub-bands correspond to the individual activity of
one of the sources. Since the activity at each sub-band is randomized, the phase map input for each
frame would now include the activity from two directional sources, however at different frequency
sub-bands. This mimics the W-disjoint orthogonality property mentioned earlier. This also avoids
the problem of learning from different non-linear combination of the phases of the individual signals
which occurs if completely overlapping signals are used.
There are two important things to note regarding the randomization process. First, it is essential
that the randomization of the TF bins is done separately for each frequency sub-band, such that
the TF bins remain in the same frequency sub-band. This is essential since phase correlations are
frequency dependent. Secondly, it is essential that for each frequency sub-band, the TF bins for all
the microphones are randomized together, such that phase relations between the microphones for
the individual TF bins are preserved.
An illustration of this procedure is shown in Fig. 2.6. The figure on the left illustrates the
concatenated TF representation of two directional signals, originating from two different directions,
θ1 and θ2. Following the randomization procedure, it can be seen that at each time frame there
are approximately equal number of TF bins with activity corresponding to each of the two DOAs,
assuming the length of the concatenated signals was the same. The phase map is extracted from
this signal at each time frame. Thus, at each frequency sub-band of the phase map input to the
CNN, the phase of the STFT coefficients for all microphones correspond to one of the sources, θ1
or θ2. This makes the assumption of disjoint activity of signals implicit within the training data
generation. From this phase map, the CNN can learn the relevant features for localizing multiple
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Signal Synthesized noise signals
Room size R1: (6× 6) m , R2: (5× 4) m, R3: (10× 6) m, R4: (8× 3) m, R5: (8× 5) m
Array positions in room 7 different positions in each room
Source-array distance 1 m and 2 m for each array position
RT60 (s) R1: 0.3, R2: 0.2, R3: 0.8, R4: 0.4, R5: 0.6
SNR Uniformly sampled from 0 to 30 dB
Table 2.1: Configuration for training data generation. All rooms are 2.7 m high.
Signal Speech signals from LIBRI
Room size Room 1: (5× 7) m , Room 2: (9 × 4) m
Array positions in room 4 arbitrary positions in each room
Source-array distance 1.3 m for Room 1, 1.7 m for Room 2
RT60(s) Room 1: 0.38 , Room 2: 0.70
Table 2.2: Configuration for generating test data for experiments presented in Section 2.5.3.1 and 2.5.3.2.
All rooms are 3 m high.
speakers at each time frame from the individual TF bins that contain the phase relations across
the microphones for each source DOA separately.
By repeating the above mentioned procedure for all possible angular combinations and acoustic
conditions, we obtain the complete training dataset. Given the RIRs for all the different acoustic
conditions, generated using the procedure described in Algorithm 2.1, Algorithm 2.3 describes the
procedure for obtaining the training data using synthesized noise signals for all different acoustic
scenarios and angular combinations.
Please note that, in this work, the MCNN is trained to estimate the posterior probabilities of
DOAs of only two speakers given the phase map input for each STFT time frame. By following
the same procedure as described above the method can be extended for estimating the DOA class
posterior probabilities of more than two speakers per time frame. In Section 2.5.4, it is shown that
despite such a training procedure the proposed method can estimate the DOAs of more than two
speakers for a signal block with multiple time frames.
2.5 Experimental Evaluation
In this section, different experiments with simulated and measured data are presented to objectively
evaluate the performance of the proposed system. For all the experimental evaluations except the
one presented in Section 2.5.3.4, we consider a ULA with M = 4 microphones with inter-microphone
distance of 8 cm, and the input signals are transformed to the STFT domain using a DFT length
of Nf = 512, with 50% overlap, resulting in K = 257. The sampling frequency of the signals
is Fs = 16 kHz. To form the classes, we discretize the complete DOA range of a ULA with a
5◦ resolution to get I = 37 DOA classes, for both training and testing. In simulated conditions,
the performance is evaluated for single as well as two speaker scenarios. With measured RIRs,
we present the performance evaluation for only the two speaker scenario. In Section 2.5.4, we
demonstrate the ability of the proposed method to deal with varying number of speakers.
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2.5.1 Training Details
The different acoustic conditions considered for the multi-condition training of the proposed net-
works is given in Table. 2.1. The different rooms as well as positions inside each room are considered
to develop robustness in various acoustic conditions, whereas additionally the network is also trained
with varying levels of spatially white noise for robust performance in noisy scenarios.
Both SCNN and MCNN were trained in the same acoustic conditions. The CNNs were trained
using the Adam gradient-based optimizer [96], with mini-batches of 512 time frames and a learning
rate of 0.001. During training, at the end of the convolution layers and after each fully connected
layer, a dropout procedure [97] with a rate of 0.5 was used to avoid over fitting. The proposed
system was implemented in Keras [98].
2.5.2 Baselines and Objective Measures
The performance of the proposed methods are compared to two commonly used signal processing
based methods: Steered Response Power with Phase Transform (SRP-PHAT) [99], and broadband
MUltiple SIgnal Classification (MUSIC) [15]. For the broadband MUSIC method, to keep the
comparison similar with the other methods, the MUSIC pseudo-spectrum is computed at each
frequency sub-band for each STFT time frame, with an angular resolution of 5◦ over the whole
DOA space, and then it is averaged over all the frequency sub-bands to get the broadband pseudo-
spectrum. This is then averaged over all the time frames considered in a signal block and similar to
the proposed method, the L DOAs with the highest values are selected as the final DOA estimates.
Similar post-processing is also performed for the computed SRP-PHAT pseudo-likelihoods at each
time frame to get the final DOA estimates for a signal block.
For the objective evaluation, two different measures were used: Mean Absolute Error (MAE) and
localization accuracy (Acc.). The mean absolute error computed between the true and estimated
DOAs for each evaluated acoustic condition is given by
MAE(◦) =
1
LC
C∑
c=1
L∑
l=1
|θcl − θ̂cl |, (2.3)
where L is the number of simultaneously active speakers and C is the total number of speech mixture
segments considered for evaluation for a specific acoustic condition. The true and estimated DOAs
for the l-th speaker in the c-th speech sample are denoted by θcl and θ̂
c
l , respectively.
The localization accuracy is given by
Acc.(%) =
Ĉacc.
C
× 100, (2.4)
where Ĉacc. denotes the number of speech samples for which the localization of the speaker(s) is
accurate. In our evaluation, the localization of speaker(s) is considered accurate if the distance
between the estimated and the true DOA for all the speakers is less than or equal to 5◦.
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2.5.3 Experiments with Simulated RIRs
In this section, first, the performance of the proposed networks is evaluated for acoustic conditions
different from those considered during training, in the presence of varying levels of spatially uncor-
related white noise in Section 2.5.3.1. Then, we evaluate the performance in the presence of varying
levels of diffuse babble noise, a noise type which was unseen during training, along with a constant
level of spatially white noise in Section 2.5.3.2. For these performance evaluations, we consider both
single and two active speakers scenario and evaluate the performance of the compared methods for
the two cases separately.
The influence of the source-array distance on the performance of both SCNN and MCNN is
evaluated in Section 2.5.3.3 for the two speaker scenario. Since the basic design aspects of both
SCNN and MCNN, in terms of convolution filters and layers, are the same, in Section 2.5.3.4,
we study the influence of the number of convolution layers on the performance of MCNN for the
two speaker case and empirically demonstrate the requirement of M − 1 convolution layers for the
best localization performance. We also empirically investigate different strategies for aggressive
expansion of receptive field of the convolution filters to reduce this requirement.
The speech signals used for evaluation are taken from the LIBRI speech corpus. For the single
speaker case, thirteen speech utterances from different speakers were selected for each angular
position. The same thirteen utterances were used for all the angular positions to avoid the influence
of signal variation on the performance.
For the two speaker scenarios,with random selected speech utterances, five different two speaker
mixtures, each of length 2 s, were used. Since the angular space is discretized with a 5◦ resolution,
for the experiments with simulated RIRs in Section 5.3.4, it was ensured that the angular distance
between the two speakers in the different mixtures is at least 10◦. Therefore, for a specific source-
array setup in a room, each two speaker mixture is considered for each possible angular combination.
Since the speech utterances can have different lengths of silence at the beginning, the central
0.8 s segment of the mixtures was selected for evaluation. Considering an STFT window length
of 32 ms with 50% overlap, this resulted in a signal block of N = 50 time frames over which the
frame-level posterior probabilities are averaged for the final DOA estimation, as shown in (2.2).
The same inference technique is also employed for the single-speaker scenario.
2.5.3.1 Unseen Acoustic Conditions
To evaluate the performance of the methods, we consider acoustic environments different from the
training conditions. The acoustic parameters of the test setup is shown in Table 2.2.
Single-speaker localization In each room, the ULA is placed at four different positions and for
each array position, thirteen different speech samples are used for each discrete angular position.
Therefore, the total number of speech segments considered for evaluation is S = 13 ∗ 37 = 481.
The performance of the methods under test is evaluated for three different levels of spatially
white noise, with input SNRs of 10, 20 and 30 dB, for both the rooms and the results in terms of
the two considered objective measures are presented in Table 2.3. The shown results for each input
SNR were averaged over the four different array positions considered in each room.
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Test Room Room 1 Room 2
SNR 10 dB 20 dB 30 dB 10 dB 20 dB 30 dB
Measure MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc.
SRP-PHAT 3.81 92.3 3.17 95.0 2.43 97.5 4.24 89.4 3.94 91.4 3.80 93.5
MUSIC 1.66 98.5 1.12 99.8 0.83 100 2.80 96.1 1.58 99.2 1.04 100
SCNN 1.45 99.2 0.45 100 0.26 100 2.34 97.3 1.06 100 0.81 100
MCNN 1.92 98.1 1.27 99.4 0.95 100 3.29 94.4 1.35 97.7 0.96 100
Table 2.3: Results for single-speaker scenario in two different rooms with varying levels of spatially white
noise computed over 481 speech segments of 0.8 s for each array position. For each SNR, the
result is averaged over the four different array positions in the room.
Test Room Room 1 Room 2
SNR 10 dB 20 dB 30 dB 10 dB 20 dB 30 dB
Measure MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc.
SRP-PHAT 26.7 37.7 22.7 49.3 18.9 60.4 29.2 28.2 27.6 36.9 21.6 48.3
MUSIC 23.3 43.4 16.2 63.4 13.4 71.3 27.1 37.7 18.6 51.7 16.6 59.6
SCNN 15.3 71.3 5.2 89.4 1.8 96.9 17.6 49.8 4.7 85.3 3.3 94.8
MCNN 14.5 73.5 3.5 93.2 1.5 98.1 16.8 63.4 4.3 88.9 2.7 96.3
Table 2.4: Results for multi-speaker scenario for two different rooms with varying levels of spatially white
noise computed over 3150 speech segments of 0.8 s for each array position. For each SNR, the
result is averaged over the four different array positions in the room.
From the results it can be seen that for this simple scenario, all the compared methods per-
form well across different SNR conditions. It is interesting to see that in the room with lower
reverberation, MUSIC shows a better performance than MCNN. However, in the other room, the
performance of MCNN is slightly better than MUSIC in terms of MAE when the noise level is
lower. Among the proposed methods, SCNN performs better than MCNN, which is possibly due to
the fact difference in supervision of the two networks. The SCNN network is trained for multi-class
classification with a softmax output layer which constraints the sum of the class probabilities to sum
up to one. This is desirable in the single speaker case, restricting the assignment of high probability
to multiple classes. The MCNN network is trained for multi-label classification using individual
binary classifiers to estimate the probability of each class separately. Along with the fact that the
network was trained to estimate the probabilities of two DOA classes for input corresponding to
each frame, the MCNN network exhibits a worse performance compared to SCNN in the single
speaker scenario.
Overall, it can be seen that the proposed SCNN network shows the best performance, in terms
of both MAE and localization accuracy, across different SNRs of spatially uncorrelated noise.
Multi-speaker localization In the multi-speaker case, for each of the array positions in each
room, the two speakers from each of the five considered mixtures are placed at different angular
positions at the same specified source-array distance. For each array position, the total number of
mixtures considered for evaluation are S = 630 ∗ 5 = 3150, where 630 corresponds to the number
2.5. EXPERIMENTAL EVALUATION 29
of possible angular combinations with the constraint of 10◦ angular separation between the two
speakers for each of the five mixtures.
The performance of the three methods under test is evaluated for three different levels of spatially
white noise, with input SNRs 10, 20 and 30 dB, for both the rooms and the results in terms of the
two considered objective measures are presented in Table 2.4. The shown results for each input
SNR was averaged over the four different array positions considered in each room.
From the results, it can be seen that both the proposed methods are able to provide accurate
localization performance in acoustic environments that were not part of the training data. For
input SNR of 30 dB, both SCNN and MCNN manage to localize the two sources accurately in 96%
of the speech mixtures and show a very low MAE. As the noise level increases, the performance
worsens, however both methods always provide a much better localization accuracy and much lower
error compared to both MUSIC and SRP-PHAT.
Among the proposed methods, the MCNN network is able to better localize the two sources,
especially in terms of localization accuracy, compared to SCNN. As the SCNN is trained under
the assumption of a single active source per time frame, it can happen that for the 0.8 s segments
where the performance is evaluated, the two sources do not exhibit considerable individual activity
for the network to localize them accurately. The MCNN network is trained assuming multi-source
activity per time frame, therefore for this scenario it achieves a better localization performance
compared to SCNN.
Considering the same noise level, the performance of the proposed methods in both rooms are
relatively similar compared to the signal processing based methods which have a considerably better
performance in the less reverberant room (Room 1). One of the main reasons for this difference
can be the assumption of free-field sound propagation in the formulation of the signal processing
based methods which leads to considerable deterioration in their performance in more reverberant
conditions. In contrast, the proposed supervised learning based methods are trained in a diverse
set of acoustic conditions, leading to a much better robustness to adverse acoustic environments.
Overall, the MCNN network exhibits the best performance, in terms of both MAE and local-
ization accuracy, for all the different levels of spatially white noise in both rooms. Among the
two signal processing based methods, MUSIC performs much better since the averaged broadband
MUSIC pseudo-spectrum contains clearer peaks compared to SRP-PHAT which tends to exhibit a
flatter distribution over the DOAs.
2.5.3.2 Generalization to Unseen Noise Type
In the previous experiment, the performance of the proposed methods were evaluated for different
levels of spatially white noise, which is a noise type seen by the network during training. In this
section, we consider the presence of diffuse babble noise in the acoustic environment, which has
different spatial as well as spectral characteristics compared to white noise, and is a noise type with
which the CNNs were not trained. A 40 s long sample of multi-channel diffuse babble noise was
generated using the acoustic noise field generator [100], assuming an isotropic spherically diffuse
noise field. The generated babble noise was divided into 20 segments of 2 s each and randomly
chosen segments were added to each mixture.
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Test Room Room 1 Room 2
SNR −5 dB 0 dB 5 dB −5 dB 0 dB 5 dB
Measure MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc.
SRP-PHAT 6.4 86.3 4.2 88.9 3.3 90.8 12.7 73.5 7.8 83.1 4.3 89.3
MUSIC 5.9 90.0 3.6 97.1 0.6 99.8 8.5 82.9 4.4 93.1 1.4 99.3
SCNN 1.0 98.9 0.4 99.4 0.3 100 2.5 97.5 1.0 99.8 0.8 99.6
MCNN 7.6 90.2 1.8 100 0.4 99.8 13.1 80.2 3.3 95.6 0.9 100
Table 2.5: Results for single-speaker scenario in two different rooms with varying levels of babble noise
computed over 481 speech segments of 0.8 s for each array position. For each SNR, the result
is averaged over the four different array positions in the room.
Test Room Room 1 Room 2
SNR −5 dB 0 dB 5 dB −5 dB 0 dB 5 dB
Measure MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc.
SRP-PHAT 22.4 40.8 21.8 46.1 19.9 57.8 23.7 40.2 20.8 46.6 20.1 48.3
MUSIC 23.9 39.2 18.8 49.4 16.3 59.9 25.9 36.3 19.2 49.9 18.1 52.1
SCNN 6.9 87.8 2.4 96.8 1.3 98.6 8.7 80.0 3.3 94.9 2.1 97.5
MCNN 5.0 91.9 2.1 96.8 1.1 98.7 7.1 82.9 3.4 94.3 2.0 97.5
Table 2.6: Results for multi-speaker scenario in two different rooms with varying levels of babble noise
computed over 3150 speech segments of 0.8 s for each array position. For each SNR, the result
is averaged over the four different array positions in the room.
The performance of the methods was evaluated for three different input SNRs of babble noise: -5
dB, 0 dB and 5 dB, for both the single and multi-speaker scenarios. Along with diffuse babble noise,
spatially white noise with an input SNR of 40 dB was also added. Similar to previous experiment,
results for each input SNR of babble noise was averaged over the four different array positions
considered in each room.
Single-speaker localization The single-speaker localization results for the two different rooms
are shown in Table 2.5.
Though the proposed methods are not trained with diffuse babble noise, it can be seen from the
results that even at the lowest input SNR of -5 dB, the SCNN is able to perform accurate localization
of the speaker in both rooms for approximately 97% of the speech mixtures. Interestingly, for the
lowest SNR considered here, the MCNN shows even worse performance, especially in terms of
MAE, compared to the signal-processing based methods. This can be attributed to the training
of the network assuming multi-speaker activity at each time frame. As babble noise tends to be
spatially coherent at lower frequencies, when the noise level is very high, in the single-speaker case,
the MCNN tends to assign high probability to directions other than the speaker direction.
Overall, it can be seen that as the noise level increases, the difference in performance between
the SCNN and the other methods is higher. Among the signal-processing based methods, similar
to the previous experiment, MUSIC performs better than SRP-PHAT, and at the highest noise
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Figure 2.7: Example of estimated frame-level probabilities for a 0.8 s segment, with 50 STFT
time frames, of the different compared methods. These results correspond to a multi-
speaker scenario at one of the array positions in Room 1 with 0 dB babble noise.
level it is even better than MCNN.
Multi-speaker localization The multi-speaker localization results for the two different rooms
are shown in Table 2.6.
Similar to the single-speaker case, it can be seen that even at the lowest input SNR of -5 dB,
the proposed methods are able to perform accurate localization of the two speakers in both rooms
for approximately 90% of the speech mixtures. Since we consider an isotropic spherically diffuse
noise field, the spatial coherence of the babble noise is frequency dependent whereas white noise
is incoherent for all frequencies. Despite this difference, since the proposed method is trained to
localize directional sources and due to multi-condition training, as long as the noise source is not
directional the proposed methods can provide good performance.
If the results from Table 2.4 are compared to Table 2.6, it can be seen that the deterioration
in performance of the proposed method, in terms of the objective measures, as the noise levels
increase is more prominent when white noise is considered compared to diffuse babble noise. The
main reason for this difference is the spectral characteristics of the two different types of noises. On
one hand, spatially white noise is present across the spectrum, therefore the input features at all
frequency sub-bands are equally affected. On the other hand, babble noise is mostly dominant at
low frequencies, therefore since each filter kernel in the convolution layers of the CNN learns from
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Figure 2.8: Array setup for experiment presented in Section 2.5.3.4.
the complete input feature space, the filters are able to extract the relevant features for localization
from the high SNR regions of the input to compensate for the lack of information in the low SNR
regions.
Overall, the proposed methods provide a much better localization accuracy and lower error than
the signal processing based methods, with the difference in performance being significant across
different input SNRs of diffuse babble noise. This is in contrast to the single-speaker scenario, where
the signal-processing based methods showed comparable performance to the proposed methods even
in low SNR conditions. The MCNN shows the best localization performance among all the compared
methods with the difference between the MCNN and SCNN being significant at the lowest SNR of
babble noise. As the SNR increases, the difference in performance becomes less significant.
For a better understanding of the difference between the CNN based proposed approaches and
the two signal processing based methods considered here, an example of the estimated frame-level
probabilities for the different DOA classes is presented in Fig. 2.7 for all the compared methods.
These results correspond to a multi-speaker scenario where the microphone array placed at one of
the four arbitrary positions in Room 1 with the babble noise added to the signal at 0 dB input
SNR. From the figures, it can be seen that for both MCNN and SCNN, the estimated frame-level
probabilities are concentrated around the true DOAs, whereas for the two signal processing based
methods, MUSIC and SRP-PHAT, the estimated frame-level probabilities are more dispersed over
the whole DOA range leading to a worse performance compared to the proposed approaches.
2.5.3.3 Influence of Source-array Distance
The CNNs used for the earlier evaluations were trained for each room and array position for two
specific source-array distances of 1 m and 2 m. To investigate the influence of source-array distance,
in this part, the localization performance of the proposed methods are evaluated for varying source-
array distances.
Setup For this experiment, we simulated a room with dimensions 10 × 11 × 3 m3 and a rever-
beration time of 0.38 s. The test data was generated for three different array positions. For each
of these array positions, the sound sources were placed at distances varying from 0.4 m to 3 m. It
should be noted that both the speakers were placed at the same distance for each setup. A single
two speaker mixture was used and spatially white noise was added resulting in input SNR of 20
dB.
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Figure 2.9: Results for the experiment showing the performance of the proposed method for increasing
source-array distances presented in Section 2.5.3.3.
Results The results for this experiment, in terms of both MAE and localization accuracy, is
shown in Fig. 2.9. Each point in the plot corresponds to a specific source-array distance. For
each of these points, the measures were averaged over all possible angular combinations for the two
speakers at each of the different array positions in the room.
The first thing that can be noticed from the shown plot is that the performance curve of both
proposed methods over different values of source-array distances follows similar trend. It can be
seen that when the sources are very close to the microphone array the error in localization is higher,
since the CNNs were trained considering a far-field scenario, however for very small source-array
distances, the sources are essentially in the near-field of the array. The minimum error as well as
maximum accuracy in localization can be observed for the two specific distances of 1 m and 2 m,
which were part of the training setup. Additionally, for distances close to these training distances,
the errors are also relatively lower. When the sources are between the two training distances, the
errors are slightly higher, however if we observe the absolute value of the MAE as well as the
accuracy, the degradation in performance is not significant. Similarly for distances larger than 2
m, it can be seen that the localization performance deteriorates slightly for both networks.
Overall, observing the absolute value of the objective measures, it can be seen that though the
networks are trained with two specific source-array distances, there is a small deterioration in
performance for other distances, except when the sources are very close to the microphone array.
This can be attributed to slight over-fitting to the two specific distances for which the network were
trained. Using random sampling to select the source-array distance for each setup would overcome
this problem, however, it would require multiple sampling iterations to have a balanced dataset in
terms of these distances. Due to resource constraints, this option was not considered in this work.
2.5.3.4 Influence of Number of Convolution Layers
In this section we empirically demonstrate that given the choice of small filters of size 2× 1 for all
the convolution layers, with the aim to learn the relevant features for localization from the phase
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Figure 2.10: Results for the experiment on the influence of convolution layers on MCNN presented in
Section 2.5.3.4.
Signal Speech signals from LIBRI
Room size Room 1: (4 × 7) m , Room 2: (9 × 7) m
Array positions in room 3 arbitrary positions in each room
Source-array distance 1.3 m for Room 1, 2.1 m for Room 2
RT60 Room 1: 0.38 s , Room 2: 0.52 s
SNR 20 dB and 30 dB
Table 2.7: Configuration for generating test data for the experiments in Section 2.5.3.5. All rooms are 3 m
high.
correlations at neighboring microphones, we show that the number of convolution layers need to be
M − 1 to obtain the best localization performance. Since these design aspects are similar to both
the proposed networks, the evaluation is only done for the MCNN.
Setup For this experiment we consider a ULA with 8 microphones with an inter-microphone
distance of 2 cm. From this array, we select two sub-arrays, one with 6 microphones and the other
with 4 microphones that are formed by selecting the respective number of middle microphones from
the main eight element array, as shown in Fig. 2.8, to get a ULA with M = 6 and another ULA
with M = 4, respectively. All the arrays have the same inter-microphone distance and array center.
Using the same training data configuration from previous experiments (Table 2.1), multiple
MCNNs with number of convolution layers varying from 2 to M − 1 are trained for each of the
arrays. The number of convolution layers is restricted to M − 1 since further 2D convolution layers
are not possible as the microphone dimension of the phase map input is reduced to 1 after the M−1-
th layer. For the eight microphone array, 6 MCNNs are trained, whereas for the six microphones
and the four microphone array, 4 and 2 MCNNs are trained, respectively. All the networks were
trained with the same amount of data. To analyze the performance of the 12 different trained
networks, test data corresponding to the Room 1 configuration in Table 2.2 is generated for each
of the arrays. Spatially white noise is added for an input SNR of 30 dB.
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Figure 2.11: Results for the experiment on performance of the different dilation strategies compared to
MCNN presented in Section 2.5.3.4.
Results The results for this experiment, in terms of both MAE and localization accuracy, is
shown in Fig. 2.10. In the figures, the center of the circle markers correspond to the value of the
objective measure and the area of the markers denote the number of trainable/free parameters for
that specific network.
The first trend that can be noticed from the figures is that for each of the arrays, as the number
of convolution layers is decreased from M −1 the performance of the networks degrades in terms of
both MAE and localization accuracy. This shows that with small filters of size 2× 1, to aggregate
the phase correlation features from all the microphone pairs in an array, M − 1 convolution layers
are required. When lesser number of convolution layers are used, as the same filter size is used in
each of these layers, phase correlation information from all microphone pairs are not incorporated
into the learned features leading to deterioration in performance.
It can also be seen from the figures that the best localization performances of the three arrays
is different and it is better for the array with higher number of microphones. This difference in
performance comes from the different apertures of the considered arrays, and similar to signal
processing based localization methods, here also we observe better performance for a ULA with a
larger aperture.
In Fig. 2.10, we also observe that as the number of convolution layers is decreased the number of
trainable/free parameters increases, as depicted by the area of the markers for each network. From
Fig. 2.4, it can be seen that when M−1 convolution layers are used, the size of each feature map at
the end of the convolution layers is always 1×K. As the number of convolution layers is decreased
the size of each feature map at the end of the convolution layers actually becomes larger leading to
a larger number of trainable/free parameters for the complete network. This further demonstrates
the need of M −1 convolution layers, as very large number of free parameters can lead to problems
of over fitting, if the amount of available training data is not sufficient.
Since the requirement of M − 1 convolution layers is mainly related to the aggregation of infor-
mation in the feature space by the slowly growing receptive field of the small filters used in our
framework, incorporation of systematic dilation for a more aggressive expansion of the receptive
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Architectures Conv. Layers FLOPs (×106) FLOPs (w.r.t MCNN) Tr. Parameters (×106)
MCNN 7 53.14 1 8.75
F2342 4 35.24 0.66 8.84
D1123 4 32.08 0.60 8.73
D133 3 19.45 0.36 8.72
Table 2.8: Number of convolution layers, number of FLOPs and number of trainable parameters for the
different compared architectures.
field of the filters was proposed in Section 2.3.2. In the following, we empirically investigate differ-
ent strategies for the employment of systematic dilation of the filters in the convolution layers of
MCNN and compare the performance to MCNN with contiguous convolutions.
2.5.3.5 Influence of Different Receptive Field Expansion Strategies
For this experimental investigation, we select the ULA from the previous experiment with 8 mi-
crophones and an inter-microphone distance of 2 cm. To investigate the difference in performance
due to different design choices regarding the convolution filters, we compare the performances of
the following architectures:
• MCNN
• MCNN with contiguous convolutions with larger filters after the first convolution layer. We
reduce the number of convolution layers to be 4, with filters of size 2 for the first layer,
followed by filters of size 3,4 and 2. This architecture is referred as F2342.
• MCNN with dilated convolutions and 4 convolution layers. The dilation factors starting from
the first convolution layer are 1,1,2 and 3. This architecture is referred as D1123.
• MCNN with dilated convolutions and 3 convolution layers. The dilation factors starting from
the first convolution layer are 1,3 and 3. This architecture is referred as D133.
In total, 9 different MCNNs were trained for this experiment. The number of fully connected
layers, as well as the activation functions were same for all the networks. All the networks were
trained using the training data considered in the previous experiment. The acoustic conditions for
test for this experiment are given in Table 2.7.
Computation and Memory Requirement Here, we look at the computation and memory
requirements for the different architectures introduced in the previous part. The computational
requirement is presented in terms of the number of floating point operations (FLOPs) required for
a single forward pass of the input phase map through the network. For each convolution layer, the
FLOPs are computed as the product of three dimensions (height, width , depth) of the input map
and the dimensions of the filters. For the fully connected layers, the number of FLOPS is given as
a product of the input and the output vector lengths. The memory requirement is given in terms
of the total number of trainable parameters (including bias terms) in each architecture.
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The number of convolution layers, and the computation and memory requirements for the dif-
ferent compared architectures is shown in Table 2.8. For MCNN, the computation and memory
requirement for only the network with M − 1 = 7 convolution layers is shown.
It can be seen in Table 2.8, that the memory requirement for the different architectures are quite
similar. In CNN architectures where the convolution layers are followed by fully connected layers,
most of the trainable parameters are found in the layer connecting the output of the convolution
layers to the fully connected layer. Since all the architectures have the same dimension of the feature
maps at the output of the convolution layers and the same number of neurons in the adjoining fully
connected layer, their memory requirements are similar. The network with larger filters (F2342)
has the highest memory requirement due to the application of larger filters.
Though the memory requirement for the different architectures is similar, the number FLOPs
for the networks with dilated convolutions (D1123, D133) and larger filters (F2342) are much lower
than the previously proposed architecture (Table 2.8). For the network D133, where higher dilation
factor is applied in the early convolution layers for a more aggressive expansion of the receptive
field of the filters, the number of FLOPs is almost a third of that of the baseline architecture. For
the network with dilated convolutions with a more gradual expansion of the receptive field (D1123),
the number of FLOPs is 60% of the baseline architecture. It can also be seen that by using larger
filters, the number of FLOPs can be reduced by 35% for the microphone array setup considered
here.
Therefore, we see that by introducing the proposed modifications to the network, a considerable
reduction in computational requirement can be achieved while keeping the number of trainable
parameters similar to the baseline architecture. However, the influence of these modifications on
the DOA estimation performance of the network needs to be evaluated, which is presented in the
following.
Results The performance of the architectures under test, in terms of both MAE and localization
accuracy, is shown in Fig. 2.11. In the figures, the center of the circle markers correspond to
the value of the objective measure and the area of the markers denote the number of trainable
parameters for that specific architecture. Due to space constraints, we present results averaged
over the different acoustic conditions considered in Table 2.2.
For the baseline architecture, it can be seen that by simply reducing the number of convolu-
tion layers, there is considerable degradation in performance, both in terms of MAE and accuracy.
Additionally, the number of trainable parameters also increase. By using large filters with 4 convo-
lution layers (F2342, green in Fig. 2.11), an improvement of 8◦ in terms of MAE and 16% in terms
of accuracy can be seen compared to the baseline architecture with 4 convolution layers. Using
dilated convolutions and an aggressive receptive field expansion strategy (D133, pink in Fig. 2.11),
slightly better performance than F2342 is achieved with only 3 convolution layers but compared
to the baseline architecture with 7 layers, there is a loss of 7% in terms of accuracy and the MAE
increases by 4◦. The best performance is achieved by the D1123 network (gray in Fig. 2.11), which
consists of 4 convolution layers and goes for a gradual expansion of the receptive field.
From the results, we see that by using systematic dilations with a gradual expansion strategy,
performance similar to the baseline network with M − 1 convolution layers is achieved for the
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RT60 0.160 s 0.360 s 0.610 s
Distances 1 m 2 m 1 m 2 m 1 m 2 m
Measure MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc. MAE Acc.
SRP-PHAT 12.8 75.0 15.3 64.2 15.8 61.8 19.8 49.2 15.3 57.4 21.5 42.9
MUSIC 4.9 87.0 9.3 78.2 10.4 72.8 15.2 54.2 11.3 70.7 18.5 47.3
SCNN 2.1 91.2 3.8 85.1 3.4 87.8 4.2 80.4 3.4 85.1 4.2 83.2
MCNN 2.0 89.7 3.4 86.1 3.2 88.2 4.3 79.9 3.1 85.5 4.4 80.2
Table 2.9: Results for multi-speaker scenario with measured RIRs.
considered scenario, with a reduction of 40% in FLOPs. With an aggressive expansion strategy
for the receptive field of the filters, the computation requirement can be reduced by 64% (D133),
however there is degradation in performance compared to the baseline network with M − 1 layers.
2.5.4 Experiments with Measured RIRs
For the experiments with measured RIRs, we used the Multichannel Impulse Response Database
from Bar-Ilan University [101]. The database consists of RIRs measured at Bar-Ilan University’s
acoustics lab, of size 6× 6× 2.4 m3, for three different reverberation times of RT60 = 0.160, 0.360,
and 0.610 s. The recordings were done for several source positions placed on a spatial grid of
semi-circular shape covering the whole angular range for a linear array, i.e., [0◦, 180◦], in steps of
15◦ at distances of 1 m and 2 m from the center of the microphone array.
The recordings were done with a linear microphone array with three different microphone spac-
ings. For our experiment, we chose the [8, 8, 8, 8, 8, 8, 8] cm setup [101], which consists of eight
microphones where the distance between the microphones is 8 cm. We selected a sub-array of the
four middle microphones out of the total eight microphones used in the original setup, to have a
ULA with M = 4 elements with an inter-microphone distance of 8 cm, which corresponds to the
array setup used in experiments with simulated RIRs. Therefore, the CNNs trained with simu-
lated data used for the earlier evaluations in Section 2.5.3.1 and 2.5.3.2 were also used for these
experiments.
For these experiments, we only consider the challenging multi-speaker scenario. We used the same
five mixtures from earlier, with the total number of mixtures for evaluation being C = 76∗5 = 380,
where 76 is the number of all possible angular combinations with discretization of the complete
DOA space of a ULA with 15◦ resolution.
The results for all the different reverberation times and source-array distances are shown in Table
2.9. For this experiment, spatially white noise was added to each mixture resulting in an input
SNR of 30 dB.
Even when trained with simulated data only, the results show that the proposed networks are
able to provide very good localization performance in real conditions, even when the sources are
placed far from the array in reverberant conditions. The performance of all the compared methods
is better when the sources are close to the array, however the difference in performance, for different
distances, for the signal processing based methods is considerable since the effect of reverberation
is more significant when the sources are further away from the array.
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Overall, the proposed methods provide significantly better performance compared to both MUSIC
and SRP-PHAT, and the difference is more prominent as the acoustic environment becomes more
reverberant.
Dynamic Acoustic Scenario In all the previous experiments, we considered the two speaker
scenario for the evaluation of the performance of the proposed method. In this experiment we
show that even though the CNNs are trained to estimate the frame-level posterior probabilities of
a maximum of one (SCNN) or two (MCNN) sources, with the proposed method it is possible to
estimate the DOA of more than two sources for a short segment. Simultaneously, it is also shown
that since the input to the CNNs is the phase map for a single STFT time frame, the proposed
methods are also able to handle dynamic acoustic scenarios where the number of speakers changes
over time.
For this experiment, we consider the reverberation time of 0.36 s and source-array distance of 2
m from the measured RIR database used in the previous experiment. A 6 s speech mixture segment
is created where for the first 1 s only one source from 60◦ is active. For the next 2 s, an additional
source is active from 105◦. A third source from 135◦ is active for the next 2 s along with the first
two sources. For the final 1 s duration, only the third source is active. The source activities for each
segment and the corresponding ground truth DOAs of the sources are shown in the bottom figure
of Fig. 2.12(a). Spatially white noise and diffuse babble noise are added to the speech mixture
resulting in input SNRs of 40 dB and 5 dB, respectively.
The estimated frame-level probabilities for the MCNN and SCNN are depicted in the top and
middle figures of Fig. 2.12(a), respectively. From the figures, it can be seen that the estimated
frame-level probabilities for both networks are concentrated around the true source DOAs. In
the segment S1, where only one speaker is active, it can be seen that the MCNN tends to assign
high probability to a different source direction along with the true source DOA. Such a behavior
possibly leads to the non-robust performance in the single source scenario that was observed in
Section 2.5.3.1. In contrast, the estimated frame-level probabilities from the SCNN does not have
such spurious probability assignments.
In Fig. 2.12(b), the frame level probabilities are averaged over the time frames in each segment
and then normalized to a maximum value of 1. This specific normalization is done for the purpose
of visualization only. From these figures, it can be seen that the both networks exhibit clear
peaks at the true source DOAs which lead to the superior performance of the proposed method in
previously presented evaluations even with the simple post-processing method considered in this
work for obtaining the final DOA estimates. It can also be seen that in the segment S3, where
three sources are simultaneously active, even for the SCNN, clear peaks are visible at all the three
true source DOAs for both networks.
2.5.5 Experiments with Real Recordings
To further analyze the practical applicability of the proposed approach, we conducted experiments
with real speech recordings. The recordings were done in a seminar room at Fraunhofer IIS, of size
9.8× 5× 2.9 m3 with a reverberation time of RT60 ≈ 0.43 s. The room consists of multiple tables
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(a) Frame level DOA probabilities for the MCNN (top) and SCNN (middle). The
ground truth DOAs and source activities for each segment are shown in the bottom
figure.
S1 S2 S3 S4
(b) Normalized histogram computed from the frame level probabilities for each
segment. The Blue and the Pink lines correspond to MCNN and SCNN, respec-
tively. The black dashed lines show the true DOA of the sources active in that
segment.
Figure 2.12: Results for experiment presented in Section 2.5.4 with measured RIR and a four
microphone ULA. The reverberation time of the room is 0.36 s with the source
placed 2 m away from the array center. Spatially uncorrelated noise and diffuse
babble noise were added to the mixture signal with input SNRs of 40 dB and 5 dB,
respectively.
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(a) Frame level DOA probabilities for MCNN (top) and SCNN (second from top). The ground
truth DOAs and source activities for each segment are shown in the two bottom figures.
S1 S2 S3
(b) Normalized histogram computed from the frame level probabilities of N = 50 time frames
for each segment. The Blue and the Pink lines correspond to MCNN and SCNN, respectively.
The black dashed lines show the true DOA of the sources active in that segment.
Figure 2.13: Results for experiment with real recordings presented in Section 2.5.5.1.
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and chairs along with a white-board at the front and a projector mounted on the ceiling.
For the recordings, we used a ULA with M = 4 AKG cardioid microphones and an inter-
microphone distance of 8 cm, similar to the array considered in Sections 2.5.3 and 2.5.4. The array
was mounted on a stand at a height of 1.45 m from the floor. The CNNs trained with simulated
data used for the earlier evaluations in Section 2.5.3.1, 2.5.3.2 and 2.5.4 were also used for these
experiments. Please note that the CNNs were trained assuming omni-directional microphones.
Also, no phase or position calibration was performed prior to recording.
We considered two recording setups with different speaker combinations at different spatial po-
sitions. The recording setups and the corresponding results are described in the following.
2.5.5.1 Recording Setup 1
In the first setup we consider a female and a male speaker positioned at 115◦ and 70◦, respectively.
The female speaker was at a distance 2.5 m from the array center whereas the male speaker was at
a distance of 2.2 m. This recording was 27 s long, where the female speaker first spoke in Spanish
for about 6 s followed by short period of silence. It was then followed by the male speaker speaking
in English for few seconds followed by another short period of silence. In the final segment, both
speakers spoke in their respective languages at the same time for about 6 s. The speakers read
excerpts from their mobile phones, therefore were not always facing the array and head movements
were unavoidable.
The complete recording was transformed to the STFT domain using the same parameters as
earlier and the phase map for each STFT time frame was given as input to the CNN. The localization
result for this recording setup with the proposed method is shown in Fig. 2.13. In Fig. 2.13(a),
the estimated frame-level probabilities of the two proposed networks, the ground truth and the
spectrogram of the recording are shown. In Fig. 2.13(b), the averaged probabilities for the three
distinct speech activity segments are shown. For the averaging, N = 50 time frames from the
different segments were selected.
From the results, it can be seen that even though the CNN was trained with simulated data, it
is able to accurately localize simultaneously active human speakers in a real scenario. Also, the
mismatch between the microphones considered for training and those used for the recording does
not hamper the localization ability of the proposed method. From the figures showing averaged
probabilities for each DOA class, it can be seen that in the single speaker segments the highest
peaks correspond to the true DOA of the speaker. In the segment with simultaneous activity of
the speakers also, the two highest peaks correspond to the true speaker DOAs.
The silence periods in the recordings were introduced to demonstrate the behavior of the proposed
method when there is no speech activity. From the estimated frame-level probabilities for these
segments, it can be seen that the proposed networks do not assign a high probability to any specific
DOA class, rather all the DOA classes get assigned low probabilities leading to an almost uniform
distribution across all the DOA classes. This behavior is more prominent for the SCNN as the sum
of the class probabilities are constrained to 1 at the output of the network due to the use of a softmax
output layer. Such a behavior makes the proposed approaches suitable for practical purposes as
these silence or no speech activity periods can be explicitly detected via simple thresholding.
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(a) Frame level DOA probabilities for MCNN (top) and SCNN (second from top). The ground
truth DOAs and source activities for each segment are shown in the two bottom figures.
S1 S2 S3
(b) Normalized histogram computed from the frame level probabilities for each segment. The
Blue and the Pink lines correspond to MCNN and SCNN, respectively. The black dashed lines
show the true DOA of the sources active in that segment.
Figure 2.14: Results for experiment with real recordings presented in Section 2.5.5.2.
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2.5.5.2 Recording Setup 2
In this setup, we considered a more challenging scenario with two male speakers positioned at
115◦ and 100◦, at distances of 2.5 m and 2 m, respectively. The female speaker from the previous
setup was substituted by a German speaking male speaker at the same position while the English
speaking male speaker was moved closer to the other speaker. This recording was 25 s long with
the speech activity pattern similar to the previous setup.
The results for this setup are shown in Fig. 2.14. From the estimated frame-level probabilities,
it can be seen that the proposed networks are able to accurately localize simultaneously active
human speakers positioned 15◦ apart in a real scenario. From the averaged probabilities for the
corresponding segment, it can be seen that the even for this challenging scenario, the two highest
peaks correspond to the true speaker DOAs. A similar behavior to the previous setup can be
observed during the silence periods.
2.6 Summary
A CNN based supervised learning approach to broadband DOA estimation was presented in this
chapter. The salient aspects of the proposed approach include directly using the phase components
of the STFT coefficients of the microphone signals as input to the CNN and training the neural
network with synthesized noise signals instead of real world signals such as speech. The proposed
approach utilizes the phase information from only the current time frame to estimate the posterior
probabilities of discrete DOA classes which are then combined over a block of time frames to get
the final DOA estimate, making the system suitable for online DOA estimation.
Two different approaches to the task, with different assumptions regarding the per frame source
activity were presented. Through experimental evaluation it was shown that both methods provide
significantly superior DOA estimation performance compared to SRP-PHAT and MUSIC, especially
for multi-speaker localization. For the MCNN architecture, it was observed that since the network is
trained using data with simultaneous activity of two speakers in every time frame, it lacks robustness
in noisy conditions when only a single speaker is active. In contrast, the SCNN network, though
trained with only single speaker activity per time frame, exhibits comparable performance to the
MCNN even in multi-speaker scenario.
By analyzing the influence of source-array distance on the performance of the proposed methods,
we found that due to the training with only two different distance values, some form of over-fitting
can be observed in the results, though the deterioration in performance is not significant.
In terms of the design of the proposed networks, it was empirically shown that for a microphone
array with M microphones, M − 1 convolution layers are required for the best localization per-
formance. It was also shown that such a choice leads to lesser number of trainable parameters.
The choice of M − 1 convolution layers is required for the aggregation of the phase correlation
information from all microphone pairs in the extracted feature, when using contiguous convolution
operations. We also investigated the incorporation of systematic dilation of the convolution filters
to reduce the computational complexity of the networks by reducing number of required convolu-
tion layers. For a microphone array with M = 8, it was shown that similar performance to the
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original network with 7 convolution layers can be achieved with only 4 layers. Through empirical
investigation, some guidelines regarding the strategy for incorporation of systematic dilation was
also provided.
Using experiments with measure RIRs, it was shown that even though the proposed networks
are only trained using simulated data, they can provide accurate localization performance in real
acoustic conditions. Finally, via experiments with real recordings, where no calibration of the
system was performed prior to recording, the practical applicability of the proposed approach was
demonstrated.
Overall, through extensive experimental evaluation as well as analysis of the proposed method,
the robustness of the DOA estimation approach was demonstrated in various noisy and reverberant
conditions.

CHAPTER 3
Informed Spatial Filter: Directional Response Analysis
In the previous chapter, we developed a Direction-of-Arrival (DOA) estimation method that is
robust in noisy and reverberant acoustic environments. These DOA estimates are generally used
in spatial filtering frameworks for tasks such as source extraction, separation, etc. In this chapter,
we investigate the influence of DOA estimation errors on spatial filtering performance.
We present a method to objectively analyze the influence of DOA estimation errors on the
performance of a recently proposed spatial filtering framework known as Informed Spatial Fil-
ter (ISF) [7,8,43], that aims to capture multiple directional sound sources with arbitrary direction
dependent gains at each Time-Frequency (TF) instant, while attenuating undesired signal compo-
nents due to the acoustic environment. The ISF framework is chosen for our study since it provides
a flexible framework that can be utilized for different applications, and is also able to quickly adapt
to changes in the acoustic environment. For the quick adaptability, DOA estimates of the active
sound sources in the sound scene are obtained at each TF instant, along with other parameters, for
the computation of the weights of the spatial filter. Also, the direction dependent gains are incor-
porated in the filter weights computation and are computed by evaluating a user-defined directional
response function at the estimated DOA values, thereby making the DOA of the impinging plane
waves a critical parameter within the framework.
In Section 3.1, we briefly review different aspects of the ISF framework, highlighting the impor-
tance of DOA estimates of the directional sound sources in the computation of the spatial filter
weights. Following that, a method for the comparative analysis of the obtained directional response
at the output of the spatial filter and the desired response function is presented in Section 3.2. This
methods provides an objective analysis of the influence of DOA estimation errors on the obtained
directional response compared to the user-defined desired directional response. Using the proposed
method, in Section 3.2.3, experimental results with different passband widths of the desired direc-
tional response and different levels of DOA errors are presented to signify the need for robustness
with the ISF framework. Section 3.3 concludes the chapter.
This chapter is partly based on:
[102] S. Chakrabarty, O. Thiergart and E. A. P. Habets, ”A Method to Analyze the Spatial Response
of Informed Spatial Filters” Speech Communication; 12. ITG Symposium, Paderborn, Germany, 2016, pp. 1-5.
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3.1 Informed Spatial Filter: Review
In this section, we review the formal description of the ISF framework, with the definition of the
signal model as well as the parameters required for the computation of the filter weights. In the
final part, the directional response function is explained, which is used in the computation of the
directional DOA dependent gains. In [43], a spatial filter that generalizes the informed Linearly
Constrained Minimum Variance (LCMV) and the informed Minimum Mean Squared Error (MMSE)
filter was proposed, however for our analysis, we chose the informed LCMV filter since the capturing
of the directional sources with desired gains is explicitly given by the linear constraints in the
optimization problem, and no further information, such as individual directional source power
spectral densitys (PSDs), is required. As our aim is to analyze the influence of DOA estimation
errors, the informed LCMV formulation provides a simple framework for the analysis.
3.1.1 Signal Model
The ISF framework is developed in the TF domain. The TF domain signals are obtained by
transforming the time domain microphone signals via a Short-time Fourier Transform (STFT).
The signal model is formulated assuming far-field propagation of sound.
Let us consider an array of M microphones located at d1...M . Considering a multi-wave signal
model, for each TF instant (n, k), where n is the time frame index and k is the frequency index, we
assume that the sound field is composed of L(n, k) ≤ M plane waves propagating in an isotropic
and spatially homogeneous diffuse sound field. Note that the number of plane waves per TF instant,
L(n, k), might be smaller than the total number of sources present in the sound scene. The M × 1
vector of microphone signals, y(n, k) = [Y(n, k,d1) . . . Y(n, k,dM )]
T , is given by
y(n, k) =
L∑
l=1
xl(n, k) + xd(n, k) + xn(n, k), (3.1)
where xl(n, k) = [Xl(n, k,d1) . . . Xl(n, k,dM )]
T contains the sound components due to the l-th
plane wave, xd(n, k) contains the diffuse sound component, which models the reverberation, and
xn(n, k) contains the microphone self-noise which is assumed to be spatially uncorrelated and
stationary.
Without loss of generality, the first microphone is considered to be the reference microphone.
Then, the sound pressure corresponding to the l-th plane wave, i.e., the directional sound xl(n, k)
is expressed as
xl(n, k) = a(θl, k)Xl(n, k,d1), (3.2)
where Xl(n, k,d1) denotes the signal proportional to the l-th plane wave at the 1-st microphone and
a(θl, k) is the array propagation vector corresponding to the l-th plane wave. Assuming the plane
waves propagate in the horizontal plane, the propagation vector is dependent on the azimuth of
the DOA of the l-th plane wave, θl(n, k). For a linear array with M omnidirectional microphones,
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the m-th element of the propagation vector a(θl, k) can be written as
am(θl, k) = exp (−jκkrm cos θl(n, k)) , (3.3)
where j denotes the imaginary unit, rm is the distance between the first and the m-th microphone,
and κk = 2pifk/c denotes the wavenumber with fk being the frequency corresponding to the k-th
frequency bin and c is the speed of sound.
Assuming the three components in (3.1) to be mutually uncorrelated, the PSD matrix of the
microphone signals can be expressed as
Φy(n, k) = E{y(n, k)yH(n, k)} (3.4)
= A Φx(n, k) A
H + Φd(n, k) + Φn(n, k)︸ ︷︷ ︸
Φu(n,k)
, (3.5)
where the matrix A(n, k) = [a(θ1, k),a(θ2, k), . . . ,a(θL, k)] contains the propagation vector corre-
sponding to the L plane waves. The PSD matrix of the L plane waves is given by Φx(n, k) =
E{x(n, k)xH(n, k)}, where x(n, k) = [X1(n, k,d1), . . . , XL(n, k,d1)] denotes the signal vector of
the L plane waves as received by the reference microphone. The PSD matrices correspond-
ing to the diffuse sound and microphone self-noise, Φd(n, k) and Φn(n, k), are defined similarly
using xd(n, k) and xn(n, k), respectively. Considering the plane waves to be mutually uncor-
related, Φx(n, k) is a diagonal matrix with the powers of the L plane waves on its diagonal,
diag{Φx(n, k)} = [φ1(n, k), . . . , φL(n, k)]. The diffuse sound PSD matrix can be written as
Φd(n, k) = φd(n, k) Γd(k), (3.6)
where φd(n, k) denotes the power of the diffuse sound at each TF instant. Since we assume the
diffuse sound field to be homogeneous, this power is assumed to be identical for all microphones.
The ij-th element of the diffuse sound coherence matrix Γd(k), denoted by γij , denotes the spatial
coherence between i-th and j-th microphone in a purely diffuse sound field. Assuming a spheri-
cally isotropic diffuse sound field, the spatial coherence is given by γij(k) = sinc(κrij) [103], with
wavenumber κ and rij = ‖di − dj‖2.
The aim of ISFs is to capture the directional sounds from a specific spatial region with a specified
gain while attenuating the diffuse sound and microphone self-noise. The desired signal can be
expressed as
Z(n, k) =
L∑
l=1
G(θl, k)Xl(n, k,d1), (3.7)
where G(θl, k) is the direction dependent gain corresponding to the l-th plane wave, whose value is
determined based on a directional response function g(θ, k). This function is generally user-defined,
and one of the main factors which makes the ISF framework suitable for different applications.
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Figure 3.1: Examples of directional response functions.
3.1.2 Informed LCMV Filter
Given the definition of the desired signal, an estimate of the desired signal Z(n, k) can be given as
a linear combination of the microphone signals y(n, k) at each TF instant. This estimate, Zˆ(n, k),
can be written as
Zˆ(n, k) = wH(n, k)y(n, k), (3.8)
where w is the complex weight vector, of length M , of the spatial filter. As in [7], using the LCMV
criterion, the weights can be found by minimizing the power of the stationary noise at the output,
i.e.,
w(n, k) = arg min
w
wHΦu(n, k)w (3.9)
subject to
wH(n, k)a(θl, k) = G(θl, k) ∀ l ∈ {1, . . . , L}. (3.10)
The solution is given by
w(n, k) = Φ−1u A
[
AHΦ−1u A
]−1
g, (3.11)
where A = [a(θ1, k), . . . ,a(θL, k)] contains the propagation vectors corresponding to the L source
DOAs. The directional gains are given by g = [G(θ1, k), . . . , G(θL, k)]
H.
The directional gains G(θl, k) ∀ l ∈ {1, . . . , L}, presented in (3.7) and (3.10) correspond to the
value of an arbitrary directional response function, denoted by g(θ, k), evaluated at the DOA of
the l-th plane wave.
3.1.3 Parameters
To compute the filter weights in (3.11), instantaneous estimates of different parameters, namely,
noise PSD matrix Φn(n, k), diffuse sound PSD matrix Φd(n, k), number of impinging plane waves
per TF bin, L, and DOAs of the L plane waves are required. These parameters are computed for
each TF instant. In this section, different possible methods for the computation of each of these
parameters are presented.
3.1.3.1 Noise PSD Φn(n, k)
Considering that the noise term models to the microphone self-noise, it can be assumed to be
stationary and the noise PSD matrix Φn(n, k) can be estimated from the time frames where the
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speech sources are silent and no diffuse sound component is present. There are also several other
methods for noise PSD estimation in literature that can be employed within the ISF framework.
For further details regarding such methods, the reader is referred to [63,104,105] and the references
therein.
3.1.3.2 Number of Plane Waves L(n, k)
The problem of estimating the number of plane waves at each TF instant essentially amounts to
estimating the number of individual signal components forming a mixture. This can be estimated
by computing the minimum descriptor length (MDL) [106]. Alternatively, the number of plane
waves can be estimated by computing the number of prominent eigenvalues of the microphone PSD
matrix, Φy(n, k), as done in [43].
3.1.3.3 Narrowband DOAs
The narrowband DOA estimates of the L plane waves can be obtained with classical subspace based
narrowband DOA estimators such as ESPRIT [107] or MUSIC [14]. In general, MUSIC is known
to be more accurate, and for this reason, in [43], rootMUSIC, a variant of the MUSIC algorithm in
which the task of DOA estimation is reduced to finding the roots of a polynomial instead of finding
peaks in the MUSIC pseudospectrum, was used for the estimation of the narrowband DOAs of the
plane waves.
3.1.3.4 Diffuse Sound PSD Φd(n, k)
To compute the diffuse sound PSD matrix Φd(n, k), since a homogeneous sound field is assumed,
it can be seen from (3.6), that it is enough to just compute the diffuse sound power φd. In [7], an
auxiliary spatial filter was proposed to estimate the diffuse sound power which aims to maximize
the White Noise Gain (WNG) of the array while canceling out the L plane waves corresponding
to the direct sound sources by pointing a null towards the L estimated source DOAs at each TF
instant. Alternatively, in [43], a similar auxiliary spatial filter was proposed which aims to maximize
the Diffuse-to-Noise Ratio (DNR) while suppressing the contribution from the directional sound
sources.
3.1.4 Desired Directional Response
One of the salient features of the ISF framework is its utility for different applications which
mainly stems from the directional response function, which is an arbitrary, user-defined function
that can be potentially complex valued and frequency dependent. It should be noted that the
desired directional response function is different from the directivity pattern of the spatial filter. In
contrast to the desired response function, the directivity pattern of a spatial filter varies with the
number of impinging plane waves, L, and the DOAs of the plane waves. The ISF framework aims
to provide a desired directional response only for the L plane waves at each TF instant rather than
resample the response function for all angles in the complete DOA range. The design of the desired
directional response function is also dependent on the application. In general, one can design an
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Figure 3.2: Illustrative figure for the analysis setup.
arbitrary directional response function, e.g., the one presented in Fig. 3.1 (dashed grey line), where
the aim is to attenuate plane waves from 60◦ by 29 dB while capturing plane waves from 110◦ with
0 dB gain.
In source extraction applications, it is desirable that a sound source originating from a specific
direction is captured without distortion, i.e. 0 dB gain, while attenuating the direct sound sources
from all other angular positions. For example, if the desired source is located in the broadside region
of the array, then a directional response function as shown by the solid black line in Fig. 3.1 can be
used. This function extracts all plane waves arriving from the angular positions close to 90◦, while
attenuating plane waves from other directions by 41 dB. In directional filtering applications, where
the emphasis is more on an angular region of interest than specific sound sources, it is desirable to
capture the sound sources from a specific direction without distortion irrespective of the location
of the active sound sources in the acoustic scene.
As the ISF framework aims to adapt quickly to any change in the sound scene, at every TF
instant, L instantaneous DOA estimates are obtained, based on which the corresponding directional
gains are computed by evaluating the directional response function at the estimated DOA values.
Therefore, since the estimated DOAs are treated as the actual DOA of the sources, the obtained
directional response at the output of the filter can be different from the desired one due to DOA
estimation errors. To analyze the mismatch between the obtained directional response at the
output of the ISF and the desired directional response, and also provide an objective analysis of
the influence of the DOA estimation errors on the obtained directional response, we propose an
analysis method that is described in the following section.
3.2 Directional Response Analysis
3.2.1 Simplified Signal Model
For the analysis, a simplified signal model for the ISF framework, with the diffuse sound component
omitted, is chosen since the aim is to only analyze the influence of DOA estimation errors. Also,
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the analysis is performed with a Uniform Linear Array (ULA). In the simplified model, the M × 1
vector of received microphone signals, y(n, k) = [Y(n, k,d1) . . . Y(n, k,dM )]
T , at time frame n and
frequency bin k is given by
y(n, k) =
L∑
l=1
xl(n, k)︸ ︷︷ ︸
x(n,k)
+xn(n, k), (3.12)
where xl(n, k) = [Xl(n, k,d1) . . . Xl(n, k,dM )]
T contains the microphone signals for the l-th plane
wave, and xn(n, k) is the spatially uncorrelated and stationary microphone self-noise.
3.2.2 Analysis Method
The analysis method presented here considers two simultaneously active sound sources with L = 2
in the signal model presented in Sec. 3.2.1. As the first step, the complete DOA range ([0◦, 180◦]
for a ULA) is sampled at I discrete points, where the value of I depends on the chosen sampling
resolution. Then, keeping the angular position of one of the sources (say Source A) constant at
one of the I discrete points where the desired response corresponds to unit gain, the other source
(Source B) is moved over the complete DOA range, placing it at each of the I discrete points.
In Fig. 3.2 an illustrative figure for the analysis setup is provided, where Source A is kept static
for the whole experiment at 90◦ (array broadside), and Source B is moved over the whole DOA
range through I = 9 discrete points. This is also the setup used in the experiments later, however
it should be noted that the static source can be placed at any of the I possible discrete angular
positions.
For each of the I distinct positions of Source B, keeping Source A static, we compute an ob-
jective measure, termed as average directional array gain. To avoid the influence of the spectral
characteristics of the source signals, the average directional array gain Ad,i for the i-th position of
Source B is given by
Ad,i = 1
card(Ti)
∑
(n,k)∈Ti
GA(n, k)
GB,i(n, k)
, ∀ i ∈ {1, . . . , I}, (3.13)
where GA(n, k) and GB,i(n, k) are the narrowband gains associated with Source A and B, respec-
tively, Ti represents the set of TF bins where both the sources are simultaneously active, and card(·)
denotes the cardinality operator, that gives the number of elements in a set. The average direc-
tional array gain can be interpreted as the inverse of the obtained directional response when the
directional gain corresponding to Source A is 0 dB.
The instantaneous gain associated with Source B for the i-th position is given by
GB,i(n, k) =
|X˜B,i(n, k)|2
|XB,i(n, k,d1)|2 , (3.14)
where |XB,i(n, k,d1)|2 is the instantaneous power of the signal corresponding to Source B for the
i-th position at the reference microphone, which is considered to be the first microphone here, and
|X˜B,i(n, k)|2 denotes the instantaneous power of Source B for the i-th position at the output of the
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spatial filter. The gain associated with Source A is given by
GA(n, k) =
|X˜A(n, k)|2
|XA(n, k,d1)|2 , (3.15)
where |X˜A(n, k)|2 is the instantaneous power of Source A at the filter output and |XA(n, k,d1)|2
is the instantaneous power of Source A at the first microphone. It should be noted that the gain
associated with Source A is independent of i since its angular position is kept constant as Source
B is moved over the whole angular range.
To determine if both sources are active at a certain TF bin, the magnitude of the individual
speech signals at a reference microphone, should be above a certain pre-defined and empirically
determined threshold. Mathematically, it is given by
Ti = {(n, k) : |XA(n, k,d1)| ≥ δ ∧ |XB,i(n, k,d1)| ≥ }, (3.16)
where |XA(n, k,d1)| and |XB,i(n, k,d1)| are the absolute magnitudes of the speech signals corre-
sponding to Source A and B as received by the reference microphone at d1, respectively, and δ and
 are the pre-defined thresholds for Source A and B, respectively. For our analysis, we consider
the thresholds to be the average speech signal magnitude over the complete duration of the speech
samples.
There are certain points to be noted about the proposed analysis method. Firstly, though the
method is presented and described for the case of L = 2, the same method can also be used
to analyze the obtained response for spatial filtering algorithms that consider the common single
plane wave signal model, i.e., L = 1. Additionally, by varying the Input Signal-to-Interference
Ratio (iSIR), it is also possible to identify the critical iSIR where the single plane wave model is
violated for the majority of the TF bins. A generalization of the proposed method for L > 2 is also
possible by considering the total power of all the interfering source signals. However, it should be
noted that in this case, the visualization of the results need to be done in L − 1 dimensions for a
proper analysis.
3.2.3 Experimental Results
In this section, we present the results from our simulation experiments that were performed to
investigate the influence of DOA estimation errors on the obtained directional response as well
as verify that the obtained directional response corresponds to the desired response with perfect
knowledge of the source DOAs.
3.2.3.1 Simulation Setup
We consider a ULA with M = 5 omni-directional microphones where the inter-microphone distance
is 3 cm. We consider an anechoic environment with no microphone self-noise. For the proposed
analysis method, the complete DOA range of a ULA, i.e., [0◦, 180◦], is uniformly sampled with an
angular resolution of 5◦ resulting in I = 37 discrete points. Source A is positioned at 90◦. For all
possible configurations, the two sources are placed at a distance of 1.8 m from the array center.
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Figure 3.3: Experimental analysis with (a) σDOA = 0◦ and (b) σDOA = 5◦, 10◦, for passband widths of 20◦
and 30◦.
The input signal consists of two simulated speech signals of 6 s duration each, with a sampling
rate of Fs = 16 kHz. A 512 point STFT with 50% overlap is used to transform the signals into
the TF domain. For all analyses presented here, we consider the desired directional response for
the example application of source extraction, Fig. 3.1 (solid black line), except that the level of
attenuation outside the passband region is −21 dB. In the following analysis results, we plot the
inverse of Ad,i as the obtained directional response.
3.2.3.2 Exact DOAs
In the first experiment, we consider the ideal scenario of perfect knowledge of the source DOAs.
We consider two different passband widths of the desired directional response, 20◦ and 30◦. In
Fig. 3.3(a), it can be seen that the obtained directional response for both different passband widths
(solid and dashed black line) exactly matches the desired directional responses (solid and dashed
red line). This verifies the design of the spatial filter and we see that with perfectly accurate DOAs,
the obtained desired directional response at the filter output matches the desired one.
3.2.3.3 Erroneous DOAs
To investigate the influence of the DOA estimation errors, we model them, at each TF instant,
by a zero-mean Gaussian process with a standard deviation σDOA, added to the known DOAs of
Source A and B. Please note that here we are systematically introducing errors in DOA estimates
since we want to analyse the mismatch between the obtained and desired directional response for
different degrees of estimation errors, however, with the proposed method, it is also possible to do
the same analysis for a specific DOA estimator. For Source A and the i-th position of Source B,
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Figure 3.4: Experimental analysis with σDOA = 15◦ for passband widths of 20◦ and 30◦.
the DOA estimates can be expressed as
θˆA(n, k) = θA + ∆θA(n, k),
θˆB,i(n, k) = θB,i + ∆θB,i(n, k), (3.17)
where ∆θA(n, k) and ∆θB(n, k) are the absolute DOA errors corresponding to Source A and B, re-
spectively, with σ2DOA = E{∆θ2} as the error variance. Please note that for a complete experiment,
i.e., for each i, the error variance is kept constant. Also, the error variance is kept the same for
both Source A and B.
In Fig. 3.3(b), the obtained directional response with standard deviation of DOA errors of σDOA =
5◦, 10◦, is presented for two different passband widths of 20◦ and 30◦. It can be seen that with the
introduction of DOA estimation errors, irrespective of the passband width, the obtained directional
response deviates from the desired response and is no longer able to achieve the desired level of
suppression for Source B. Additionally, as Source B comes closer to Source A, the obtained level of
suppression of Source B further deviates from the desired level.
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It can also be seen that as the standard deviation of the DOA estimation error increases, the
deviation of the obtained response from the desired one also increases. For low estimation error of
σDOA = 5
◦ (black lines), the obtained directional responses are relatively similar for different pass-
band widths, especially when source B is further away from the passband angular region. However,
for the higher estimation error of σDOA = 10
◦ (blue lines), the obtained directional response with
30◦ passband width is relatively closer to the corresponding desired directional response, than the
obtained directional response with 20◦ passband width.
To further analyze this difference in the obtained directional response for different passband
widths with the same estimation error, we conducted the experiment with a higher DOA estima-
tion error of σDOA = 15
◦. For this analysis, we also compute an additional objective measure,
Signal Distortion Index (SDI) [108] (see Appendix B), of the source that is to be acquired without
distortion, Source A, for each different angular position of Source B. In Fig. 3.4(a), the plot for the
average gain associated with Source B for each i, given by
GB,i =
1
card(Ti)
∑
(n,k)∈Ti
GB,i(n, k), (3.18)
is shown. This measure can be interpreted as the amount of interference reduction achieved at the
output of the spatial filter for different positions of Source B. In Fig. 3.4(c) the SDI for Source
A is shown, and the obtained directional response is shown along with the desired response in
Fig. 3.4(b).
From Fig. 3.4(a), it can be observed that the average gain for Source B, GB,i, is closer to the
desired directional response (shown in Fig. 3.4(b) (solid and dashed red lines)) compared to the
obtained directional response (solid and dashed black lines). The reason for this further deviation of
the obtained directional response from the desired one can be seen in Fig. 3.4(c). Though the spatial
filter is able to achieve interference reduction closer to the desired level, due to the introduction
distortion in the signal of Source A, the overall obtained directional response function deviates from
the desired one. Also, for the wider passband of 30◦, the obtained directional response is closer
to the desired response. This is due to the introduction of lower levels of signal distortion to the
Source A signal, which leads to a better average directional array gain Ad,i.
Based on the presented investigation, it can be seen that though ISF provides a flexible filtering
framework to capture multiple sound sources with arbitrary desired directional gains, DOA esti-
mation errors severely affect its ability to achieve the desired directional response at the output of
the spatial filter.
3.3 Summary
In this chapter, a method to analyze the influence of DOA estimation errors on the performance
of the ISF framework was presented. Using the proposed analysis method, a comparative analysis
of the obtained and the desired directional response was performed for the source extraction ap-
plication scenario. With a perfect knowledge of the DOAs of the sound sources, we saw that the
obtained response perfectly matches the desired one. However, in the presence of estimation errors,
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the obtained response deviates from the desired spatial response, especially when the interfering
source is close to the desired source but outside the angular passband region.
The presented analysis mainly demonstrated the significant degradation in performance of the
ISF framework due to DOA estimation errors, signifying the need for robustness to DOA estimation
errors within the framework. An approach to introduce such robustness in the ISF framework is
presented in the next chapter.
CHAPTER 4
Bayesian Approach to Informed Spatial Filtering
In this chapter, we present an approach to spatial filtering that is robust against Direction-of-
Arrival (DOA) estimation errors. The main idea of the proposed method is to account for the
uncertainty/unreliability in the DOA estimates. In Chapter 3, we reviewed a specific Informed
Spatial Filter (ISF), the informed Linearly Constrained Minimum Variance (LCMV) filter where
L linear directional constraints based on instantaneous narrowband DOA estimates are used to
capture at most L sound sources with a user-defined gain at each Time-Frequency (TF) instant.
Through experimental analysis, it was shown that in case of DOA estimation errors, the obtained
directional response at the output of the spatial filter deviates from the desired one even when the
sources are far apart, thereby providing an objective motivation for the need of robustness in the
informed spatial filtering framework. In this chapter we propose a Bayesian approach to informed
spatial filtering to provide the robustness against DOA estimation errors.
Since the aim is to incorporate robustness within the ISF framework, the signal model for the
proposed approach is similar to the ISF, and described in Section 4.1. In Section 4.2, we develop
the Bayesian approach to spatial filtering that considers the DOA corresponding to each of the L
plane waves as a discrete random variable with a defined prior over a discrete set of DOAs. The
solution is subsequently given as the weighted sum of individual spatial filters that incorporate L
directional constraints. The weighting factors for the individual spatial filters are then given by the
joint posterior probability density function (pdf)s of the L random variables. In Section 4.3, we
present the formulation of the Bayesian framework with the whole DOA space as the support of
each of the L random variables. The support for each random variable is considered to be the whole
DOA space due to lack of prior information available regarding the source locations. In this work,
the individual spatial filters are derived using the minimum variance criterion with L directional
constraints resulting in a LCMV spatial filter.
One key limitation of the Bayesian framework described above lies in considering the whole DOA
space as the support for each of the L discrete random variables. It leads to the computation of the
weights of the individual spatial filters as well as the estimation of the joint posterior probabilities
The work presented in this chapter is partly based on:
[109] S. Chakrabarty and E. A. P. Habets, ”A Bayesian Approach to Informed Spatial Filtering with
Robustness Against DOA Estimation Errors,” IEEE/ACM Transactions on Audio, Speech, and Language
Processing, vol. 26, no. 1, pp. 145-160, Jan. 2018
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for all possible combinations of discrete DOA values in the whole DOA space, resulting in a high
computational cost. Therefore, to reduce the number of computations, in Section 4.4, we propose
to formulate a Bayesian framework where the weighted averaging is performed only over regions
in DOA space with high probability of containing the actual source DOAs. To this end, we pro-
pose a narrowband DOA estimate based method to approximate the joint posterior probabilities
that simultaneously reduces the computational complexity of the overall system. An alternative
approach that utilizes the Convolutional Neural Network (CNN) based DOA estimation method,
presented in Chapter 2, for the approximation of the joint posterior probabilities is also presented.
The computation of the spatial filter weights requires the estimation of multiple parameters which
are described in Section 4.5. Experimental evaluation of the proposed method with simulated as
well as measured Room Impulse Responses (RIRs) for different acoustic setups is presented in
Section 4.6.
4.1 Signal Model and Problem Formulation
The signal model in this chapter is similar to the ISF signal model presented in Chapter 3 and is
described here for the sake of completeness. Let us consider an array of M microphones located at
d1...M . The TF domain signals are obtained by transforming the time domain microphone signals
via a Short-time Fourier Transform (STFT). Considering a multi-wave signal model, for each TF
instant (n, k), where n is the time frame index and k is the frequency index, we assume that the
sound field is composed of L(n, k) ≤ M plane waves propagating in an isotropic and spatially
homogeneous diffuse sound field. Note that the number of plane waves per TF instant, L(n, k),
might be smaller than the total number of sources present in the sound scene. The M × 1 vector
of microphone signals, y(n, k) = [Y(n, k,d1) . . . Y(n, k,dM )]
T , is given by
y(n, k) =
L∑
l=1
xl(n, k) + xd(n, k) + xn(n, k), (4.1)
where xl(n, k) = [Xl(n, k,d1) . . . Xl(n, k,dM )]
T contains the sound components due to the l-th
plane wave, xd(n, k) contains the diffuse sound component, which models the reverberation, and
xn(n, k) contains the microphone self-noise which is assumed to be spatially uncorrelated and
stationary.
Without loss of generality, we consider the first microphone as a reference microphone. Then, the
sound pressure corresponding to the l-th plane wave, i.e., the directional sound xl(n, k) is expressed
as
xl(n, k) = a(θl, k)Xl(n, k,d1), (4.2)
where Xl(n, k,d1) denotes the signal proportional to the l-th plane wave at the first microphone
and a(θl, k) is the array propagation vector corresponding to the l-th plane wave. Assuming the
plane waves propagate in the horizontal plane, the propagation vector is dependent on the azimuth
of the DOA of the l-th plane wave, θl(n, k). For a linear array with M omnidirectional microphones,
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the m-th element of the propagation vector a(θl, k) can be written as
am(θl, k) = exp (−jκkrm cos θl(n, k)) , (4.3)
where j denotes the imaginary unit, rm is the distance between the first and the m-th microphone,
and κk = 2pifk/c denotes the wavenumber with fk, in Hz, being the frequency corresponding to
the k-th frequency bin and c is the speed of sound in m/s.
Assuming the three components in (4.1) to be mutually uncorrelated, the power spectral density
(PSD) matrix of the microphone signals can be expressed as
Φy(n, k) = E{y(n, k)yH(n, k)}
= A Φx(n, k) A
H + Φd(n, k) + Φn(n, k)︸ ︷︷ ︸
Φu(n,k)
, (4.4)
where the matrix A(n, k) = [a(θ1, k),a(θ2, k), . . . ,a(θL, k)] contains the propagation vector corre-
sponding to the L plane waves. The PSD matrix of the L plane waves is given by Φx(n, k) =
E{x(n, k)xH(n, k)}, where x(n, k) = [X1(n, k,d1), . . . , XL(n, k,dM )] denotes the signal vector
of the L plane waves as received by the reference microphone. The PSD matrices correspond-
ing to the diffuse sound and microphone self-noise, Φd(n, k) and Φn(n, k), are defined similarly
using xd(n, k) and xn(n, k), respectively. Considering the plane waves to be mutually uncor-
related, Φx(n, k) is a diagonal matrix with the powers of the L plane waves on its diagonal,
diag{Φx(n, k)} = [φ1(n, k), . . . , φL(n, k)]. The diffuse sound PSD matrix can be written as
Φd(n, k) = φd(n, k) Γd(k), (4.5)
where φd(n, k) denotes the power of the diffuse sound at each TF instant. Since we assume the
diffuse sound field to be homogeneous, this power is assumed to be identical for all microphones.
The ij-th element of the diffuse sound coherence matrix Γd(k), denoted by γij , denotes the spatial
coherence between i-th and j-th microphone in a purely diffuse sound field. In this work, we assume
a spherically isotropic diffuse sound field, which gives γij(k) = sinc(κrij) [103], with wavenumber
κ and rij = ‖di − dj‖2.
The aim here is to capture the directional sounds from a specific directional region with a specified
gain while attenuating the diffuse sound and microphone self-noise. Based on this, the desired signal
can be expressed as
Z(n, k) =
L∑
l=1
G(θl, k)Xl(n, k,d1), (4.6)
where G(θl, k) is the direction dependent gain corresponding to the l-th plane wave, whose value
is determined based on a directional response function g(θ, k). The function can be complex-
valued as well as frequency-dependent. The design of the desired directional response function
depends on the application. Two examples of the directional response function are shown in Fig.4.1.
The function represented by the dashed line is designed to attenuate plane waves from 60◦ by
17 dB while capturing plane waves from 110◦ with unit gain. Such a response function can be
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Figure 4.1: Examples of directional response functions.
designed for applications where the task is to equalize the spatial loudness of the directional sound
components [110]. The solid line corresponds to a directional filtering based source extraction
application where the task is to capture the sound source coming from the array broadside with
unit gain while attenuating the other directional components by 21 dB.
4.2 Bayesian Approach to Informed Spatial Filter
In this section, we introduce the Bayesian approach to spatial filtering for estimating the desired
signal given by (4.6). In Section 4.2.1, we present the mathematical formulation of the solution with
the Bayesian approach. The proposed approach involves estimating the desired signal as a weighted
sum of directional estimates of the desired signal. In Section 4.2.2, we present the formulation of
the spatial filter that provides the directional estimates.
4.2.1 Estimate of the Desired Signal
An estimate of the desired signal Z(n, k), defined in (4.6), can be given as a linear combination of
the microphone signals y(n, k) at the current TF instant. This estimate, Zˆ(n, k), can be written as
Zˆ(n, k) = wH(n, k)y(n, k), (4.7)
where w is a complex weight vector of lengthM . From the definition of the desired signal provided in
(4.6), it can be seen that spatial information in the form of the DOAs of the L plane waves is required
to obtain an estimate the desired signal. Generally, in scenarios where no information regarding the
source DOAs is available, estimates of the parameter are obtained using the microphone signals.
This information is then directly employed within a spatial filtering method to enhance the desired
signal. However, as highlighted earlier, in noisy and reverberant conditions, it is difficult to obtain
accurate DOA estimates using state-of-the-art DOA estimators leading to severe degradation in
the spatial filtering performance. To account for this unreliability of DOA estimates in adverse
acoustic environments, we develop a Bayesian approach to spatial filtering that is robust against
DOA estimation errors.
Let us consider the DOA of each of the L plane waves at each TF instant, θl, ∀ l ∈ {1, . . . , L},
to be a random variable with a prior pdf p(θl) over the whole DOA space Θ. Please note that the
TF indices on the DOAs of the L plane waves have been omitted for the sake of brevity. Following
the Bayesian approach [111], the proposed spatial filter is given as a weighted sum of individual
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spatial filters, with each spatial filter corresponding to a specific combination of the L probable
DOA values. Here, the joint a posteriori pdf of the L random variables is used as the weighting
factor for the individual spatial filters that provide the directional estimates of the desired signal.
The estimate of the desired signal can be written as
Zˆ(n, k) =
∫
Θ
. . .
∫
Θ
p(θ1, . . . , θL|y(n, k))
wH(θ1, . . . , θL, n, k)y(n, k) dθ1 · · · dθL, (4.8)
where p(θ1, . . . , θL|y(n, k)) is the joint posterior pdf of the L plane wave DOAs given the microphone
signals y(n, k). It should be noted that since all the L random variables are defined over the same
support Θ, we consider the joint probability for all possible combinations of the L plane wave DOAs
over the whole DOA space.
For simplicity, we consider a discrete setting where we assume that the prior probabilities p(θl),
for each l, are defined over a discrete set of I points Θ = {θ¯1, . . . , θ¯I}, where each element of the
set is a discrete DOA within the complete DOA range. With this assumption, the estimate of the
desired signal becomes
Zˆ(n, k) =
∑
Θ
. . .
∑
Θ︸ ︷︷ ︸
L summations
p(θ1, . . . , θL|y(n, k))
wH(θ1, . . . , θL, n, k)y(n, k), (4.9)
where p(θ1, . . . , θL|y(n, k)) is now the joint posterior probability mass function (pmf) of the L plane
wave DOAs given the microphone signals y(n, k). Since the computation of the posterior pmfs as
well as the corresponding directional estimates is done for combinations of the DOAs of the L
plane waves rather than the individual DOAs separately, it would be worthwhile to express the
estimate of the desired signal in terms of the combinations of possible DOA values. For this, let
us introduce the set of all possible combinations of DOAs, Θ¯ = {Θ¯1, . . . , Θ¯J}, where J is the total
number of possible combinations of the L DOAs over the set of I possible values. Each individual
element in this set is a vector of length L and can be expressed as Θ¯j =
[
Θ¯j(1), . . . , Θ¯j(L)
]T
,
where the individual elements of this vector correspond to one of the I possible DOA values, i.e.,
Θ¯j(l) ∈ Θ, ∀ l ∈ {1, . . . , L}. In simpler terms, θl denotes the random variable corresponding
to the DOA of the l-th plane wave whereas Θ¯j(l) denotes a particular value taken by the random
variable θl within the j-th combination. Based on this notation, the estimate of the desired signal,
defined in (4.9), can be written as
Zˆ(n, k) =
J∑
j=1
p(Θ¯j |y(n, k))wH(Θ¯j , n, k)y(n, k), (4.10)
where w(Θ¯j , n, k) is the weight vector of a spatial filter that provides the directional estimate for
the specific combination of the L DOAs, Θ¯j . Therefore, the complex weight vector w in (4.7) can
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be expressed as
w(n, k) =
J∑
j=1
p(Θ¯j |y(n, k))w(Θ¯j , n, k). (4.11)
With this formulation in place, there are two main tasks; compute the directional weight vectors
for each combination and their corresponding joint posterior pmf. In the following section, we first
describe the computation of the individual directional spatial filters.
4.2.2 Individual Spatial Filter Weights
The weight vectors of the individual spatial filters can be computed considering some optimization
criterion, such as Minimum Mean Squared Error (MMSE), Minimum Variance Distortionless Re-
sponse (MVDR), LCMV, etc. In this work, we use the LCMV criterion to obtain the directional
weight vectors. The weights of this LCMV filter can be found by minimizing the sum of the diffuse
sound power and the self-noise power at the output, i.e.,
w(Θ¯j , n, k) = arg min
w
wHΦuw (4.12)
subject to
wH(Θ¯j , n, k) a(Θ¯j(l), k) = G(Θ¯j(l), k) ∀ l ∈ {1, . . . , L}. (4.13)
It should be noted that for each combination Θ¯j , the cost function remains the same. It is only
the constraints that change for each combination. The solution to this optimization problem is
given by
w(Θ¯j , n, k) = Φ
−1
u A(Θ¯j)
[
AH(Θ¯j)Φ
−1
u A(Θ¯j)
]−1
g. (4.14)
where A(Θ¯j) =
[
a(Θ¯j(1), k), . . . ,a(Θ¯j(L), k)
]
contains the propagation vectors corresponding to
the j-th combination of probable DOA values. The corresponding directional gains are given by
g =
[
G(Θ¯j(1), k), . . . , G(Θ¯j(L), k)
]
.
For the inverse term in brackets on the right hand side (RHS) of (4.14) to exist, it is necessary
that the undesired PSD matrix, Φu, is invertible and the columns of A(Θ¯j) are linearly independent
for all possible angular combinations of L discrete DOAs over the complete DOA space at every
frequency index k. The PSD matrix is generally invertible as it is a covariance matrix. Therefore,
we mainly need to check for the linear dependency of the columns of the matrix A(Θ¯j). Rather than
performing this check for every TF bin, a relation between the DOAs of the sources, which are used
to formulate the directional constraints of the LCMV, and frequency can be derived for a Uniform
Linear Array (ULA), to analytically determine the frequency bin(s) where a pair of columns of
the matrix are linearly dependent leading to the non-existence of the inverse term in (4.14). The
relation is given in terms of a pair of sound source DOAs, and the frequency of instability, in Hz,
is given by
f =
c
d
∣∣cos Θ¯j(l)− cos Θ¯j(l′)∣∣ , (4.15)
where Θ¯j(l) and Θ¯j(l
′) are two different elements in the vector Θ¯j . This frequency of instability
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needs to be computed pairwise for all elements in Θ¯j . The derivation as well as further analysis of
this relation is presented in Appendix A.
In our work, when employing a ULA, as a solution to this problem, we use diagonal loading as
a regularization method. Then, the weight vector for a specific frequency bin k′ where the inverse
term does not exist is given as
w(Θ¯j , n, k
′) = Φ−1u A(Θ¯j)
[
AH(Θ¯j)Φ
−1
u A(Θ¯j) + αI
]−1
g. (4.16)
where α is the real valued diagonal loading factor. Further discussions on the solution are also
provided in Appendix A.
Given the directional estimates corresponding to all the possible combinations for probable DOAs,
we need to compute the corresponding joint a posteriori pmfs to obtain the final estimate of the
weight vector in (4.7).
4.3 Estimation of Posterior Probabilities
In this section, we first present a method for estimation of the posterior probabilities that follows
from the approach presented in [111]. Then, we present a rough complexity estimate of the complete
proposed spatial filtering framework to motivate further improvements.
4.3.1 Microphone Signal based Posterior Probability Estimation
Using Bayes theorem, the posterior pmf for the j-th combination can be expressed as
p(Θ¯j |y(n, k)) = p(Θ¯j)p(y(n, k)|Θ¯j)∑J
j=1 p(Θ¯j)p(y(n, k)|Θ¯j)
, (4.17)
where p(y(n, k)|Θ¯j) is the likelihood of the observed data y(n, k) given the source DOA combination
Θ¯j . The joint prior distribution of the source DOAs p(Θ¯j) is based on the prior information
regarding the source directions. In the case of no available prior information, the prior distribution
of the combination is considered to be uniform over all the different possible DOA combinations.
Assuming the microphone signals are generated from a complex Gaussian random process, the
likelihood is given by
p(y(n, k)|Θ¯j) = 1
piM |Φy(Θ¯j)|exp
(−yH(n, k)Φ−1y (Θ¯j)y(n, k)) · (4.18)
The determinant |Φy(Θ¯j)| is given by
|Φy(Θ¯j)| = |Φu| |Φx(Θ¯j)| |Φ−1x (Θ¯j) + AH(Θ¯j)Φ−1u A(Θ¯j)|, (4.19)
where Φx(Θ¯j) is the direction dependent PSD of the L plane waves for Θ¯j . Since we consider a
multi-wave signal model, the estimate of the power of the plane waves is given by the minimum
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variance spatial spectral estimate [112] as
Φx(Θ¯j) =
[
AH(Θ¯j)Φ
−1
y A(Θ¯j)
]−1
. (4.20)
As the plane waves are considered to be mutually uncorrelated, the matrix Φx(Θ¯j) should be a
diagonal matrix. However, the estimate of Φx(Θ¯j) obtained using (4.20) need not be a diagonal
matrix. Therefore, the final estimate of the PSD matrix Φx(Θ¯j) is obtained by setting the off-
diagonal elements of the matrix computed using (4.20) to zero. Using the matrix inversion lemma
[113], the inverse term Φ−1y (Θ¯j) is given by
Φ−1y (Θ¯j) =Φ
−1
u −Φ−1u A(Θ¯j) [Φ−1x (Θ¯j) + AH(Θ¯j)Φ−1u A(Θ¯j)] AH(Θ¯j)Φ−1u (4.21)
Using the estimate of the signal power Φx(Θ¯j) from (4.20), the determinant |Φy(Θ¯j)| can be
computed using (4.19). Similarly, the inverse term Φ−1y (Θ¯j) is computed using (4.21) and by
substituting these values into (4.18) the likelihood value is obtained.
Thus far in our formulation, we considered the finite support for each random variable θl to
be the discrete set of points over the whole DOA space Θ. Please recall that initially we assumed
L ≤M . With this assumption, we can consider the L sources to be sparse in the DOA space. Hence,
computing the weighted average of the directional spatial filters over all possible DOA combinations
is not efficient, and can potentially result in large number of redundant computations. Therefore,
it would be more suitable to formulate a Bayesian framework where the weighted averaging is done
only over isolated regions in the DOA space with high probability of containing the actual source
DOAs. Note that with the formulation presented thus far, this is not possible. In the following, we
provide a rough estimate of the computational complexity of the Bayesian approach presented so
far to further motivate the need for a modified formulation.
4.3.2 Complexity Analysis
The complexity analysis presented in this section is for the case of L ≤ M . The computational
complexity of the directional LCMV filters is mainly dominated by the two matrix inversions Φ−1u
and
[
AH(Θ¯j)Φ
−1
u A(Θ¯j)
]−1
[114]. However, the outer inversion is the only one that needs to be
recomputed for each DOA combination as the inverse of the PSD of the undesired signals is inde-
pendent of the source DOAs and can be computed once and reused for all the other combinations.
Taking into account the computational complexity due to the matrix multiplication involved in the
inversion, the computational cost for each computation of the directional weight vectors can be
given as O(M2L).
The complexity corresponding to the computation of the posterior probabilities is dominated
by the matrix multiplications and for each computation the complexity can be roughly given as
O(M2L). Therefore, the total computational complexity at each TF instant can be given as
O(JM2L).
One of the major contributors to the high complexity is the total number of combinations J for
which we need to compute the directional spatial filter weights and the corresponding posterior
probabilities. The total number of combinations is given by considering each combination as an L
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element subset of the I element set Θ, where the elements are not ordered. The total number of
such combinations can be given by
J =
(
I
L
)
=
I!
(I − L)!L! . (4.22)
To put the computational complexity into perspective, let us consider the simplest case of L = 2.
To obtain an accurate estimate of the desired signal, we need I  L, therefore sampling the DOA
space of a ULA, [0◦, 180◦], with a resolution of 10 degrees, we obtain I = 19. Substituting these
values in (4.22), we obtain J = 171, i.e., we need to go through 171 iterations of computing the
direction dependent parameters at each TF instant.
The analysis presented here shows that with the current formulation of the Bayesian approach
to spatial filtering, the computational complexity is too huge to make it an effecient algorithm. As
stated above, the main contributor to this high computation cost is the number of combinations J .
Therefore, in the next section we propose a DOA estimate-based method with lower computational
complexity, to approximate the posterior probabilities, and simultaneously reduce the number of
iterations J for which each spatial filter weight w(Θ¯j , n, k) needs to be computed. In our experi-
ments, the performance of the Bayesian framework with the estimation procedure presented in the
previous section is not evaluated due to its evident limitations from the computational stand point.
4.4 Proposed Approximation of Posterior Probabilities
In this section, two different methods for the computation of the posterior pmfs are presented.
First, we present a narrowband DOA estimate based method for approximation of the posterior
pmfs, based on which we also aim to reduce the total number of combinations J for which the
individual spatial filter weights w(Θ¯j , n, k), ∀ j ∈ {1, . . . , J} need to be computed. Following,
that, we present a method where the Multi-source CNN (MCNN), introduced in Chapter 2, is used
to obtain an estimate of the posterior pmfs as well as reduction in the total number of computations.
4.4.1 Narrowband DOA Estimate based Posterior Probability Approximation
Let us consider each of the L random variables θl to be an independent and identically distributed
(i.i.d) random variable. With this assumption, the joint posterior pmf of the L random variables
can be written as
p(θ1, . . . , θL|y(n, k)) =
L∏
l=1
p(θl|y(n, k)). (4.23)
It is worth noting here that following the assumption that the random variables are i.i.d, the
individual posterior probabilities p(θl|y(n, k)) can be computed using the formulation presented
in [111]. However, that solution does not help in reducing the computational complexity of the
overall framework. Therefore, we propose a narrowband DOA estimate based approximation of the
posterior pmf of θl, given by
p(θl|y(n, k)) ≈ p(θl|Θˆ(n, k)), (4.24)
where the posterior pmfs are now approximated based on the DOA estimates as our observations
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Figure 4.2: Illustrative example of the Gaussian parameters based reduction of number of combinations J .
θ1 and θ2 are the true source DOAs.
rather than the microphone signals. Since we aim to reduce the computational complexity of our
spatial filtering framework, as a first step, we propose to compute the posterior pmf of each θl for
each time frame and using the approximated values across the whole frequency range rather than
computing it at each TF instant.
At each time frame, it is assumed that the fullband distribution of the narrowband DOA esti-
mates, Θˆ(n), is modeled by a Gaussian Mixture (GM) with L components, given by
p(Θˆ(n)) =
L∑
l=1
αl N (Θˆ(n);µl, σ2l ), (4.25)
where αl is the mixing parameter and N (Θˆ;µl, σ2l ) denotes a univariate Gaussian distribution with
mean µl and variance σ
2
l . For our proposed approximation method, the main parameters of interest
are the individual Gaussian parameters {µl, σ2l } ∀ l ∈ {1, . . . , L}.
Given the L Gaussian parameters, we consider that the posterior probability distribution of θl
is parametrized by the parameters of the l-th Gaussian component in (4.25). Since θl is a discrete
random variable defined over the finite set of points Θ = {θ¯1, . . . , θ¯I}, the posterior pmf for each
probable value of θl is then given by
p(θl = θ¯i|Θˆ(n)) = N (θ¯i;µl, σ
2
l )∑I
i′=1N (θ¯i′ ;µl, σ2l )
∀i ∈ {1, . . . , I}, (4.26)
where
N (θ¯i;µl, σ2l ) =
1
σl
√
2pi
exp
(−(θ¯i − µl)2
2σ2l
)
, (4.27)
and the denominator term in (4.26) ensures the pmf sums to one. Thus, now we have posterior
probabilities associated with each element in Θ for each θl. In the following, we describe the
proposed method for reduction of J based on the posterior probabilities p(θl = θ¯i|Θˆ(n)).
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4.4.1.1 Reduction of Number of Combinations
As mentioned in Section 4.3.2, the number of combinations J is dependent on the finite support
of each random variable θl, which thus far was assumed to be the whole DOA space Θ. The main
aim is to reduce this support of each θl from the set of points over the whole DOA space Θ to a
time-dependent subset Θl(n) ⊆ Θ. Given the posterior pmf of θl at each θ¯i, we select the points in
the set Θ whose pmf is above a predefined threshold. This can be mathematically given by
Θl(n) = {θ¯i : p(θl = θ¯i|Θˆ(n)) ≥ δ}, (4.28)
where δ is the predefined threshold that is considered to be same for all L. For closely placed sources,
there exists the possibility of overlap between the computed subsets Θl(n), ∀ l ∈ {1, . . . , L}. To
ensure the reduction in the number of redundant computations, we impose the restriction that the
L subsets need to be disjoint, i.e.,
Θ1(n) ∩Θ2(n) ∩ · · ·ΘL(n) = ∅. (4.29)
To ensure this, if there are overlapping elements at time frame n, an overlapping element θ¯i is
retained in the set Θl(n) for which
l(n) = arg max
l
p(θl = θ¯i|Θˆ(n)). (4.30)
With this time-dependent truncation of the support for each θl, the set of possible combinations is
redefined as a time-dependent set Θ¯(n) = {Θ¯1(n), . . . , Θ¯Jn(n)}, where the number of combinations,
denoted by Jn, is now given by
Jn =
L∏
l=1
|Θl(n)|, (4.31)
where |·| denotes the cardinality operator, and the expression follows from the disjoint set restriction.
It should be noted that once the adaptive subsets are computed, the posterior probabilities of the
elements in each subset need to be renormalized to ensure that the individual pmfs sum to one.
An illustrative example is presented in Fig. 4.2, to explain the proposed method via visualization.
Sampling the DOA space of a ULA, Θ, with a resolution of 10 degrees, we get I = 19 discrete
candidate DOAs, given on the X-axis. For the n-th time frame, we consider L = 2 impinging plane
waves with DOAs θ1 and θ2. The means of the 2 Gaussian distributions representing the fullband
distribution of the narrowband DOA estimates Θˆ(n) are given by µ1 and µ2. Using (4.28), only the
elements on the X-axis of the plot that lie within the shaded regions of the individual distributions
are assigned to either of the time-dependent subsets Θ1(n) or Θ2(n), represented in red and blue,
respectively. In the figure it can be seen that the element ”80” lies within the shaded regions of both
the Gaussians, however since the posterior probability of this element lying in the second Gaussian
is higher, it is retained in Θ2 and eliminated from Θ1, thus giving the 2 disjoint subsets as shown
in the figure. Using our proposed method, it can be seen that the total number of combinations
reduces from J = 171 to Jn = 12.
To further clarify the redefinition of the set of combinations, similar to the original defini-
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tion in Section 4.2.1, we express the j-th element of Θ¯(n) as a vector of length L, Θ¯j(n) =[
Θ¯j(1, n), . . . , Θ¯j(L, n)
]T
. Please recall that Θ¯(n) denotes the set of all possible combinations of
DOAs at time frame n. Note that now the l-th element of this vector Θ¯j(l, n) corresponds to
one of the possible DOA values contained in the redefined support of the l-th plane wave, i.e.
Θ¯j(l, n) ∈ Θl(n), rather than the complete set of possible DOA values Θ. With the redefined
notations in place, the weight vector computation given in (4.11) can be reformulated as
w(n, k) =
Jn∑
j=1
p(Θ¯j(n)|Θˆ(n))w(Θ¯j(n), n, k), (4.32)
where the number of elements within the summation are now time-dependent. The approximation
method presented in this section represents an indirect and robust way of utilizing the narrowband
DOA estimates within the ISF framework in contrast to using the narrowband DOA estimates
directly as done in [7]. As an alternative approach, it is also possible to utilize the output of the
MCNN introduced in Chapter 2 for the approximation of the posterior pmfs which is described in
the following.
4.4.2 MCNN based Posterior Probability Approximation
In the previous section, we described an approach for the approximation of the posterior pmfs of
θl based on the narrowband DOA estimates which can be seen as a two stage approach where
first the narrowband DOA estimates are obtained, followed by the approximation of the posterior
pmfs of each discrete angle over the complete frequency range at a specific time frame using a GM
model. In this section, we explore the use of the CNN based DOA estimation method presented in
Chapter 2 for the approximation of the posterior pmfs as well as the reduction of the total number
of combinations J . The approximation of the posterior pmfs in this case can be given by
p(θl|y(n, k)) ≈ p(θl|Υ(n)), (4.33)
where Υ(n) represents the phase map input used for the CNN based DOA estimation methods
from Chapter 2.
The MCNN based DOA estimation method proposed in Section 2.3 estimates the probability
of each discrete angle at each time frame given the phase map input for that specific time frame.
Here, we specifically select the MCNN since the Single source CNN (SCNN) is trained under
the assumption of only a single active speaker per time frame. The MCNN directly estimates
the probabilities of each point in the set Θ given the input. Following this, the main aim is to
form time-dependent subsets Θl(n) at each time frame. Similar to the manner in which the DOA
estimates are obtained in Chapter 2, the L discrete DOAs with the highest probabilities are selected
as the first candidates in the sets Θ1(n), . . . ,ΘL(n). Since we would like to account for uncertainty
in the L DOA estimates, two neighboring DOAs of each of the L first candidates are also selected
as candidates in these sets. Therefore, each computed subset Θl(n) consists of three elements.
In order to reduce the number of redundant computations, similar to the previous section, it
is also ensured that the sets Θl(n) are disjoint. For this, first the probability of an overlapping
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element is normalized with respect to the MCNN assigned probabilities of the other elements in
each subset. Then, this overlapping element is retained in the set where its normalized probability
value is higher. With this computation of the time-dependent sets Θl(n), the total number of
combinations Jn is given by (4.31) with the upper bound on this value being 3
L. Please note that
the sum of the posterior probabilities for the discrete DOAs obtained at the output of MCNN do
not sum up to one as separate binary classifiers are used to estimate the probability of each discrete
DOA. Therefore, once the adaptive subsets are finally computed, the probabilities of the elements
in each subset are renormalized with respect to the probabilities of the other elements in that subset
to ensure that they sum up to one. Similar to the approach in the previous section, the weight
vector computation of the spatial filter is given by (4.32).
Following this, the only remaining computations are the estimation of the required parameters
in the framework, which is presented in the following.
4.5 Parameter Estimation
In the presented framework, several distinct parameters need to be computed, namely, noise PSD
matrix Φn(n, k), diffuse sound PSD matrix Φd(n, k), narrowband estimates of the DOAs, and the
L Gaussian mixture parameters {µl, σ2l } ∀ l ∈ {1, . . . , L}. These parameters, except the Gaussian
mixture parameters, are computed for each TF instant. The Gaussian mixture parameters are
estimated for each time frame. In this work, we assume that L is known and fixed for all TF bins.
In this section, we explain the computation of each of the rest of the parameters.
4.5.1 Estimation of Noise PSD Φn(n, k)
In this work, we consider the noise statistics to be stationary. Considering this, the noise PSD
matrix Φn(n, k) is estimated from the time frames where the speech sources are silent and no
diffuse sound component is present. Such a silent segment can also be available as a pre-recorded
silence signal within a given acoustic environment. There also exist several other methods for noise
PSD estimation in literature that can be employed within the proposed framework. For further
details regarding such methods, the reader is referred to [63,82,105,115] and the references therein.
4.5.2 Narrowband DOA Estimation
For the proposed estimate-based posterior probability approximation method, we need to estimate
the narrowband DOAs, Θˆ(n, k) at each TF bin.
A popular approach to this is to use subspace based narrowband DOA estimators such as ESPRIT
[107] or MUSIC [14]. In this work, we choose to use ESPRIT due to its computational efficiency.
ESPRIT requires the microphone array to posses displacement invariance i.e., there should be
matched pairs of microphones with identical displacement vectors. This condition is satisfied by a
ULA, which is used for the experimental evaluations presented in Section 4.6. The DOA estimator
requires the microphone signal PSD Φy(n, k), defined in (4.4), as input. In this work, Φy(n, k) is
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estimated by approximating the expectation operator in (4.4) by recursive temporal averaging,
Φˆy(n, k) = αty(n, k)y
H(n, k) + (1− αt)Φˆy(n− 1, k), (4.34)
where αt is the temporal smoothing factor. With the narrowband DOA estimates at each TF
instant, for each time frame we obtain R = KD DOA estimates, where K is the total number of
frequency bins, and D denotes the number of DOA estimates obtained per TF bin. This forms the
data set to which the L Gaussians are fitted, as explained in Section 4.5.4.
4.5.3 Estimation of Diffuse Sound PSD Φd(n, k)
For the computation of the diffuse sound power φd, which is used to compute the diffuse sound PSD
matrix Φd(n, k) with (4.5), in this work, we directly employ the method proposed in [7], where
an auxiliary spatial filter is employed to estimate the diffuse sound power. The auxiliary filter
aims to maximize the white noise gain (WNG) of the array while canceling out the L plane waves
corresponding to the direct sound sources by pointing a null towards the L estimated source DOAs
at each TF instant. For further details, we refer the reader to [7].
4.5.4 Estimation of Gaussian Mixture Parameters
For this task, we assume the fullband distribution of the DOA estimates to be a mixture of L
univariate Gaussians. As explained in Section 4.4, for the DOA estimate-based approximation of
the posterior probabilities, we need to estimate the parameters of the L Gaussians. In this work, we
use the standard maximum-likelihood based Expectation Maximization (EM) algorithm to estimate
the Gaussian parameters. The estimation of Gaussian parameters is done at each time frame n,
however for clarity, in the following we omit the time index.
Since the number of Gaussians, L, is known, we initialize the means of the Gaussians with the K-
means algorithm [116]. Alternatively, an adaptive K-means algorithm could be used if the number
of Gaussians is unknown. After the initialization, we propagate through the E- and M-step of the
EM algorithm, which are repeated until convergence.
Given the R′ = K ′D narrowband DOA estimates at each time frame Θˆ = [θˆ(1), . . . , θˆ(R)], the
Gaussian parameters G = {αl, µl, σ2l } ∀ l ∈ {1, . . . , L} can be found by maximizing the likelihood
function,
p(Θˆ|G) =
R′∏
r=1
L∑
l=1
αl N (θˆ(r);µl, σ2l ), (4.35)
which, in EM algorithm, is done by alternating between the E- and M-step until convergence .
Here, narrowband DOA estimates only up to the spatial aliasing frequency bin K ′ were used for
estimating the Gaussian parameters. In the E-step of the algorithm, using the current parameter
estimates, the membership probabilities of each data point θˆ(n, r) is computed using
Λrl =
αl N (θˆ(r);µl, σ2l )∑L
l′=1 αl′ N (θˆ(r);µl′ , σ2l′)
. (4.36)
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Figure 4.3: Block diagram of the proposed framework. The red processing blocks correspond to the two
alternative approaches to posterior probability approximation.
In the M-step, the mixture parameters are updated as
µl ←
∑R′
r=1 Λ
r
l θˆ(r)∑R
r=1 Λ
r
l
, (4.37)
σ2l ←
∑R′
r=1 Λ
r
l (θˆ(r)− µl)(θˆ(r)− µl)T∑R′
r=1 Λ
r
l
, (4.38)
αl ← 1
R′
R′∑
r=1
Λrl . (4.39)
As mentioned earlier in Section 4.4, in our framework, the individual Gaussian parameters {µl, σ2l }
are used to approximate the posterior probabilities. The computational blocks associated with the
proposed framework are shown in Fig. 4.3, where the red colored blocks as well as the connections
represent the two different ways to approximate the posterior probabilities within the framework.
Please note that the other processing blocks are common for both these approaches.
4.6 Performance Evaluation
The performance of the proposed method was evaluated using both simulated and measured data.
For all the experimental evaluations presented in this section, we consider the application of di-
rectional filtering where we define a desired directional response function that aims to capture
direct sound source(s) from a specific region without distortion, while attenuating the direct sound
sources from all other angular regions by a specific level. In the following, sound source(s) lying
in the directional region with unit gain are referred as the desired source(s) whereas any sound
source(s) outside this region are termed as interfering sources(s). The number of plane waves for all
the experiments is the same, i.e., L = 2. First, a comparative analysis of the obtained directional
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Figure 4.4: Obtained vs desired directional response for both iBSF (solid lines) and iLCMV (dashed lines)
from different passband widths and DOA errors.
response at the output of the proposed filter and the informed LCMV (iLCMV) filter is presented
in Section 4.6.1. Then an experimental analysis to demonstrate the robustness of the proposed
framework in comparison to the informed LCMV filter [7] is presented in Section 4.6.2. The perfor-
mance of the proposed framework is evaluated under different acoustic conditions using simulated
room impulse responses (RIRs) in Section 4.6.3 and using measured RIRs in Section 4.6.4.
4.6.1 Directional Response Analysis
In the first experiment, we utilize the directional response analysis method presented in Chapter 3
and investigate the difference between the desired and the obtained directional response of the
proposed approach (iBSF) and compare it to that of the iLCMV filter.
Experimental Setup For this experiment, we consider a ULA with M = 5 elements with an
inter-element spacing of 3 cm. Two speech sources, Source A and B, were considered where the
desired source, Source A, was positioned at the array broadside, θA = 90
◦. For different positions
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of the other source, the two sources are placed at a distance of 1.8 m from the array center. For
the positioning of Source B at discrete angular positions, the complete DOA range of a ULA was
discretized with a resolution of 10◦, resulting in I = 19 different discrete points. The input signal
of 4 s duration consists of two simultaneously active speakers, with a sampling rate of Fs = 16 kHz.
A 512 point STFT with 50% overlap is used to transform the signals into the TF domain. The
acoustic environment was considered to be anechoic and noiseless.
Similar to the experiments in Section 3.2.3, we model the DOAs at each TF instant, by a zero-
mean Gaussian process with a standard deviation σDOA, centered around the known DOAs of
Source A and B. Then, the narrowband DOA estimates can be expressed as
θˆA(n, k) = θA + ∆θA(n, k),
θˆB(n, k) = θB + ∆θB(n, k), (4.40)
where ∆θA(n, k) and ∆θB(n, k) are the absolute DOA errors corresponding to Source A and B,
respectively, with σ2DOA = E{∆θ2} as the error variance. The performance of the proposed frame-
work was compared to the informed LCMV filter for different standard deviation values of the
introduced error and varying widths of the directional response window. We consider the desired
directional response for the example application of source extraction and the level of attenuation
outside the passband region is −21 dB. Similar to the analysis in Section 3.2.3, we plot the inverse
of Ad,i as the obtained directional response.
Results The results for this experiment are presented in Fig. 4.4 for two different values of the
standard deviation, σDOA = 10
◦, 15◦ and two different passband widths, 20◦ and 30◦. From the
presented results it can be seen that for both the proposed approach as well as the iLCMV filter, the
obtained response deviates from the desired one as the angular position of Source B comes closer to
that of Source A. However, the obtained response for the proposed approach resembles the desired
response much more closely than that of the iLCMV filter. For the the two different standard
deviations of error considered here, the attenuation level of the interfering source, Source B, never
reaches the desired level of −21 dB, whereas for the proposed approach, the desired attenuation
level is reached for angular positions of the interfering source close to the endfire directions. Overall,
from the presented results we can see that compared to the iLCMV filter, the proposed approach
is robust against DOA estimation errors.
In this section, we evaluated the robustness of the proposed approach as well as the iLCMV filter
only in terms of the difference between the obtained and the desired directional response. In the
following section, the robustness of these methods are evaluated in terms of objective performance
measures for a specific setup.
4.6.2 Robustness Experiment
Experimental Setup For this analysis, we consider a ULA with M = 4 microphones with inter-
microphone distance of 3 cm. The complete DOA range is uniformly sampled with a resolution
of 10◦. Similar to the experiment in the previous section Source A is kept static at 90◦, with the
interfering speaker, Source B positioned at θB = 56
◦. The input signal consists of two simulated
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Figure 4.5: Directional response function g(θ, k), with varying widths, considered in the experimental anal-
ysis presented in Section 4.6.2. The markers represent the direction of Source A (circle) and
Source B (triangle). The different window widths are plotted with different colors.
speech signals of 6 s duration each, with a sampling rate of Fs = 16 kHz. A 512 point STFT with
50% overlap is used to transform the signals into the TF domain. The choice of the directional
response function(s) for this experiment is shown in Fig. 4.5, where it can be seen that the aim is to
acquire Source A with unit gain while suppressing Source B by 31 dB. To analyze the influence of
the errors in DOA estimation on the obtained directional response, the DOAs at each TF instant
are modeled similar to the experiment in the previous section.
For both the proposed framework as well as the informed LCMV filter, the DOA estimation errors
directly affect the ability of the spatial filters to suppress the interfering speaker to the desired level
as well as its ability to acquire the desired speaker without distortion. Therefore, to evaluate the
robustness of the spatial filters, we use the following three objective performance measures: i)
segmental interference reduction (segIR), which signifies the amount of interference suppression
achieved by the spatial filter, ii) segmental signal distortion index (segSDI), which indicates the
distortion of the desired signal, and iii) segmental signal-to-interference ratio (segSIR) at the output
of the spatial filter.
Results The results for this experiment are presented as 2D plots in Fig. 4.6 and 4.7, for the
proposed method and the iLCMV filter, respectively, with the directional response width on the x-
axis and the different considered values for standard deviation of the DOA error on the y-axis. The
presented results were averaged over 5 experiments for each standard deviation value of the DOA
estimation error. We analyze the results from the perspective of the DOA estimation errors. It can
be seen that for σ = 5◦, the interference reduction (IR) performance, Fig. 4.6(a) and 4.7(a), of both
spatial filters is slightly affected by the width of the spatial window, with the best performance for
a narrow spatial window width. However, as the standard deviation of the error is increased, the
degradation in IR performance is more noticeable for the iLCMV filter compared to the proposed
method. Such a trend is expected for the iLCMV filter as it directly utilizes the DOA estimates
at each TF bin to formulate the directional constraints of the filter which leads to degradation in
performance as the estimation error increases. On the other hand, the proposed framework involves
a soft decision approach based on the approximated posterior probabilities which adds robustness
against such errors.
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Figure 4.6: Objective measures for the proposed framework, for the experiment described in Section 4.6.2.
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Figure 4.7: Objective measures for Informed LCMV filter, for the experiment described in Section 4.6.2.
In terms of the segSIR performance, Fig. 4.6(c) and 4.7(c), both filters achieve the best perfor-
mance when the error is small and the width of the window is narrow. However, an interesting
thing to note is that the worst performance of the iLCMV filter is obtained for high estimation error
and narrow window width whereas for the proposed method the worst case is high estimation error
with a broad window width. To understand this, it is necessary to look at the plot for the segSDI
measure, Fig. 4.6(b) and 4.7(b). For both filters, the maximum amount of distortion is introduced
to the desired signal when the estimation error is high and the window width is narrow, which is
the worst performance of the filters in terms of segSDI. Now, looking at the segIR plot, it can be
seen that for the iLCMV filter the performance does not vary considerably over different window
widths, for a high estimation error, whereas for the proposed method this difference is significant.
Looking at the performance of the filters in terms of segIR and segSDI together, the trend noticed
in the segSIR plot becomes evident.
The experiment presented in this section showed that the proposed method indeed introduces
robustness against DOA estimation errors to the informed spatial filtering framework.
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Figure 4.8: Directional response function g(θ, k) considered for the simulation experiment. The markers
represent the direction of Source A (triangle) and Source B (circle).
4.6.3 Experiment using Simulated RIRs
In this section, we evaluate the performance of the proposed method as well as the iLCMV filter for
different simulated room conditions. As a baseline, we evaluate the performance of a simple delay-
and-sum beamformer (DSB) with perfect knowledge of the DOA of the desired source, which from
hereon is referred to as the baseline. In our proposed method, we assume the fullband distribution
of the narrowband DOA estimates to be modeled by L Gaussian mixtures, whose parameters
are estimated using the standard EM algorithm. Therefore, in addition to the three mentioned
methods, we also evaluated the performance of a variant of the iLCMV filter where the directional
constraints are computed using the estimated means of the Gaussians. We would refer to this filter
as iMean. In the following, the proposed method is referred to as iBSF. In these experiments,
we mainly want to analyze the proposed Bayesian approach compared to the ISF when using the
same narrowband DOA estimates within the two frameworks. Therefore, in these experiments the
proposed approach of MCNN based posterior pmf approximation is not included.
Experimental Setup For the simulations, we consider a shoebox room of dimensions 6× 5× 2
m3, where the reverberation time was varied from 0.2 to 0.6 s in steps of 0.1 s. We consider a ULA
with M = 4 elements with an inter-element spacing of 3 cm. Two speech sources, Source A and B,
were placed in front of the microphone array at a distance of 1.2 m. The desired source, Source A,
was positioned at θA = 115
◦, with the interfering speaker, Source B was positioned at θB = 84◦.
The aim was to acquire Source A with unit gain while suppressing the interfering Speaker B by 21
dB, as shown in Fig. 4.8. The input signal consists of 1 s of silence followed by two speech signals
active simultaneously for a 5 s duration, with a sampling rate of Fs = 16 kHz. A 512 point STFT
with 50% overlap is used to transform the signals into the TF domain. White noise was added to
the speech signals resulting in an input segSNR of 10 dB.
The microphone signal PSD matrix, Φy(n, k), was computed using the recursive temporal averag-
ing filter given in (4.34), with a time constant of 50 ms. The noise PSD matrix was estimated from
the silence portion. The diffuse sound PSD matrix was computed as described in Section 3.1.3.4.
At each TF bin, D = 2 narrowband DOA estimates were obtained using ESPRIT. For the pro-
posed method, the DOA space was sampled with a resolution of 10◦, resulting in I = 19 discrete
points. For computing the time-dependent supports for each DOA random variable, the threshold
was empirically set to δ = 0.15. For our case, the EM algorithm was found to converge within 10
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Figure 4.9: Performance of the spatial filters for different reverberation times (using simulated RIRs).
The plots show improvement with respect to a reference microphone signal, except for
segSDI.
iterations, preceded by 5 iterations of the k-means initialization method. For all the experiments,
these number of iterations were kept fixed.
We evaluated the performance of the spatial filters in terms of the following objective measures:
segSIR improvement (∆SIR), segSNR improvement (∆SNR), segmental signal-to-diffuse ratio im-
provement (∆SDR), segSDI [108, Eq. 4.44], improvement in PESQ score (∆PESQ) [117] and
improvement in short-time objective intelligibility (∆STOI) [118]. The performance measures are
computed for non-overlapping segments of length T = 30 ms. For a segment i, the input SNR,
SDR and SIR at a reference microphone are computed as
iSNR(i) = 10 log10〈|xA(t)|
2〉/〈|xn(t)|2〉, (4.41)
iSDR(i) = 10 log10〈|xA(t)|
2〉/〈|xd(t)|2〉, (4.42)
iSIR(i) = 10 log10〈|xA(t)|
2〉/〈|xB(t)|2〉, t ∈ ((i− 1)T, iT ] (4.43)
where 〈·〉 denotes average over t. The signals xA(t) and xB(t) are the received time-domain signals
corresponding to the speakers located at θA and θB, respectively. The terms xd(t) and xn(t)
denote the diffuse sound and the microphone self-noise component, respectively. The output values
oSNR, oSDR and oSIR are computed similarly, by using the filtered versions of the signals. The
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Figure 4.10: Output of the iMean spatial filter (lower figure) and the corresponding input signal at a refer-
ence microphone (upper figure) for RT60 = 400 ms, from the experiment with simulated RIRs
presented in Section 4.6.3.
corresponding improvements, ∆SNR, ∆SDR, and ∆SIR, are computed by taking the difference
between the corresponding output and the input measures.
Results The results for this experiment are presented in Fig. 4.9. It can be seen that for all the
filters, except the baseline, there is deterioration in performance as the reverberation time increases.
The baseline method provides almost the same performance for all reverberation times. As shown
by Fig. 4.9(a), the proposed method provides more suppression of the interfering speaker compared
to other methods while introducing less distortion to the desired signal, except for the baseline
method which has perfect knowledge of the desired source DOA (Fig. 4.9(d)). However, due to the
weighted spatial averaging incorporated in the proposed method to account for the unreliability
of the DOA estimates in adverse acoustic conditions, it is unable to suppress the diffuse noise as
well as the other informed spatial filters (Fig. 4.9(c)). In terms of noise suppression (Fig. 4.9(b)),
the baseline method performs the best, as expected, followed by the proposed and the iMean filter,
which have a similar performance. In terms of STOI improvement, the proposed filter performs
better than the other methods, with the iMean and the iLCMV filters having a similar performance.
In Fig. 4.9(d), it can be seen that the iMean filter introduces less distortion to the desired signal
compared to the iLCMV filter. However, in terms of PESQ (Fig. 4.9(e)), its performance severely
deteriorates beyond 300 ms reverberation time. The reason for this deterioration can be seen in
Fig. 4.10, which presents the output of the iMean filter and the corresponding input signal for RT60
= 400 ms, from the above mentioned experiment. Since the iMean filter employs the estimated
means of the Gaussians as the DOAs of the plane waves, if the mean of the Gaussian corresponding
to the desired source is estimated to be outside the designed spatial window, both sources get
suppressed by 21 dB for that whole time frame which leads to the clipping artifacts visible in the
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Figure 4.11: Example of variation of Jn over time for RT60 of 300 ms.
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Figure 4.12: Average Jn for different reverberation times. The averaging was done over all time frames with
speech present.
output of the iMean filter in Fig. 4.10. Since it is more difficult to have reliable DOA estimates
at higher reverberation times, these clipping artifacts severely deteriorate the performance of the
iMean filter in terms of PESQ. This shows that though the estimated means of the Gaussians can
possibly provide better DOA estimates, in case of an error, the deterioration in terms of the percep-
tual quality of the signal is even more severe compared to utilizing the obtained narrowband DOA
estimates directly in the spatial filter. In general, the results in Fig. 4.9 show that incorporating
the narrowband DOA estimates directly into a spatial filter does not provide a good overall perfor-
mance, especially in highly noisy and reverberant conditions, as shown by the results for the iLCMV
filter. By using the estimated means of the Gaussians as the DOA estimates, slight improvement in
performance can be achieved, however as we saw, significant deviation of the estimated means from
the true source DOAs leads to severe degradation in terms of estimated perceptual quality. The
proposed method, by accounting for the uncertainty in the DOA estimates, provides the best overall
performance, with the only limitation being its ability to reduce the diffuse sound component.
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DSB iLCMV iMean iBSF
1 2.2 22.3 32.1
Table 4.1: Average run-times of the different methods normalized by the run-time of the DSB.
Number of Combinations Jn We also analyzed the reduction of the total number of com-
binations, which is performed along with the approximation of the posterior probabilities in the
proposed method (see Section 4.4.1.1). In Fig. 4.11, an example of the variation of the total number
of combinations Jn over time, for RT60 = 300 ms, is presented. It can be seen that when there is
silence, the value of Jn is high since the DOA estimates do not correspond to a specific direction
in this case. We aim to address this problem of extra computations during silence in the future.
Once the speakers become active, based on the accuracy of the DOA estimates, there is variation
in the value of Jn over time.
In Fig. 4.12, the average value of Jn for different reverberation times is presented. As the re-
verberation time increases, the narrowband DOA estimates becomes less accurate which leads to a
larger standard deviation in their fullband distribution. Due to this, the average number of combi-
nations for which the proposed spatial filter needs to be computed increases as the reverberation
time increases, thereby signifying that the complexity of the proposed method is dependent on the
reliability of the DOA estimates, which also is the main mechanism for incorporating robustness
against DOA estimation errors.
Average Run-time of Compared Methods In this section, the average run-times of the dif-
ferent methods are presented. The numbers in Table 4.1 represent the run-time of the respective
methods as a factor of the computation time for the baseline DSB. All the methods were imple-
mented using MATLAB®. The run-time of the methods was computed by averaging over all the
experiments with different reverberation times.
From the numbers it is clear that though the proposed method has a superior performance, its
run-time is significantly higher for our implementation. In future work, we would like to explore
optimized implementations as well as methods to reduce the computational cost of the proposed
method.
4.6.4 Experiment with Measured RIRs
To verify the efficiency of the proposed method in practical acoustic scenarios, a comparative anal-
ysis of the spatial filters evaluated in the previous section was performed with measured RIRs.
Along with that, we also include a variant of the proposed iBSF where the probabilities of the
discrete angles are estimated using the MCNN method presented in Section 2.3. This filter is de-
noted as iMCNN. We use the pre-trained MCNN from Chapter 2 as the microphone array geometry
considered there and in these experiments are the same.
Experimental Setup For our experiments with measured RIRs, we used the Multichannel Im-
pulse Response Database from Bar-Ilan university [101]. The database consists of RIRs measured
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Figure 4.13: Objective measures with measured RIRs for the experiment described in Section 4.6.4 for
the source-array distance of 1 m. The plots show improvement with respect to a reference
microphone signal, except for segSDI.
at Bar-Ilan university’s acoustics lab, of size 6 × 5 × 2 m3, for three different acoustic scenarios
with reverberation times of RT60 = 160, 360, and 610 ms. The recordings were done for several
source positions placed on a spatial grid of semi-circular shape covering the whole angular range
for a linear array, i.e., [0◦, 180◦], in steps of 15◦ at distances of 1 m and 2 m from the center of the
microphone array.
The recordings were done with a linear microphone array with three different microphone spac-
ings. For our experiment, we chose the [8, 8, 8, 8, 8, 8, 8] cm setup [101], which consists of eight
microphones where the inter-microphone distance is 8 cm. We selected a subset of four middle
microphones out of the total eight microphones used in the original setup, to have a ULA with
M = 4 elements with an inter-microphone distance of 8 cm.
The input signal consisted of 1 s silence, followed by 5 s of double talk. White noise was added
to the input signal for an input segSNR of 10 dB.
The remaining experimental parameters are the same as in the simulation experiments, described
in Section 4.6.3. Please note that iMCNN is different from the iBSF only in its use of the estimated
probabilities using MCNN for the approximation of the posterior pmfs of the discrete angles. Rest
pf the parameters used for the computation of the individual spatial filters are the same. The
performance of the filters was evaluated for the three different reverberation times.
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Figure 4.14: Objective measures with measured RIRs for the experiment described in Section 4.6.4 for
the source-array distance of 2 m. The plots show improvement with respect to a reference
microphone signal, except for segSDI.
Results The results for this experiment are presented in Figs. 4.13 and 4.14, for source-array
distances of 1 m and 2 m, respectively.
When the sources are relatively close to the array, i.e., 1 m, it can be seen that the degrada-
tion in performance of the informed filters is not prominent in terms of interference suppression
(Fig. 4.13(a)). Due to the highly noisy environment, the iLCMV filter already suffers from incorpo-
rating unreliable DOA estimates in the filtering framework, whereas the performance of the iMean
filter is close to the iBSF and iMCNN. However, in terms of signal distortion (Fig. 4.13(d)), as
the reverberation time increases, the difference in performance of the spatial filters utilizing the
estimates of the discrete DOA probabilities and the iMean filter becomes significant. The iMCNN
filter exhibits a comparable performance to the iBSF at the lower reverberation times across differ-
ent objective measures. In the case of high reverberation, since the iMCNN filter utilizes only the
neighboring discrete angles of the estimated DOAs of the sources, the method suffers from slight
degradation in performance.
A trend of increasing difference between the Bayesian approach based spatial filters and the ISFs
can also be noticed in the performance of the spatial filters in terms PESQ score improvement
(Fig. 4.13(e)). In terms of STOI improvement (Fig. 4.13(f)), the performance of the iBSF and
iMCNN is slightly better than the other methods.
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1 2 3
Figure 4.15: Directional response function g(θ, k) considered for the experiment with moving interfering
speaker. The markers represent the direction of Source A (triangle) and Source B (circle).
When the sources move further away from the microphone array, i.e., 2 m, the degradation in
performance of all the informed spatial filters, in terms of interference suppression (Fig. 4.14(a)),
becomes significant as the reverberation time increases. In terms of signal distortion (Fig. 4.14(d))
as well as PESQ score improvement (Fig. 4.14(e)), the difference in performance of the proposed
approaches compared to the other informed spatial filters, especially the iMean filter, is more
significant for all the different acoustic conditions.
In terms of noise suppression (Fig. 4.13(b) and Fig.4.14(b)), for both source-array distances,
the performance of the proposed methods and iMean filter, are similar and marginally better than
iLCMV filter, with deterioration in performance observed as the reverberation time increases. Also,
as observed in the simulation experiments, the iBSF suppresses less diffuse sound compared to the
other informed spatial filters (Fig. 4.13(c) and Fig. 4.14(c)).
Overall, the results in Figs. 4.13 and 4.14 show that despite the limitation in terms of diffuse noise
suppression, both iBSF and iMCNN provide a better overall performance than the other methods.
The robustness against DOA estimation errors of the proposed methods is mainly evident from the
low amount of signal distortion introduced by these methods while providing superior improvement
of perceptual quality.
Moving Interfering Speaker We also evaluated the performance of all the spatial filters for a
scenario with a moving undesired source.
For this, we used the measured RIRs from the previous experiment. We chose the acoustic
scenario with RT60 = 360 ms, with the sources placed 2 m away from the microphone. The desired
source was positioned in the same direction as before, i.e. θA = 105
◦, however the interfering speaker
is now subsequently active at the positions 1 to 3, with θB1 = 30
◦, θB2 = 45◦ and θB3 = 75◦, as
shown in Fig. 4.15. The input signal for this experiment consisted of 1 s of silence, followed by both
the desired and the interfering speakers being active for 12 s. The interfering speaker was active
at each position for 4 s. The rest of the experimental parameters are the same as in the simulation
experiments.
The results for this experiment are presented in Table 4.2. From the results, it can be seen
that even with a moving undesired source, the proposed Bayesian approaches (iBSF and iMCNN)
introduce low signal distortion while providing a better interference suppression compared to the
other methods. The improvement in terms of the estimated perceptual quality (PESQ) as well as
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∆segSIR ∆segSNR ∆segSDR segSDI ∆PESQ ∆STOI
DSB 1.7 6.1 1.1 0.01 0.13 0.04
iLCMV 4.6 3.5 2.9 0.23 0.08 0.05
iMean 8.4 3.7 3.5 0.15 0.17 0.07
iMCNN 9.3 3.4 2.9 0.11 0.21 0.10
iBSF 10.4 3.3 2.6 0.10 0.24 0.09
Table 4.2: Performance of the spatial filters for moving undesired sound source [improvement compared to
an unprocessed microphone signal except segSDI]. Best values are shown in bold.
∆segSIR ∆segSNR ∆segSDR segSDI ∆PESQ ∆STOI
DSB 2.7 6.1 1.9 0.01 0.05 0.04
iLCMV 5.2 2.2 4.8 0.30 0.07 0.01
iMean 8.4 2.1 4.9 0.13 0.08 0.04
iMCNN 8.1 2.3 4.7 0.16 0.05 0.04
iBSF 9.0 3.1 3.6 0.11 0.12 0.08
Table 4.3: Performance of the spatial filters for two simultaneously active sound sources [improvement com-
pared to an unprocessed microphone signal except segSDI]. Best values are shown in bold.
predicted intelligibility (STOI) is also superior to the other methods. Overall, the presented results
demonstrate that the proposed Bayesian approach is able to deal with a dynamic acoustic scenario,
while incorporating robustness against DOA estimation errors. Audio examples for this experiment
is available online at [119].
Multiple Interfering Speakers Finally, we evaluate the performance of all the filters for a
scenario where two interfering speakers are simultaneously active from positions 1 and 2 in Fig. 4.15,
and the desired speaker is positioned in the same direction as before. The input signal consisted
of 1 s of silence followed by 7 s of simultaneous activity of all three speakers. The experimental
parameters are the same as for the previous experiment. We assume L = 2 for this experiment to
evaluate the robustness of the system to errors in our knowledge of L.
The results for this experiment are given in Table 4.3. With two simultaneously active interfering
speakers, it can be seen that the performance of all the filters are slightly reduced compared to the
scenario with static single interfering source, presented in Section 4.6.4. This is mainly due to the
assumption of L = 2, which results in a model violation when three speakers are simultaneously
active. The degradation in performance of the iMCNN filter is significant due to the additional
problem of mismatch in the number of active sources per time frame during training compared to
this specific scenario. Overall, it can be seen that the proposed iBSF provides the best performance,
especially in terms of estimated perceptual quality (PESQ) and predicted intelligibility (STOI).
4.7 Summary
A Bayesian approach to informed spatial filtering that provides robustness against DOA estima-
tion errors was proposed in this chapter. The proposed method can be viewed as a efficient way
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of incorporating estimated DOA information in a spatial filtering framework. In the informed
spatial filters, the narrowband DOA estimates were directly employed to compute the directional
constraints of the spatial filter which made it susceptible to degradation in performance due to es-
timation errors, whereas the Bayesian framework presented in the first part of this chapter needed
to compute required parameters for all possible combinations of discrete DOA values in the whole
DOA space due to lack of information regarding the source DOAs which lead to a large number of
redundant computations.
In the proposed approach, we first showed the use of narrowband DOA estimates to approxi-
mate the posterior probabilities which were subsequently used to isolate regions in the DOA space
with high probability of containing the actual source DOAs, thereby incorporating the source DOA
information to reduce the computational cost while still achieving robustness against DOA estima-
tion errors. As an alternative, we also explored the use of CNN based broadband DOA estimation
method, presented in Chapter 2, to directly obtain the posterior probabilities of the discrete DOA
values given the microphone signals, rather than obtaining these probabilities using the fullband
distribution narrowband DOA estimates, thereby reducing the complexity of the system.
Using experiments where DOA errors were introduced in a controlled manner, it was demon-
strated that the proposed approach leads to smaller deviation of the obtained directional response,
at the output of the spatial filter, from the desired response compared to the informed LCMV
approach. Using objective measures, the robustness of the proposed approach was also shown. Ex-
periments with simulated as well as measured RIRs showed that the proposed approach, using both
narrowband DOA estimates as well as the MCNN, is able to suppress the sound sources(s) outisde
the directional region of interest while introducing low levels of distortion to the sound source within
the specified region of interest. The proposed approach based on the DOA estimation method using
MCNN demonstrated comparable performance to the proposed narrowband DOA estimates based
posterior pmf approximation method, at a lower computational cost.

CHAPTER 5
Time-Frequency Masking Based Online Multi-Channel Speech
Enhancement With Deep Neural Networks
In this chapter, a Time-Frequency (TF) masking based online multi-channel speech enhance-
ment approach using Deep Neural Networks (DNNs) is presented, where the DNN is trained to
estimate a TF mask that is utilized to obtain an estimate of the desired speech signal by learn-
ing to discriminate between the speech and the noise sources based on their spatial as well as
spectral characteristics. The DNNs proposed in our work are trained to be independent of the
Direction-of-Arrival (DOA) of the speech signal.
In Section 5.1, the signal model is first presented. This study investigates two different types of
TF masks: Ideal Binary Mask (IBM) and Ideal Ratio Mask (IRM). Both IBM and IRM are common
TF masking targets used in supervised speech separation and enhancement [83]. While IBM is a
hard mask, i.e, it only takes values of 0 or 1, IRM is a soft mask that can take values between 0 and 1.
Two different ways of using the masks to obtain the desired signal are explored in the chapter. First,
the mask estimate is used as a real-valued gain to the TF representation of a reference microphone
signal to obtain an estimate of the desired signal. In the second approach, the mask is utilized as
an indicator function for the recursive update the speech and noise power spectral density (PSD)
matrices, which are the used to estimate an Minimum Variance Distortionless Response (MVDR)
beamformer weights.
For the task of mask estimation, we investigate two different kind of neural network architectures:
Convolutional Neural Network (CNN) and Convolutional Recurrent Neural Network (CRNN). Us-
ing the CNN, the aim is to obtain an accurate estimate of the TF mask for a certain time frame,
given an input feature corresponding to that time frame. In our work, we use an input feature rep-
resentation that is called the Short-time Fourier Transform (STFT) map, described in Section 5.2.1.
Since the CNN learns to estimate the mask only from the input feature for a single time frame, it is
The work presented in this chapter is partly based on:
[120] S. Chakrabarty, D. Wang and E. A. P. Habets, ”Time-Frequency Masking Based Online Speech
Enhancement with Multi-Channel Data Using Convolutional Neural Networks,” 16th International
Workshop on Acoustic Signal Enhancement (IWAENC), Tokyo, 2018, pp. 476-480.
[121] S. Chakrabarty and E. A. P. Habets, ”Time-Frequency Masking Based Online Multi-Channel
Speech Enhancement with Convolutional Recurrent Neural Networks” IEEE Journal of Selected Topics
in Signal Processing, 2019.
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unable to exploit the spectro-temporal structure of the speech and noise signals for discriminative
learning. Therefore, using CRNNs we explore the benefits of incorporating temporal context into
the input to the neural network. With the CRNN, we explore two different kinds of systems; causal
and non-causal. In the causal system the input to the CRNN consists of a sequence of STFT
maps corresponding to the current and past frames. In the non-causal setup, future frames are also
included in the input sequence to the CRNN. The proposed architectures, their design aspects as
well as optimization techniques for estimation of the two different kind of TF masks are presented
in Section 5.2.2.
The performance of the proposed approaches is compared to two traditional beamformers;
Delay-and-sum Beamformer (DSB) and Robust Super-directive (RSD), as well as a Long Short-
term Memory (LSTM) based single-channel mask estimation approach in Section 5.3 using both
simulated and measured Room Impulse Responses (RIRs). In this section, we also analyze the
influence of the DOA of the speech source on the performance of the proposed approaches.
5.1 Problem Formulation
In this section, we first present the signal model along with the definition of the desired signal.
Following that, the two different ideal masks investigated in this work are described. Finally, two
different ways of incorporating the masks within a multi-channel speech enhancement system are
presented.
5.1.1 Signal Model
Let us consider an array of M microphones located at d1...M , that captures the reverberant
speech signal along with noise. In the STFT domain, the vector of received signals, y(n, k) =
[Y(n, k,d1), . . . , Y(n, k,dM )]
T at time frame n and frequency bin k is given by
y(n, k) = xs(n, k) + xr(n, k) + xd(n, k) + xn(n, k), (5.1)
where xs(n, k) and xr(n, k) denote the direct and the reverberant part of the speech signal, respec-
tively. We consider two different kinds of noise components; diffuse noise, denoted by xd(n, k),
and spatially uncorrelated microphone self-noise, denoted by xn(n, k). Given the microphone sig-
nals, the aim in this work is to extract the direct component of the speech signal at a reference
microphone Xs(n, k, 1).
5.1.2 Ideal Masks
To obtain an estimate of the desired signal, we employ a TF masking based approach. In literature,
different kind of TF masks have been presented for extracting the desired signal from a mixture [83].
In this work, we study two specific kinds of TF masks: IRM and IBM.
The IBM is a hard-mask, i.e., the value at each TF bin is either zero or one which is set based
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on a specified criterion. Mathematically, it is defined as
IIBM(n, k) =
1, if SNR(n, k,d1) > C0, otherwise, (5.2)
where SNR(n, k, 1) is the local signal-to-noise ratio (SNR) at the n-th time frame, k-th frequency
bin and the first microphone, and C is the criterion based on which the IBM value is specified. The
equation essentially states that if the SNR for a TF bin, at a reference microphone, is greater than
the predefined threshold, then the IBM value is set to one, otherwise it is set to zero. In this work,
without loss of generality, the first microphone is chosen as the reference microphone.. The criterion
C is a predefined threshold which is set to be 5 dB smaller than the SNR for a complete mixture
at a reference microphone. We compute the SNR using the signal power of the active speech and
noise for a complete utterance.This is mainly done for a less aggressive noise suppression, and for
a better preservation of the desired signal [83].
The IRM is a soft mask with values between zero and one. In this work, the IRM is given as
IIRM(n, k) =
|Xs(n, k,d1)|
|Y(n, k,d1)| , (5.3)
where Y(n, k, 1) denotes the signal recorded at the first microphone. The IRM defined this way can
have values greater than one, however in this work, we upper bound the value to be one to avoid
unwanted amplification of noise components in the mixture due to estimation errors.
Given the mask definitions, the next step is to utilize them to obtain an estimate of the desired
signal, described in the following section.
5.1.3 Estimation of the Desired Signal
In this work, two different approaches to utilize the masks and obtain an estimate of the desired
signal are explored.
5.1.3.1 Direct Application of the Mask
A straightforward way of obtaining an estimate of the desired signal is to directly apply the mask
to the TF representation of the microphone signal at the reference microphone that was used for
the computation of the ideal masks in the previous section. In this approach, an estimate of the
desired signal is given by
Xˆs(n, k,d1) = I(·)(n, k) · Y (n, k,d1), (5.4)
where I(·) can be either the IBM or the IRM. Since the applied masks are real-valued, the desired
signal waveform is obtained by an inverse STFT using the estimated magnitude, and the noisy and
reverberant phase.
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5.1.3.2 Mask based MVDR Spatial Filtering
Given the signal model in (5.1), the direct part of the speech signal can be expressed in terms of
the direct part of the signal captured at the first microphone as
xs(n, k) = a(n, k)Xs(n, k,d1), (5.5)
where a(n, k) denotes Relative Transfer Function (RTF) vector with respect to the first microphone
corresponding to the direct part of the speech signal, that is assumed to be time-varying.
Considering the individual signal components in (5.1) to be uncorrelated, the PSD matrix of the
microphone signals can be expressed as
Φy(n, k) = E{y(n, k)yH(n, k)}
= Φxs(n, k)
+ Φxr(n, k) + Φxd(n, k) + Φxn(n, k)︸ ︷︷ ︸
Φu(n,k)
, (5.6)
where E{·} denotes the expectation operator, Φxs(n, k) = φxs(n, k)a(n, k)aH(n, k) denotes the PSD
matrix of the desired signal with a rank-one model, and Φxn(n, k) denotes the PSD matrix of the
noise components. Using a spatial filtering approach, an estimate of the desired signal can be given
as a linear combination of the microphone signals y(n, k) at each TF bin,
Xˆs(n, k,d1) = w
H(n, k)y(n, k), (5.7)
where w is the complex weight vector of the spatial filter of length M . In the following, wherever
necessary, the TF indices are omitted for brevity. To compute the weight vectors, we use the
MVDR criterion, where the weights are found by minimizing the power of the noise components at
the output, i.e.,
w(n, k) = arg min
w
wHΦuw (5.8)
subject to
wH(n, k)a(n, k) = 1. (5.9)
The closed-form solution to the optimization problem is given by [50]
w(n, k) =
Φ−1u a(n, k)
aH(n, k)Φ−1u a(n, k)
. (5.10)
To compute the weight vector, it can be seen that two parameters need to be estimated: the PSD
matrix of the undesired signal components, Φu and the RTF vector a(n, k). In the following, we
describe how these parameters are estimated using the masks.
To estimate the RTF vector, we employ the covariance subtraction (CS) method [60]. With a
rank-one model, the RTF vector can be given as the first column of the PSD matrix Φxs(n, k),
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STFT map: M ×K × 2
Figure 5.1: Illustrative example of input feature representation.
normalized by the signal power at the first microphone, i.e.,
a(n, k) =
Φxs(n, k)e1
eH1 Φxs(n, k)e1
, (5.11)
where e1 = [1, 0, . . . , 0]
T is an M×1 selection vector. An estimate of the desired signal PSD matrix
is obtained via recursive averaging,
Φˆxs(n, k) = αxsΦˆxs(n− 1, k) + (1− αxs)I(·)(n, k)y(n, k)yH(n, k), (5.12)
where αxs is a scalar temporal averaging factor and I(·)(n, k) is one of the TF masks defined earlier.
At each TF instant, substituting the estimate of the desired PSD matrix into (5.11), an estimate
of the RTF vector is obtained.
An estimate of the noise signal PSD matrix is obtained in a similar manner,
Φˆu(n, k) = αuΦˆu(n− 1, k) + (1− αu)(1− I(·)(n, k))y(n, k)yH(n, k), (5.13)
where αu is the scalar temporal averaging factor used for the noise PSD matrix estimation and is
different from αxs . The values of both these scalars are determined empirically. Given the estimates
of the desired and the noise PSD matrices, the filter weights are computed using (5.10), and an
estimate of the desired signal is obtained using (5.7).
In this work, the aim is to develop a framework to obtain an accurate estimate of the TF masks
described in Section 5.1.2, which are then utilized within the approaches described in Section 5.1.3.1
and 5.1.3.2. The proposed system for mask estimation is described in the following section.
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5.2 Proposed System for Mask Estimation
In this work, we propose supervised-learning based methods where given an input feature, the aim
is to obtain an estimate of the mask for all the frequency bins of the current STFT time frame. In
our study, we explore the use of input features corresponding to the current time frame as well as a
sequence of input features corresponding to both past as well as future frames. In the following we
first describe the input feature representation used in this work, followed by the proposed neural
network architectures.
5.2.1 Input Feature Representation
In the proposed system, the input to the neural network is either an input feature for a single
STFT time frame or a sequence of input features corresponding to multiple STFT time frames.
The observed signal at the m-th microphone can be expressed as
Y(n, k,dm) = A(n, k,dm)e
jϕ(n,k,dm), (5.14)
where A(n, k,dm) represents the magnitude component and ϕ(n, k,dm) denotes the phase compo-
nent of the STFT coefficient of the received signal at the m-th microphone. Instead of opting for
an explicit feature extraction step, the magnitude and the phase of the STFT coefficients of the
received signals for each STFT time frame are directly provided as input to the system. The input
feature representation for the n-th time frame is formed by arranging A(n, k,dm) and ϕ(n, k,dm)
for each time-frequency bin (n, k) and each microphone m into a three dimensional tensor of size
M ×K×2, which we call the STFT map, where M is the total number of microphones in the array
and K = Nf/2 + 1 is the total number of frequency bins, upto the Nyquist frequency, at each time
frame. An illustration of the generation of the STFT map from the TF representation of a speech
signal is shown in Fig. 5.1.
Using the STFT map corresponding to the current time frame only does not allow the system
to learn from the spectro-temporal structure of the speech and noise signals. Therefore, we also
study the use of a sequence of STFT maps as input such that the system is able to exploit the
difference in both spatial as well as spectro-temporal characteristics between the speech and noise
components to obtain an estimate of the masks. We investigate two different ways of forming these
sequences.
In the first case, we consider a causal system where the input is a sequence of R STFT maps
and consists of the STFT map of the current time frame along with R − 1 previous frames. Let
us represent the STFT map for the n-th time frame by Ψ(n). Then the input sequence given
to the network to estimate the mask for the n-th STFT time frame, I(·)(n), is given by Sc(n) =
{Ψ(n),Ψ(n− 1), . . . ,Ψ(n−R+ 1)}.
In the second case, a non-causal system is considered where the input sequence consists of both
previous as well as future time frames. In an input sequence of R STFT maps, considering R is
odd, the input now consists of the STFT map of the current time frame along with (R − 1)/2
previous STFT maps and (R − 1)/2 future STFT maps. In this case, the input sequence given
to the CRNN to estimate the mask for the n-th STFT time frame, I(·)(n), is given by Snc(n) =
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{Ψ(n− ((R− 1)/2)), . . . ,Ψ(n), . . . ,Ψ(n+ (R− 1)/2)}.
The input sequence length R is a design parameter that can be chosen based on the requirements
of the system. For example, in an offline system, the value of R can be chosen to be large to
incorporate larger temporal context for mask estimation whereas for an online system the sequence
length can be chosen based on the tolerable latency of the system. Overall, we investigate three
different ways using the STFT maps as input to a mask estimation network.
The proposed CNN and CRNN architectures for estimating the masks are presented in the next
section.
5.2.2 Proposed Network Architectures for Mask Estimation
5.2.2.1 CNN
Given the input STFT map for each time frame, Ψ(n), we employ a CNN to learn to dif-
ferentiate between the spatial characteristics of the speech and noise sources, and obtain an
accurate estimate of the masks for all the frequency bins corresponding to that time frame,
Iˆ(·)(n) =
[
Iˆ(·)(n, 1), . . . , Iˆ(·)(n,K)
]
The proposed CNN architecture for mask estimation is shown in Fig. 5.2(a). The CNN architec-
ture consists of M −1 convolution layers, which is represented in Fig. 5.2(a) as a single convolution
module, followed by two fully-connected layers leading to the output layer that provides the esti-
mate of the masks. Please note that though visualized differently, this network architecture, except
for the output layer, is the same as the Multi-source CNN (MCNN) architecture used for speaker
localization in Chapter 2 (Fig. 2.4).
Though the network was initially proposed for the task of source localization, similar hyper-
parameter settings for mask estimation were found to be suitable via validation experiments that
were performed under some resource constraints.
5.2.2.2 CRNN - Causal and Non-causal
Given the input sequence of STFT maps for the n-th time frame, depending whether we con-
sider a causal or a non-causal system, different CRNNs are employed to learn to differentiate
between the spatial as well as temporal characteristics of the speech and noise sources, and
obtain an accurate estimate of the masks for all the frequency bins for the n-th time frame,
Iˆ(·)(n) =
[
Iˆ(·)(n, 1), . . . , Iˆ(·)(n,K)
]
.
In Fig. 5.2, the proposed CRNN architectures are presented where the CRNN architecture for
the causal case in termed as CRNN-C and the non-causal CRNN is termed as CRNN-NC. Both
the architectures consist of N convolution modules (shown in green in Fig. 5.2) that operate in a
time-distributed manner on the input for each frame, where each module consists M−1 convolution
layers, followed by a recurrent layer (blue in Fig. 5.2) and a fully connected layer (pink in Fig. 5.2)
leading to the output (grey in Fig. 5.2). The output of the network consists of K neurons to
estimate the mask for the current time frame.
Each convolution module at the beginning of both architectures aim to learn the discriminative
spatial characteristics between the speech and noise components for each time frame in the sequence
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Figure 5.2: Proposed CNN and CRNN architectures.
5.2. PROPOSED SYSTEM FOR MASK ESTIMATION 97
separately. These extracted discriminative features at the output of the convolution layers are then
provided as the feature sequence to the recurrent layer to exploit the available temporal context
and further learn to discriminate between the speech and noise components. The output of the
recurrent layer goes to a fully connected layer finally leading to the output where an estimate of
the mask is obtained.
Similar to the CNN in the previous section, the convolution modules consist of M−1 convolution
layers, where M corresponds to the number of microphones. In each convolution layer, 64 filters
of size 2 × 1 are used to learn the discriminative features. The design of the convolution layers is
based on the MCNN architecture proposed in Section 2.3, and validation experiments demonstrated
similar design choices to be suitable for the task of multi-channel mask estimation also. The outputs
from the convolution modules, each of size 1×K×64, are vectorized to form a sequence of R feature
vectors of size 64K which are then input to the recurrent layer.
The main difference between CRNN-C and CRNN-NC is the type of recurrent layer that is used.
Both architectures employ a LSTM layer. In CRNN-C, since the mask estimate is obtained by
learning features only from past frames, a uni-directional recurrent layer is employed. In contrast
to this, in CRNN-NC, a bi-directional recurrent layer is used to learn from both the past as well
as future frames.
For the convolution as well as the fully connected layers, in the CNN as well as the CRNNs, we
use the rectified linear units (ReLU) [90] as the activation function. Additionally, no pooling layers
were used in the proposed architectures. For the estimation of both IRM as well as IBM, the output
layer consists of K sigmoid units as the value of the masks for each TF bin lies between zero and one.
Although the estimate of the mask values for the all frequency bins of the current time frame are
estimated simultaneously, for each sigmoid unit corresponding to a single TF bin the optimization
occurs separately. For the optimization of the weights of the networks when estimating IRM, we
use the L2 or mean-square error (MSE) loss function, given by
L =
(
IIRM − Iˆ
)2
. (5.15)
For IBM estimation, the optimization is done using the cross-entropy loss, given by
L = −
(
IIBMlog(Iˆ) + (1− IIBM)log(1− Iˆ)
)
. (5.16)
The TF indices in the above equations have been omitted for brevity. Each of the proposed
architectures, are trained separately to estimate the IRM and IBM.
The CNN is trained using a training data set {{Ψ(n), I(·)(n)} | n = 1, . . . , N}, where N denotes
the total number of STFT time frames in the training set, and I(·)(n) denotes the mask vector for the
n-th time frame. Similarly, the CRNN-C is trained using a training data set {{Sc(n), I(·)(n)} | n =
1, . . . , N}, where Sc(n) is the causal input sequence for the n-th time frame. The CRNN-NC
network is also trained similarly with the non-causal input sequence, Snc(n). Details regarding the
preparation of the training data set are given in Section 5.3.2.
In the test phase, the test signals are first transformed into the STFT domain using the same
parameters used during training. Following this, based on the utilized network, the input feature is
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Signal Speech signals from TIMIT
Room size R1: (6× 6) m, R2: (5× 4) m, R3: (10× 6) m, R4: (8× 3) m, R5: (8× 5) m
Array positions in room 7 different positions in each room
Source-array distance 1 m and 2 m for each position
RT60 R1: 0.3 s, R2: 0.2 s, R3: 0.8 s, R4: 0.4 s, R5: 0.6 s
SNR Diffuse babble: -6 to 6 dB, Spatially white: 5 to 20 dB
Table 5.1: Configuration for training data generation. All rooms are 2.7 m high. The duration of the
training data was around 14 hrs.
computed and provided to the network to obtain an estimate of the masks for each frequency bin at
each time frame. Finally, the estimated masks are used in the approaches presented in Section 5.1.3
to obtain an estimate of the desired signal.
Signal Speech signals from LIBRI
Room size Room 1: (5× 7) m , Room 2: (9 × 4) m
Array positions in room 4 arbitrary positions in each room
Source-array distance 1.3 m for Room 1, 1.7 m for Room 2
RT60(s) Room 1: 0.38 , Room 2: 0.70
Table 5.2: Configuration for generating test data. All rooms are 3 m high.
5.3 Performance Evaluation
In this section we evaluate the performance of the proposed approach with simulated as well as
measured RIRs. The performance is evaluated for different acoustic conditions as well as noise
levels. Additionally, the influence of the spatial direction of the speech source on the performance
is also analyzed. A comparative evaluation of the proposed methods with respect to two traditional
beamforming approaches along with an LSTM based single channel mask estimation method is
performed.
5.3.1 Experimental Setup
For all the experiments, we consider a uniform linear array (ULA) with M = 4 microphones with
inter-microphone distance of 8 cm. The input signals, with sampling frequency of Fs = 16 kHz,
were transformed to the STFT domain using a DFT length of 256, with 50% overlap, resulting in
K = 129. This leads to the size of the STFT map for each time frame being 4× 129× 2. Since we
aim for an online system, the input sequence length was chosen to be R = 5. This means that for
the causal setup, the network is provided with a sequence containing STFT maps of four previous
time frames along with current one. For the non-causal setup, the input sequence contains two
previous and two future STFT maps along with the current STFT map. For the recursive update
of the PSD matrices in (5.12) and (5.13), temporal averaging factors of αxs = 0.85 and αu = 0.8
were used. The PSDs were initialized randomly.
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Methods Information for mask estimation Causal Beamformer
DSB - X X
RSD - X X
IRM/IBM-R Spectral, Temporal × ×
IRM/IBM-BF-R Spectral, Temporal × X
IRM/IBM-F Spectral, Spatial X ×
IRM/IBM-BF-F Spectral, Spatial X X
IRM/IBM-C Spectral, Temporal, Spatial X ×
IRM/IBM-BF-C Spectral, Temporal, Spatial X X
IRM/IBM-NC Spectral, Temporal, Spatial × ×
IRM/IBM-BF-NC Spectral, Temporal, Spatial × X
Table 5.3: General characteristics of the compared methods in our experiments. The methods below the
bold horizontal line correspond to the proposed approaches.
5.3.2 Training
The acoustic conditions considered for generating the training data are given in Table 2.1. The neu-
ral networks were trained using simulated RIRs. The RIRs required to simulate different acoustic
conditions were generated using the RIR generator [94]. For training, we used 370 randomly chosen
speech utterances from the TIMIT dataset, each 2 s long. Since the proposed approach is aimed
to be independent of the angular position of the desired speech source, for each array position and
source-array distance in each room, the complete angular range of the ULA was discretized with a
5◦ resolution, to get 37 different angular positions of the speech source. For each of these angular
positions, 10 speech signals were convolved with the simulated RIRs corresponding to that specific
setup.
For robustness to noise, spatially uncorrelated white Gaussian noise was added to the training
data with randomly chosen SNRs between 5 and 20 dB. Additionally, diffuse babble noise, with
randomly chosen SNRs between -6 and 6 dB was also added. A 40 s long sample of multi-channel
diffuse babble noise was generated using the acoustic noise field generator [100], assuming an
isotropic spherically diffuse noise field. The generated babble noise was divided into 20 segments,
each of length 2 s. The first 10 segments were used for training, and the rest were used for test.
The CNN was trained using the Adam optimizer [96] whereas the other networks were trained us-
ing the Rmsprop gradient-based optimizer [122]. All the networks were trained with mini-batches
of 128 input sequences and a learning rate of 0.001. During training, at the end of the convo-
lution layers a dropout procedure [97] with a rate of 0.5 was used to avoid overfitting. All the
implementations were done in Keras [98].
5.3.3 Compared Methods and Objective Measures
The performance of the proposed method is compared to two traditional beamformers, DSB and the
RSD beamformer [1]. Similar to the MVDR beamformer presented in Section 5.1.3, the computation
of the beamformer weights for both these beamformers require the computation of the RTF vector
and the noise PSD matrix.
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The DSB can be seen as a special case of the MVDR beamformer, which is formulated under
the assumption of only spatially white noise present in acoustic scene. Therefore the noise PSD
matrix for a DSB is a scaled identity matrix [2]. To compute the RTF vector, first a white noise
signal was convolved with the direct part of the RIR for a given acoustic scenario. Then with the
STFT representation of this signal, for each frequency bin, the PSD matrix of the direct speech
component was computed with a long-term average over multiple time frames. From this PSD
matrix, depending on the reference microphone, the corresponding column, normalized with respect
to the signal power at the reference microphone, was used as the propagation/steering vector.
For the RSD beamformer, the theoretical coherence matrix for a spherically isotropic diffuse
noise field was used as the noise PSD matrix. Since the coherence between two microphones in a
spherically isotropic diffuse sound field is given by a sinc function, diagonal loading is applied to
the noise PSD matrix to avoid singularities at low frequencies. Please note that both beamformers
used for comparison utilize ideal parametric information. In practice, these beamformers would
require an estimate of the DOA of the speech source or the RTF vector.
The proposed methods are also compared to a neural network based baseline method which is an
LSTM based single-channel mask estimation approach where an LSTM network is trained for each
microphone channel and the final mask estimate is obtained by aggregating the mask estimates from
the individual channels using a deterministic operation [72, 74, 75] . As a comparative method, we
used a Bi-directional Long Short-term Memory (Bi-LSTM) network for each microphone channel
and the final mask estimate was obatined by a point-wise median operation over the individual
mask estimates, as done in [72]. The architecture of each Bi-LSTM network consists of a Bi-LSTM
layer with 512 neurons followed by a fully-connected layer with 512 neurons leading to the output
where the mask estimate for the specific microphone is obtained. Since the Bi-LSTM based single-
channel mask estimation approach mainly learns from the temporal context, for a fair comparison,
the Bi-LSTM network for each microphone was trained using a sequence of 11 frames, similar
to [75], of the magnitude spectrum. Therefore, the input sequence to these networks consist of
five past and five future time frames. The estimated masks from the networks are used within the
approaches presented in Section 5.1.3 to obtain an estimate of the desired signal. In the following
experimental evaluations, since the input corresponds to a single frame, the method is termed
as IRM-F when the estimated IRM from the CNN is directly applied to a reference microphone
signal. When it is used to estimate the PSD matrices to be used within the MVDR beamformer, the
method is referred to as IRM-BF-F. Similarly, with the estimated IBM, the corresponding methods
are referred as IBM-F, and IBM-BF-F, respectively. For the Bi-LSTM based single-channel mask
estimation approach as well as the CRNN based approaches, a similar terminology is used. For the
Bi-LSTM based approach, the corresponding methods are: IRM-R, IBM-R, IRM-BF-R, IBM-BF-R.
For the causal setup, the corresponding methods are: IRM-C, IBM-C, IRM-BF-C and IBM-BF-C.
For the non-causal setup, the methods are: IRM-NC, IBM-NC, IRM-BF-NC and IBM-BF-NC.
Overall, the performance of eighteen different methods are compared, considering all combina-
tions of mask estimation setups and approaches to obtain an estimate of the desired signal.
The compared methods are evaluated in terms of three well-known objective measures: fre-
quency weighted segmental signal-to-noise ratio (fwSNR) improvement (∆fwSNR) [123], improve-
ment in PESQ value (∆PESQ) [124] and improvement in terms of short-term objective intelligibility
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Room Room 1
SNR −6 dB 0 dB 6 dB
Measure ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI
DSB 6.3 0.13 0.04 6.9 0.14 0.06 6.1 0.17 0.04
RSD 6.8 0.21 0.09 7.7 0.26 0.10 6.8 0.27 0.08
IRM-R 3.6 0.45 0.19 3.2 0.37 0.17 3.4 0.21 0.09
IBM-R 3.9 0.42 0.15 5.3 0.36 0.11 5.1 0.25 0.07
IRM-BF-R 7.4 0.32 0.12 7.6 0.29 0.11 6.5 0.20 0.08
IBM-BF-R 7.9 0.39 0.17 8.2 0.31 0.14 7.6 0.29 0.11
IRM-F 3.6 0.24 0.20 4.6 0.48 0.16 3.9 0.24 0.10
IBM-F 4.1 0.26 0.19 5.1 0.41 0.13 5.4 0.22 0.09
IRM-BF-F 7.0 0.28 0.10 7.4 0.21 0.10 6.9 0.21 0.07
IBM-BF-F 7.2 0.34 0.16 7.7 0.34 0.13 7.2 0.31 0.09
IRM-C 6.7 0.50 0.27 7.9 0.51 0.21 6.9 0.54 0.12
IBM-C 6.8 0.42 0.25 8.5 0.47 0.19 7.1 0.43 0.10
IRM-BF-C 7.8 0.40 0.18 8.1 0.39 0.17 7.7 0.34 0.10
IBM-BF-C 8.2 0.51 0.23 8.6 0.49 0.19 7.8 0.45 0.12
IRM-NC 5.9 0.56 0.28 7.7 0.53 0.22 6.8 0.51 0.12
IBM-NC 7.1 0.40 0.25 8.2 0.49 0.19 7.3 0.47 0.10
IRM-BF-NC 8.0 0.38 0.17 8.2 0.38 0.16 7.5 0.33 0.10
IBM-BF-NC 8.3 0.50 0.21 8.6 0.45 0.19 7.9 0.39 0.11
Table 5.4: Result for simulated acoustic condition, Room 1 (see Table 5.2), with varying levels of diffuse
babble noise. The best performing methods are shown in bold. The methods below the bold
horizontal line correspond to the proposed approaches.
(∆STOI) score [125]. All the improvements in objective measures are computed with respect to
the recorded signal at a reference microphone.
5.3.4 Experiments With Simulated RIRs
The performances of the compared methods were evaluated in two different rooms with different
array positions as well as source array distances different from training configuration. The acoustic
parameters for the testing conditions are shown in Table. 2.2. The speech utterances for test were
taken from LibriSpeech ASR corpus [126]. For each array setup in each room, five utterances,
each 2 s long, were used for each angular position of the source leading to an evaluation with 185
different speech utterances.
The results in simulated conditions are shown in Table. 5.4 and 5.5 for Room 1 and 2, respectively.
The performance of the methods was evaluated for three different input SNRs for the babble noise,
while the self-noise input SNR was kept constant at 20 dB for all the cases. The objective measure
values for each input SNR of babble noise were averaged over all the different angular positions
of the desired speech source for a given array position, as well as the different array positions
considered for each room.
From the results, it can be seen that all the different TF masking based approaches clearly
outperform the two ideal beamformers especially in terms of PESQ and STOI improvement. From
the presented results, following observations can be made:
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Room Room 2
SNR −6 dB 0 dB 6 dB
Measure ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI
DSB 6.2 0.11 0.04 6.8 0.07 0.05 6.3 0.08 0.03
RSD 6.8 0.19 0.09 7.1 0.19 0.09 6.7 0.17 0.06
IRM-R 3.1 0.46 0.18 4.1 0.39 0.15 3.3 0.27 0.08
IBM-R 3.8 0.42 0.16 4.8 0.34 0.12 5.3 0.21 0.06
IRM-BF-R 7.0 0.29 0.11 7.8 0.27 0.10 7.2 0.21 0.06
IBM-BF-R 7.1 0.38 0.17 8.0 0.35 0.13 7.4 0.33 0.1
IRM-F 3.6 0.26 0.18 4.0 0.19 0.15 3.5 0.17 0.09
IBM-F 3.9 0.27 0.19 4.1 0.14 0.14 5.2 0.14 0.08
IRM-BF-F 6.9 0.21 0.08 6.6 0.18 0.09 6.8 0.17 0.07
IBM-BF-F 7.1 0.31 0.13 7.1 0.24 0.11 7.1 0.24 0.08
IRM-C 6.0 0.50 0.26 6.3 0.35 0.20 6.7 0.51 0.12
IBM-C 6.3 0.45 0.24 8.2 0.31 0.18 7.2 0.49 0.09
IRM-BF-C 7.7 0.32 0.15 7.6 0.26 0.14 7.3 0.28 0.1
IBM-BF-C 8.0 0.48 0.21 8.3 0.39 0.19 7.5 0.33 0.11
IRM-NC 5.6 0.52 0.26 6.1 0.51 0.20 5.8 0.50 0.13
IBM-NC 6.7 0.46 0.23 7.9 0.50 0.18 7.1 0.48 0.1
IRM-BF-NC 7.5 0.34 0.16 7.8 0.32 0.14 7.4 0.27 0.1
IBM-BF-NC 8.1 0.48 0.22 8.2 0.44 0.18 7.6 0.39 0.11
Table 5.5: Result for simulated acoustic condition, Room 2 (see Table 5.2), with varying levels of diffuse
babble noise. The best performing methods are shown in bold. The methods below the bold
horizontal line correspond to the proposed approaches.
• For all different estimated TF masks, when the mask is directly applied to the microphone
signal, the fwSNR improvement is lower compared to the same mask being used to estimate
the PSD matrices for an MVDR beamformer. For the masks estimated without any temporal
context, IRM-F and IBM-F, the improvement achieved by direct application of the mask is
much lower than that of the DSB and RSD beamformers, however for the masks estimated by
the proposed approaches this improvement is comparable or better than the two traditional
beamformers.
• By observing the performance of mask based MVDR beamforming methods, it can be seen
that across different acoustic conditions as well as SNRs, better performance is achieved when
an IBM is used for the estimation of the PSD matrices compared to using estimated an IRM.
The IBM is a hard mask and better functions as an indicator of signal activity in (5.12) and
(5.13) compared to an IRM.
• When the masks are directly applied to a reference microphone signal, using (5.4), it can
be seen that the IRM exhibits a better performance than IBM, for all the different systems,
in terms of PESQ and STOI improvement. However the direct application of the estimated
IBMs leads to a better fwSNR improvement.
• The Bi-LSTM based mask estimation approach that utilizes a temporal context of 11 frames
for mask estimation is able to generally outperform the CNN based approach that only utilizes
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Figure 5.3: Example of estimated IRMs with different methods.
information from a single STFT time frame and relies on discriminating between the speech
and noise sources based on their spatial characteristics. When compared to the proposed
approaches that utilize the multi-channel information simultaneously along with a smaller
temporal context, the Bi-LSTM based method is generally outperformed by the proposed
methods, especially in terms of PESQ and STOI score improvement.
Overall, the direct application of IRM estimated using the proposed approaches leads to the best
improvement in terms of PESQ and STOI but suffers from low fwSNR improvement, possibly due
to signal distortions. On the other hand, IBM based MVDR beamforming leads to the best fwSNR
improvement with comparable PESQ and STOI improvement with respect to direct application of
IRM, especially for low SNRs. Since IBM is a hard mask, i.e., it is either 0 or 1, it is better suited
to be used as an activity indicator in the recursive update of the PSD matrices in (5.12) and (5.13),
leading to a better performance.
From the presented results, it can be concluded that when temporal context is incorporated for
mask estimation, as done in the CRNN based approaches, the performance improves considerably
compared to the CNN based approach, where the network learned to discriminate between the
speech and noise components based on input feature corresponding to a single time frame. This
difference is also evident from the general better performance exhibited by the Bi-LSTM baseline
For a better understanding of this difference, examples of estimated IRMs and IBMs using different
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Figure 5.4: Example of estimated IBMs with different methods.
methods are presented in Figs. 5.3 and 5.4, respectively. It can be seen that when no temporal
context is used for the mask estimation, the estimated mask appears to be spectrally smoothed
and the spectro-temporal structure of the speech signal is not captured, which can be observed by
comparing the IRM-F and IBM-F masks (Figs. 5.3(c) and 5.4(c)) to the oracle masks (Figs. 5.3(b)
and 5.4(b)). In contrast, if we observe the masks estimated using the Bi-LSTM baseline method
or the proposed methods (IRM/IBM-C/NC), then we can see that the spectro-temporal structure
of the speech signal is captured by the estimated masks. Additionally, we also see that with small
context of only five frames, the difference in the estimated masks for both the causal and non-causal
setup are not significant for the considered scenarios.
5.3.4.1 Influence of DOA of the Source
For the proposed approaches, the CNN and the CRNNs were trained for discrete angular positions
of the speech source corresponding to the complete DOA range of the microphone array in order to
have the proposed method generalize for different DOAs of the source. In this section, we analyze
the effect of the angular position of the source on the performance of the proposed approaches, and
the two beamformers. The Bi-LSTM based baseline is not included in these experiments since the
method mainly learns from the magnitude spectrum of the individual microphone signals and does
not exploit the difference in the spatial characteristics of the speech and noise sources.
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Figure 5.5: Performance of direct application of mask methods for different angular positions of the speech
source. The objective measure value for each discrete angular position of the source was
spatially smoothed with respect to values at four neighboring angular positions
Figure 5.6: Performance of beamforming methods for different angular positions of the speech source. The
objective measure value for each discrete angular position of the source was spatially smoothed
with respect to values at four neighboring angular positions
For this experiment, we selected a specific noisy scenario from the previous experiment where the
babble noise input SNR is 0 dB and the white noise SNR is 20 dB. For this specific noisy condition,
we consider the performance of the different methods for different array positions in both rooms,
Room 1 and 2, described in Table 2.2. The individual objective measure values for each discrete
angle are averaged over the array positions and the rooms. Since the setup in this work is symmetric
around the array broadside (90◦), the performance of the methods was analyzed for the angular
range of [0◦, 90◦]. The performance of the methods involving direct application of the mask on
a reference microphone signal are presented in Fig. 5.5, and the performance of the beamforming
methods are presented in Fig. 5.6. For a better visualization of the performance of the methods,
the objective measure value for each discrete angular position of the source was spatially smoothed
with respect to values at four neighboring angular positions.
From the results presented in Fig. 5.5, we can see that when the estimated masks are directly
applied to a microphone signal, as the angular position of the source moves from 0◦ towards 90◦,
there is a slight decrease in the values of the objective measure improvements. In our experimental
setup, the first microphone was chosen as the reference, and the mask was computed for this
reference microphone signal, therefore when the source is placed at 0◦ with respect to the center of
the array, it is closer to the reference microphone compared to the angular position of 90◦, which
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RT60 0.160 s 0.360 s 0.610 s
Measure ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI
DSB 7 0.16 0.05 7.1 0.1 0.04 7.5 0.11 0.03
RSD 7.4 0.19 0.07 7.3 0.11 0.06 7.6 0.16 0.04
IRM-R 4.8 0.42 0.15 4.3 0.36 0.14 4.3 0.34 0.14
IBM-R 6.4 0.38 0.12 5.9 0.31 0.12 5.3 0.31 0.12
IRM-BF-R 8.3 0.32 0.11 8.1 0.29 0.1 8 0.23 0.1
IBM-BF-R 8.4 0.34 0.13 8.3 0.35 0.11 8.2 0.33 0.12
IRM-F 3.4 0.47 0.13 3.8 0.36 0.13 3.4 0.13 0.12
IBM-F 5.1 0.42 0.12 4.4 0.41 0.14 4.5 0.1 0.11
IRM-BF-F 7.9 0.27 0.1 8 0.21 0.09 8 0.24 0.09
IBM-BF-F 8.4 0.36 0.12 8.2 0.27 0.11 8.3 0.28 0.11
IRM-C 5.6 0.50 0.19 5.3 0.45 0.19 4.8 0.43 0.19
IBM-C 8.3 0.48 0.17 8.4 0.41 0.17 7.7 0.41 0.17
IRM-BF-C 8.4 0.41 0.15 8.5 0.35 0.15 8.5 0.34 0.14
IBM-BF-C 8.6 0.46 0.16 8.6 0.42 0.16 8.5 0.4 0.15
IRM-NC 5.9 0.56 0.18 5.4 0.47 0.19 5.2 0.46 0.19
IBM-NC 8.2 0.53 0.17 8.2 0.44 0.17 8.4 0.44 0.17
IRM-BF-NC 8.5 0.42 0.15 8.5 0.34 0.14 8.5 0.36 0.14
IBM-BF-NC 8.7 0.44 0.16 8.7 0.43 0.16 8.6 0.41 0.16
Table 5.6: Results for source-array distance of 1 m for different reverberation times with measured RIRs.
The best performing methods are shown in bold. The methods below the bold horizontal line
correspond to the proposed approaches.
possibly leads to a better estimate of the mask when the source is closer, i.e., at 0◦.
For the beamforming methods, results shown in Fig. 5.6, the variation in performance for differ-
ent DOAs follows a different trend. For the two traditional beamformers, DSB and RSD, it can be
seen that they have a better performance in the end-fire direction (corresponding to 0◦) compared
to the array broadside (corresponding to 90◦ angular position), especially in terms of fwSNR and
STOI improvement, which is expected from these methods [127]. For the mask based beamform-
ing methods a similar trend can be observed, however, compared to the traditional beamforming
methods, the decrease in objective measure improvement, as the speech source moves from the
end-fire directions towards the array broadside is significantly less for the mask based beamforming
methods.
Overall, it can be seen that when the masks are directly applied to a reference signal, based
on the choice of this reference, a slight decrease in performance is observed as the source moves
away from this reference while maintaining the same distance to the array center. In contrast, the
mask based beamforming methods exhibit a trend similar to the traditional beamforming methods,
however the decrease in performance as the source moves from end-fire to broadside is low.
5.3.5 Experiments With Measured RIRs
To further investigate the robustness of the proposed approaches to different acoustic conditions,
we evaluated the performance of the methods with measured RIRs. For this evaluation, we used the
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RT60 0.160 s 0.360 s 0.610 s
Measure ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI ∆ fwSNR ∆ PESQ ∆ STOI
DSB 7.2 0.14 0.02 7 0.08 0.03 7.5 0.11 0.02
RSD 7.4 0.16 0.05 7.1 0.11 0.04 7.6 0.14 0.04
IRM-R 4.9 0.34 0.15 4.3 0.33 0.13 4.1 0.3 0.13
IBM-R 6.1 0.31 0.12 5.8 0.28 0.1 5.4 0.24 0.1
IRM-BF-R 8.2 0.28 0.11 8.1 0.26 0.09 8.1 0.22 0.08
IBM-BF-R 8.2 0.31 0.13 8.3 0.29 0.1 8.2 0.24 0.09
IRM-F 3.2 0.24 0.12 3.3 0.17 0.12 3.4 0.16 0.11
IBM-F 4.9 0.16 0.11 4.7 0.1 0.13 4.6 0.14 0.11
IRM-BF-F 8 0.21 0.09 7.8 0.13 0.08 7.8 0.14 0.07
IBM-BF-F 8.2 0.31 0.11 7.9 0.21 0.1 8.1 0.18 0.08
IRM-C 5.4 0.28 0.19 5.3 0.4 0.18 4.6 0.4 0.17
IBM-C 8.4 0.19 0.17 8.4 0.37 0.16 7.6 0.35 0.14
IRM-BF-C 8.2 0.38 0.14 8.1 0.29 0.13 8 0.32 0.11
IBM-BF-C 8.4 0.44 0.15 8.3 0.34 0.14 8.4 0.38 0.13
IRM-NC 5.6 0.4 0.18 5.6 0.42 0.19 5.3 0.42 0.18
IBM-NC 8.4 0.34 0.17 8.2 0.38 0.17 7.7 0.34 0.15
IRM-BF-NC 8.3 0.37 0.14 8 0.29 0.12 8.1 0.33 0.11
IBM-BF-NC 8.6 0.45 0.16 8.4 0.37 0.14 8.5 0.42 0.14
Table 5.7: Results for source-array distance of 2 m for different reverberation times with measured RIRs.
The best performing methods are shown in bold. The methods below the bold horizontal line
correspond to the proposed approaches.
Multichannel Impulse Response Database from Bar-Ilan university [101]. The database consists of
measured RIRs with sources placed on a grid of [0◦, 180◦], in steps of 15◦, at distances of 1 m and 2
m from the array. For our experiment, we chose the four middle microphones from the array setup
with 8 cm inter-microphone distance [101] to have a similar geometric setup in both simulated and
real conditions. The test data was generated by convolving 5 different speech utterances, randomly
chosen from the LibriSpeech corpus, with the measured RIRs for each of the thirteen discrete angles
in the database, leading to an evaluation with 65 different utterances.
The results for the two different source-array distances of 1 m and 2 m are presented in Table 5.6
and 5.7, respectively, for all the different reverberation times. For all the different acoustic con-
ditions, spatially white noise and diffuse babble noise were added to the test signal to obtain an
average segmental SNR of 20 dB and 0 dB, respectively. The results shown here are averaged over
all the thirteen angles for each acoustic setup.
Comparing the results in Table 5.6 and 5.7, it can be seen that for a larger source-array dis-
tance the performance of the traditional beamforming methods, DSB and RSD, degrades slightly
especially in terms of STOI improvement, whereas for the mask based approaches there is a de-
crease in the performance of the mask based approaches only in terms of PESQ improvement. In
terms, of both STOI as well as fwSNR improvement, the performance remains similar. In terms
of performance of the individual methods similar observations to the simulated conditions can be
made.
The Bi-LSTM based mask estimation approach that utlizes a temproal context of 11 frames for
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mask estimation is able to generally outperform the proposed CNN based mask estimation method
that only utlizes information from a single STFT time frame. When compared to the CRNNs
that utilize the multi-channel information simultaneously along with a smaller temporal context,
the Bi-LSTM based method has comparable performance in terms of fwSNR improvement, but is
outperformed by the proposed methods in terms of PESQ and STOI score improvement.
Overall, considering the results for both simulated as well as measured conditions, we can see
that even with a longer temporal context the Bi-LSTM based single-channel mask estimation ap-
proach is unable to outperform the proposed approaches that utilize the multi-channel information
simultaneously along with a small temporal context. However, it is worth noting that in contrast
to the single-channel mask estimation approaches, the proposed approaches are array-dependent,
i.e., the microphone array at the training and the test time need to be the same.
One of the things to note is that when the estimated masks are directly applied to the reference
microphone signal, it is essentially a single-channel enhancement approach that just utilizes the
multi-channel data to estimate the masks. Additionally, the waveform of the estimated desired
signal is obtained using the noisy and reverberant phase. In contrast, the mask based beamforming
methods utilize the masks for the desired and noise PSD estimation, which are then used within
the MVDR beamformer. Therefore, along with the difference in performance in terms of the
provided objective measures, there is also noticeable difference in the subjective audio quality. To
highlight this, audio examples are provided on our website2 for signals generated using simulated
and measured RIRs.
5.4 Summary
In this chapter, a TF masking based online multi-channel speech enhancement approach was pre-
sented using CNN and CRNN. We studied the use of only spatial characteristics (using CNN) as
well as both spatial and spectral characteristics (using CRNN) for discriminative learning. Though
the proposed system based on the CRNNs can be used with sequences of any length, we investigated
the use of small sequences due to our aim of having an online system.
Two different T-F masks, IBM and IRM, were estimated and these mask estimates were then
employed either as a real valued gain to obtain the desired signal or as an indicator for the recur-
sive update of PSD matrices used within a beamformer. Through experimental evaluation with
simulated as well as measured RIRs it was shown that IBM is better suited as the indicator of
signal activity for the update of PSD matrices. In contrast, using IRM as a real valued gain on
the reference microphone signal to obtain the desired signal leads to better improvement in terms
STOI as well as PESQ. It was also shown that direct application of the masks generally lead to
lower improvements in terms of fwSNR.
The performance evaluation demonstrated the superior performance that can be achieved in
terms of mask estimation when few context frames are included within the online system, however
for small number of context frames the difference between utilizing only past time frames and some
future frames was found to be insignificant. Comparison of performance of the proposed methods
2https://www.audiolabs-erlangen.de/resources/2018-JSTSP-CRNNEnh
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with a BLSTM based single-channel mask estimation method showed the benefit of learning from
all the channels simultaneously along with a small temporal context.
Analysis of the performance for different angular positions of the speech source showed a signifi-
cantly less decrease in objective measure improvements for the proposed methods compared to the
traditional beamforming methods considered here as the source moves from end-fire to the array
broadside.

CHAPTER 6
Conclusions and Future Research
6.1 Conclusions
The thesis presented contributions towards dealing with either lack of or erroneous information
regarding the Direction-of-Arrivals (DOAs) of sound sources in microphone array signal processing
techniques in three different manners. Broadly, the thesis addressed the issues of obtaining accu-
rate DOA estimates in noisy and reverberant environments, efficiently utilizing narrowband DOA
estimates within a spatial filtering framework to avoid severe degradation in performance in adverse
acoustic conditions and online multi-channel speech enhancement in the absence of source DOA
information using Deep Neural Network (DNN) based Time-Frequency (TF) masking approach.
DOA estimation As the first approach towards incorporating such robustness, in Chapter 2, a
supervised learning based approach to DOA estimation was presented using Convolutional Neural
Networks (CNNs). In classical signal processing based methods, the presence of noise and rever-
beration in the acoustic environment needs to be accounted for in the sound propagation model
based on which the DOA estimator is developed, whereas in supervised learning approaches the
system has the potential to learn to be robust in such adverse conditions via training. An impor-
tant aspect of modern deep learning based methods in different application domains has been the
encapsulation of the task-specific feature extraction step within the learning system and based on
this observation, a CNN based broadband DOA estimation method was proposed that learns the
mapping from the phase component of the Short-time Fourier Transform (STFT) coefficients of the
microphone signals to the DOAs of the active sound sources. The problem of DOA estimation was
formulated as a classification problem and the proposed approach utilized the phase information
from only the current time frame to estimate the posterior probabilities of discrete DOA classes.
These probabilities were then combined over a block of time frames to get the final DOA estimates,
leading to a system suitable for online DOA estimation. To keep the proposed approach general
and to make the generation of training data simple, synthesized noise signals were used for training
instead of real world signals such as speech. The proposed method was trained with simulated data
from a diverse set of acoustic environments and with different levels of spatially uncorrelated noise
to make it robust to adverse acoustic conditions.
Two different approaches were presented that differed in their assumptions regarding number
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of active sources per STFT time frame. Through experiments, both the methods were demon-
strated to provide superior performance to the classical methods, Steered Response Power with
Phase Transform (SRP-PHAT) and MUltiple SIgnal Classification (MUSIC), for both single as
well as multi-speaker DOA estimation. The chapter also presented an empirical investigation of
the design of the CNN and it was found that for a microphone array with M microphones, M − 1
layers are required for the best performance. It was identified that this requirement would lead
to very deep architectures when an array with large number of microphones is used leading to a
large computational cost as well as potentially encountering the vanishing gradient problem during
training due to the very deep architecture. As a potential solution to this, we investigated the use
of systematic dilation of the convolution filters for an aggressive expansion of the receptive field
of the filters. Based on experiments with a specific microphone array, guidelines regarding the
strategy for systematic incorporation of dilated convolutions were provided to obtain comparable
localization performance with less than M − 1 convolution layers.
Through experiments with measured Room Impulse Responses (RIRs) and real recordings in
uncontrolled acoustic environments, it was shown that despite being trained with simulated data
only, the proposed method provides good localization performance in real environments.
Robust spatial filtering In our second approach, the emphasis shifted from robust estimation of
the DOAs to the efficient utilization of given DOA estimates within a spatial filtering framework.
Firstly, to objectively understand the influence of DOA information errors on the performance
of a spatial filter, the Informed Spatial Filter (ISF) framework, specifically, the informed Linearly
Constrained Minimum Variance (LCMV) filter, was chosen for our study. In Chapter 3, an analysis
method was developed to study the influence of DOA estimation errors on the obtained directional
response at the output of the spatial filter compared to the desired response. Through experiments
where errors in DOA information were introduced in a controlled manner, it was found that as the
error in this information increases, the obtained response deviates further away from the desired one.
The presented analysis provided us with an objective motivation for incorporation of robustness to
DOA errors.
In Chapter 4, a Bayesian approach to ISF was proposed where the DOA corresponding to each
of the L plane waves was considered to be a discrete random variable with a defined prior over a
discrete set of DOAs. The solution was given as the weighted sum of individual spatial filters that
incorporate L directional constraints. The weighting factors for the individual spatial filters were
then given by the joint posterior pdfs of the L random variables. A Bayesian approach with no prior
information regarding the source DOAs was found to be computationally prohibitive, therefore a
method based on Gaussian Mixture (GM) modeling of the fullband distribution of the narrowband
DOA estimates was proposed to approximate the posterior probabilities of the discrete DOAs.
Though this proposed approximation method aided in significant reduction of the computational
cost compared to the Bayesian approach with no prior DOA information, the method was still a
two-stage approach which requires the narrowband DOA estimates to compute the probabilities.
As an alternative to this, the use of the CNN based DOA estimation method from Chapter 2 was
also investigated for the approximation of these posterior probabilities.
Using the analysis method developed in Chapter 3, it was shown that the obtained directional
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response at the output of the proposed Bayesian approach suffers from much less deviation with
respect to the desired one compared to the informed LCMV filter. Additional controlled experiment
with objective measures demonstrated the robustness of the proposed method.
Using experiments with simulated RIRs, the robustness of the proposed method in comparison to
the informed LCMV was shown when using the same narrowband DOA estimates. Through experi-
ments, the adaptation of the computation complexity of the proposed method with the adverseness
of the acoustic environment was also shown.
The proposed Bayesian approach was also evaluated using measured RIRs using both narrowband
DOA estimates as well as the CNN based DOA estimation method from Chapter 2. The CNN based
method helped in making the system less computationally costly, however, the Bayesian approach
using narrowband DOA estimates performed better overall.
DNN based online multi-channel speech enhancement In our third and final approach,
we move to the idea of performing speech enhancement with multi-channel data without utilizing
the DOA information regarding the speech source explicitly. For this, in Chapter 5, we proposed
a DNN based TF mask estimation method where the estimated TF mask was subsequently used
for the task of speech enhancement. In this chapter, the estimation of two different kind of masks,
Ideal Ratio Mask (IRM) and Ideal Binary Mask (IBM), as well as their utilization either as a real-
valued gain or for the estimation of the desired and undesired signal power spectral density (PSD)
matrices were studied.
Three different DNN architectures were proposed in the chapter. The first was a CNN archi-
tecture, similar to the one proposed for DOA estimation in Chapter 2, that used the magnitude
and phase component of the STFT coefficients of the microphone signals at a given time frame,
which we called the STFT map, as input to learn to discriminate between the signal and noise
components based on the spatial characteristics of the signal. Two Convolutional Recurrent Neu-
ral Network (CRNN) architectures, causal and non-causal, were also proposed where the input
consisted of a sequence of STFT maps such that the networks could learn from both the spectro-
temporal as well as the spatio-spectral characteristics of the signals and estimate the mask.
The estimated masks were either used as a real valued gain on the reference microphone signal
for speech enhancement or used as an indicator of source activity for the recursive update of the
speech and noise PSD matrices which were then used within an Minimum Variance Distortionless
Response (MVDR) beamformer.
Through experimental analysis it was found that IBM is better suited than IRM as the indicator
of signal activity for the update of the PSD matrices. In contrast, IRM provides better performance
when used as a real valued gain. The performance of the proposed methods were also analyzed for
different DOAs of the speech source and their performance was found to be similar for different
angles.
6.2 Ideas for Future Research
The CNN based DOA estimation method presented in the thesis in Chapter 2, had the salient aspect
of being trained with noise signals rather than real world signals making the approach quite general
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in terms of the signal it learns to localize. This means that the proposed approach would estimate
the DOA of any directional sound source in the acoustic environment. This might not be a desirable
feature for further processing of the microphone signals in devices such as smart speakers where
the main focus is on the speech signal. For such scenarios, it would be beneficial to introduce signal
awareness in the system which can be introduced via attention mechanism [128]. As a step further,
similar to a recent work presented in [129], the proposed method can also be made speaker-aware.
Also, for the proposed Multi-source CNN (MCNN) and Single source CNN (SCNN) networks we
observed that the number of parameters in the networks are high. This main concentration of
trainable parameters is in the layer connecting the output of the last convolution layer to the fully
connected layer. A possible modification to the architecture can be to introduce 1D convolutions
instead of the fully connected layers to reduce the number of parameters.
In Chapter 4, we provided experimental results using the MCNN outputs for the posterior proba-
bility mass function (pmf) approximation within the proposed Bayesian approach, and it was found
to provide worse performance at higher reverberation times compared to the Bayesian approach
that employed narrowband DOA estimates. This is mainly due to the MCNN not detecting one
of the sources consistently for all time frames. A possible improvement in this regard would be to
introduce tracking of the DOAs of the sources.
The DNN based TF masking approach presented in Chapter 5 only dealt with a single-speaker
scenario in noisy and reverberant conditions. To deal with scenarios that have interfering speakers,
the proposed method can be extended to include a source location based attention mechanism for
the extraction of a desired speaker. Alternatively, a mechanism similar to [130] can also be used to
make the system speaker-aware.
Appendices

Appendix A
Numerical Instability of an LCMV
Beamformer for a Uniform Linear
Array
This appendix section presents the derivation of the frequency of numerical instability of an
Linearly Constrained Minimum Variance (LCMV) beamformer when using a Uniform Linear Array
(ULA). The derived expression for identifying this frequency as well as the regularization solution
was utilized within the Bayesian approach to Informed Spatial Filter (ISF), presented in Chapter 4,
for the computation of the individual directional spatial filter weights. Here, derivation of the
expression in (4.15), a general analysis of the numerical instability issue and discussion of solution(s)
to this problem are presented.
Beamformers in which multiple linear constraints are imposed (c.f. [133]) are known as LCMV
beamformer. The well known minimum variance distortionless response (MVDR) beamformer, is
a special case of the LCMV beamformer with only a single constraint towards the desired source.
In recent times, LCMV has gained popularity in the speech enhancement community [7, 105, 137,
143]. In [152], it has been shown that theoretically, the LCMV beamformer can achieve perfect
dereverberation and noise cancellation when the acoustic transfer functions (ATFs) between all
sources (including interferences) and microphones are known. However, the ATFs are generally
unknown and difficult to estimate accurately. In [105], it was shown that relative transfer function
(RTF) based modified constraints gives the exact same LCMV filter.
One such method of formulating the constraints for the LCMV is to use the frequency-dependent
array propagation vector/steering vector as directional constraint [47,49,150]. Such a formulation of
the directional constraints for an LCMV beamformer is especially attractive when using a ULA. For
a ULA, the frequency-dependent steering vector can be easily formulated with complex exponentials
in terms of the source DOAs and inter-element distance.
The work presented in this appendix is based on
[156] S. Chakrabarty and E. A. P. Habets, ”On the Numerical Instability of an LCMV Beamformer
for a Uniform Linear Array,” in IEEE Signal Processing Letters, vol. 23, no. 2, pp. 272-276, Feb. 2016
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The LCMV beamformer has been extensively studied in literature. In [9], a comprehensive study
of the formulation, theory, and practical aspects of the LCMV beamformer is provided for both
narrowband and broadband signals. In [1], the LCMV beamformer is studied from the perspective
of its use in room acoustic environments with microphone arrays. In the aforementioned literature,
it has been remarked that for the existence of the inverse term in the solution of the LCMV filter,
the noise covariance matrix needs to be full-rank, and the columns of the constraint matrix should
be linearly independent. However, these conditions are generic for any mathematical operation
involving matrix inversions, and the studies do not provide any further insight into the influence of
the geometric setup on the existence of the inverse term.
In this appendix, we study the solution of the LCMV beamformer for a ULA, with directional
constraints given by the steering vector considering a far-field model. The study is done for the
narrowband processing of speech signals in the Short-time Fourier Transform (STFT) domain. The
results are valid also for other transform domains. We analyze the linear dependency of the columns
of the constraint matrix and present an analytic expression to determine the frequency(s) where the
LCMV suffers from numerical instability due to the non-existence of the inverse term. In a previous
study [147], it was shown that when the angular separation between the desired and interfering
source is small, LCMV suffers from potential instabilities as it becomes difficult to switch the gain
from zero to one. This translates into appearance of sidelobes and displacement of the maxima
of the main beam away from the source location. However, it should be noted that under these
conditions, the directional constraints are still satisfied. The analysis presented here shows that
irrespective of the angular separation between the desired and the interfering source(s), there exists
certain frequency(s) where the LCMV fails to provide a numerically stable solution, i.e., it fails to
satisfy the constraints.
Through the analysis, we highlight the relation between the frequency of instability and the
source DOAs. In multi-microphone speech enhancement applications, a higher angular separation
between the desired and interfering source(s) is preferred for better extraction of the desired source.
The presented analysis shows however that for the LCMV beamformer with directional constraints,
a higher angular separation leads to a lower frequency of instability. With some illustrative ex-
amples, we also provide an insight into the behavior and applicability of the beamformer beyond
the spatial aliasing frequency. The provided analytic expression also circumvents the need to check
for linear dependency of the columns of the constraint matrix for each frequency, which can be
computationally expensive especially when dealing with broadband signals like speech. In addition
to the analysis, we also discuss possible solutions to the problem.
A.1 Problem Formulation
Consider a ULA with M sensor elements located at d1...M . For each time-frequency instant, we
assume that the sound field is composed of at most L ≤M plane waves propagating in some noise
field. The M×1 vector of received signals in the frequency domain, y(f) = [Y(f,d1) . . . Y(f,dM )]T ,
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is given by
y(f) =
L∑
l=1
xl(f)︸ ︷︷ ︸
x(f)
+xv(f), (A.1)
where xl(f) = [Xl(f,d1) . . . Xl(f,dM )]
T contains the microphone signals corresponding to the l-th
plane wave, and xn(f) is the noise component. The sound pressure corresponding to the l-th plane
wave, i.e., the directional sound xl(f) is given by
xl(f) = a(θl, f)Xl(f,d1), (A.2)
where θl(f) is the DOA of the l-th plane wave (θ = 90
◦ denotes the array broadside). For a ULA
with omnidirectional microphones, assuming the first microphone as the reference and a far-field
model, the m-th element of the steering vector a(θl, f) is given by
am(θl, f) = exp{−jκ (m− 1)d cos θl}, (A.3)
where d is the distance between two neighboring microphones, and κ = 2pif/c is the wavenumber.
Assuming the components in (A.1) to be mutually uncorrelated, the power spectral density (PSD)
matrix of the microphone signals can be expressed as
Φy(f) = E{y(f)yH(f)} (A.4)
= Φx(f) + Φv(f), (A.5)
where Φx(f) and Φv(f) are the PSD matrices of the direct sound and the noise components, re-
spectively. In general, the aim of beamforming is to enhance the desired signal(s) while suppressing
the interference and noise. Therefore, the desired signal can be given by
Z(f) =
L∑
l=1
q(θl, f)Xl(f,d1) (A.6)
where q(θl, f) is the direction dependent gain. This gain function can be defined based on the
application. The estimate of the desired signal can be given by
Zˆ(f) = wH(f)y(f)
where w(f) are the beamformer weights.
One of the well known beamforming methods is the LCMV beamformer. The LCMV beamformer
provides a fixed gain to the L sound sources while minimizing the additive noise contribution at
the beamformer output. Mathematically, it can be given by [134]
wLCMV(f) = arg min
w
wHΦv(f)w (A.7)
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subject to
wH(f)A(f) = qH(f) (A.8)
where A(f) is the constraint matrix containing the steering vectors corresponding to each source
DOA and q(f) contains the direction dependent gains. The solution is given by
wLCMV(f) = Φ
−1
v A(f)
[
AH(f)Φ−1v A(f)
]−1
q(f). (A.9)
For the existence of the inverse term in (A.9), it is necessary that Φv is full-rank and the columns
of A(f) are linearly independent [9]. In this letter, we analyze the linear dependency of the columns
of the constraint matrix A(f) and derive an analytic expression to determine the frequency at which
the inverse term does not exist for a given set of DOAs.
A.2 Non-existence of Solution
In order to check for the linear dependency of the columns of the constraint matrix A(f), we can
consider two arbitrary column vectors of the matrix, a(θs, f) and a(θt, f) where s, t ∈ {1, . . . , L}. In
the following we will denote these vectors as as and at, respectively, for brevity. By the definition
of the steering vectors given in (4.3), as,at ∈ CM×1. Then, the fundamental Cauchy-Schwarz
inequality states that
| 〈as,at〉 | ≤ 〈as,as〉1/2 〈at,at〉1/2 , (A.10)
where 〈·〉 is the inner product of two vectors defined as 〈as,at〉 ≡ aHt as. The equality holds if and
only if as and at are dependent, i.e., the inverse term in (A.9) does not exist. Given the expression
for the steering vector in (4.3), we can see that the right hand side (RHS) of (A.10) equals to M
(
√
M · √M = M), i.e., the number of microphones. The left hand side (LHS) can be expanded as
| 〈as,at〉 | = |1 + exp{jκ d(cos θt − cos θs)} (A.11)
+ . . .+ exp{jκ (M − 1)d(cos θt − cos θs)}|.
Now, for the equality in (A.10) to hold, the terms of the RHS in (A.11) should sum to M . We
can write the individual terms in the RHS of (A.11) as exp{jφ} = cosφ + j sinφ, where φ =
κ(m− 1)d(cos θt − cos θs), m ∈ {1, . . . ,M}. Then, we can see that for the terms to sum up to M ,
the real part of the individual terms need to be equal to 1, i.e., cos{κd(cos θt− cos θs)} = 1 and the
imaginary parts should be zero, i.e., sin{κd(cos θt − cos θs)} = 0. Therefore, the argument of each
individual exponential should satisfy the condition
κd(cos θt − cos θs) = 2npi, n ∈ N0. (A.12)
Here, we consider the term for m = 2 only as the subsequent terms are the integer multiples of
this term. It can be seen that n = 0 corresponds to the trivial case where θ1 = θ2, which in
practical terms translates to assigning different gains to the same direction. Ignoring this case and
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Figure A.1: Example LCMV power patterns for three different scenarios with the same inter-microphone
distance d = 3 cm and sampling frequency Fs = 16 kHz : (a) with 2 sources: θ1 = 135
◦,
θ2 = 25
◦ (b) with 3 sources: θ1 = 135◦, θ2 = 35◦, θ3 = 10◦ (c) with 2 sources: θ1 = 105◦,
θ2 = 35
◦. The dashed white line denotes the spatial aliasing frequency fa = 5.72 kHz.
simplifying (A.12) for n = 1, the lowest frequency where the inverse term does not exist is given by
f =
c
d |cos θt − cos θs| . (A.13)
The absolute value of the denominator is taken since only positive frequencies are considered. This
equation can also be expressed in terms of the narrowband spatial aliasing frequency as
f =
fa∣∣sin ( θs+θt2 ) sin ( θs−θt2 )∣∣ , (A.14)
where fa is the spatial aliasing frequency, given by fa = c/(2d).
Two notable observations can be made from the expression given in (A.14). Firstly, since the
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range of the DOAs is [0, 180], the denominator term lies between 0 and 1. Therefore,
f ≥ fa ∀ θs, θt ∈ [0, 180], (A.15)
with equality if and only if the two angles are 0 and 180. Secondly, for any combination of DOAs
θs and θt, the inverse term in the solution to the LCMV beamformer does not exist at a certain
frequency. In practice, if the angles are close enough, this phenomena is not encountered, since then
f  Fs/2, i.e., this phenomena occurs at a frequency much higher than the Nyquist frequency. It
should also be noted that this phenomenon can occur at multiple frequencies within the Nyquist
frequency range. It can either occur for the multiple combinations of s, t ∈ {1, . . . , L} or, if f 
Fs/2, then the integer multiples of f can possibly lie within the Nyquist frequency range.
A.3 Illustration and Discussion
To illustrate the problem, we analyze LCMV power patterns for three different source configura-
tions. For all configurations, we considered a ULA with inter-microphone distance of d = 3 cm and
a sampling frequency of 16 kHz. The noise field was considered to be homogeneous and spatially
white, i.e., Φv = σ
2
v(f)I. in Fig. A.1 the power patterns are plotted for the whole DOA range
across all frequencies upto 8 kHz, i.e., the Nyquist frequency. The spatial aliasing frequency for
this array geometry is fa = 5.72 kHz.
In Fig. A.1(a), we consider 2 sources with DOAs θ1 = 135
◦ and θ2 = 25◦, where θ2 is the
interference. Given the inter-microphone distance and the source DOAs, the frequency where the
LCMV fails to provide a solution can be computed using (A.14). The computed frequency is
f = 7.09 kHz. In Fig. A.1(a), a line across the whole DOA range at that frequency can be seen.
This line highlights the numerical instability of the provided solution. We can also observe that
at this frequency the constraints are not satisfied, rather arbitrary gain at different DOAs can be
observed. It is also worth noticing that this frequency lies above the narrowband spatial aliasing
frequency. For the rest of the frequencies above the spatial aliasing frequency, the directional
constraints are still satisfied.
In Fig. A.1(b), we consider 3 source with DOAs θ1 = 135
◦, θ2 = 35◦ and θ3 = 10◦. In this
scenario, we consider 2 undesired sources, θ2 and θ3. Here, we can see that there are two different
frequencies where the line appears. This example highlights the possibility of multiple frequencies
where the LCMV solution does not exist.
In Fig. A.1(c), 2 sources were considered with DOAs θ1 = 105
◦ and θ2 = 35◦, with the second
source being the interference. The frequency where LCMV fails to give a solution was computed
to be f = 10.6 kHz. It can be seen that this frequency lies beyond the Nyquist frequency, therefore
in such a case this phenomena remains unnoticed when the beamformer is applied even above the
spatial aliasing frequency.
From these power patterns, it can be seen that the LCMV beamformer with directional con-
straints can be safely applied even above the spatial aliasing frequency except for a small range of
frequencies around the frequency of instability. We further illustrate the problem with a simulated
experiment with speech signals. For the simulation, we consider the scenario for Fig. A.1(a), with
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(a) Mixture signal received at a reference microphone.
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(b) LCMV output.
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(c) LCMV output with modified constraints.
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(d) LCMV output with diagonal loading.
Figure A.2: Spectrograms for the example scenario considered in Fig. A.1(a).
a ULA having M = 4 omnidirectional microphones. We consider an anechoic environment. White
Gaussian noise was added to the microphone signals resulting in an average segmental signal-to-
noise ratio (SSNR) of 25 dB. The signal received at a reference microphone is shown in Fig. A.2(a).
In Fig. A.2(b), the output of the LCMV beamformer is presented. It can be clearly seen that, as
in Fig A.1(a), a line appears at f = 7.09 kHz, where the inverse term in the solution of LCMV
does not exist. In the following, we discuss and illustrate a few fallback solutions to the specified
problem.
Given the expression in (A.14), the lowest frequency where the LCMV fails is dependent on
the inter-microphone distance d and the source DOAs. For the implementation of the LCMV
beamformer at the specific frequency, it is possible to modify d by selecting a subarray. However,
a sub-array will always have a larger inter-microphone distance d than the original array and it
can be clearly seen from the expression in (A.13) that this leads to a downward shift of the lowest
frequency where the problem occurs.
To alleviate the problem, one might attempt to change the source DOAs in the implementa-
tion, thereby modifying the directional constraints of the beamformer. With such a method, the
corresponding gains also need to modified to satisfy the original constraints. However, this is the-
oretically not possible, since the basic reason the LCMV fails is that we assign different gains to
the directions that exhibit the same spatial frequency. The LCMV implementation with the mod-
ified constraints for the considered experiment is shown in Fig. A.2(c). The modified main beam
direction was set at θ1 = 120
◦ while keeping the null constant. It can be seen that though the
line due to the instability is gone, for the frequency bins where this solution is applied, all signal
components are completely suppressed.
One of the most common methods in literature to solve such ill-posed problems is regularization,
where additional information is introduced in order to solve the problem [91]. Here, we investigate
the simple regularization method of diagonal loading. In the solution of LCMV an extra term is
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added to the inverse term, which can be written as
wLCMV(f) = Φ
−1
v A(f)
[
AH(f)Φ−1v A(f) + αI
]−1
q(f), (A.16)
where α is the real valued diagonal loading level. To ensure that effective regularization is applied
when the instability occurs, based on the method presented in [141], we propose to compute α using
α = λ
1
N
tr
{
AH(f)Φ−1v A(f)
}
, (A.17)
where tr{·} is the trace operator and N is the the number of diagonal elements. The scalar λ is
a signal independent scalar which determines the contribution of the loading level. The result of
LCMV implementation with this solution is shown in Fig. A.2(d). Though the initial problem
is mitigated, the frequencies where the problem occurred, still contains spurious signal compo-
nents. To avoid the instability problem, an MVDR beamformer can also be implemented at the
corresponding frequency. However, only one of the original constraints can be satisfied.
Therefore, we can see that the discussed solutions remove the artifact introduced in the LCMV
output due to the numerical instability, however, to the best knowledge of the authors, there is no
solution for the considered scenario that can result in satisfying all original directional constraints.
Appendix B
Objective Performance Measures
In this section, we describe some of the objective measures used in this thesis that are not described
in the chapters. These objective measures require a reference signal, which here is the discrete-time
domain desired signal at a reference microphone m, xm(t), where t is the time index. The definition
of the desired signal depends on the application.
B.1 Signal Distortion Index (SDI)
The segmental SDI index is bounded in the interval [0, 1], where larger value indicates larger
distortion, and 0 indicates no distortion. The SDI index for a segment i of length T samples is
given by
SDI(i) =
E
{
(xm(t)− x˜m(t))2
}
E {x2m(t)}
for t ∈ ((i− 1)T, iT ]. (B.1)
The signal x˜m(t) is the filtered desired signal. The final SDI is obtained by averaging over all
segments i.
B.2 Perceptual Evaluation of Speech Quality (PESQ)
The PESQ algorithm is an objective method of measuring speech quality, which can be found in
the ITU-T Recommendation P.862 [124]. PESQ predicts subjective Mean Opinion Score (MOS)
scores by comparing processed speech signals with the original versions of the speech signals, i.e.,
the reference signals. By taking the processed speech signal and the reference speech signal, the
PESQ algorithm tries to predict the MOS score.
To apply PESQ in the context of speech enhancement, the PESQ algorithm is applied with the
following two signal pairs
1. PESQ [xm(t), ym(t)], where the reference is compared to the microphone signal ym.
2. PESQ [xm(t), y˜m(t)], where the reference is compared to the filtered microphone signal y˜m(t).
A higher PESQ score indicates more similarity to the desired signal. The PESQ improvement
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measure used in the experiments is then computed as
∆PESQ = PESQ [sm(t), y˜m(t)]− PESQ [sm(t), ym(t)] . (B.2)
B.3 Short Term Objective Intelligibility (STOI)
The STOI measure, presented in [125], shows high correlation with the intelligibility of noisy speech.
It is computed segmentally over time segments of 386 ms duration. The STOI algorithm is run
with the same two pairs as PESQ, and the final STOI improvement is given by
∆STOI = STOI [xm(t), y˜m(t)]− STOI [xm(t), ym(t)] . (B.3)
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