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Abstract. In this work, we study the k-means cost function. The (Euclidean) k-means problem can
be described as follows: given a dataset X ⊆ Rd and a positive integer k, find a set of k centers
C ⊆ Rd such that Φ(C,X) def= ∑x∈X minc∈C ||x− c||2 is minimized. Let ∆k(X) def= minC⊆Rd Φ(C,X)
denote the cost of the optimal k-means solution. It is simple to observe that for any dataset X, ∆k(X)
decreases as k increases. We try to understand this behaviour more precisely. For any dataset X ⊆ Rd,
integer k ≥ 1, and a small precision parameter ε > 0, let Lk,εX denote the smallest integer such that
∆Lk,ε
X
(X) ≤ ε ·∆k(X). We show upper and lower bounds on this quantity. Our techniques generalize
for the metric k-median problem in arbitrary metrics and we give bounds in terms of the doubling
dimension of the metric. Finally, we observe that for any dataset X, we can compute a set S of size
O
(
Lk,
ε
c
X
)
such that ∆S(X) ≤ ε ·∆k(X) using the D2-sampling algorithm which is also known as the
k-means++ seeding procedure. In the previous statement, c is some fixed constant. Some applications
of our bounds are as follows:
1. Pseudo-approximation of k-means++: Analysing the approximation and pseudo-approximation
guarantees of k-means++ seeding has been a popular research topic. The goal has been to understand
how the cost behaves as a function of the number of centers sampled by this algorithm. Our results
may be seen as non-trivial addition to the current state of knowledge.
2. Sampling based coreset for k-means: Our bounds imply that any constant approximation algorithm
when executed with number of clusters O
(
Lk,
ε2
c
X
)
gives an (k, ε)-coreset for the k-means problem. In
particular, this means that any set S of size O
(
Lk,
ε2
c
X
)
sampled with D2-sampling is a (k, ε)-coreset.
This gives an improvement over similar results of Ackermann et al. [1].
1 Introduction
The (Euclidean) k-means problem is one of the most well-studied problems in the clustering literature.
The problem is defined in the following manner:
Definition 1 (k-Means problem). Given a dataset X ⊆ Rd and a positive integer k, find a set
of k points C ⊆ Rd (called centers) such that the following cost function is minimized:
Φ(C,X) =
∑
x∈X
min
c∈C
D(c, x)2, (1)
where D(c, x) = ||c− x|| is the Euclidean distance between x and c. 1
Let ∆k(X) denote the optimal cost of the k-means objective function. That is:
∆k(X) = min
C⊆Rd
Φ(C,X). (2)
In this work, we try to understand the behavior of ∆k(X) as k increases. More specifically, for
a small precision parameter ε > 0, we ask: what is the smallest integer k′ such that ∆k′(X) is at
? Email addresses: {anupb, rjaiswal}@cse.iitd.ac.in
1 In the weighted version of the k-means problem, there is additionally a weight function w : X → R+ and the cost is
defined as Φ(C,X,w) =
∑
x∈X minc∈C w(x) ·D(c, x)2.
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most ε ·∆k(X)? Note that when ε = 1, k′ = k and as ε becomes smaller, k′ should grow. We are
interested in understanding the relationship of k′ with input parameters such as the size of the
dataset n, dimension d, and k. We formalise these questions below.
Definition 2. For any dataset X ⊆ Rd, precision parameter 0 < ε ≤ 1 and positive integer k, let
Lk,εX denote the smallest integer such that ∆Lk,εX (X) ≤ ε ·∆k(X).
We give upper and lower bounds on Lk,εX in terms of geometric quantities known as covering and
packing numbers (over unit spheres in Rd). These are defined below.
Definition 3 (Covering number). Let (X , D) be a metric space and let 0 < ε ≤ 1. A subset S of
X is said to be an ε-covering set for X iff for every x ∈ X there exists s ∈ S such that D(x, s) ≤ ε.
The minimum cardinality of an ε-covering set of X , if finite, is called the covering number of X (at
scale ε) and is denoted by N (X , ε).
Definition 4 (Packing number). Let (X , D) be a metric space and let 0 < ε ≤ 1. A subset S of
X is said to be an ε-packing set iff for every x, y ∈ S such that x 6= y, we have D(x, y) ≥ ε. The
maximum cardinality of an ε-packing set of X , if finite, is called the packing number of X (at scale
ε) and is denoted by P(X , ε).
Our bounds on Lk,εX are in terms of N (Sd−1, ε) and P(Sd−1, ε) where Sd−1 denotes a unit sphere
in Rd. Given this, it will be useful to know bounds on N (Sd−1, ε) and P(Sd−1, ε). The proof of the
next lemma may be found in the Appendix. Discussions on these quantities may also be found in
Jiri Matousek’s lecture notes in Discrete Geometry [15].
Lemma 1 (Bounds on N (Sd−1, ε) and P(Sd−1, ε)). Let Sd−1 denote a unit sphere in Rd and
0 < ε < 1/4. Then
1. N (Sd−1, ε) ≤ (1 + 2ε)d, and
2. P(Sd−1, ε) ≥ 1
(4ε)d−1 .
Here is our main result for the k-means problem.
Theorem 1 (Main result for k-means). Let Sd−1 denote a unit sphere in Rd. The following
holds for any 0 < ε ≤ 1/8 and any positive integer k:
1. For any dataset X ⊆ Rd with n points, Lk,εX = O
(
N (Sd−1,√ ε
2
)·k·logn√
ε
)
, and
2. There exists a dataset X ⊆ Rd with n points such that Lk,εX = Ω
(P(Sd−1,√8ε)·k·logn√
ε
)
.
Note that a slightly worse upper bound of O
(
(9d/ε)d/2 · k · log n) was implicitly present in the
work of Ackermann et al. [1]. However, the lower bound was not known. Theorem 1 gives bounds
for the Euclidean k-means problem. Next, we ask whether it is possible to show similar bounds for
the more general Metric k-median problem defined over arbitrary metrics. We first need to define
the Metric k-median problem over any metric (X , D).
Definition 5 (Metric k-Median problem). Given X ⊆ X and a positive integer k, find a set
C ⊆ X of k centers such that the following cost function is minimised:
Φ(C,X) =
∑
x∈X
min
c∈C
D(x, c).
As in the k-means problem, we will use ∆k(X) to denote the optimal cost and Lk,εX to denote
the smallest integer such that ∆Lk,εX
(X) ≤ ε ·∆k(X). However, here we obtain the bounds in terms
of the doubling dimension of the metric. Let us first define doubling dimension. The diameter of
any set X ⊆ X , denoted by dia(X), is defined as dia(X) = maxx,x′∈X D(x, x′). Given any set
X ⊆ X and r ∈ R+, a set {X1, X2, ..., Xm} is said to be an r-cover of X iff ∪iXi = X and for
all 1 ≤ i ≤ m, dia(Xi) ≤ r. Given X ⊆ X and r ∈ R+, the covering number of the set X w.r.t.
diameter r, denoted by λ(X, r), is the size of the r-cover of smallest cardinality. We can now define
the doubling dimension of any metric (X , D).
Definition 6 (Doubling dimension). The doubling dimension of any metric (X , D) is the small-
est integer d such that for every X ⊆ X , λ (X, 12 · dia(X)) ≤ 2d.
Doubling dimension captures the intrinsic dimension of the datasets in many contexts [13].2 We
will obtain bounds in terms of the doubling dimension. So, at a high level what we show is that the
k-median cost function depends on the intrinsic dimension of the dataset. Here are the statements
of upper and lower bound that we obtain:
Theorem 2 (Upper bound for metric k-median). Let (X , D) be any metric space with doubling
dimension d. For any 0 < ε ≤ 1, any integer k ≥ 1, and any dataset X ⊆ X with n points, there
exists a set ξ ⊆ X of size O
(
k·logn
(ε/8)d
)
such that Φ(ξ,X) ≤ ε ·∆k(X).
Theorem 3 (Lower bound for metric k-median). For any 0 < ε ≤ 1/8, any integer k ≥ 1,
there exists a metric space (X , D) with doubling dimension d and a dataset X ⊆ X with n points,
such that for any set ξ ⊆ X with Φ(ξ,X) ≤ ε ·∆k(X), ξ is of size Ω
(
k·logn
(16ε)d−1
)
.
In the next subsection, we discuss applications of our bounds.
1.1 Applications and related work
The two main applications of our bounds are in understanding the pseudo-approximation behaviour
of the k-means++ seeding algorithm and coreset construction for the k-means/median problem. We
discuss mainly in terms of the (Euclidean) k-means problem in this subsection, but most of the
ideas may be extended for the k-median problem in arbitrary metric.
Pseudo-approximation of k-means++ k-means++ seeding algorithm, also known as D2-
sampling algorithm, is a sampling procedure that is popularly used as a seeding algorithm for the
Lloyd’s algorithm. The algorithm description is simple and is given below.
(k-means++ seeding or D2-sampling): Let X ⊆ Rd. Pick the first center randomly from
the given points. After having picked (i− 1) centers denoted by Ci−1, pick a point x ∈ X to
be the ith center with probability proportional to minc∈Ci−1 ||x− c||2.
The above sampling procedure is known to give very good centers and has been a popular
choice for picking the initial centers for the Lloyd’s algorithm in practice. Moreover, Arthur and
Vassilvitskii [3] showed that this algorithm gives an O(log k)-approximation guarantee in expectation.
A lot of follow-up research has been done to understand the pseudo-approximation behaviour of this
algorithm. Note that this algorithm uses k only as a termination condition. That is, k-means++
2 The easiest example is to consider a dataset X ⊆ Rd such that the X sits in a D << d dimensional subspace of Rd.
In this case, it can be easily shown that both the intrinsic dimension and doubling dimension is D.
seeding will stop after sampling k centers. If one continues to sample centers even after sampling
k of them, then do the sampled centers give better than O(log k) pseudo-approximation? Pseudo-
approximation means that the cost is calculated with respect to more than k centers but compared
with the optimal solution for k centers. Aggarwal et al. [2] analysed this behaviour and showed that
if one samples O(k) centers, then we get a constant factor pseudo-approximation. In a more recent
work, Wei [16] showed that if βk centers are sampled for any constant β > 1, then we get a constant
factor pseudo-approximation in expectation. Clearly, as the number of sampled centers increases,
the k-means cost w.r.t. the sampled centers will decrease. Let us try to understand this behaviour.
One way to formalise this notion is to find bounds on the number of samples such that the cost
becomes at most ε factor of the optimal cost w.r.t. k centers for any small 0 < ε ≤ 1. Combining
our bounds with the results of Wei [16] (i.e, βk samples give constant approximation for any β), we
get the following result.
Theorem 4. There is a universal constant c for which the following holds: For any 0 < ε ≤ 1,
positive integer k, and any dataset X ⊆ Rd, let S denote a set of centers sampled with D2-sampling
such that |S| = Ω(Lk,ε/cX ). Then (w.h.p.) Φ(S,X) ≤ ε ·∆k(X).
Coreset for k-means Coresets are extremely useful objects in data processing, where a coreset
of a large dataset can be thought of as a concise representation of the dataset with respect to the
specific data processing task in question. More formally, here is the definition of a coreset with
respect to the k-means problem.
Definition 7 ((k, ε)-coreset). A (k, ε)-coreset of a dataset X ⊆ Rd is a set of points S ⊆ Rd along
with a weight function w : S → R+ such that for any set of k centers C ⊆ Rd, we have:
(1− ε) · Φ(C,X) ≤ Φ(C, S,w) ≤ (1 + ε) · Φ(C,X)
A lot of work [4, 12, 11, 6, 8, 14, 7, 10, 9] has been done in constructing coresets of small size.3
Some of the initial works of Har-Peled and Mazumdar [12] and Har-Peled and Kushal [11] had
coreset constructions by quantization of the space and finding points that may “represent” more
than one point of the given dataset. In some sense, these coreset constructions are more geometric
in nature than the more advanced constructions that were developed later (see for example [9]). It
would be a good idea to abstract out some of the core ideas of these geometric coreset constructions
in the form of the next definition. We call such a coreset a Geometric Coreset.
Definition 8 ((k, ε)-geometric-coreset). A (k, ε)-geometric-coreset of a dataset X ⊆ Rd is a set
of points S ⊆ Rd such that:
Φ(S,X) ≤ ε ·∆k(X).
We will now see that geometric coreset is a stronger notion than coreset in the sense that if any
dataset X has (k, εO(1))-geometric-coreset of size m, then it also has a (k, ε)-coreset of size m. A
(k, ε)-coreset is defined by a set S and a weight function w, whereas a geometric coreset is defined
by just a set of points. We will show that for any (k, ε)-geometric-coreset S, this set along with an
appropriately defined weight function (which is dependent just on S and X) is also a (k, ε)-coreset.
Let X and Y be any set of points. For any point y ∈ Y , we defineNX(y) to be the set of points from X
such that their closest point in set Y is y. That is, NX(y) = {x|x ∈ X and arg minp∈Y ||x−p|| = y}.
The result below is also implicitly present in the discussion by Ackermann et al. [1]. For the sake of
readability, we give the proof in the Appendix.
3 The size of a coreset is the size of the set S in the definition.
Theorem 5. Let X ⊆ Rd be any dataset and S be a (k, ε2/32)-geometric-coreset of X. Let w :
S → R+ be a weight function defined as follows ∀s ∈ S,w(s) = |NX(s)|. Then S along with weight
function w is a (k, ε)-coreset of X.
We have argued that the notion of geometric-coreset is a stronger notion than coreset. As far as
the existence of such geometric-coresets are concerned, we know from previous discussions that for
any dataset X, there exists (k, ε)-geometric-coreset of size Lk,εX . Moreover, such geometric-coresets
may be computed by running any constant factor pseudo-approximation algorithm for k-means
with k set as Lk,O(ε)X . As seen in the previous subsection, the D2-sampling algorithm is one such
algorithm. Combining Theorem 4 with Theorem 5, we get the following result.
Theorem 6. There is a universal constant β for which the following holds: For any 0 < ε ≤ 1,
positive integer k and any dataset X ⊆ Rd, let S denote the a set of centers chosen with D2-sampling
from X such that |S| = Ω(Lk,ε2/βX ). Then S (w.h.p.) is a (k, ε)-coreset.
2 Bounds for Euclidean k-means
In this section, we prove the bounds on Lk,εX . We do this by using ideas in Har-Peled and Kushal [11]
to reduce the high-dimensional case to a one-dimensional case. We start by discussing bounds for
the one-dimensional data. In the discussion below, we will make use of the definition of the distance
of a given point x from a point set S, denoted by D(x, S) and defined as D(x, S) = mins∈S ||s− x||.
Also, note that the big-O notation used in the bounds below only hide fixed universal constants.
Lemma 2 (Upper bound). For any 0 < ε ≤ 1 and any dataset X ⊆ R with n points, there exists
a set S ⊆ R of size O
(
logn√
ε
)
such that Φ(S,X) ≤ ε · Φ({0}, X).
Proof. Let R =
√
Φ({0},X)
n =
√∑
x∈X ||x||2
n . Let r = (1 +
√
ε/2) and t = d lognlog r e. Let
S1 = {±(i ·
√
ε/2 ·R)|0 ≤ i ≤ b
√
2/εc} and S2 = {±(ri ·R)|0 ≤ i ≤ t}
We use S = S1 ∪ S2. Note that for our choice of t, there is no point x ∈ X such that ||x|| > rt ·R.
For any point x ∈ X such that riR ≤ ||x|| < ri+1R, we have D(x, S)2 ≤ (ε/2)(riR)2 ≤ (ε/2)||x||2.
Also, note that for every x such that ||x|| ≤ R, we have D(x, S)2 ≤ (ε/2) ·R2. So, we have:
Φ(S,X) =
∑
x∈X
D(x, S)2 =
∑
x∈X,||x||≤R
D(x, S)2 +
∑
x∈X,||x||>R
D(x, S)2
≤
∑
x∈X,||x||≤R
(ε/2)R2 +
∑
x∈X,||x||>R
(ε/2)||x||2
≤ ε · Φ({0}, X).
Finally, note that
|S| = |S1|+ |S2| = O
(
log n
log (1 +
√
ε/2)
)
= O
(
log n√
ε
)
.
This completes the proof of the lemma.
The lower bound instance for the 1-dimensional k-means problem below is based on ideas similar
to the lower bound instance by Bhattacharya et al. [5].
Lemma 3 (Lower bound). For any 0 < ε < 1/8, there exists a dataset X ⊆ R with n points such
that any set S ⊆ R with Φ(S,X) ≤ ε · Φ({0}, X) satisfies |S| = Ω
(
logn√
ε
)
.
Proof. In the dataset that we construct multiple points may be co-located. Let r = d(1 +√32ε)e.
Consider the dataset X described in the following manner:
Description of X: There are r2(t−1) points co-located at ±r, r2(t−2) points co-located at
±r2, r2(t−3) points co-located at ±r3, ..., 1 point located at ±rt.
We can fix the value of t in the above description in terms of n = |X| by noting that: n =
2 · (1 + r2 + ... + r2(t−1)). Given this, we can use 2t = d
log
(
n(r2−1)
2
+1
)
log r e in the description of the
dataset. The cost with respect to single center at the origin is given by:
Φ({0}, X) = 2 · (r2 · r2(t−1) + r4 · r2(t−2) + ...+ r2t) = 2tr2t
Consider intervals around each of the populated locations. Let I+i = [r
i(1 − √2ε), ri(1 + √2ε)]
and I−i = [−ri(1 +
√
2ε),−ri(1−√2ε)]. Note that these intervals are disjoint for our choice of r.
Consider any set S consisting of < t points. Note that there will be at least t intervals that do not
contain a point from the set S. The points located at each of these “uncovered” intervals contribute
a cost > (2ε)r2t. Given this, we have Φ(S,X) > t · (2ε)r2t > ε · Φ({0}, X). So, for any set S such
that Φ(S,X) ≤ ε · Φ({0}, X), we have |S| > t which gives |S| > t = Ω( logn
log d(1+√32ε)e) which gives
the statement of the lemma.
We will now extend these bounds to higher dimensions using the ideas of Har-Peled and
Kushal [12]. We will use ε-covering number and ε-packing number over the surface of unit spheres
crucially in our construction. We now show the upper bound for points in Rd.
Theorem 7 (Upper bound for Euclidean k-means). Let Sd−1 denote the surface of the unit
sphere in Rd. For any 0 < ε ≤ 1, any integer k ≥ 1, and any dataset X ⊆ Rd with n points, there
exists a set ξ ⊆ Rd of size O
(
N (Sd−1,
√
ε/2)·k·logn√
ε
)
such that Φ(ξ,X) ≤ ε ·∆k(X).
Proof. Let C = {c1, ..., ck} denote the optimal k-means centers for X. Let X1, ..., Xk denote the
Voronoi partition of X w.r.t. c1, ..., ck respectively. That is, X1, ..., Xk are the optimal k-means
clusters. This also means that for all i, ci is the centroid of the point set Xi (that is the optimal) It will
be sufficient to find k sets ξ1, ..., ξk such that for all i, Φ(ξi, X) ≤ ε · Φ({ci}, Xi) = ε ·∆1(Xi). Given
such sets ξ1, ..., ξk, let ξ = ∪iξi. Then we have Φ(ξ,X) ≤
∑
i Φ(ξi, Xi) ≤
∑
i ε ·∆1(Xi) = ε ·∆k(X).
Consider any optimal cluster Xi. Let Y = Xi and c = ci. Let points in the set Y be denoted
by y1, ..., ym. We will now construct a set S such that Φ(S, Y ) ≤ ε · Φ({c}, Y ). Consider a ball B
of unit radius around c and let R denote an (
√
ε
2)-covering set over B (note that the size of R is
N (Sd−1,√ε/2)). This implies that for any point r1 ∈ R, there exists r2 ∈ R such that r2 6= r1 and
||r1 − r2|| ≤
√
ε/2. Consider a “fan” consisting of |R| lines F = {l1, ..., l|R|} connecting c to each of
the points in R. For any point y ∈ Y , let y′ denote the projection of y on the nearest line among
l1, ..., l|R|. Let Y ′ denote the set of projected points. For any line l ∈ {l1, ..., l|R|}, let Yl denote the
subset of projected points that are on line l. We first observe that “snapping” the points to the fan
F does not cost much. This follows easily from the following simple observation.
Observation: For all y ∈ Y , we have ||y − y′|| ≤√ε/2 · ||y − c||.
This implies that
E def=
∑
y∈Y
||y − y′||2 ≤ (ε/2) ·
∑
y∈Y
||y − c||2 = (ε/2) ·∆1(Y ). (3)
We have:
∆1(Y ) = E +
∑
l∈F
Φ({c}, Yl) (4)
Now, from Lemma 2 we know that for every l ∈ F , there exists a set Sl of O
(
log |Yl|√
ε
)
points on line
l such that Φ(Sl, Yl) ≤ (ε/2) · Φ({c}, Yl). Let S = ∪lSl. Then we have
Φ(S, Y ) = E +
∑
y∈Y ′
D(y, S)2
≤ E +
∑
l∈F
∑
y∈Yl
D(y, Sl)
2
= E +
∑
l∈F
Φ(Sl, Yl)
≤ E + (ε/2) ·
∑
l∈F
Φ({c}, Yl)
≤ E + (ε/2) ·∆1(Y ) (using (4))
≤ (ε/2) ·∆1(Y ) + (ε/2) ·∆1(Y ) (using (3))
= ε ·∆1(Y )
The size of the set S is O
(
N (Sd−1,
√
ε/2)·log |Y |√
ε
)
. Repeating the same for all k optimal clusters,
we get a set ξ of size O
(
N (Sd−1,
√
ε/2)·k·logn√
ε
)
.
Note that Ackermann et al. [1] gave an upper bound of O
(
(9d/ε)d/2 · k · log n). Our bound is
better and the improvement may be attributed to reducing the d-dimensional case to a 1-dimensional
case. On the other hand, we also give a lower bound analysis which is not done by Ackermann
et al. [1]. Our lower bound analysis essentially shows that the factors of k, log n and (1/ε)d/2 are
unavoidable in some sense.
Theorem 8 (Lower bound for Euclidean k-means). For any 0 < ε < 1/8, any integer k ≥ 1,
there exists a dataset X ⊆ Rd with n points such that any set ξ ⊆ Rd with Φ(ξ,X) ≤ ε · ∆k(X)
satisfies |ξ| = Ω
(P(Sd−1,√8ε)·k·logn√
ε
)
.
Proof. Let c1, ..., ck ∈ Rd be k points such that ∀i 6= j, ||ci− cj || > n2. We will define k sets of points
X1, ..., Xk, and our dataset will be X = ∪iXi. Let R denote an
√
8ε-packing set over a unit sphere
in Rd (note that the size of R is the packing number and is denoted by P(Sd−1,√8ε)). For any i,
here is the description of the set Xi:
Let B(ci) denote a ball of unit radius around ci and let R(ci) denote the (
√
8ε)-packing set R
laid over B(ci). Consider a “fan” F of lines connecting ci to each point in the set R(ci). Each
line has η = n
k·P(Sd−1,√8ε) points and these points are arranged as in the one-dimensional
example of Lemma 3.
The analysis is very similar to that in Lemma 3. Instead of considering intervals around each populated
location, we will consider balls of certain radius. As in Lemma 3, we use r = d(1 +√32ε)e. Also,
t = Θ
(
log η
log r
)
. The populated locations are at distances r, r2, ..., rt from the ci’s. We have ∆1(Xi) =
Φ({ci}, Xi) = (2tr2t) ·P(Sd−1,
√
8ε) which gives ∆k(X) =
∑
i Φ({ci}, Xi) = k ·(2tr2t) ·P(Sd−1,
√
8ε).
Consider balls of radius
√
2ε ·ri around any populated location at a distance ri from ci. Note that all
the balls are disjoint because of our choice of r and because of the fact that the populated points are
defined using an
√
8ε-packing set over unit sphere. The number of balls defined are 2kt·P(Sd−1,√8ε).
Consider any set Si containing < kt · P(Sd−1,
√
8ε) points. There are > kt · |R(d,√8ε)| balls that
do not contain any points from Si. The cost contribution from the points located in each of these
balls is > (2ε)r2t. So, Φ(S,X) > (2ε) · kt · P(Sd−1,√8ε) · r2t > ε ·∆k(X). Therefore, any set ξ for
which Φ(ξ,X) ≤ ε ·∆k(X) satisfies
|ξ| = Ω(kt · P(Sd−1,
√
8ε)) = Ω
(
k · log η
log r
· P(Sd−1,
√
8ε)
)
= Ω
(
P(Sd−1,√8ε) · k · log n√
ε
)
.
This completes the proof of the theorem.
2.1 Bounds for Euclidean k-median problem
The Euclidean k-median problem is very similar to the Euclidean k-means problem except that the
cost function is defined using “sum of distances” rather than “sum of squared distances”. That
is, given X ⊆ Rd and a positive integer k, find a set of centers C ⊆ Rd such that Φ(C,X) def=∑
x∈X minc∈C D(x, c) is minimized, where D(x, y) = ||x− y|| (instead of D(x, y) = ||x− y||2 as in
the Euclidean k-means problem). By replacing Euclidean distances instead of squared Euclidean
distances in all the arguments, we obtain the following bounds for the Euclidean k-median problem.
We avoid giving the unnecessary details of the proof which is almost the same as that for k-means.
Theorem 9 (Upper bound for Euclidean k-median). For any 0 < ε ≤ 1, any integer k ≥ 1,
and any dataset X ⊆ Rd with n points, there exists a set ξ ⊆ Rd of size O
(N (Sd−1,ε/2)·k·logn
ε
)
such
that Φ(ξ,X) ≤ ε ·∆k(X).
Theorem 10 (Lower bound for Euclidean k-median). For any 0 < ε < 1/8, any integer k ≥ 1,
there exists a dataset X ⊆ Rd with n points such that any set ξ ⊆ Rd with Φ(ξ,X) ≤ ε · ∆k(X)
satisfies |ξ| = Ω
(P(Sd−1,4ε)·k·logn
ε
)
.
3 Bounds for Metric k-Median
The metric k-median problem over arbitrary metric space (X , D) is defined as follows: Given X ⊆ X
and a positive integer k, find a set C ⊆ X of k centers such that Φ(C,X) def.= ∑x∈X minc∈C D(x, c)
is minimized. We use ∆k(X) to denote the cost of the optimal clustering. That is, ∆k(X) =
minC⊆X Φ(C,X).
As in the previous section, given any X ⊆ X , let Lk,εX denote the smallest integer such that
∆Lk,εX
(X) ≤ ε ·∆k(X). We will show an upper bound very similar to the bound in the previous
section. The important difference here is that the bounds in this section will be in terms of the
doubling dimension of the metric. Let us recall the definition of doubling dimension.
Let (X , D) denote an arbitrary metric space. Given X ⊆ X , the diameter of the set X denoted
by dia(X) is defined as dia(X) = maxx,x′∈X D(x, x′). Given any set X ⊆ X and r ∈ R+, a set
{X1, X2, ..., Xm} are said to be an r-cover of X iff ∪iXi = X and for all 1 ≤ i ≤ m, dia(Xi) ≤ r.
Given X ⊆ X and r ∈ R+, the covering number of the set X w.r.t. diameter r, denoted by λ(X, r),
is the size of the r-cover of smallest cardinality. We can now define the doubling dimension of any
metric (X , D).
Definition 9 (Doubling dimension). The doubling dimension of any metric (X , D) is the small-
est integer d such that for every X ⊆ X , λ (X, 12 · dia(X)) ≤ 2d.
The remaining discussion will be with respect to any metric (X , D) with doubling dimension d.
We will use the following lemma for defining our upper bound.
Definition 10 (ε-covering number). Let 0 < ε < 1 be some precision parameter. For any c ∈ X
and r ∈ R+, let M(c, r) = {x|x ∈ X and D(c, x) ≤ r}. The ε-covering number, denoted using γε, is
defined as follows:
γε = max
c∈X ,r∈R+
(λ(M(c, r), ε · r))
In the next lemma, we give a bound on the ε-covering number for any metric with doubling
dimension d.
Lemma 4. Let (X , D) be any metric space. For any 0 < ε < 1, the ε-covering number of X ,
γε = O
(
1
(ε/4)d
)
.
Proof. The proof follows from the definition of λ. Consider any c ∈ X and any r ∈ R+. Let
X = M(c, r). From the triangle inequality we know that dia(X) ≤ 2r. Using the fact that the
doubling dimension of the metric is d, we get λ(X, r) ≤ 2d, λ(X, r/2) ≤ 22d, λ(X, r/22) ≤ 23d and
so on. Let 1
2k+1
< ε ≤ 1
2k
. Then we have λ(X, ε · r) ≤ 2(k+2)d. This gives us λ(X, ε · r) = O((4/ε)d).
We can now give the upper bound in terms of the ε-covering number of the metric.
Theorem 11 (Upper bound for metric k-median). Let (X , D) be any metric space with
doubling dimension d. For any 0 < ε ≤ 1, any integer k ≥ 1, and any dataset X ⊆ X with n points,
there exists a set ξ ⊆ X of size O
(
k·logn
(ε/8)d
)
such that Φ(ξ,X) ≤ ε ·∆k(X).
Proof. Let c1, ..., ck be the optimal k centers and let X1, ..., Xk be the optimal clusters w.r.t. these k
centers respectively. That is, for all i, Xi = {x ∈ X|(arg minc∈{c1,...,ck}D(x, c)) = ci}. It is sufficient
to show that for all i, there exists a set ξi ⊆ Xi of size O
(
γε·logn
ε
)
such that Φ(ξi, Xi) ≤ ε ·∆1(Xi).
Let c = ci and Y = Xi. Let R =
∑
y∈Y D(y,c)
|Y | and t = Θ (log2 |Y |). Consider “concentric circles”
of radius R, 2R, 22R, ..., 2tR around the center c. That is consider the sets Y0, ..., Yt defined in the
following manner.
Y0 = {y ∈ Y |D(c, y) ≤ R} and Yj = {y ∈ Y |D(c, y) ≤ 2j ·R} \ Yj−1
First, note that ∪tj=0Yj = Y due to our choice of t. Also, for every j, there exists subsets
S1j , S
2
j , ..., S
γε/2
j such that for all 1 ≤ i ≤ γε/2, dia(Sij) ≤ (ε/2) · (2jR) and ∪
γε/2
i=1 S
i
j = Yj . Let
Sj be the set of points constructed by picking one point from each of the sets S
1
j , ..., S
γε/2
j and let
S = ∪tj=0Sj . Then we have:
Φ(S, Y ) ≤
t∑
j=0
Φ(Sj , Yj) ≤
t∑
j=0
ε
2
· (2jR) · |Yj | =
t∑
j=0
ε(2j−1R) · |Yj |
≤
t∑
j=0
ε · Φ({c}, Yj) ≤ ε · Φ({c}, Y ) ≤ ε ·∆1(Y )
The size of the set S is given by |S| = γε/2 · t = O(γε/2 · log |Y |). Generalizing this for all sets
X1, ..., Xk, we get that there is a set ξ ⊆ X of size O(k · γε/2 · log n) such that Φ(ξ,X) ≤ ε ·∆k(X).
The theorem follows from the bound on γε/2 from Lemma 4
The following lower bound follows trivially from the lower bound for the Euclidean k-median
problem (since Rd has a doubling dimension d).
Theorem 12 (Lower bound for metric k-median). For any 0 < ε ≤ 1/8, any integer k ≥ 1,
there exists a metric space (X , D) with doubling dimension d and a dataset X ⊆ X with n points,
such that for any set ξ ⊆ X with Φ(ξ,X) ≤ ε ·∆k(X), ξ is of size Ω
(
k·logn
(16ε)d−1
)
.
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A Proof of Lemma 1
We state the Lemma again before giving the proof.
Lemma 5 (Bounds on N (Sd−1, ε) and P(Sd−1, ε)). Let Sd−1 denote a unit sphere in Rd and
0 < ε < 1/4. Then
1. N (Sd−1, ε) ≤ (1 + 2ε)d, and
2. P(Sd−1, ε) ≥ 1
(2ε)d−1 .
Proof. The upper bound on N (Sd−1, ε) is based on a simple volume argument. Let S be any
ε-covering set over the unit sphere with minimum cardinality. So, |S| = N (Sd−1, ε). Consider
balls of radius ε/2 incident on the points of S. Using the fact that S is of minimum cardinality
cover, we get that these balls do not intersect. Note that all these balls lie inside a ball of radius
(1 + ε/2) centered at the origin. The total volume of these balls is given by |S| · V (ε/2) and volume
of the ball of radius (1 + ε/2) is given by V (1 + ε/2). Here V (r) denote the volume of a ball
of radius r and is proportional to rd. So, we have: |S| · V (ε/2) ≤ V (1 + ε/2) which implies that
|S| = N (Sd−1, ε) ≤ V (1+ε/2)V (ε/2) = (1 + 2/ε)d.
Let P be any ε-packing set over unit sphere of maximum cardinality. Let p be any point in P
and let S(2ε) be the spherical cap over the unit sphere formed by taking the intersection of a ball of
radius 2ε at p with the surface of the unit sphere. We will now upper bound the surface area of the
spherical cap S(2ε). Let Ad(r) denote the surface area of a sphere of radius r in a d-dimensional
Euclidean space. The surface area can be calculated using the following integral (see figure 1 for
reference):
S(ε) =
∫ α
0
Ad−1(sin θ)dθ = Ad−1(1) ·
∫ α
0
(sin θ)d−2dθ ≤ Ad−1(1) ·
∫ α
0
θd−2dθ = Ad−1(1) · α
d−1
d− 1
Finally, the bound is obtained using the observation that Ad(1) ≤ |P | · S(2ε) which gives:
|P | ≥ Ad(1)
Ad−1(1)
· d− 1
αd−1
=
2pi(d− 1)
d
· 1
αd−1
≥ 1
(4ε)d−1
.
The last inequality is due to the fact that sinα = (2ε)
√
1− ε2.
B Proof of Theorem 5
Let us restate the Theorem before proving it. We will use D(x, y) = ||x−y|| to denote the Euclidean
distance between points x and y in the proof below.
Fig. 1. We consider sphere of radius 2ε centered on B. α is the angle of the spherical cap at the origin.
Theorem 13. Let X ⊆ Rd be any dataset and S be a (k, ε2/32)-geometric-coreset of X. Let
w : S → R+ be a weight function defined as follows ∀s ∈ S,w(s) = |NX(s)|. Then S along with
weight function w is a (k, ε)-coreset of X.
Proof. Let C be any set of k centers. For any point x ∈ X, let cx denote its closest point in the set
C. Similarly, let sx denote its closest point in the set S. Given this, first we note that for any point
x ∈ X, if D(x, cx) > D(sx, csx) we have:
|D(x, cx)−D(sx, csx)| ≤ D(x, csx)−D(sx, csx) ≤ D(x, sx),
and when D(x, cx) ≤ D(sx, csx), we have:
|D(x, cx)−D(sx, csx)| ≤ D(sx, cx)−D(x, cx) ≤ D(x, sx)
So, from the above two inequalities, we get |D(x, cx)−D(sx, csx)| ≤ D(x, sx). Now, for every point
x ∈ X, we have:
|D(x, cx)2 −D(sx, csx)2| = |D(x, cx)−D(sx, csx)| · (D(x, cx) +D(sx, csx))
≤ D(x, sx) · (D(x, cx) +D(sx, cx))
(since D(sx, csx) ≤ D(sx, cx) and |D(x, cx)−D(sx, csx)| ≤ D(x, sx))
≤ D(x, sx) · (2 ·D(x, cx) +D(x, sx))
(since D(sx, cx) ≤ D(x, sx) +D(x, cx))
= 2 ·D(x, sx) ·D(x, cx) +D(x, sx)2
We will use the above inequality to now show the main result:
|Φ(C, S,w)− Φ(C,X)| ≤
∑
x∈X
|D(x, cx)2 −D(sx, csx)2|
≤
∑
x∈X
2 ·D(x, sx) ·D(x, cx) +
∑
x∈X
D(x, sx)
2
= 2 ·
∑
x∈X, 4
ε
·D(x,sx)<D(x,cx)
D(x, sx) ·D(x, cx) +
2 ·
∑
x∈X, 4
ε
·D(x,sx)≥D(x,cx)
D(x, sx) ·D(x, cx) +
∑
x∈X
D(x, sx)
2
≤ 2 ·
∑
x∈X, 4
ε
·D(x,sx)<D(x,cx)
(ε/4) ·D(x, cx)2 +
2 ·
∑
x∈X, 4
ε
·D(x,sx)≥D(x,cx)
(4/ε) ·D(x, sx)2 +
∑
x∈X
D(x, sx)
2
≤ (ε/2) ·
∑
x∈X
D(x, cx)
2 + (8/ε) ·
∑
x∈X
D(x, sx)
2 +
∑
x∈X
D(x, sx)
2
= (ε/2) · Φ(C,X) + (8/ε+ 1) · Φ(S,X)
≤ (ε/2) · Φ(C,X) + (ε/2) ·∆k(X)
≤ ε · Φ(C,X)
This implies that |Φ(C, S,w)−Φ(C,X)| ≤ ε ·Φ(C,X), which in turn means that S is a (k, ε)-coreset
of X. This completes the proof of the theorem.
