We consider panicle filters in a model where the hidden states and the observations form jointly a Markov chain, which means that the hidden states alone do not necessarily form a Markov chain. This model includes as a special case non-linear state-space models with correlated Gaussian noise. Our contribution is to study propagation of errors, stability properties of the filter, and uniform error estimates, using the framework of LeGland and Oudjane [5].
EXTENSIONS OF HIDDEN MARKOV MODELS
In the classical HMM situation, the hidden state sequence { X k , k 2 0} is a Markov chain taking values in the space E. It is not observed, hut instead an observation sequence {Yk , k > 0 ) taking values in the space F is available, with the property that given the hidden states { X k , k 2 0). the observations {Yt , k > 0) are mutually independent, and the conditional probability distribution of Y k depends only on the hidden state Xk at the same time instant. In addition, when 5 E E varies, all the conditional probability distrihutions P[Yk E dy I Xk = z] are assumed absolutely continuous w.r.t. a nonnegative measure X: (dy) on F which does not depend on x. The situation is completely described by the initial distribution and local characteristics
Conditionally Markovian observations
Alternatively, the following more general assumption could be made : given the hidden states {Xk , k 2 O}, the ob- only on the hidden state Xk at the same time instant. The situation is completely described by the joint initial distribution and local characteristics
=SE(S',Y,Y')X:(Y,dy').
Particle filters for these models, which include switching autoregressive models, have already been investigated in Capp6 
Jointly Markovian hidden states andbbservations
Even more generally, the following assumption could be made that hidden states {xk , k >_ 0 ) and observations {Yk , k 2 0 ) form jointly a Markov chain, and that the transition kernel can be factorized as 
= & ( z , y ,~' , E ) X:(y,dy'). 
for any z E E and any y,y' E F . In full generality, for any x E E and any y, y' E F , the nonnegative measure
Rk(x, y, y', h') can be factorized as
into the product of a nonnegative importance weight function Wk(x, y, U ' , x'), and an importance probability distribution Pk(z,y,y',dz'). The decomposition (4) is clearly not unique. As much as possible, a clear distinction should be made between results and estimates 0 which depend only on the nonnegative kernel Rk.
8 which depend on the spec8c importance decomposition (W,,P,) of the nonnegative kernel Rk.
In practice, the importance decomposition should be such that, for any z E E and any y, y' E F, it is easy to evuluate the weight function Wk(x,y,y',x'), to simulate a r.v. X according to the probability disAnother'meaningful criterion for the choice of the importance decomposition is the optimization of error estimates for associated particle schemes, see Remark 4.3 below.
tribution Pk(z,y, y', h'),
OPTIMAL BAYESIAN FILTER AND FEYNMAN-KAC FORMULAS
For any test function f defined on En+' qf(xo:n)
where by definition and with an abuse of notation
Rk(X,dZ') = Rk(X,Yk-l,Yk,dz').
Given the observations, the objective of filtering is to estimate the hidden states, and to this effect the probability distribution 
k=1
with the usual abuse of notation (5).
PARTICLE APPROXIMATION
By definition, and for a given importance decomposition (4)
with the usual abuse of notation. On the product space E x E, let ?r : (x,z') e x' denote the projection on the (second) space E. For any probability distribution p on the space E, the probability distribution p @ p k is defined on the product space E x E by
It follows that
i.e. the nonnegative measure p Rk on the space E is the marginal of the nonnegative measure wk (p @ Pk) on the product space E x E , with importance weight function wk and importance probability distribution p @ p k . It follows also that R k ( P ) ( h ' ) = (wk ' (P @ pk)) n-'(dZ') 9
where. denotes the projective product. The weighted particle approximation of the probability distribution tvk . In contrast, the following variance estimate depends explicitly on the specific imponance decomposition (4). 
ERROR ESTIMATES

