Abstract. The main topic of this contribution is the problem of counting square-free numbers not exceeding n. Before this work we were able to do it in time 1Õ ( √ n). Here, the algorithm with time complexityÕ(n 2/5 ) and with memory complexityÕ(n 1/5 ) is presented. Additionally, a parallel version is shown, which achieves full scalability. As of now the highest computed value was for n = 10
Introduction
A square-free number is an integer which is not divisible by a square of any integer greater than one. Let S(n) denote the number of square-free positive integers less or equal to n. We can approximate the value of S(n) using the asymptotic equation:
Under the assumption of the Riemann hypothesis the error term can be further reduced [3] :
S(n) = 6 π 2 n + O(n 17/54+ε ).
Although these asymptotic equations allow us to compute S(n) with high accuracy, they do not help to compute the exact value. The basic observation for efficient algorithms is the following formula.
Theorem 1.
where µ(d) is the Möbius function.
1 Comparing to the Big-O notation, Soft-O (Õ) ignores logarithmic factors.
The simple proof of this theorem using the inclusion-exclusion principle is presented in App. A. The same proof can be found in [4] . It allows the author to develop anÕ( √ n) algorithm and to compute S(10 17 ). In Sect. 2 we show details of this algorithm together with the reduction of the memory complexity to O( 4 √ n).
To construct a faster algorithm we have to play with the summation (1). In Sect. 3.1 the new formula is derived and stated in Theorem 2. Using this theorem we are able to construct the algorithm working in timeÕ(n 2/5 ). It is described in the rest of Sect. 3. However, to achieve a memory efficient procedure more research is required. The memory reduction problem is discussed in Sect. 4, where the modifications leading to the memory complexityÕ(n 1/5 ) are presented. The result is put into Algorithm 4.
Applying Algorithm 4 for huge n leads to computing time measured in years. Therefore, a practical algorithm should be distributed. Section 5 addresses the parallelization problem. At first sight it looks that Algorithm 4 can be easily distributed, but a deeper analysis uncovers new problems. We present a solution for these problems, and get a fully scalable method. As a practical evidence, we computed S(10 e ) for all integers e ≤ 36, whereas before, the largest known value of S(n) was for n = 10
17 [4, 6] . For instance, the value S(10 36 ) was computed in 88 hours using 256 processors. The detailed computation results are attached in Sect. 6.
We simply use Theorem 1 to compute S(n). In order to compute summation (1) we need to find the values of µ(d) for d = 1, . . . , K, where K = ⌊ √ n⌋. This can be done in time O(K log log K) and in memory O( √ K) using a sieve similar to the sieve of Eratosthenes [2] . See App. B for a detailed description. This sieving algorithm tabulates values in blocks of size B = ⌊ √ K⌋. We assume we have the function TabulateMöbiusBlock such that the call TabulateMöbiusBlock(a, b) outputs the array mu containing the values of the Möbius function:
It is presented in Algorithm 1.
Summarizing, the basic algorithm hasÕ( √ n) time complexity and O( 4 √ n) memory complexity.
The New Algorithm
The key point of discovering a faster algorithm is a derivation of a new formula from (1) Algorithm 1 Calculating S(n) in timeÕ( √ n) and in memory O(
TabulateMöbiusBlock(a, b) 5:
for k = a + 1, . . . , b do 6:
end for 8: until a ≥ K 9: return s of the algorithm parameters are estimated, and the resulting time complexity of O(n 2/5 ) is derived.
Establishing the New Formula
To alter (1) we break the sum. We split the summation range [1,
where
We introduced a new variable D. Optimal value of this variable will be determined later. Sum S 2 (n) can be rewritten using Iverson's convention 2 :
The predicate in brackets transforms as follows:
To shorten the notation we introduce a new variable I and a new sequence x i :
The sequence x i should be strictly decreasing. To ensure this, it is enough to set I such that
Because
to satisfy (4), it is enough to set
Suppose we set I satisfying (5). Now, we take D = x I and we use x i notation (3) in (2):
Finally, it is convenient to use the Mertens function:
thus we simplify (6) to:
Theorem 2 summarizes the above analysis.
Theorem 2. Let I be a positive integer satisfying
Computing Values of the Mertens Function
By applying the Möbius inversion formula to (7) we can get a nice recursion for the Mertens function:
Here, an important observation is that having all values
. This is because there are at most
The Algorithm
The simple algorithm exploiting the above ideas is presented in Algorithm 2.
Algorithm 2 Efficient counting square-free numbers
Observe that it is important to compute M (x i ) in a decreasing order (line 2).
The Complexity
Let us estimate the time complexity of Algorithm 2. Computing S 1 (n) has complexity O(D log log D).
The entire for loop (line 2-4) has the time complexity:
Using the asymptotic equality
rewrites to:
The computation of S 2 (n) is dominated by the for loop. Summarizing the time complexity of Algorithm 2 is
We have to tune the selection of I and D to minimize the expression (12). The larger I we take the smaller D will be, thus the parameters I and D are optimal when
This takes place for I = n 1/5 (log log n) 4/5 , and then
Theorem 3. The time complexity of Algorithm 2 is O(n 2/5 (log log n)
The bad news are the memory requirements. To compute M (x i ) values we need to remember M (d) for all d = 1, . . . , D, thus we need O(D) =Õ(n 2/5 ) memory. This is even greater memory usage than in the basic algorithm. In the next section we show how to overcome this problem.
Reducing Memory
To reduce memory we have to process values of the Möbius function in blocks. This affects the computation of needed Mertens function values which were previously computed by the recursion (9) as described in Sect. 4.1. These values have to be computed in a more organized manner. Section 4.2 provides necessary utilities for that. Moreover in Sect. 4.3 some data structures are introduced in order to achieve a satisfying time complexity. Finally, Sect. 4.4 states the algorithm together with a short complexity analysis.
Splitting into Blocks
We again apply the idea of splitting computations into smaller blocks. To compute S 1 (n) we need to determine µ(d) and M (d) for d = 1, . . . , D. We do it in blocks of size B = Θ( √ D) by calling procedure TabulateMöbiusBlock. That way we are able to compute S 1 (n), but to compute S 2 (n) we face to the following problem.
We need to compute M (x i ) for integer i ∈ [1, I). Previously, we memorized all needed M (1), . . . , M (D) values and used recursion (9). Now, we do not have unrestricted access to values of the Mertens function. After processing a block (a, b ] we have only access to values M (k) for k ∈ (a, b ]. We have to utilize these values before we switch to the next block. If a value M (k) occurs on the right hand side of the recursion (9) for x = x i for some i ∈ [1, I), then we should make an update.
The algorithm should look as follows. We start the algorithm by creating an array Mx:
During the computation of S 1 (n) we determine M (k) for some k. Then, for every
i.e. for every i ∈ [1, I) such that there exists an integer d ≥ 2 such that
we estimate the number of occurrences m of M (k) in (13) and update
After processing all k = 1, . . . 
Dealing with Mx Array Updates
The problem is how to, for given k, quickly find all possible values of i, that there exists an integer d ≥ 2 fulfilling (14). There is no simple way to do it in expected constant time. Instead, for given i we can easily calculate successive k. Lemma 1. Suppose that for a given integer i ∈ [1, I) and an integer k there exists an integer d satisfying (14). Let us denote Proof. All possible integers d satisfying (14) are:
so (14) 
return k 10: end function
Introducing Additional Structures
Let B = ⌊ √ D⌋ be the block size, and L = ⌈D/B⌉ be the number of blocks. We process k values in blocks (a 0 , a 1 ], (a 1 , a 2 
The Algorithm
The result of the entire above discussion is presented in Algorithm 4. We managed to preserve the number of operations, therefore the time complexity remainedÕ(n 2/5 ). Each of the additional structures has
), Therefore, the memory complexity of Algorithm 4 isÕ(n 1/5 ).
Algorithm 4 Calculating S(n) in timeÕ(n 2/5 ) and in memoryÕ(n 1/5 )
TabulateMöbiusBlock(a l , a l+1 ) 13:
end if 23:
end for 24:
ilist[l] ← ∅ 25: end for 26:
end for 30: end for 31: compute s2 = S2(n) by (8) 32: return s1 + s2
Observe that most work is done in the blocks processing loop (lines 11-25), because every other part of the algorithm takes at mostÕ(n 1/5 ) operations. Initialization of structures (lines 1-10) is proportional to their sizeÕ(n 1/5 ). Computing S 2 (n) by (8) 
thus it is O(I) =Õ(n 1/5 ).
Parallelization
As noted in Sect. 4.4, the most time consuming part of Algorithm 4 is the blocks processing loop. The basic idea is to distribute calculations made by this loop between P processors. We split the interval [1, D] into a list of P smaller intervals:
Processor number p, 0 ≤ p < P , focus only on the interval (a p , a p+1 ], and it is responsible for (i) calculating part of the sum S 1 (n)
(ii) making updates of the array Mx[1, . . . , I − 1] for all k ∈ (a p , a p+1 ].
All processors share s 1 value and Mx array. The only changes are additions of an integer, and it is required that these changes are atomic. Alternatively, a processor can collect all changes in its own memory, and, in the end, it only once change the value s 1 and each entry of Mx array. Although the above approach is extremely simple, there are two drawbacks. First, for updates (ii), a processor needs to calculate successive values of the Mertens function: M (a p + 1), . . . , M (a p+1 ). Computation of (17) produce successive values of the Möbius function starting from µ(a p + 1), therefore the Mertens function values can be also computed if only we knew the value of M (a p ). Unfortunately, there is no other way than computing it from scratch. However, to compute M (x) there is an algorithm working in timeÕ(x 2/3 ) and memoryÕ(x 1/3 ). See for instance [2], or [5] for a simpler algorithm missing a memory reduction.
In our application we have x ≤ D =Õ(n 2/5 ), therefore cumulative additional time we spend in computing Mertens function values from scratch isÕ(P D 2/3 ) = O(P n 4/15 ). We want this does not exceed the targeted time ofÕ(n 2/5 ), therefore the number of processors is limited by:
Second drawback comes from an observation that the number of updates of Mx array is not uniformly distributed on (14) is satisfied, therefore for every such k there will be I − 1 =Õ(n 1/5 ) updates. It means that in a very small block (1, ⌊ √ D⌋] there will beÕ(n 2/5 ) updates, which is proportional to the total number of updates. We see that splitting into blocks is non-trivial and we need better tools for measuring work in the blocks processing loop.
Let t s be the average time of computing a single summand of the sum S 1 (n), and let t u be the average time of a single update of Mx array entry. Consider a block (0, a]. Denote as U (a) the number of updates which must be done in this block. Then the expected time of processing this block is
It shows up that U (a) can be very accurately approximated by a closed formula: 
See App. C for the estimation. The work measuring function (19) says that the amount of work for the block (a p , a p+1 ] is T (a p+1 )− T (a p ). Using this we are able to distribute blocks between processors in a such way, that the work is assigned evenly.
Results
We calculated S(10 e ) for all integer 0 ≤ e ≤ 36. In App. D the computed values are listed. First, for e ≤ 26 we prepared the results using Algorithm 1, the simpler and slower algorithm. Then we applied Algorithm 4 on a single thread. Thus we verified its correctness for e ≤ 26 and we prepared further values for e ≤ 31.
Finally, we used parallel implementation for 24 ≤ e ≤ 36. The computations were performed in ICM UW under grant G43-5 on the cluster Halo2. See [1] for a specification. The results for e ≤ 31 agreed with the previously prepared results. The timings of these computations are presented in Table 1 .
Computation time is calendar time in seconds of cluster occupation. Ideal time represents how long computations could take, if communication between processors was ignored and if the work was distributed equally. This was calculated by taking cumulative time of the actual work done for each processor and dividing by the number of processors. We see that ideal time is close to computation time showing an experimental evidence of scalability of the parallel algorithm.
