Abstract. We show that for a large class of piecewise expanding maps T , the bounded p-variation observables u 0 that admits an infinite sequence of bounded p-variation observables u i satisfying
Introduction
Let T : I → I be a dynamical system. Consider the cohomological operator defined by
Given an observable, that is, a function u 0 : I → R, one can ask if there exists a solution u 1 to the Lvisic cohomologous equation
Such equation was intensively studied after its introduction by the seminal work of Livsic. These studies mainly concerns to the existence and regularity of the solution u 1 . Let µ to be an invariant probability measure of T . We say that a function u : I → R in L 1 (µ) is cohomologous to zero if there is a function w : I → R in L 1 (µ) such that u = L(w).
A observable u 0 is infinitely cohomologous to zero if there exists a sequence of functions u n ∈ L 1 (µ), n ∈ N, such that L n u n = u 0 , for all n ∈ N. In [3] , Bamón, Kiwi, Rivera-Letelier and Urzúa consider the expanding maps defined by T ℓ (x) = ℓx mod 1, where ℓ ≥ 2 is an integer. The Lebesgue measure on [0, 1] is invariant by T ℓ . They show that every non-constant lipschitzian function u : I → R is not infinitely cohomologous to zero. In this work we generalize this result to a much larger class of observables and piecewise expanding maps. Let I be an interval. We say that T : I → I is a piecewise monotone map if there exists a partition by intervals {I 1 , . . . , I m } of I such that for each i ≤ m the map T is continuous and strictly monotone in I i . A piecewise monotone map is onto if furthermore T (I i ) = I for every i. A piecewise monotone map is called expanding if T is differentiable one each I i and
In this work, we will consider mainly maps T : I → I satisfying the following conditions:
(D1) T is piecewise monotone, Lipschitz on each interval of the partition I i , i ≤ m. In particular T ′ is defined almost everywhere and it is an essentially bounded function. We also assume (1) ess inf
(D2) There exists a closed interval I ⋆ ⊂ I such that for T (I ⋆ ) = I ⋆ , the orbit of every point of I eventually enters I ⋆ and moreover for every interval H ⊂ I there is a finite collection of pairwise disjoint open subintervals H 1 , . . . , H k ⊂ H and n such that T n is a homeomorphism on H i and
(D3) T has a horseshoe, that is, there are three open intervals J 1 , J 2 ⊂ J ⊂ I ⋆ , with J 1 ∩J 2 = ∅, such that T is a homeomorphism on each J i and T (J i ) = J, i = 1, 2. (D4) T has an invariant probability µ that is absolutely continuous with respect to the Lebesgue measure m, so
for some h ∈ L 1 (m). We will denote µ = hm, where h ∈ L 1 (m) and m is the Lebesgue measure on I. Moreover µ is exact and there exist a, b such that
for hm-almost every x and the support of µ is I ⋆ .
Our main result is: Theorem 1. Let T satisfying D1-D4 and let u 0 : I ⋆ → R be an observable with bounded p-variation. Then either u 0 is constant hm-almost everywhere or there exist m ≥ 0 and bounded p-variation functions u i : I ⋆ → R, with u i ∈ L 1 (hm), with i ≤ m, which are unique up to an addition by a constant, such that
• We have
for every i ≤ m.
• For every function ρ with bounded p-variation and every c ∈ R we have
We can improve this result with additional assumptions on T and u 0 which are satisfied in many interesting situations. 
We postpone the definition of condition D5 to Section 5, since it is a little more technical.
Remark 1.1. There are plenty of examples of transformations T : I → I satisfying D1-D4. Let T be a piecewise monotone, expanding map,
and a ij = 0 otherwise. Here the closure and interior are taken with respect to the topology of [0, 1] . Suppose that A k T > 0 for some k. Then T satisfies D1, D2 and D4 and some iteration of T satisfies D1-D4, with I ⋆ = I. If we add the assumption that T has a horseshoe, then T fulfills D1-D4. The space of bounded variation functions BV (I ⋆ ) and T satisfies D5. Suppose that T has a horseshoe and satisfies the conditions on the matrix A T as in Remark 1.1. One can prove using the results of Wong [6] that T satisfies D1 − D4, with I ⋆ = I. The space of bounded p-variation functions BV p (I), with p ≥ 1, and T satisfies D5.
Topological Results.
Replacing Lipschitzian by bounded p-variation observables has the advantage to allow us to obtain results similar to Theorems 1 and 2 to maps which are just topologically conjugate with maps satisfying the assumptions of those theorems.
We will say that two functions f, g : W → R are equal except in a countable subset, f = g on W (e.c.s.) if {x ∈ W : f (x) = g(x)} is countable. Theorem 3. Let H : I → I be a homeomorphism, let T be a piecewise monotone map andT satisfying D1-D4. Suppose that 
s.), such that
is a Borel measurable, bounded function and c ∈ R. B. in a non-empty open subset of H(I ⋆ ), if ρ is a Borel measurable, bounded function which is continuous in H(I
⋆ )(e.c.s.) and c ∈ R.
Then T is conjugate withT (x) = 2x mod 1, so T satisfies the assumptions of Theorems 3 and 4, considering p 0 = 1 in Theorem 4. 
Preliminaries
In this section we present some notations and definitions.
Definition 2.1. Given a function f : I → C and p ≥ 1, we define the p-variation of f by
where the supremum is taken over all finite sequences a 0 < a 1 < · · · < a n , a i ∈ I.
We say that f has bounded p-variation if
It is convenient to us to identify functions u and v defined on I so that u = v up to a countable subset of I. We write u ∼ v. The set of equivalence classes [f ] with respect to the relation ∼ such that
will be called the space of the functions on I with bounded p-variation and denoted
(BV p,I , |·| BVp,I ) is a Banach space. As usual, from now on we will omit the brackets [·] in the notation of the equivalence classes. Note that 1/p-Hölder continuous functions have bounded p-variation. When p = 1, we say that the function has bounded variation. Remark 2.2. One of the greatest advantages of dealing with p-bounded variation observables, in opposition to either Hölder or Lipschitzian ones, for instance, is that the pseudo-norm v p,I is invariant by homeomorphisms, that is, if h : J → I is a homeomorphism and f : I → R is an observable then
Definition 2.3. Given a piecewise monotone, expanding map T , define the PerronFrobenius operator associated to T by
where σ j : T (I j ) → I j stands for the inverse branch of T restricted to I j and 1l J denotes the characteristic function of the set J.
The main properties of Φ T are: i) Φ T is a continuous linear operator on L 1 (hm).
ii)
iii) Φ T f = f if and only if the measure µ = f m is invariant by T .
Consider the Hilbert space L 2 (hm) with the inner product u, w hm = uwh dm.
In this section we will built a Hilbert basis for L 2 (hm). Consider the bounded linear operator P :
Due Eq. (2), the operator P is well defined. Let B = {ϕ i } i∈N be an orthonormal basis for
where 1l denotes the constant function 1l(x) = 1. 
The Lebesgue measure m is an invariant probability, so P = Φ T . Moreover B = {sin(2πnx), cos(2πnx) : ℓ does not divide n} is a basis for Ker P . Note that sin(2πnT j (x)) = sin(2πnℓ j x) and cos(2πnT j (x)) = cos(2πnℓ j x), so the corresponding set W is just the classical Fourier basis of
It is easy to see that the Koopman operator U :
is the adjoint operator of P , that is
or without loss of generality we can assume j 1 < j 2 and
and 
Proof. Note that for the existence of β ∈ L k (hm) such that w = β • T is necessary and sufficient that for hm-almost every y ∈ I we have (4) ♯{w(x) : h(x) = 0 and T (x) = y} = 1.
Indeed, if the Eq. (4) holds then for every y satisfying (4), choosing x such that T (x) = y and h(x) = 0 we can define
If y does not satisfy (4), define β(y) = 0. Of course w = β•T hm-almost everywhere and, since hm is an invariant measure of T , β belongs to L k (hm). Let C i be the set of points x 0 ∈ I such that the function
The function in the above integral belongs to L 1 (m), so by the Lebesgue diffentiation theorem the set
has full Lebesgue measure in I. Since T is piecewise Lipschitz we obtain that m(T (I \ C)) = 0.
Suppose that Eq. (4) does not hold for hm-almost every y ∈ I ⋆ . Then it is not true that Eq. (4) holds for hm-almost every y ∈ I \ T (I \ C). Since hm-almost every point has at least one preimage x with h(x) = 0,we conclude that there exists y 0 ∈ I \ T (I \ C) and two inverse branches of T , denoted by σ 1 and σ 2 such that y 0 belongs to the interior of T (I 1 ) ∩ T (I 2 ) and furthermore
We can assume
Since σ 2 (y 0 ) ∈ C, the derivatives of the functions F 1 and F 2 at a = σ 2 (y 0 ) are the left and right hand sides of Eq. (6) respectively, so there exists ε > 0 such that for every closed non degenerate intervalĨ 2 satisfying
we have
Choose an intervalĨ 2 satisfying Eq. (7) and small enough such that T (Ĩ 2 ) ⊂ T (I 1 ). We can assume without loss of generality that ∂Ĩ 2 ⊂ Q. Then
Note that ϕ ∈ L ∞ (hm) and Φ(ϕh) = 0. Hence
wh dm.
Since σ 2 • T :Ĩ 1 →Ĩ 2 is Lipschitzian and monotone increasing, we can make a change of variables to get
Therefore wϕh dm = 0.
Let Λ be the set of functions ϕ of the form in Eq. (8), with • The intervalsĨ j ⊂ I ij , j = 1, 2, and σ 2 : T (I i2 ) → I i2 is the inverse of
Then it is easy to see that Λ is countable and Λ ⊂ L ∞ (hm) ∩ KerP and, by the argument above, Λ has the wished property.
In particular for k = 2 we obtain 
Proof. Suppose that, for all ϕ ∈ Λ and for all k ≥ 0
We claim that for every n there exists β n ∈ L 1 (hm) such that
Indeed, choosing k = 0 in Eq. (10) we obtain that for all ϕ ∈ Λ u ϕh dm = 0.
By Lemma 3.4, there exists β 1 ∈ L 1 (hm) such that
Suppose by induction that u = β n • T n , with β n ∈ L 1 (hm). By Eq. (9) when k = n, for all ϕ ∈ Λ we have
Hence, by Lemma 3.4, there exists β n+1 ∈ L 1 (hm) such that
Since the measure hm is an exact measure, we can conclude that u is a constant function. So u = 0. Since B is a base for Ker(P ) and
for every ϕ ∈ Ker(P ) and j ∈ N. This contradicts Proposition 3.5.
Proof of Proposition 3.1. It follows from Lemma 3.3 and Corollary 3.6 that B is a basis of L 2 (hm). To construct a basis W ⊂ L ∞ (hm), consider an enumeration of the set Λ = {ψ i } defined in Lemma 3.4. Apply the Gram-Schmidt process in the sequence ψ i to obtain a sequenceψ i of two by two orthogonal functions. Discarding the null functions and normalizing the remaining functions, we obtain an orthonormal set of functionsB. Due Lemma 3.4 span(B) = span(Λ) = Ker P, soB is a basis of Ker P , sô
From now on we assume W ⊂ L ∞ (hm). Let u ∈ L 1 (hm) and consider the Fourier coefficients of u with respect to the basis W
Proposition 3.7. The functionals c i,j have the following properties:
Proof.
(1) The proof is straightforward.
(2)
Proof of the Theorem 1
In this section we will study the linear operator
acting on functions with bounded variation (resp. 1/p-Hölder continuous function)
First, we will present some properties and then, at the end of this section, we will prove the theorems announced in introduction. The following results are well know.
Lemma 4.1. Let L be the linear operator defined above acting on L 1 (hm). Then:
We will prove by induction on i that v i = w i , if i < n and v n = w n + c, for some c ∈ R. Indeed, for i = 0 we have 
for every n ∈ N.
Proof. Let J 1 , J 2 ⊂ J be as in D3. Since T is a homeomorphism on J 1 and J 2 , by Remark 2.2
Lemma 4.4. There exists C with the following property: Let u n : I → R, n ≤ m+1, be observables with bounded p-variation, p ≥ 1, such that for every n ≤ m
for every n ≤ m.
Proof. Let J ⊂ I ⋆ be an one interval as in D3. By Lemma 4.3
for every n ≥ 0. By D2 there is a finite collection of pairwise disjoint open intervals H 1 , . . . , H k ⊂ J and j such that T j is a homeomorphism on each H i and
We claim that for every ℓ ≤ j and n
We will prove this by induction on ℓ. Of course since H i ⊂ J, Eq. (11) implies that for every i = 1, . . . , k
So Eq. (13) holds for ℓ = 0. Suppose by induction that Eq. (13) holds for ℓ < j and every n. Since T is a homeomorphism on T ℓ (H i ) and u n−1 = u n • T − u n we have
By Eq (12)
Note that since u n = u n+1 • T − u n+1 it follows that u n h dm = 0, Suppose that ess sup hm u n = |u n | L ∞ (hm) . Then 0 = u n h dm ≥ ess inf u n = (ess inf u n − ess sup u n ) + ess sup u n
We can obtain the same conclusion for the case
replacing u n by −u n in the argument above.
Proof of Theorem 1. Define by induction the (either finite or infinite) sequence u n : I ⋆ → R of functions in the following way: u 0 is given. If u n is defined and there exists a function v :
Otherwise the sequence ends with u n . Note that
Define m 0 = sup{n ∈ N : u n is defined } ∈ N ∪ {∞}. We will show that m 0 < ∞. Let m ∈ N, m ≤ m 0 . Recall the basis W defined in Section 3. By Corollary 3.6 if u 0 is not constant there exist i and q ≥ 0 such that
Using Lemma 3.7, we can now use an argument quite similar to [3] . Observe that
Since c i,j (u 0 ) = 0 for 0 ≤ j < q, by equations (15) and (16), we can conclude that (17) c i,j (u n ) = 0 for 0 ≤ j < q and 0 ≤ n ≤ m. Now, by equation (15), considering l = p, we have
By equation (17), for every n ≤ m
By equation (18), we conclude that for n ≤ m
for every f ∈ B and n ∈ N. Moreover and Ψ(h) = 0.
is a bounded bilinear transformation on B.
(vi) The set B is dense in L 1 (hm).
Remark 5.1. Note that D5.i implies that for every k ≥ 1 we have
Indeed for every v ∈ B and k ≥ 1 we have
The proof of Theorem 2 is an immediate consequence of Theorem 1 and Proof. The method we are going to use here is very well known for specific kinds certain dynamical systems and observables. See for instance [4] for the case of piecewise expanding maps and bounded variation observables. Since
Putting j = 1, . . . , n in Eq. (21) and adding the resulting equations we obtain
We claim that |P j v| L 1 (hm) → j 0. Indeed, due D5.vi for every ǫ > 0 there exists w ∈ B such that w h dm = 0 and |v − w| L 1 (hm) < ǫ. Since P is a contraction on L 1 (hm), for every j , can also be generalized for maps described in Remarks 1.1, 1.2 and 1.3, replacing Lipchitz observables by bounded variation observables. The methods to achieve this generalization are quite similar to those in [3] , so we will not give a full proof here. It is necessary to use Theorem 2, and to replace in their argument the usual Fourier basis by the basis obtained in Section 3 and the compactness of closed balls centered at zero of the space of Lipchitz functions as subsets of the space of continuous functions by Helly's Theorem, that is, the compactness of closed balls centered at zero of the space of bounded variation functions as subsets of L 1 (hm). Proof of Theorem 4. The proof of this theorem is quite similar to the proof of Theorem 3, so we left it to the reader.
Topological results

Proof of
