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Abstract—Inspired by the recently remarkable successes of
Sparse Representation (SR), Collaborative Representation (CR)
and sparse graph, we present a novel hypergraph model named
Regression-based Hypergraph (RH) which utilizes the regression
models to construct the high quality hypergraphs. Moreover,
we plug RH into two conventional hypergraph learning frame-
works, namely hypergraph spectral clustering and hypergraph
transduction, to present Regression-based Hypergraph Spectral
Clustering (RHSC) and Regression-based Hypergraph Trans-
duction (RHT) models for addressing the image clustering and
classification issues. Sparse Representation and Collaborative
Representation are employed to instantiate two RH instances
and their RHSC and RHT algorithms. The experimental results
on six popular image databases demonstrate that the proposed
RH learning algorithms achieve promising image clustering and
classification performances, and also validate that RH can inherit
the desirable properties from both hypergraph models and
regression models.
Index Terms—Graph Embedding, Dimensionality Reduction,
Sparse Learning, Subspace Learning, Collaborative Representa-
tion
I. INTRODUCTION
As the generalization of the graph model [1], [2], the
hypergraph model is more flexible and more intuitive to depict
the complex relation of data, since the edge of hypergraph,
which is known as the hyperedge, can contain more than two
vertices. Due to this desirable property, hypergraph learning
is recently drawn intensive attention. Over past decades,
extensive hypergraph learning approaches has been proposed
and successfully applied to tackle a lot of fundamental tasks,
such as clustering [1], [3], classification [4], [5], [6], segmen-
tation [7], dimensionality reduction [8], [9] and multi-label
learning [10], [11].
As same as graph learning, the hypergraph construction
process plays a vital role in hypergraph learning and a
good quality hypergraph should well reveal the real relation
of samples. Hypergraph learning is a frequently used tool
for unsupervised and semi-supervised learning. In these two
cases, the previous hypergraph learning works often adopt
the neighbourhood-based (distance-based) strategy to build the
hypergraph [1], [12], [13]. More specifically, for each sample,
a hyperedge is generated by connecting this centroid sample
and its k nearest neighbors. However, as such neighborhood-
based often cannot well even correctly discover the real
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relations of samples and it is also very sensitive to noises,
the quality of hypergraph is lowered which directly degrades
the performance of hypergraph learning.
In the recent decade, Sparse Representation (SR) has
achieved remarkable successes for addressing dozens of com-
puter vision and machine learning issues [14], [15], [16].
The main merits of SR are the strong discriminating power
and the excellent robustness to noises which endow SR
with a better related sample selection capacity for a given
sample in comparison with the conventional neighborhood-
based approaches (We refer to an toy example in our early
work [17] to experimentally verify this argument, please see
Fig 1). In other words, SR can better discover the real
relations of data. Motivated by this fact, several novel graph
learning approaches have been developed via leveraging SR
to construct the graphs [18], [17], [19], [20], [21]. Compared
to the traditional graph learning approaches, these works have
achieved better performances. Since the hypergraph model is
the generalization of the graph model and hypergraph learning
is closely related to graph learning, we believe that the success
of SR in graph learning should also be applied to hyper-
graph learning. Moreover, SR is essentially a L1 or L0-norm
regularized regression model and its success also motivates
the presentations of many influential regression models which
often enjoy some desirable properties [14], [15], [22], [23],
[24], [25]. Cleary, these successful works can also provide
some new ways for graph or hypergraph construction.
In this paper, we generalize the idea of sparse graph to
present a novel hypergraph construction framework, which
can leverage the regression model to construct the high
quality hypergraph. We name such framework Regression-
based Hypergraph (RH) model. More specifically, in RH, each
sample represents a vertex and constructs a regression system
together with the rest samples for measuring correlations
of samples. Then, based on the obtained correlations, each
sample and its top m most relevant samples are employed to
define a hyperedge. Moreover, the mean of the correlations
among samples in a hyperedge is considered as the weight of
this hyperedge, since the correlation is an intuitive measure
of the closeness between two samples. We also plug the
regression-based hypergraph into two classical hypergraph
learning frameworks, namely hypergraph spectral clustering
and hypergraph transduction, to present Regression-based Hy-
pergraph Spectral Clustering (RHSC) and Regression-based
Hypergraph Transduction (RHT) models for addressing the
clustering and classification issues. As two of the most influ-
ential regression models for visual learning, Sparse Represen-
tation (SR) and Collaborative Representation (CR) are adopted
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(a) Raw Samples and their rank scores (b) Samples with noise and their rank scores
Fig. 1. This figure was originally shown in our early work [17]. We use it here for intuitively specifying the advantages of SR over the conventional
neighbourhood-based method in the relevant sample selection procedure. The figure shows the top 10 most relevant face images selected by SR and K-Nearest
Neighbour (KNN) based on a given query face image. This experiment is conducted in a subset of FERET database [26] (72 subjects with 6 images in each
subject). The first two rows of the figure are the selection results of SR while the last two rows are the selection results of KNN. The left subfigure
reports the results on the original FERET database while the right one reports the results on the modified FERET database in which 30% of pixels of each
image has been corrupted by noise. In the figure, the first face image of each image array is the query image and the rest ten images are the relevant face
images selected by SR or KNN. The histograms above the image array demonstrates the confidence scores of these top ten relevant face images. If the subjects
of the return face image and the query face image are identical, its corresponding histogram is positive otherwise it is negative. In the figure, SR gets five hits
either on the original FERET database or on the noisy FERET database while KNN only gets three and two hits on these two datasets respectively. Clearly,
this phenomenon demonstrates the advantages of SR in relevant sample selection.
as two examples to instantiate two RH instances. Since SR
and CR are actually the L1-norm and L2-norm regularized re-
gression models, we name these two instances L1-Hypergraph
(L1H) and L2-Hypergraph (L2H) respectively. Similarly, their
hypergraph spectral clustering and hypergraph transduction
algorithms are named as Ln-Hypergraph Spectral Clustering
(LnHSC) and Ln-Hypergraph Transduction (LnHT) where
n = 1 or 2 if L1H or L2H is applied.
Regression-based Hypergraph (RH) model inherits the ad-
vantages of both hypergraph and regression models. Compared
to the conventional hypergraph models, RH can incorporate
some properties from the chosen regression models. For
example, if the Sparse Representation (SR) or Collaborative
Representation (CR) is selected for hypergraph construction,
the constructed RH should be more discriminative and robust,
since these two regression models are better to discover the rel-
evances among samples over the conventional neighborhood-
based hypergraph construction fashions. Compared to the
regression approaches, RH constructs a hypergraph to suffi-
ciently exploit the correlation of each pair of samples instead
of just utilizing the correlations between the target sample and
the other samples as the regression approaches do. Compared
to the regression-based graph approaches, such as the sparse
graph, RH is a hypergraph model which owns a better ca-
pability and flexibility to depict the complex high-order data
relations.
We employ six popular visual databases to validate our
works. The experimental results demonstrate the superiority of
the RH model over the conventional hypergraph models. We
conclude three main contributions of our works as follows:
1) We provide a general idea which utilizes the regression
models to construct the high quality hypergraphs. To
the best of our knowledge, this paper is the first to
formally and systematically build a bridge between the
hypergraph model and the regression model.
2) We present two novel hypergraph learning frameworks
based on the RH model to tackle the clustering and
classification tasks respectively.
3) We adopt two recently influential regression models,
namely Sparse Representation (SR) and Collaborative
Representation (SR), to instantiate two RH instances
called L1-Hypergraph (L1H) and L2-Hypergraph (L2H)
which are experimentally proved to be more discrimina-
tive and robust than the conventional hypergraphs.
The rest of paper is organized as follows: the previous
works are reviewed in Section II. Section III introduces the
methodology of our works; experiments are presented in
section IV; the conclusion is finally summarized in section V.
II. PREVIOUS WORKS
A. Regression Models
Regression model is a common technique for data analysis
and has been successfully applied to almost all the areas in
computer vision, machine learning and image processing [27],
[14], [22]. Sparse Representation (SR) may be the most influ-
ential regression approach in the recent decade. SR is mainly
inspired by the idea of compressed sensing [28]. In SR, a L0
or L1-norm constraint is introduced to the common regression
model for compulsively selecting only a few of relevant mea-
surements and ignoring the irrelevant ones by assigning their
corresponding regression coefficients to zero. This endows SR
with a strong discriminating power and a good robustness.
However, Zhang et al. [22], [24] argued that the collaboration
of samples instead of the sparsity is the essential factor
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that leads to such good discriminating ability and robustness.
They proposed a linear regression model named Collaborative
Representation (CR) via employing a relatively mild L2-norm
constraint to replace the L1-norm constraint to achieve the
collaboration property. Many works have shown that CR is
more efficient and can get a similar or even better performance.
Due to the desirable properties of SR and CR, they have
achieved remarkable successes in many areas and promotes
the presentations of many impressive regression approaches
for addressing different computer vision, machine learning and
image processing issues. For examples, Gao et al. kernelized
SR for face recognition and image classification [15]. Yuan
et al. presented a multitask joint sparse representation model
to combine the strength of multiple features and/or instances
for visual classification [29]. Huang et al. presented a SR-
based classifier named Class Specific Sparse Representation
(CSSR) which incorporated the properties of both SR and
CR [25] via defining the homogenous samples as a group
and making them competition for representing the test sample.
Yang et al. proposed Relaxed Collaborative Representation
(RCR) to effectively exploit the similarity and distinctiveness
of samples [23]. Although these regression approaches have
obtained promising performances in different fields, they all
have an obvious drawback that they can only utilize the cor-
relation between the testing sample and the training samples.
On the contrary, the proposed Regression-based Hypergraph
(RH) model can sufficiently exploit the correlations among all
samples. Another merit of RH is that there exists extensive
regression approaches which can bring more flexility to the
hypergraph model.
B. Sparse Graph
Since Sparse Representation (SR) is good at selecting the
relevant samples for a test sample even in the noisy conditions,
some researchers have attempted to use SR to construct high
quality graphs for addressing different issues. In these works,
such constructed graphs are often called L1-graph or sparse
graph and have achieved very promising performances. More
specifically, Qiao et al. and Timofte et al. successively use SR
to construct a sparse graph for dimensionality reduction [19],
[20]. Huang et al. leverage SR to measure the correlations
between each two samples and then construct a sparse graph
for transduction [30]. The Sparse Subspace Clustering (SSC)
algorithms [21], [31], [32] learn a sparse graph for clustering
via considering the data self representation problem as a
SR issue. Similar to [19], [20], Cheng et al. utilize SR to
construct the L1-graph (sparse-graph) for spectral clustering,
subspace learning and semi-supervised learning [33]. Although
the applications and the learning (or construction) procedures
of these works are very different, the obtained sparse graphs
are very similar which all demonstrate the better discrimi-
native abilities and robustness over the conventional graph
models. The main drawback of the sparse graph models is that
they cannot intuitively describe the high-order complex data
relations, because these sparse graph models are essentially
graph model whose edges can only depict the simple pairwise
data relation. Since Regression-based Hypergraph (RH) model
is deemed as a generalization of sparse graph from the
perspectives of both regression and hypergraph, it does not
suffer from this issue.
C. Hypergraph Models
As a generalization of graph, hypergraph represents the
structure of data via measuring the similarity between groups
of points [13], [12], [4], [34], [1], [35]. The main difference
between graph and hypergraph is that the edge of hypergraph
can own more than two vertices which endows hypergraph
with a high flexility for depicting the high-order relation.
Benefitted by this desirable property, hypergraph models have
been successfully applied into dozens of computer vision,
machine learning and pattern recognition areas. In the past,
the researchers were more keen to develop different hyper-
graph frameworks which define different theories to depict the
hypergraph structure. The representative approaches include
Clique Expansion [2], Star Expansion [2], Zhou’s Normalized
Laplacian [1], Clique Averaging [36], Bolla’s Laplacian [37]
and so on. However, as was shown in [38], all of the previous
approaches, despite their very different formulations, can be
proved to be equivalent to each other under specific conditions.
Currently, the researchers pay more attention on developing
the algorithms for the hypergraph constructions under the
aforementioned hypergraph frameworks. In hypergraph, hy-
peredge defines the relation of data. Therefore, the hyperedge
generation is very crucial to the quality of the constructed
hypergraph. Conventionally, most of hypergraph models adopt
the neighbourhood-based fashion to generate the hyperedges.
For examples, Huang et al. proposed a hypergraph learning
framework for image retrieval, in which each image and its
k-nearest neighbors form the hyperedge [12]. Zhou et al. also
adopted such neighbourhood-based fashion to generate the
hyperedges for unsupervised and semi-supervised hypergraph
learning [1]. The main problems of these approaches are that
they often cannot well reveal the real relation of data and
are sensitive to noise. Some researchers also employed the
clustering techniques to generate the hyperedges and then
construct the hypergraph. As the representative approach of
such category, Gao et al. proposed a hypergraph-based 3-D
object retrieval approach via utilizing the k-means to cluster
the views of the 3-D objects and consider each cluster as
a hyperedge [13]. Since the hyperedges, which are formed
by the clusters, cannot share intersection vertices, these hy-
pergraphs cannot capture the correlations of data. Another
popular method is to adaptively contruct the hypergraph via
imposing some meaningful constraints. As an instance of this
category, Yu et al. introduced a L2-norm constraint to the
hyperedge weight matrix to present a hypergraph transduction
approach for image classification [4]. This method generates
the hyperedges via adaptively assigning the weights to the
hyperedges. However, it cannot guarantee the inexistence of
the isolated vertices. Similar to the work [4], Wang et al. im-
posed a Laplacian cost constraint and a L1-norm constraint to
the hyperedge weights for adaptively learning the hyperedge
weights in a hypergraph model [5]. In its hyperedge gener-
ation procedure, the traditional neighbourhood-based fashion
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is employed to define a candidate hyperedge vertex set and
then SR is applied to prune noisy vertices in this set for
forming the final hyperedge. Such idea is similar but also
different to us. It still considers the neighbours of a sample
as its relevant samples and SR here only plays a role as a
noise remover. On the contrary, Regression-based Hypergraph
(RH) model thoroughly utilizes the regression model (includes
SR) to generate the hyperedged. And RH is more formal
and systematic to introduce how to use regression models to
construct the high quality hypergraph.
III. METHODOLOGY
A. Regression-based Hypergraph
In order to incorporate some desirable properties of the
regression algorithms, we introduce a new hypergraph learning
framework named Regression-based Hypergraph (RH), which
leverages different regression models to construct the hyper-
graphs. Let a d×n-dimensional matrix X = [x1, x2, · · · , xn]
be the sample matrix, where d is the dimension of sample
and n is the number of sample. The d-dimensional column
vector xi is a sample which is also the i-th column of sample
matrix. We apply the general formulation of regression model
to estimate the correlations between each sample and the rest
samples,
Cˆi = arg min
Ci
∆(xi, Xt6=iCi) + βΦ(Ci) (1)
where ∆(·) and Φ(·) are the regression error and the regu-
larization term respectively. Xt 6=i is the sample matrix which
excludes the i-th sample xi. The (n− 1)-dimensional column
vector Ci = [ci1, · · · , ci(i−1), ci(i+1), · · · , cin]T is the regres-
sion coefficient vector with respect to the sample xi. Each
element of regression coefficient vector encodes the correlation
between the target sample and the sample. According to the
aforementioned correlation computation fashion, each pair of
samples can get two correlations, i.e., the samples xi and xj
has two correlations cij and cji. Extensive literatures [18],
[19], [39], [30], [40] show that such correlation between
two samples is a high quality similarity measure of samples.
Therefore, following the sample similarity computation fash-
ion in [18], [19], we define the sample similarity as the mean
of the correlation absolute values of each pair of samples to
guarantee the nonnegativity and symmetry of the similarity.
More specifically, the similarity between the sample xi and
the sample xj can be mathematically denoted as follows
sij = sji =
|cij |+ |cji|
2
. (2)
The regression model cannot compute the self-correlations of
samples. In other words, the self-similarity computation of a
sample is still not provided. In such case, we define the self-
similarity of a sample as the sum of the similarities between
this sample and the rest samples, sii =
∑
t 6=i sit. According to
the obtained similarities among all the samples, it is not hard
to construct a similarity matrix (or affinity matrix) S where
sij is the ij-th element of S. Then, the normalization of the
sample similarities can be done as follows
S =
√
MS
√
M (3)
where n×n-dimensional matrix M is diagonal matrix whose
i-th diagonal element is the sum of elements in the i-th row
of S, mii =
∑
t sit.
After obtaining the similarities, we define a hypergraph
G(V,E) for depicting the relations among samples where
V and E are the collections of its vertices and hyperedges
respectively. In this hypergraph, each sample is deemed as
a vertex, i.e., the sample xi is corresponding to the vertex
vi ∈ V . Same as the conventional hypergraph construction
fashion, a sample xi and its top t−1 most similar samples are
employed to define a t-length hyperedge ei ∈ E. Therefore,
for a data collection constructed by n samples, we can obtain
n hyperedges. The weight of the hyperedge ei is defined as
the mean similarity of samples in this hyperedge,
wi =
∑
{va,vb}∈ei sab
li
(4)
where li is the number of pairs of vertices in the hyperedge
ei.
B. Learning with Regression-based Hypergraph
Spectral clustering and hypergraph transduction are the
most common unsupervised and supervised hypergraph learn-
ing techniques respectively. In this subsection, we apply
our Regression-based Hypergraph (RH) model to these two
techniques for validating the effectiveness of our model. We
develop a novel spectral clustering and hypergraph transduc-
tion framework and name them Regression-based Hypergraph
Spectral Clustering (RHSC) and Regression-based Hypergraph
Transduction (RHT) respectively. We begin by introducing
some common definitions of hypergraph learning [1]. We
denote the degrees of vertex and hyperedge as the sum of
weights of hyperedges which are incident to the given vertex
and the number of vertices in the hyperedge respectively.
Mathematically, the degrees of vertex and hyperedge are
respectively reformulated as d(vi) =
∑
{vi∈ej |ej∈E} wj and
δ(ei) = |ei|. The vertex-edge incident matrix H is a common
tool for depicting the structure of hypergraph. each of its rows
and columns are corresponding to the vertex and the hyperedge
of hypergraph respectively. More specifically, for a hypergraph
consisted by n vertices and m hyperedges, its vertex-edge
incident matrix is a n ×m-dimensional binary matrix. If the
vertex vi is on the hyperedge ej , the (i, j)-th element of H is
1, otherwise, 0. Due to the hyperedge generation fashion of
RH, the dimension of its vertex-edge incident matrix is n×n.
From the perspective of graph learning, the spectral clus-
tering is actually a graph (or hypergraph) partition issue [1],
[41], [42]. Then, we can consider the regression hypergraph-
based spectral clustering problem as a normalize hypergraph
cut issue. According to Zhou’s work [1], such issue can be
solved by following optimization model,
Fˆ = arg min
F
Ω(F,G) :=
1
2
∑
ei∈E
∑
(v,u)∈ei
wi
δ(ei)
∣∣∣∣∣
∣∣∣∣∣ F (u)√d(u) − F (v)√d(v)
∣∣∣∣∣
∣∣∣∣∣
2
,
(5)
where the n × m-dimensional matrix F = [f1, · · · , fm] is
the collection of the hypergraph cuts of the given regression
hypergraph G(V,E). The n-dimensional column vector f is
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a hypergraph cut which introduces a binary partition to the
given hypergraph and its elements indicate the confidences
of how the corresponding vertices belonging to a subgraph
after partition. F (v) is a row of matrix F which encodes the
elements of hypergraph cuts corresponding to the vertex v.
According to the normalized cut criterion [42], the optimal
hypergraph cuts should maximize the compactness of parti-
tioned subgraphs and minimize the compactness of the bound-
aries between the subgraphs simultaneously. The compactness
of subgraphs and boundaries is measured by the normalized
summation of the hyperedge weights of a vertex set. With
several reductions, Equation 5 can be further translated into
the following matrix expression,
Fˆ = arg min
F
Ω(F,G)
:=
1
2
∑
ei∈E
∑
(v,u)∈ei
wi
δ(ei)
∣∣∣∣∣
∣∣∣∣∣ F (u)√d(u) − F (v)√d(v)
∣∣∣∣∣
∣∣∣∣∣
2
(6)
:= Trace{FT (I −D−1/2v HWD−1e HTD−1/2v )F}
:= Trace(FTLRF ),
where function Trace(·) returns the trace of matrix. Dei , Dv
and W are the diagonal matrix forms of δ(ei), d(v) and wi
respectively. I is the identity matrix and LR is the derived
normalized hypergraph Laplacian matrix which encodes the
structure of the regression hypergraph G. The detail deductions
of this equation can be referred to the works [1], [11].
The problem in Equation 6 is a typical eigenvalue problem.
It can be easily solved by eigenvalue decomposition technique.
The top m optimal hypergraph cuts F = [f1, · · · , fm] are
exactly the top m eigenvectors corresponding the top m
minimal nonzero eigenvalues. Finally, the learned hypergraph
cut collection F is deemed as the new representation of data
for clustering.
Graph-based transduction is a semi-supervised learning
technique which is often leveraged to address the labeling
and classification issues. In the semi-supervised case, the
labels of some of data are available. Therefore, an optimal
hypergraph cut should not only minimize the loss of the
geometric structure of data (the loss of data relation) but also
minimize the labeling error. Conventionally, the labeling error
is measured by the Euclidean distance between the labels
and the hypergraph cuts, since the hypergraph cuts can be
deemed as the collection of the label indicator of vertex. Thus,
the original hypergraph partition model in Equation 5 can
be further improved as the following regularized hypergraph
partition model for considering the labeling error of data,
Fˆ = arg min
F
{Ω(F,G) + λ∆(F, Y )}
= Trace(FTLRF ) + λ||F − Y ||2 (7)
where λ is a positive parameter to reconcile these two losses
and the n × c-dimensional matrix Y = [y1, · · · , yc] is the
collection of labels. yi is the label vector of the i-th class.
Let us denote yi(v) is the label of vertex v. Then, we have
yi(v) = 1 or -1 if the vertex v belonging to i-th class or other
classes respectively, and 0 if the vertex v is unlabeled. Note,
TABLE I
THE DETAIL INFORMATION OF TWO MENTIONED RH INSTANCES.
Name Regression model ∆(·) in Equation 1 Φ(·) in Equation 1
L1H SR [14] ||xi −Xt 6=iCi||22 ||Ci||1
L2H CR [22] ||xi −Xt 6=iCi||22 ||Ci||22
TABLE II
THE RELATIONS OF THE PROPOSED FOUR HYPERGRAPH LEARNING
APPROACHES.
RH Instances
Hypergraph Learning Frameworks
RHT (Semi-Supervised) RHSC (Unsupervised)
L1H (SR [14]) L1HT L1HSC
L2H (CR [22]) L2HT L2HSC
here the collection of hypergraph cuts F has the same size as
Y where m = c.
Such problem is a typical Least Square (LS) problem which
can be efficiently solved. According to works [1], [4], its
solution is as follows
F =
1
1 + λ
(
LR + λI
1 + λ
)−1
Y. (8)
After obtaining F , the labeling (or classification) of i-th
sample can be accomplished by assigning it to the t-th class
that satisfies t = argmaxjFij .
C. Two RH Instances: L1-Hypergraph and L2-Hypergraph
Sparse Representation (SR) and Collaborative Representa-
tion are two of the recent most influential regression models
in computer vision and machine learning. We employ them to
instantiate two Regression-based Hypergraph (RH) instances.
Since SR and CR are actually the L1-norm and L2-norm reg-
ularized regression models, we name these two RH instances
L1-Hypergraph (L1H) and L2-Hypergraph (L2H) respectively.
The detail information of L1H and L2H are presented in
Table 1. We have also plug L1H and L2H into Regression-
based Hypergraph Transduction (RHT) and Regression-based
Hypergraph Spectral Clustering (RHSC) frameworks to pro-
duce four new semi-supervised or unsupervised hypergraph
learning approaches respectively named L1-Hypergraph Trans-
duction (L1HT), L2-Hypergraph Transduction (L2HT), L1-
Hypergraph Spectral Clustering (L1HSC), and L2-Hypergraph
Spectral Clustering (L2HSC). The relations of these ap-
proaches are shown in Table II. In the next section, we
apply these four RH instance algorithms to demonstrate the
superiorities of our models over the conventional hypergraph
models and verify the assumption that RH should inherit some
desirable properties from the chosen regression models.
IV. EXPERIMENTS
In this section, we conduct some experiments to employ
the aforementioned four RHSC and RHT intances, namely
L1HSC, L2HSC, L1HT and L2HT, to tackle the image
clustering and classification tasks respectively. Since these
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(a) AR
(b) ORL
(c) COIL20
(d) ETH80
(e) Scene15
(f) Caltech256
Fig. 2. The samples from six involved image databases.
four algorithms are all generated from Sparse Representation
(SR) or Collaborative Representation (CR) which enjoy the
robustness to noise and occlusion, we also conduct some
experiments to discuss if these four algorithms have inherited
such desirable property.
A. Datasets and Compared Methods
Six image datasets, named AR [43], ORL [44],
COIL20 [45], ETH80 [46], Scene15 [47] and Caltech256 [48],
are leveraged for validating our works. AR face database
consists of more than 4,000 color images of 126 subjects [43].
Following paper [27], [8], a subset contains 2600 images
with 100 subjects are constructed in our experiment. Each
subject has 26 images. The first 14 images of each subject
are not involved any occlusion while the rest 12 images are
involved the occlusions. In these 12 images, the faces in
the first six images are occluded by the sunglasses and the
faces in the other six images are occluded by the scarfs. In
the general image classification and clustering experiments,
only the images without any occlusion are utilized. The
whole dataset is leveraged to analysis the robustness of the
proposed work to disguise. The size of face image on AR
database is 60×43 pixels. ORL database is a face image
database, which contains 400 images from 40 subjects [44].
Each subject has ten images acquired at different times.
The size of face image on ORL database is 32×32 pixels.
The COIL-20 database has 20 objects and each object has
72 images which are obtained by the rotation of the object
through 360◦ in 5◦ steps (1440 images in total) [45]. The
size of each image is 32×32 pixels on COIL20 database.
The ETH80 object database [46] contains 80 objects from 8
categories. Each object is represented by 41 views spaced
evenly over the upper viewing hemisphere (3280 images
in total). The original size of each image in this dataset is
128×128 pixels. We resize them to 32×32 pixels. Scene15
database [47] is a scene database, which has 15 classes with
100 samples per category. Following paper [1], a subset of
Caltech256 database [48], which has 20 classes with 100
samples per category, is used in our experiments. We directly
use grayscale as the feature on ORL, AR, COIL20 and
ETH80 databases. PiCoDes [49] is adoptted to represent the
images on Scene15 and Caltech256 databases, since they are
more challenging. The dimension of PiCoDes feature is 2048.
Figure 2 shows some samples of these six image databases.
Nonnegative Matrix Factorization (NMF) [50], Graph reg-
ularized Nonnegative Matrix Factorization (GNMF) [51],
Normalized Cut (NCut) [42], Normalized Hypergraph Spec-
tral Clustering (NHSC) [1], Large-scale Spectral Clustering
(LSC) [52], Clique Expansion-based Hypergraph Spectral
Clustering using Matrix Trace Weights (CEHSC+Trace) [3],
Normalized Hypergraph Spectral Clustering using the mean
of distances between the centroid and the vertices in a hy-
peredge (NHSC+Cent) [3], and L1-Graph Spectral Clustering
(L1GSC) [18] are chosen as the compared approaches in the
image clustering experiments. NCut can be deemed as a sort
of regular graph spectral clustering algorithm. So there are
three graph spectral clustering algorithms. They are Ncut, LSC
and L1GSC. NHSC, CEHSC+Trace and NHSC+Cent are three
hypergraph spectral clustering methods. The only difference
between NHSC and NHSC+Cent is the weights of hyperedges.
NHSC uses the mean of distances between each two samples
in a hyperedge while NHSC+Cent uses the mean of distances
between the hyperedge centroid and the samples in a hyper-
edge. NHSC+Cent and CEHSC+Trace are referenced from
our recent work [3] which empirically studied the effect of
hyperedge weighting scheme to hypergraph learning and select
the most optimal weighting schemes for different hypergraph
frameworks. NHSC+Cent and CEHSC+Trace are the best hy-
peredge weighting scheme and hypergraph spectral clustering
combinations for addressing clustering issue reported in [3].
We employ Sparse Representation-based Classifier
(SRC) [14], Collaborative Representation-based Classifier
(CRC) [22], LIB-Support Vector Machine (LIBSVM) [53],
Normalized Hypergraph Transduction (NHT) [1], Graph
Transduction (GT) [54], Adaptive Hypergraph-based
Classifier (AHC) [4], Normalized Hypergraph Transduction
using Matrix Trace Weights (NHT+Trace) [3], Normalized
Hypergraph Transduction using the Volume of Simplex
Weights (NHT+Volume) [3], and Sparse Graph-based
Classifier (SGC) [17] as the compared approaches for
image classification. GT and SGC are the graph transduction
algorithms while AHC, NHT, CEHT+Trace and NHT+Volume
are the hypergraph transduction algorithms. CEHT+Trace
and NHT+Volume are the best hyperedge weighting scheme
and hypergraph transduction combinations for addressing
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classification issue reported in [3]. In the experiments, all the
compared methods are well tuned.
B. Image Clustering
We conduct the image clustering experiments on all six
image databases. For each database, the cluster number is
fixed to its category number. Following [51], [55], Clustering
Accuracy and Normalized Mutual Information (NMI) are
leveraged as two evaluation metrics.
Table III reports the clustering performances of different
clustering methods. The bold number indicates the best accu-
racy in a dataset under same metric. We can find that L1HSC
and L2HSC outperform almost all compared approaches in
all experiments and achieve remarkable improvements over
the conventional hypergraph spectral clustering algorithms. For
examples, the clustering accuracy gains of L1HSC over NHSC
are 33.50%, 11.50%, 6.25%, 5.49%, 9.73% and 5.75% on
AR, ORL, COIL20, ETH80, Scene15 and Caltech256 datasets
respectively. Similarly, such gains of L2HSC are 36.72%,
11.75%, 5.55%, 10.33% and 8.55%. The experimental results
also show that, as the generalization of sparse graph spectral
clustering, L1HSC and L2HSC obtain the better performances
over L1GSC which is known as a sparse graph spectral cluster-
ing algorithm. More specifically, The NMI gains of L1HSC
over L1GSC on AR, ORL, COIL20, ETH80, Scene15 and
Caltech256 datasets are 7.94%, 4.71%, 13.23%, 8.72%, 7.66%
and 4.02% respectively. Similarly, the NMI improvements
of L2HSC over L1GSC are 7.96%, 4.72%, 11.50%, 3.97%,
9.06% and 5.74% on AR, ORL, COIL20, ETH80, Scene15
and Caltech256 datasets. Another interesting phenomenon can
be observed from the experimental results is that L2HSC per-
forms much better than L1HSC comprehensively. We attribute
this to the fact that Collaborative Representation (CR) is often
more discriminative than Sparse Representation (SR) [22],
[23].
TABLE IV
CLASSIFICATION PERFORMANCE COMPARISON (IN PERCENTS) USING AR,
COIL20, ETH80 AND SCENE15 DATABASES.
Methods Classification Errors (Mean ± Standard Deviation, %)AR COIL20 ETH80 Scene15
CRC [22] 25.07±1.31 11.19±1.10 20.34±6.34 26.73±1.43
SRC [14] 19.57±2.22 11.81±0.98 29.70±8.80 26.80±2.83
LIBSVM [53] 26.50±0.10 12.50±1.18 30.82±5.99 25.40±2.17
NHT [1] 32.00±1.41 4.86±0.00 27.59±2.98 26.80±1.89
GT [54] 29.57±0.81 43.13±0.49 27.32±0.95 32.40±2.07
AHC [4] 33.14±1.21 10.13±1.41 27.13±2.85 25.54±1.59
NHT+Trace [3] 32.21±1.31 3.68±0.69 26.10±4.31 25.47±1.89
NHT+Volume [3] 32.29±1.21 4.79±0.29 25.82±4.61 25.40±1.98
SGC [17] 16.79±1.91 9.44±1.18 28.38±6.25 26.13±0.42
L1HT 10.50±1.91 2.15±0.49 17.44±1.98 26.13±3.96
L2HT 4.79±0.10 4.51±4.42 17.32±0.43 25.27±2.92
C. Image Classification
We employ AR, COIL20, ETH80 and Scene15 databases
for evaluating image classification performances of different
classifiers. The two-fold cross-validation scheme is applied in
the image classification experiments.
(a) Noise Level = 0.1
(b) Noise Level = 0.2
(c) Noise Level = 0.3
(d) Noise Level = 0.4
(e) Noise Level = 0.5
Fig. 3. The samples from five noisy versions of COIL20 database.
Table IV reports the classification errors of different clas-
sifiers on different databases. Similar to the experimental
results of image clustering, the proposed approaches, L1HT
and L2HT achieve very promising classification performance
and consistently outperform the other hypergraph transduction
approaches. Particularly, It is worthwhile to point out that
L2HT ranks first on three databases among all four databases.
More specifically, the classification accuracy gains of L2HT
over the other hypergraph transduction approaches, namely
NHT, AHC, NHT+Trace and NHT+Volume on AR database
are 27.21%, 28.35%, 27.42% and 27.50% respectively. Such
numbers of L1HT on ETH80 database are 10.15%, 9.69%,
8.66% and 8.50% respectively. From the observations, it is
not hard to find that L1HT often performs much better than
the SGC which can be deemed as the pairwise version of
L1HT. We believe that such phenomenon well verifies the
better representational power of L1-hypergraph over L1-graph.
D. Robustness Analysis
It is well known that Sparse Representation (SR) and
Collaborative Representation (CR) are robust to the disguise
and noise. Since L1-Hypergraph (L1H) and L2-Hypergraph
(L2H) are generated by SR and CR, here we conduct several
experiments to see if L1H and L2H also enjoy such desirable
properties.
1) Robust to Noise: In order to evaluate the robustness
of our works to noise, we construct five noisy versions of
COIL dataset via randomly assigning zero or 255 to a certain
proportion of pixels in the image. In these noisy COIL20
databases, we use the Noise Level to measure the noise
degree of data where the Noise Level is defined as the ratio
of the number of noisy dimensions to the number of total
dimensions. The Noise Levels of these five noisy versions of
COIL20 database are 0.1, 0.2, 0.3, 0.4 and 0.5 respectively
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TABLE III
IMAGE CLUSTERING PERFORMANCE COMPARISON (IN PERCENTS) ON AR, ORL, COIL20, ETH80, SCENE15 AND CALTECH256 DATABASES. (IN
PERCENTAGE)
Methods Clustering Accuracy Normalized Mutual Information (NMI)AR ORL COIL20 ETH80 Scene15 Caltech256 AR ORL COIL20 ETH80 Scene15 Caltech256
NMF [50] 24.29 51.25 60.59 46.86 59.33 38.25 56.12 70.31 70.89 41.13 58.41 38.89
GRNMF [51] 28.86 65.75 82.22 52.16 62.87 39.80 60.52 82.19 89.99 46.93 61.32 38.45
NCut [42] 61.79 67.75 69.60 45.61 56.87 38.00 80.71 82.01 77.00 38.02 60.21 38.69
NHSC [1] 36.71 66.75 76.60 50.85 58.87 36.40 64.34 81.57 85.26 47.76 58.46 37.32
LSC [52] 35.86 66.00 76.04 55.55 66.33 43.95 65.43 82.39 86.13 56.22 64.01 41.32
CEHSC+Trace [3] 35.50 70.50 82.29 51.89 67.47 36.30 64.00 82.75 89.12 46.83 62.03 34.01
NHSC+Cent [3] 36.71 69.50 76.60 46.86 63.33 44.15 64.36 81.62 85.26 46.72 59.53 43.29
L1GSC [18] 59.93 69.50 68.13 51.77 56.27 34.30 78.77 82.50 77.76 50.00 56.74 37.86
L1HSC 70.21 78.25 82.85 56.34 67.60 42.15 86.71 87.21 90.99 58.72 64.40 41.88
L2HSC 73.43 79.50 82.15 53.38 69.20 44.95 86.73 87.22 89.26 53.97 65.80 43.60
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Fig. 4. The image clustering or classification performances of different hypergraph-based approaches using different noisy versions of COIL20 database. ↑
means the higher the better while ↓ means the lower the better.
(see the examples in Figure 3). We follow the same fashions
as mentioned in the previous sections to conduct the image
classification and clustering experiments in these noisy image
databases.
We plot the experimental results of different approaches
under different Noise Levels in Figure 4. Figures 4(a) and 4(b)
report the clustering accuracy and NMI respectively. From
these observations, we can see that the clustering performances
of all approaches are decreased along with the increasing
of Noise Levels. However, compared with the conventional
hypergraph methods, such as NHSC and CEHSC, L1GSC,
L1HSC and L2HSC perform much better and their clustering
performances are apparently decreased much slower along
with the increasing of Noise Level. Clearly, such phenomenon
shows that L1HSC and L2HSC are more robust to noise in
comparison with the conventional hypergraph spectral clus-
tering models. Figure 4(c) shows the classification errors
of different approaches under different Noise Levels. The
observations of image classification experiments are quite
different to the ones of the aforementioned image clustering
experiments. The performances of all approaches are very
similar, and only L2HT slightly outperforms the others. We
mainly attribute this phenomenon to the fact that the training
samples all contain noise and the supervision from category
labels compulsively introduces the noise samples to the hy-
pergraph learning models. Therefore, the contributions of the
robust sample selection procedures from Collaborative Repre-
sentation (CR) and Sparse Representation (SR) are weakened.
TABLE V
CLASSIFICATION PERFORMANCE COMPARISON (IN PERCENTS) ON AR
DATABASE WITH REAL DISGUISE.
Metric MethodsNHSC NHSC+Cent CEHSC+Trace L1HSC L2HSC
AC 20.32 20.38 19.06 48.00 68.19
NMI 46.11 45.99 46.60 67.81 80.42
TABLE VI
CLASSIFICATION PERFORMANCE COMPARISON (IN PERCENTS) USING AR,
COIL20, ETH80 AND SCENE15 DATABASES.
Methods Classification Errors (%)
CRC [22] 17.08
SRC [14] 58.25
NHT [1] 92.67
AHC [4] 92.83
NHT+Trace [3] 92.67
NHT+Volume [3] 92.92
SGC [17] 20.00
L1HT 20.42
L2HT 4.00
Comprehensively speaking, L1H and L2H enjoy a certain
amount of robustness to noise particularly in the unsupervised
way.
2) Robust to Disguise: We employ AR database to evaluate
the image clustering and classification performances under the
disguise case, since AR database have already provided the
face images with natural disguise (sunglasses and scarfs) for
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Fig. 5. The impacts of different parameters to the clustering performances
of L1HSC and L2HSC.
TABLE VII
THE HYPEREDGE LENGTH (t) CANDIDATE COLLECTIONS OF L1HSC AND
L2HSC AND THEIR OPTIMAL HYPEREDGE LENGTHS IN DIFFERENT
DATASETS.
Database Candidates The optimal t
L1HSC L2HSC
ORL {2:11} t = 9 t = 11
AR {2:14} t = 13 t = 14
COIL20 {3,5,10,20,36,54,72} t = 3 t = 5
ETH80 {3,5,10,41:41:410} t = 10 t = 123
Scene15 {5:5:50,60:10:100} t = 50 t = 100
Caltech256 {5:5:50,60:10:100} t = 100 t = 100
TABLE VIII
THE HYPEREDGE LENGTH (t) CANDIDATE COLLECTIONS OF L1HT AND
L2HT AND THEIR OPTIMAL HYPEREDGE LENGTHS IN DIFFERENT
DATASETS.
Database Candidates The optimal t
L1HT L2HT
AR {2:14} t = 5 t = 8
COIL20 {3,5,10,20,36,54,72} t = 5 t = 3
ETH80 {3,5,10,41:41:410} t = 10 t = 10
Scene15 {5:5:50,60:10:100} t = 20 t = 35
each subject. In the image clustering experiments, all the face
images are applied. In the image classification case, we use
the face images without any occlusion for training while use
the face images with occlusion for testing.
Table V lists the clustering performances of our works
and three other conventional hypergraph approaches. In these
experiments, L1HSC and L2HSC show the significant ad-
vantages. For examples, the clustering accuracy gains of
L1HSC over NHSC, NHSC+Cent and CEHSC+Trace are
27.68%, 27.62% and 29.00% respectively. L2HSC performs
even better. The clustering accuracy improvements of L2HSC
over these conventional hypergraph approaches are 47.87%,
47.81% and 49.13% respectively. Table VI tabulates the clas-
sification errors of different approaches in the disguise case.
From the observations, L1HT and L2HT obtain very promis-
ing performance while all the other traditional hypergraph
transduction approaches are totally failed. The classification
error of L2HT is 23 times lower than the ones of NHT, AHC,
NHT+Trace and NHT+Volume. Clearly, the experimental re-
sults demonstrate that L1HT and L2HT are robust to disguise.
E. Parameter Settings
In this section, we discuss the influences of different pa-
rameters to our works. The RHSC methods, such as L1HSC
and L2HSC, mainly involve two parameters, β and t, where
β is used for controlling the regression regularization term
in a regression model while t is the hyperedge length. The
RHT methods, such as L1HT and L2HT, have one more
parameter, λ, which is used for balancing the labeling error
of data and the loss of hypergraph partition. Although the
hyperedge length t is an important parameter which can
deeply influence the quality of hypergraph, it has numerous
possible values and it is impossible for us to evaluate each
possible value. So, in our experiments, we define a hyperedge
length candidate collection and then conduct experiments
to empirically find the optimal value of hyperedge length.
Tables VII and VIII respectively list the hyperedge length
candidate collections of the proposed RH works and report
their optimal hyperedge lengths. Figure 5 demonstrates the
influences of β to the clustering performances of L1HSC
and L2HSC. We choose the mean of clustering accuracy and
NMI as the comprehensive clustering performance evaluation
metrics. From the observations in Figure 5, we can find that
the performance of L1HSC is quite insensitive to β and
the optimal beta of L1HSC on ORL, AR, COIL20, ETH80,
Scene15 and Caltech256 databases, are 10−5, 10−4, 10−3,
10−2 and 10−1 respectively. With regard to L2HSC, a higher
value of β is much better on Scene15, Caltech256, COIL20
and ETH80 databases while a medium β is more suitable to the
AR and ORL databases. Figure 6 shows the impacts of β and
λ to the classification performances of L1HT and L2HT. The
phenomena as similar as the ones in Figure 5 are observed.
L1HSC is not very sensitive to β and the best β for AR,
COIL20, ETH80 and Scene15 databases are 10−5, 10−3, 10−5
and 10−2 respectively. A medium β works well for L2HT on
AR and COIL20 databases while L2HT with a higher β shows
the better performances on Scene15 and ETH80 databases.
Moreover, from the observations in Figures 6(c) and 6(d),
both L1HT and L2HT can achieve the best classification
performances when λ is larger than 1.
V. CONCLUSION
In this paper, we presented a new solution for hyper-
graph construction in which the regression models are used
for measuring the closeness among samples. We named
this new hypergraph framework Regression-based Hyper-
graph (RH). Based on two conventional hypergraph learn-
ing models, namely Hypergraph Spectral Clustering (HSC)
and Hypergraph Transduction (HT), We also developed the
Regression-based Hypergraph Spectral Clustering (RHSC) and
Regression-based Hypergraph Transduction (RHT) models for
addressing the clustering and classification issues. As two
influential regression approaches for visual learning, Sparse
Representation (SR) and Collaborative Representation (CR)
are employed to instantiate two instances of RH and their
RHSC and RHT algorithms. Six popular image databases are
leveraged for validating the effectiveness of our works. It can
be concluded from observations of the experiments that RH
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Fig. 6. The impacts of different parameters to the classification performances of L1HT and L2HT.
inherits the desirable properties from both hypergraph and
regression model.
There still exist many interesting future works based on our
models, since RH is a general framework for hypergraph con-
struction in which researchers can flexibly choose their own
appropriate regression models to construct RHs for tackling
different tasks. For examples, RH can be further applied to
hypergraph-based subspace learning [8], feature selection [56],
multi-label learning [6], [57] or attribute learning [11]. More-
over, to investigate the adaptive and efficient RH construction
fashion is also a very meaningful direction for improving the
utility and efficiency [4], [58].
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