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Abstract
Three-dimensional reconstruction of the structure of spherical viruses at high reso-
lution (5 to lOA) requires automatic identification of virus particles in electron micro-
graphs. Existing methods are extremely sensitive to noise from various sources present
in micrographs and the results reported are only modestly successful. In this paper we
introduce the Crosspoint Method, a set of new algorithms and heuristics, and present a
graphics package which supports both manual and automatic virus particle identifica-
tion. The success rate of the Crosspoint Method is higher, there are considerably fewer
false hits, and the running time is better than that of previously reported attempts.
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1 Introduction
Image processing refers to any technique which alters and displays in a more tangible form
the information contained in images. In the case of electron microscopy, it extends the sci-
entist's ability to study images of biological structures because details that may be invisible
to the naked eye can be dearly revealed. Noise from a variety of sources [2], such as vari-
ability in the specimen support film, impurities in the sample, irregularities at the atomic,
molecular, or macromolecular level, defocus level, etc, appears in all micrographs to varying
extents. Image processing methods identify and separate signal and noise components in the
image. Clearer images allow better understanding of biological structure-function relation-
ships. Correlation with X~ray diffraction, biochemical, genetic, immunological, and model
building studies makes image processing a powerful tool for investigating the basis of molec-
ular events in living systems. Since 1963 several techniques have been developed and are
now routinely used in biological structure studies. One such technique is the reconstruction
of a three-dimensional structure from a number of two-dimensional projections.
A micrograph containing a number of randomly oriented, well-preserved, symmetric par-
ticles can be processed to yield a three-dimensional structure by determining the relative
positions of the symmetry elements. This approach has been most powerful when applied to
particles with high symmetry such as spherical viruses because the high symmetry simplifies
the determination of the positions of the symmetry elements in individual images and it
also decreases the number of images required to reconstruct a three-dimensional structure at
a given resolution [7]. Spherical viruses have icosahedral symmetry, that is, the symmetry
of an icosahedron or that of a dodecahedron. Figure 1 shows the symmetry properties of
an icosahedron. There are three types of rotations that bring it into self-coincidence. The
symmetry elements corresponding to these rotations are twelve five-fold, twenty three-fold,
and thirty two-fold axes of rotation.
The theoretical foundation for the three-dimensional reconstruction process is provided
by the Projection Theorem which states that the Fourier tmnsform of the projected structure
oj a three-dimensional object is equivalent to a two-dimensional centml section of the three~
dimensional Fourier transform oj the object, normal to the direction of projection [5]. Indeed,
the Fourier transform of the function p(x, y, z) is:




Figure 1: An icosahedron viewed along each of its symmetry axes.
The central section Z = 0 of the transform is given by:
F(X, Y,O) = JJo-(x, y)e2~i("X+YY)dxdy, with o-(x, y) = J p(x, y, z)dz.
A typical reconstruction procedure includes the foHowing steps. (a) Image selection:
after an initial screening by eye (to discard obviously bad images), several micrographs
are examined by optical diffraction and a small subset of the best images (in terms of
optical quality and specimen preservation) is selected. The images in this subset are further
processed. (b) Densitometry is the step in which the micrograph is digitized by converting
optical densities into a numerical array. The devices that have commonly been used for
densitometry are called densitomeLers. However, the use of CCD (charge coupled device)
cameras for microndensitometry has gained popularity over the past few years as they have
become more affordable. (c) Boxing: individual particle images are selected (boxed) and
these constitute the different views used to reconstruct the three-dimensional structure under
study. Their absolut.e orientations must be determined based on the symmetry the structure
is assumed to possess. (d) The Fourie1' transform of each view of the particle provides a
central section in the Fourier transform of the particle. By using data from several such
views and by making use of the symmetry, a three-dimensional Fourier transform is filled
up. (e) An inverse Fourier tmnsform of the data collected in the previous step results in
the desired, three-dimensional structure of the particle under consideration. Figure 2 shows
a schematic representation of the reconstruction process (from [2]).
Boxing, the first step to be performed after the micrograph is digitized, has been tra-
ditionally considered a manual process, despite various attempts to automatize it. In this
paper we introduce the Crosspoint Method for the detection of the positions of particle pro-
jections in electron micrographs. The complexity of the algorithm is linear in the number of
pixels in t.he digitized micrograph and its performance is superior to all results reported in
the literature when comparing both, the running time and, most importantly, the quality of





Figure 2: Schematic representation of the 3D reconstruction process.
the total number of particles. The number of false hits is also important because it affects
the reconstruction process: the larger the number of false hits, the more noise is introduced
in the reconstruction data.
Manual particle selection (e.g. using the mouse to point to and define each particle image)
is not only time consuming and tedious, but also impractical in the case of high resolution
reconstructions which require a large number of particle views. It is estimated that nearly
2000 particle images are necessary for a three-dimensional reconstruction to loA resolution
of a virus approximately 1000A in diameter [14].
The idea of using automatic particle selection methods is not new. Such methods have
been proposed by M. van Heel in 1982 [91, by J. Frank and T. Wagenknecbt in 1984 [6], by N.
Olson and T. S. Baker in 1989 [12], and by P. Thuman-Commike and W. Chiu in 1995 [14].
All these methods use template-matching based on correlation to identify virus particles.
The template is cross-correlated with the entire image and peaks in the resultant pattern
identify the locations of regions in the image most similar to the reference. The method
proposed in [14] is an extension of the basic template-matching procedure which involves
extensive image preprocessing. The results reported show that the method is relatively slow
and it generates a very large number of false particles which, if used, introduce a large
amount of noise in the reconstruction. All the methods reported so far make use of Fourier
transforms at one stage or another in the particle detection process and their complexity is
therefore at least O(nx log(n)), where n is the number of pixels in the image.
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(3) (b)
Figure 3: (a) Podion of a digitized micrograph. (b) The variation ofthe background intensity
along a horizontal line.
Figure 4: The micrograph in Figure 3(a) after a Sobel transformation.
The main reason for which these as well as traditional image processing methods (e.g.
edge and shape detecLion [3J, [10], [11]) have failed is that they are extremely sensitive to the
variation of the background intensity. Figure 3(a) shows a portion of a digitized micrograph
which contains several particle images. The variation of the intensity along the horizontal line
is depicted in Figure 3(b). It is clear that correlation and differentiation methods have little
chance of success given the sharp transitions in intensity, both inside and outside particle
projections. Figure 4 shows the result of applying a Sobel transformation to the micrograph
shown in Figure 3(a). Sobel operators are a special case of gradient operators commonly
used for edge detection in images [8]. As the example shows, the method failed to detect
any circular edges in the digitized micrograph.
This paper is organized as follows. Section 2 describes the steps of the Crosspoint Method,
including image enhancement techniques, algorithms for marking and clustering of pixels,
and methods to improve the quality of the solution. Section 3 presents the experimental
results obtained. An overview of a software package built around the Crosspoint Method is
given in Section 4.
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2 The Crosspoint Method for Automatic Particle Iden-
tification
The method we propose for automatic detection of the positions of particles in electron
micrographs combines traditional image processing techniques with heuristics and a new
algorithm for the detection of particle centers. It consists of four steps: (a) preprocessing,
(b) particle identification, (c) clustering, and (d) postprocessing.
2.1 Preprocessing
In this phase the original digitized micrograph is transformed into an image more suitable
for the algorithm which identifies the particle centers. Two traditional image processing
techniques are used to enhance the micrograph: histogram equalization and averaging.
High resolution three-dimensional reconstruction requires closer to focus images. Such
images have a low contrast and the role of histogram equalization is to enhance their contrast.
Figures Sea) and (b) show a micrograph before and after histogram equalization has been
applied to it.
Averaging is motivated by the fact that the intensities of the pixels in the image are
not characteristic to regions inside or outside a particle. A particular intensity value may
occur inside some particle, as well as somewhere in the background. The human eye has
the ability to identify the particles because low (dark) pixel intensities tend to predominate
inside the particles and the high (light) values are scattered across these areas. The purpose
of averaging is to extend the influence of the dark pixels inside the particles by smoothing
out small regions of high intensity. Figure S(c) shows a portion of the electron micrograph
after histogram equalization and averaging. Since averaging is a smoothing operation, the
image appears blurred. In this case a lOxlO mask was used for averaging.
2.2 Particle Identification
After the digitized micrograph has been preprocessed, an algorithm is used to identify pixels
that belong to particles. This algorithm constitutes the core of the Crosspoint Method and it
consists of marking pixels that are identified to be inside particle projections. The algorithm
is described in the pseudo-code in Figure 6.






Figure 5: (a) Portion of a digitized micrograph. (b) Micrograph after histogram equalization.
(c) Micrograph afetr equalization and averaging. (d) Final result of the Crosspoint Method.
horizontally and pairs of pixels at disLance r+l are compared along the horizontal and vertical
directions. The goal is to identify situaLions when one of the pixels in such a pair is outside
and the other is inside a given particle. It is likely that the intensity values of pixels in such
a pair differ significantly. If the Lwo pixels are both either in the background or inside some
particle, the likelihood of them having very different intensity values is small. The difference
between the values of pixels in a pair is tested against a threshold value, trsh. The value
of this threshold has been chosen heuristically, based on observations made on a number of
digitized electron micrographs. The algorithm produces as output an array of Os and Is.
The Is correspond to pixels marked by the markPixelO routine and they represent pixels
which are the most likely to be inside some particle.
2.3 Clustering
The third part of the Crosspoint Method consists of examining the marked pixels and de-
tecting clusters of marked pixels. The clusters are used (a) to filter out marked pixels that
are outside any particles by ignoring clusters that are too large or too small compared to
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for each row j of pixels in the image do
for each pixel i in row j do
if (pixelValue([i, j]) - pixelValue([i+r+l,j]) ~ trsh) then










if (pixelValue([i, j]) - pixelValue([i+r+l.j]) $ -trsh) then
if (pixelValue([i. j]) - pixelValue([i,j+r+1]) ~ trsh) then
markPixel(i, j+r+l)
else























Figure 7: Various situations in the clustering algorithms: (a) eight neighbors of the current
pixel are considered in the stack algorithm, (b) fOUf neighbors of the current pixel are
considered in the coloring algorithm, (c) two separate clusters must be merged in the coloring
algorithm.
the area of the particle, and (b) to approximate the centers of each particle with the center
of mass of the corresponding cluster. Two clustering algorithms are described here.
The stack algorithm detects connected components in a binary array using a stack. The
array is scanned rowise, until the first 1 is encountered. Its coordinates are used to update
the center of mass of the cluster currently being determined and also a counter that keeps
the size of the cluster. All marked neighbors of the current pixel are pushed onto a stack
(eight neighbors are considered; see Figure 7(a)). The next pixel to be processed in the same
way is the one at the top of the stack. The processing of a cluster ends when the stack
becomes empty. The horizontal scanning of the binary array then resumes, until all clusters
have been detected. The pseudo-code for the stack algorithm is shown in Figure 8.
The coloring algorithm was suggested by M. J. Atallah [1]. It detects connected compo-
nents in a binary array by "coloring" them in different colors. As in the stack algorithm,
the array is scanned rowise and every time a marked pixel is encountered, it is either colored
with a new color from a color array (if none of its neighbors is colored) or it receives the
color of its neighbors. In this case only four neighbors are considered, as shown in Figure
7(b). A problematic situation is shown in Figure 7(c). At some point during the scanning
process, two separate clusters, colored with two different colors become connected. In this
case, the two clusters have to be "recolored" with the same color. A simple solution is to
mark the two colors as being the same in the color array, rather than change the color of
every pixel in one of the clusters. The center of mass and the size of the clusters can be
computed on-the-fly, as the scanning progresses. The pseudo-code for the coloring algorithm
is shown in Figure 9.
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for j = 1 to number-af-ravs do
for i = 1 to number-of-columns do
if (pixel (i. j) is marked) then
pracessPixel(i, j)
while (Stack is not empty) do
pop item (il. jl) from Stack
pracessPixel(il. j 1)
endwhile














unmark pixel (i. j)
end
Figure 8: Pseudo-code describing the stack algorithm for clustering.
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for j = 1 to number-oi-rows do
for i = 1 to number-oi-columns do
if (pixel (i. j) is marked) then
C = getColor(i, j)








if (pixel (i. j) has no colored neighbors) then
C = ne1jJ color
return C
endif
n (pixel (i, j) has all pixels colored C) then
return C
endif
if (pixel (i. j) has neighbors of two different colors, C t and C2 ) then
merge clusters Ct and C2




Figure 9: Pseudo-code describing the coloring algorithm for clustering.
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Figure 10: Sensitivity of the Crosspoint Method to changes m radius in the case of the
REO-IS micrograph, (aJ r = 41, (bJ r = 42
2.4 Postprocessing
Three types of errors may occur when attempting to automatically identify the positions
of particles: (a) missed particles, (b) separate particles clustered together, and (c) "ghosts"
which do not correspond to real particles.
There are a number of reasons for which a padicle may be missed. Usually, the pixel
intensities inside and around such a particle fail to obey the general thresholding rule, used
to build the clusters. The cluster corresponding to such a particle is either too large or too
small compared to the particle's area and it is discarded during the clustering step. Changing
the radius of the particle may affect the identification of such particles, although the overall
results are not very sensitive to small variations in the value of the radius.
Figure 10 shows the solutions obtained for two consecutive values of the radius in the
case of the REO-IS micrograph. Our sLudies show that the quality of the solution does not
change substantially for small variations of r. Since r is defined interactively, the algorithm
should be insensitive to small variations of the particle radius. The disadvantage is that
the method cannot discriminate between virus particles of different sizes that appear in the
same micrograph.
Particles that are spatially close to each other may be incorrectly identified as one cluster.
In this case, a single particle is incorrectly identified somewhere between the particles clus-
tered together. This problem can be solved by using a thinning procedure. This procedure
is based on the observation that, in most cases, such clustered particles are connected by a
thin bridge of mat·ked pixels. By removing some of the outmost layers of pixels from the
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(a) (b)
Figure 11: Disconnecting particles by thinning: (a) particle identification without thinning,
(b) particle identification with thinning.
cluster, the bridge is disconnected, and the two particles may be separately identified. There
is a trade-off between how many layers one can remove from the cluster and the chances
of detecting the two separate particles after thinning. If the number of layers that need to
be removed in order to break the bridge is large, the size of the two clusters may decrease
considerably and it may not satisfy the size requirements a duster has to meet in order to
be considered as representing a particle. Therefore, it is a good idea to adjust the cluster
limits after thinning, by a number equal Lo the total perimeter of the layers which have been
removed. Figure 11 shows a situation in which two particles clustered together are correctly
identified after thinning.
The thinning algorithm takes as input the number of layers to be removed and it proceeds
with the removal after each duster has been identified. A marked pixel is removed from a
cluster if it is a border pixel, that is, if not all of its neighbors are marked pixels. Figure
5(d) shows the final result of applying the Crosspoint algorithm to the digitized micrograph
shown in Figure 5(a). The test used to reduce the number of "ghost" particles consists of
a comparison between the average intensity inside each detected particle and the average
intensity on a circle immediately outside it. If the two values are very similar, then chances
are that the particle is a 11 ghost" particle, lying somewhere in the background. For a true
particle these two average values should be quite different. The threshold used for the




The performance of the automatic particle location algorithm can be measured in terms of
the running time and the quality of the solution. Algorithm efficiency is important when a
large number of micrographs are processed. As the size of the images increases, from say
lOOOxlOOO to 6000x6000 pixels, the efficiency of the algorithms and the amount of memory
available become critical. Dividing the image into subimages as suggested in [14] complicates
the algorithms and may lead to a substantial increase in the running time. Manual procedures
are noL only tedious, but also very slow and prone to errors. Automatic procedures should
be much faster, particularly when used in conjunction with automatic microscope control.
As mentioned before, previous algorithms for automatic particle selection are of complexity
O(nx log(n)), where n is the number of pixels in the digitized electron micrograph. The
Crosspoint Method has complexity O(n) and, according to our estimates, the timing results
are approximately an order of magnitude better than those reported in the literature. It
is, however, difficult to make precise comparisons because of differences in the speed of the
processors used and in the amount of memory available.
Table 1 gives the time in seconds for each of the main processing steps of the Crosspoint
Method, applied to images of various sizes and particle content. These results have been ob-
tained on a Silicon Graphics workstation, equipped with a 200 MHZ MIPS R4400 processor,
and 64 MB main memory. Information about the biological content of the images used for
testing is given in Appendix A.
Image Size Histogram Averaging Particle Total




PHIX-A 901 x 901 1.5 5 4 10.5
PHIX-B 901 x 901 1.5 5 4 10.5
BMV 901 x 901 1.5 5 4 10.5
REO-IS 901 x 901 1.5 5 4 10.5
TILHC 2560 x 2000 27 4S 42 117
Table 1. Timing results for the Crosspoint Method.
Correct identification of particles has three aspects, corresponding to the three types of
errors described in §2.4. To appreciate the performance of an automatic particle detection
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algorithm, one needs to know how many of the particles present in the image have been iden-
tified, how many have been missed, and how many" ghost" particles have been introduced.
Ideally, all particles in the image should be identified and no "ghost" particles should be
introduced. Missed particles are not a serious problem, as long as there are not too many
of them. "Ghosf' particles, however, are more harmful because they introduce noise in the
reconstruction. Table 2 gives information about the number of particles correctly identified
by the Crosspoint Method. Note the very small percentages of missed and "ghose' par-
ticles. In [14] P. Thuman-Commike reports percentages of "ghosf' particles between 30%
and 55% which, in our opinion, makes the overall solution unusable for three-dimensional
reconstruction unless some further processing is applied to remove these particles.
Image Total # of Correctly Missed llGhost"
particle images Identified
PHIX-A 71 64 (90%) 7 (10%) 2 (3%)
PHIX-B 47 42 (89%) 5 (11%) 2 (4%)
BMV 130 120 (92%) 10 (8%) 0(0%)
REO-18 21 21 (100%) 0(0%) 0(0%)
T1LHC 100 95 (95%) 5 (5%) 1 (1%)
Table 2. Quality of the results: the number of particles correctly and incorrectly identified
by the Crosspoint Method.
Figures 12 through 16 show the result of the Crosspoint Method applied to each of the
images listed in Table 2. Note that the border particles are not considered in the Crosspoint
algorithm and they have not been included in the previous tables. Such particles are clipped
and are not suitable for use in the reconstruction process. The percentage of'lghost" images is
calculated from the total number of identified image regions. The percentage of the correctly
identified and missed particle images is calculated from the total number of particle images
in the micrograph.
4 A Software Package for Particle Identification
EMMA is an interactive software package built around the Crosspoint algorithms. In ad-
dition to automatic particle selection, it includes capabilities that allow the electron micro-
scopist to perform various traditional image processing transforms on the digitized micro-
graphs, to manually select, deselect, and extract individual particles, and to store particles
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Figure 12: The result of the Crosspoint Method applied to the PHIX-A micrograph.
Figure 13: The result of the Crosspoint Method applied to the PHIX-B micrograph.
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Figure 14: The result of the Crosspoint Method applied to the BMV micrograph.
Figure 15: The result of the Crosspoint Method applied to the REO-IS micrograph.
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Figure 16: The result of the Crosspoint Method applied to the TILHC micrograph.
into files. EMMA is built in X-Windows and Motif [15] and consists of approximately 15,000
lines of code.
The skeleton of the user inLerface was generated using BX [4]. Figure 17 depicts a
snapshot of the screen during an EMMA session. The main, colormap, and histogram
windows are shown. The main window is the only one that stays on the screen for the
entire duration of an EMMA session. The other windows are displayed as needed. The main
window consists of a menu, a drawing area, and a command area. The menu has several
submenus, for I/O functions, [or automatic particle selection, and for image processing. The
drawing area can be scrolled horizontally and vertically to enable the user to view the entire
image when this exceeds the size of the drawing window. Initially, the image is scaled so
that no scrolling is needed. Buttons in the command area allow the user to zoom and shrink
the image. The command area also contains widgets for manual particle selection. The
colormap editor serves to modify the mapping of optical density values to colors.
Once an image is displayed and the radius of the particles to be found is defined, the user
can invoke the Crosspoint Method to determine the positions of the particles in the image.
Individual steps of the method (histogram equalization, averaging, and particle identifica-
tion) can also be invoked separately. A toggle button in the command area allows the user
to turn the displaying of clusters on and off. Selected particles may be manually deselected.
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Figure 17: Snapshot of the screen during an EMMA session.
Manual particle selection has been implemented via polygonal and circular rubberbanding.
The user may define a clipping boundary in the form of a polygon or a circle using the mouse.
This boundary mayor may not retain its shape from one selection to the next, depending
on the setting the user chooses from the command area. The interior content of the rubber-
banding area can be extracted in a rectangular window and padded with an average color
intensity. Extracted regions can be saved into files and subsequently displayed.
Traditional image processing transforms may be performed in EMMA. The transforms
supported are: histogram equalization, averag\ng, Sobel and Laplace gradient methods, high-
boost filtering, colormap modification, and the Hough transform. Each of these transforms
is applied to the image currently displayed -in the drawing area. This allows for an easy
composition of transformations in different orders.
5 Conclusions
In this paper we describe algorithms and heuristics for automatic identification of the posi-
tions of virus particles in electron micrographs and we present the results obtained. There
are two major problems that have made automatic particle identification a difficult prob-
lem: noise in the micrographs and variations ip. the background intensity. Traditional image
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processing techniques such as edge or shape detection yield poor results when applied to
digitized electron micrographs. Specific techniques based on correlation methods have also
been proposed [14]. Such methods require a considerable amount of computing time, their
complexity is at least O(n X log(n» (n is the number of pixels in the image) and the quality
of the solution is not satisfactory. The Crosspoint Method proposed in this paper is a lin-
ear algorithm for solving the automatic particle detection problem and the results obtained
for micrographs of various sizes and particle content and with different defocus levels have
proved much better than those reported in the literature. The method combines traditional
image processing techniques such as histogram equalization and averaging, with heuristics
and a new algorithm for marking pixels inside particle projections. The marked pixels are
then used to form clusters and to approximate the positions of the centers of the particle
projections. Postprocessing is used to improve the quality of the solution by reducing the
number of false hits.
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Appendix A: Electron Micrographs Used for Testing
the Crosspoint Method
PHLX-A and PHIX-B are images of Bacteriophage Phi X 174 virus particles. This is a virus
that infects the bacteria Eschericha Coli which is found in the digestive system of all higher
animals (humans included). Phi X 174 has been studied because it is a small (310A diameter)
virus that contains DNA and it is one of the first viruses whose entire genome was determined.
Because of that it, serves as a "biological standard" in virus studies. In the images presented,
the Phi X 174 particles have been mixed with polyoma virus particles. Polyoma is the larger
virus (49SA) and its diameter was fairly accurately determined by X-ray diffraction. It serves
as a magnification standard for the smaller Phi X 174. Polyoma infects recently born mice
and it is heavily studied because similar viruses cause warts and possibly cervical cancer in
humans [131-
BMV contains particles of the bromegrass mosaic virus. This is a plant virus that infects
bromegrass. The virus particle is 26SA in diameter. Scientists have been able to purify the
gene that actually produces the protein of the outer shell of the virus.
REO-IS and TILHC are intermediate particles of reovirus. This virus infects the respira-
tory and digestive pathways of mammals. It consists of a complex system of many proteins.
Its diameter is about 400A.
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