Parallel excitation has been introduced as a means of accelerating multi-dimensional, spatiallyselective excitation using multiple transmit coils, each driven by a unique RF pulse. The previous approaches to RF pulse design in parallel excitation are either formulated in the frequency domain, or are restricted to echo-planar trajectories, or both. This paper presents an approach that is formulated as a quadratic optimization problem in the spatial domain, and allows the use of arbitrary k-space trajectories. Compared to frequency domain approaches, the new design method has some important advantages. It allows for the specification of a region of interest, which improves excitation accuracy at high speedup factors. It allows for magnetic field inhomogeneity compensation during excitation. Regularization may be used to control integrated and peak pulse power. The effects of Bloch equation non-linearity on the large-tip-angle excitation error of RF pulses designed with the method are investigated, and the utility of Tikhonov regularization in mitigating this error is demonstrated.
INTRODUCTION
Several methods have been introduced recently for the design of small-tip-angle RF pulses in parallel excitation (1) (2) (3) . The methods produce pulses for accelerated multi-dimensional selective excitation using multiple coils driven with independent waveforms. In a manner analogous to parallel imaging methods such as SENSE (4) or GRAPPA (5), a reduced excitation k-space trajectory (6) can be used to achieve a desired excitation pattern by exploiting the blurring behavior of coil sensitivity patterns in the excitation k-space domain to deposit RF energy in regions not traversed by the trajectory. Accelerated selective excitation is useful for Specific Absorption Rate (SAR) reduction (2) , and the shortening of multidimensional RF pulses in such applications as compensation for B 1 and B 0 inhomogeneity (7) (8) (9) (10) . The feasibility of parallel excitation has also recently been verified experimentally in (11, 12) .
The pioneering pulse design methods were introduced by Katscher et al (1), and Zhu (2). The method introduced by Katscher et al, dubbed transmit SENSE, is characterized by the explicit use of transmit sensitivity patterns in the pulse design process, and its formulation is based on a convolution in excitation k-space. It allows usage of arbitrary k-space trajectories. Zhu's method makes explicit use of transmit sensitivity patterns, but is formulated as an optimization problem in the spatial domain, and, as described, is restricted to echo-planar k-space trajectories. Griswold et al (3) proposed a k-space domain method that is analogous to GRAPPA imaging. It is unique in that it does not require prior determination of sensitivity patterns. Instead, it involves an extra calibration step in the pulse design process. It also appears to be restricted to echo-planar k-space trajectories.
In this paper we propose an alternative RF pulse design method that is closely related to transmit SENSE (1), but is formulated in the spatial domain. It is a multi-coil generalization of the iterative pulse design method proposed by Yip et al (13) , and is based on the minimization of a quadratic cost function that consists of an excitation error term, which quantifies excitation error in the spatial domain, and a choice of regularization terms. The regularization terms may be used to control the integrated and peak RF power. The minimization problem may be solved iteratively via the conjugate gradient (CG) method (14) , or via brute-force inversion. We demonstrate that the new approach is approximately equivalent to (1) under special conditions, but it has several new advantages. It allows for spatially variant excitation error weighting and thus region of interest (ROI) specification. Main field inhomogeneity is easily incorporated in the design. Unlike (1), it does not require computation of a Jacobian determinant for compensation of k-space velocity and density, nor does it require interpolation between excitation k-space trajectories.
To date, all RF pulse design methods for parallel excitation are based on the assumption of smalltip-angle excitation. Beyond the small-tip-angle regime, it is expected that the non-linearity of the Bloch equation will have an adverse effect on the performance of pulses designed using these methods. Because it is often desirable to use large-tip-angle pulses, we investigated the behavior, in terms of excitation error, of pulses designed using the proposed spatial domain method as they are scaled to produce relatively large tip angles, up to 90°. We also investigated the utility of Tikhonov regularization on integrated pulse power (13) in mitigating this error.
In the following section we formulate small-tip-angle RF pulse design for multi-coil parallel excitation in the spatial domain as an optimization problem. We then present Bloch equation simulation results that show quantitatively the benefits of the proposed method, in terms of excitation accuracy, at high speedup factors or when off resonance is present. We then present results of our investigation into the large-tip-angle behavior of pulses designed using the spatial domain method. Finally, we present experimental results using a method we developed that exploits the linearity of small-tip-angle excitation and the MR signal equation to swap the roles of transmitters and receivers.
THEORY

R2.1 R1: Reciprocity
The spatial domain design approach is an extension of the single-coil iterative RF pulse design method introduced by Yip et al (13) . Assuming small tip angles, the transverse plane excitation pattern produced by a single coil can be approximated by the Fourier integral of an excitation k-space trajectory (10), Exploiting linearity in the small-tip-angle regime, the excitation patterns from multiple coils can be spatially superposed to form an aggregate pattern:
where ! R is the number of transmit coils, each with sensitivity pattern 
[5]
Given a vector ! m des containing ! N s samples of a desired pattern at the spatial locations ! x i , the RF pulses can be designed via solving the following minimization problem: " is a tuning parameter.
As shown later in this work, this term is useful for mitigating increased excitation error when RF pulses are scaled to achieve large tip angles. Peak RF power may be controlled via
denoting regularization parameters used to control the magnitude of individual RF pulse samples (13) . The minimization problem can be solved by brute-force
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inversion or efficiently by the CG method, in a manner similar to the single-coil pulse design method proposed in (13) . In the special case in which a field map is not incorporated in the system matrix, error weighting is not specified, and Tikhonov regularization is used, our proposed method and the frequency domain approach of transmit SENSE (1) are approximately equivalent (see Appendix). However, in general, our method offers the extra advantages of region-of-interest (ROI) specification via the ! W matrix, and better system modeling via field map incorporation in the system matrix ! A , which improve excitation accuracy.
Computation is also reduced compared to the frequency domain method because there is no need in our method to transform the desired pattern and sensitivity patterns to the frequency domain, nor does it require computation of a Jacobian determinant for k-space sampling density and velocity compensation, or interpolation between k-space trajectories.
METHODS
Pulse Design
RF pulses were computed in MATLAB 7.0.4 (MathWorks, Inc., Natick, MA), on a 2.0 GHz Pentium 4 computer with 1 Gb of RAM, using the CG algorithm initialized with a zero pulse and run for 60 iterations (13, 14) . Except in Simulation III, no Tikhonov regularization was used. In all cases, a single-shot spiral-out excitation k-space trajectory was used with the following parameters: maximum amplitude = 4 G/cm, maximum slew rate = 18000 G/cm/s, and sampling period 4 µs. To accelerate excitation, we used trajectories that radially undersampled k-space, resulting in reduction of the excitation field of view (XFOV) of individual coils' excitation patterns. We define speedup factor as the ratio of the FOV of the desired pattern to the reduced XFOV of the individual coils' excitation patterns. This convention is adopted because, regardless of k-space trajectory used, acceleration in parallel excitation is always achieved via undersampling in the FOV dimension. Alternative definitions, such as the ratio of unaccelerated and accelerated pulse lengths, would make performance comparisons across k-space trajectories more difficult, as the savings in pulse length would be specific to the trajectory used and the hardware on which they are implemented. k-space trajectories were chosen to achieve a spatial resolution of 0.625 cm. The desired excitation pattern (Fig.  1b) was a 5x10 cm rectangle of uniform tip angle (magnitude 0.1, corresponding to tip angle of 6°) and zero phase. The pattern was defined on a 64x64 Cartesian grid in a 20x20 cm region.
To obtain transmit sensitivity patterns, we estimated the receive sensitivity patterns (Fig. 2 ) of an 8-channel head coil array (MRI Devices), and make the assumption that the resulting patterns represent reasonable transmit sensitivity patterns, though perhaps not exactly those of the head array coil used. The sensitivity patterns were estimated by imaging a spherical phantom with a Gradient Echo (GRE) spiral sequence with a slice-selective sinc pulse, using both the head coil array and the body coil. The head coil array images were divided by the body coil image, and then smoothed in an iterative penalized least-squares fashion, as described in (15), to yield the final sensitivity patterns. The body coil image was thresholded (at 0.3 of its maximum magnitude) to derive an ROI (Fig. 1a) that defined a spatial error weighting function in which the 'care' region had error weighting 1, and the 'don't care' region outside the ROI had error weighting 0.
Numerical Simulations
We performed Bloch equation simulations to test pulse design methods. Simulations were performed over a 128x128 transverse grid covering a 20 cm x 20 cm region. Relaxation effects were ignored. Normalized root-mean-square excitation error (NRMSE) was calculated for each result from the Bloch simulator ( ! m bl ). It was defined as 
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calculation was the same as that used in pulse design. Transmit sensitivity patterns used in simulation were also obtained via interpolating those used in pulse design.
Simulation I: off resonance correction
In simulation I we evaluated our design method's ability to correct for off resonance during excitation. In the Bloch simulator, we incorporated a field map with flat regions in the center (+150 Hz) and background (0 Hz), bridged by a linear transition region (Figure 3a) . The frequency offset of the center region represents a typical field map value at 3T. We compared the performance of our method with and without field map incorporation to the performance of pulses designed with the frequency domain method of transmit SENSE (1), in terms of NRMSE within the ROI. The applied spiral trajectory radially undersampled k-space, yielding a speedup factor of 2 and a pulse length of 3.8 ms.
Simulation II: speedup factor
In simulation II we tested our design method's performance as a function of speedup factor, with and without ROI specification, and compared this to the performance of pulses designed with the frequency domain method. NRMSE was calculated over the ROI. The speedup factor was varied from one, corresponding to no reduction in XFOV, to twenty, corresponding to a twenty-fold reduction in XFOV. As speedup factor was incremented from 1 to 20, pulse length was reduced from 6.9 ms to 0.25 ms.
Simulation III: tip angle
In this simulation we studied the relationships between speedup factor, Tikhonov regularization, and excitation accuracy of RF pulses at large tip angles. For a given speedup factor and Tikhonov regularization parameter value ! " , RF pulses were designed using our spatial domain method with ROI specification. The pulses were then scaled to alter the tip angle achieved, and simulated in the Bloch simulator. We calculated the average tip angle inside the resulting excited block, and NRMSE inside the ROI with respect to a desired pattern that was scaled to the calculated average tip angle. This process was repeated over a range of speedup factors, scaling factors, and regularization parameter values.
Scanner Experiments
We employed an experimental method based on a rearrangement of the MR signal equation to validate our pulse design method on the scanner (16). Exploiting linearity in the small-tip regime, we swapped the roles of the non-uniform transmit sensitivity patterns of the transmit coil array with the uniform receive sensitivity pattern of the body coil in the signal equation. Neglecting off-resonance and T1 and T2 decay, the signal received during readout subsequent to small-tip parallel excitation is given by a substitution of Equation 2 into the MR signal equation: 8 by the quantity inside the curly braces. Thus, in this experiment we make use of the body coil for transmission and a head array coil for reception. The experiment proceeds as follows: the head array's receive sensitivity patterns are measured, and are used in the design of the parallel excitation pulses. The RF pulse designed for coil r is then played out on the body coil, and coil r is used for reception to produce an image. The process is repeated for all coils in the array, and assuming linearity under the small-tip-angle approximation, the resulting imaged excitation patterns are added together offline to obtain the final combined excitation pattern. Assuming that the receive sensitivity patterns ! s r x ( ) are equivalent to the transmit sensitivity patterns of some hypothetical transmit array, this method is equivalent to parallel transmission using such a transmit array. The procedure is useful for validating pulse design methods without requiring parallel transmit hardware that is still in the early stages of development.
We performed scanner experiments on a GE 3T Signa Excite Scanner (GE Healthcare, Milwaukee, WI), using a spherical homogeneous copper sulfate phantom. ROI, field map, and sensitivity patterns were determined from images acquired using a gradient-echo (GRE) spiral-out sequence. A spin-echo (SE) spiral-out pulse sequence was used to image excitation patterns, in which the slice selective sinc pulse was replaced by the parallel excitation pulse. Slice selection was performed by the 180-degree pulse. Imaging parameters for all sequences were as follows: slice thickness = 4.0 mm, FOV = 20 cm; reconstructed matrix size = 64!64; Repetition Time (TR) = 2 s; Echo Time (TE) = 40 ms (SE), 20 ms (GRE). Four acquisition interleaves were used in all sequences to reduce readout time, thereby minimizing the effects of off resonance during acquisition. In both experiments, tip angles of patterns being compared were matched by normalizing parallel excitation pulses by the same value that ensured flip angles did not exceed 20 degrees. For the parallel excitation pulses, gradient waveforms for excitation were shifted forward by 150 µs to compensate for delay between RF and gradient channels. Images were reconstructed using a fast implementation of the off-resonance compensated conjugate phase method (17) . It used field maps estimated from two images acquired with a TE difference of 0.25 ms (18) .
Experiment I: off resonance correction
This experiment validated the spatial domain method's ability to correct for distortion due to off resonance during excitation. Three small ferromagnetic metal pieces were attached to the phantom surface to create main field inhomogeneity. With pulse lengths of 3.5ms, 5.2ms and 6.9ms, corresponding to speedup factors of 2, 4/3, and 1, pulses were designed using the spatial domain method with and without field map incorporation. The field map was estimated from two GRE images (18) , with TE values of 20ms and 20.25ms. We masked the field map with the ROI, and then smoothed it using a regularized weighted least-squares method (15) before incorporation into the design process.
Experiment II: Region of Interest specification
In Experiment II we evaluated the performance of the spatial domain method with and without ROI specification at high speedup factors. We used a speedup factor of 4, corresponding to a pulse length of 1.8ms and XFOV of 5cm. The resulting excitation patterns were visually compared to evaluate performance in terms of uniformity within the excited block and erroneous excitation in the background. Figure 2 shows excitation patterns produced using the frequency domain method and the spatial domain method with and without field map incorporation. It can be seen that pulses designed using the frequency domain method and the spatial domain method without field map incorporation produced distorted excitation patterns in both the transition region and the flat region of the field map, and their corresponding error is much higher than that of the spatial domain method with field map incorporation. Figure 3 contains a plot of the NRMSE vs. speedup factor for the frequency domain method and the spatial domain method with and without ROI specification. All three achieved similar excitation error for speedup factors up to about 4, corresponding to an XFOV of 5 cm. However, the spatial domain method with ROI specification was able to achieve much lower error compared to the frequency domain method and the spatial domain method without ROI specification for speedup factors beyond 4. This lower error at high speedup factors for the excitation error-weighted pulses is due to an effective reduction in FOV of the desired excitation pattern via ROI specification. Figure 4 shows excitation patterns at speedup factors of 2, 4, and 8. Comparing patterns resulting from pulses designed with and without ROI specification, it is seen that 'aliased' excitation that is pushed outside the desired pattern's FOV when ROI specification is not used is allowed inside the desired pattern's FOV, but outside the ROI, when ROI specification is used. The benefit of ROI specification is most visible in the patterns at a speedup factor of 8, where we can see a more accurate excitation pattern resulting from pulses designed with ROI specification than in the other two cases. Figure 5 contains profiles through the three methods' excitation patterns at this speedup factor, taken across the narrow dimension of the desired pattern and within the ROI. From this plot it is evident that, compared to the other two methods, the spatial domain method with ROI specification results in an excitation pattern that more accurately matches the desired pattern inside and outside the block. Fig. 6a) and 6.7 (Fig. 6b) . It can be seen that excitation accuracy degrades with increasing tip angle for both speedup factors. However, such performance degradation as a function of increasing tip angle is more rapid at high speedup factors. This is evidenced by the fact that error curves increase much more rapidly for speedup factor 6.7 than for speedup factor 4.
R1: Reciprocity
RESULTS
Simulation I: off resonance correction
Simulation II: speedup factor
We find that large-tip-angle excitation error can be mitigated, particularly at high speedup factors, by increasing Tikhonov regularization in the pulse design cost function. Large Tikhonov regularization causes pulses with low integrated power to be favored in the design process over pulses with low small-tip-angle excitation error. The efficacy of Tikhonov regularization is quantified in Figure 6 . For a relatively small speedup factor of 4 (Fig. 6a) , Tikhonov regularization has some effect on large-tip-angle excitation accuracy, and it is desirable to use large ! " when designing for large tip angles. At a higher speedup factor of 6.7 (Fig. 6b) , the effect of increased Tikhonov regularization is much more pronounced. In this case we see that for small-tip-angle excitation, it is desirable to use small ! " to achieve low error, however, for these values the error increases drastically with increasing tip angle. For large ! " , the error is higher at small tip angles, but as pulses are scaled to produce large tip angles, the error curves remain flatter, and excitation 
Experiment I: off resonance
The estimated field map (Fig. 8a) revealed global field distortion caused by the attached metal, with a maximum field offset of 150 Hz occurring in the lower left side of the slice of interest. Fig. 8b shows the resulting excitation patterns from pulses designed both with and without off-resonance incorporation in the design, at three different speedup factors of 2, 4/3 and 1, corresponding to pulse lengths of 3.5ms, 5.2ms, and 6.9ms. With increasing pulse length, off-resonance during excitation resulted in excitation patterns with an increasingly distorted and blurred lower left corner when a field map was not incorporated into the design. When a field map is used, however, the definition of the excitation pattern is maintained with increasing pulse length, and erroneous excitation outside the block is reduced due to decreasing speedup factor.
Experiment II: Region of Interest specification
Incorporation of the ROI (Fig. 9a) into the design process results in higher excitation accuracy within the ROI. Figure 9b shows the excitation patterns resulting from pulses designed with and without ROI specification. The pattern with ROI specification is more uniform over the block, and contains less erroneous excitation around the perimeter of the block. Thus, ROI specification has resulted in a more accurate excitation pattern at this speedup factor of 4.
DISCUSSION AND CONCLUSIONS
In this work we have presented a spatial domain method for the design of RF pulses in multi-coil parallel excitation and have verified it with both simulations and MR phantom experiments. The new design method is formulated as a minimization problem, in which the resulting RF pulses are the minimizer of a quadratic cost function comprising a weighted norm-squared error term and regularization terms, the latter of which may be used to control the integrated RF power, peak RF power, and waveform smoothness. The minimization problem may be solved iteratively via the conjugate gradient (CG) method, or via brute-force inversion.
In some cases, the new design approach produces RF pulses of similar quality to the frequency domain method of transmit SENSE (1), e.g., in the special case that Tikhonov regularization is used, but neither ROI specification nor main field inhomogeneity compensation are incorporated in the design process. In general, though, it has some important advantages over that method. It allows for a spatially varying excitation error weighting such as region of interest (ROI) specification, which we have shown leads to increased excitation accuracy at high speedup factors. This is because error outside the ROI does not contribute to the norm-squared error term of the design cost function, thereby providing more degrees of freedom to achieve higher excitation accuracy inside the ROI. ROI specification effectively decreases the FOV of the desired excitation pattern, and thus decreases the effective speedup factor. In a given imaging experiment, an ROI can be determined automatically in the pulse design process by thresholding prescan images obtained for sensitivity mapping to yield an ROI corresponding to spatial locations containing tissue. The new design method also allows for compensation of magnetic field inhomogeneities via incorporation of an extra phase term in the design system matrix, which we have shown in our simulations and experiments increases excitation accuracy in the presence of magnetic field inhomogeneities, by allowing each spatial point to effectively experience a unique k-space trajectory. In Experiment I it was shown that in the presence of field inhomogeneities, the new method maintains excitation accuracy at lower speedup factors, compared to methods that do not account for the effects of off resonance. It does not require computation of k-space traversal speed and density compensation functions, nor does it require interpolation in the design process, unlike (1) . Compared to the design methods proposed in (2,3) , the new design approach allows the use of arbitrary k-space trajectories and provides additional design controls. Though not presented here, simulations performed using an EPI trajectory yielded results consistent with those obtained using a spiral trajectory.
We also investigated the behavior, in terms of excitation accuracy, of pulses designed using the proposed method as they are scaled to produce tip angles up to 90°. It was shown that excitation patterns became heavily distorted at these tip angles due to Bloch equation non-linearity, and that the distortion becomes worse as the speedup factor is increased. One interpretation of this result is that at high speedup factors XFOV is small, and each coil plays an increased role in canceling aliased excitation produced by other coils. Thus, the individual coil excitation patterns are less localized, and each coil excites larger tip angles over a larger region of space compared to small speedup factors. As pulses are scaled up, the largest tip angles in the individual coil excitation patterns leave the small-tip-angle regime earliest and fail to combine effectively to cancel aliased excitation, thereby producing the observed distortion. A second interpretation is lent by the analysis used to derive the linear class of large-tip-angle pulses (19) . Pulses of this class may be linearly scaled to produce large tip angles, provided that they meet three conditions; namely that the deposition of energy in k-space is Hermitian symmetric, that RF magnitude is approximately zero compared to gradient field magnitude, and that the excitation k-space trajectory may be approximately decomposed into individually refocused trajectories. In our tip angle simulation, kspace energy deposition is approximately Hermitian symmetric, so the first condition is met. However, at high speedup factors in parallel excitation, k-space coverage is sparse which results in increased RF magnitude, so the second approximation becomes inaccurate. Also at high speedup factors the distance between individual spiral arcs increases, so the third approximation also becomes inaccurate. In the simulation we demonstrated the utility of Tikhonov regularization in mitigating increased excitation error at large tip angles and high speedup factors. The demonstrated error behavior with respect to Tikhonov regularization parameter may be understood from the first perspective above by considering that increasing the parameter in the design process causes pulses with low integrated RF power to be favored over those with low norm-squared excitation error. These pulses produce individual coil excitation patterns with smaller tip angles in general, but whose combination still yields the desired average excited tip angle. Because these pulses combine more constructively, they are less susceptible to the adverse effects of Bloch equation non-linearity. Thus, combination and aliased excitation cancellation performance is relatively well maintained as they are scaled to produce large tip angles. From the linear class perspective, Tikhonov regularization results in pulses with lower magnitude, and thus the second approximation is more accurate when it is used. Thus, we conclude that at high speedup factors and large tip angles, it is desirable in terms of excitation error to use a large Tikhonov regularization parameter. Although the appropriate choice of Tikhonov parameter is complicated by the non-linear nature of the effect we wish to mitigate, we have found that a metric which quantifies the inaccuracy of the second approximation of the linear class formulation can be useful in predicting the accuracy of a given pulse at large tip angles, and may thus serve as a guideline for choosing an appropriate parameter. The metric we have tested is the average, over the pulse duration, of the ratio of instantaneous total RF magnitude (averaged over the sample) to gradient magnitude, and we have found that the larger this metric, the more inaccurate pulses are as they are scaled to large tip angles. One could incorporate this metric into a practical imaging experiment by initially designing pulses with a small Tikhonov regularization parameter, and repeating the pulse design process with larger parameters until the metric falls below a certain 'safe' number, the value of which may be a function of the desired excitation pattern, k-space trajectory, and tip angle.
APPENDIX
The transmit SENSE (1) approach to RF pulse design in parallel excitation is formulated in the frequency, or k-space domain. Assuming small tip angles, the Fourier transform of an excitation pattern ! m x ( ) resulting from simultaneous excitation by R coils is given by: 
where we have used the "push-through" matrix identity. Thus, for coil r, the minimizing ! p r is given by:
The RF pulse for the r-th coil, ! b r , can be derived from ! p r by multiplication with the Jacobian determinant for k-space density and velocity compensation (1).
The spatial domain and frequency domain methods are approximately equivalent when neither ROI nor magnetic field inhomogeneity compensation are incorporated into the design process, and when Tikhonov regularization that penalizes integrated RF power is used. In this special case, the cost function for the spatial domain method is:
and the ! b r that minimizes this cost function is given by:
[13]
The matrix product ! A full " A full is equal to a summation over coils of the product of the diagonal sensitivity matrices ! D r with the system matrix ! A , times its conjugate transpose:
The ! j,k ( ) -th element of the matrix ! A " A is given by:
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Assuming Cartesian sampling in space, this matrix is Toeplitz, and is approximately circulant (20) . This allows us to write: 
We bring these DFT matrices into the inverse, yielding:
Qm des , [18] where . (b,c,d ) Excitation patterns resulting from pulses designed using a speedup factor of 2, corresponding to an XFOV of 10 cm and a 3.8 ms RF pulse length. Note the distortion on the right side of the excitation pattern resulting from frequency domaindesigned pulses (b) and spatial domain-designed pulses without field map incorporation (c) at this peak off resonance. For the lower speedup factor of 4 (a), reasonable excitation accuracy is maintained over a range of tip angles up to 90°. At a higher speedup factor of 6.7 (b), large-tip-angle performance is heavily degraded. In general, for small-tip-angle excitation, lowest error is achieved using small Tikhonov regularization. As pulses are scaled to achieve larger tip angles, it becomes desirable to design with larger regularization. The advantage of larger regularization at large-tip-angles is more pronounced for high speedup factors (b) than for low speedup factors (a). resulting from pulses designed with and without incorporation of a field map (a), for pulse lengths of 3.5 ms (speedup factor 2), 5.2 ms (speedup factor 4/3), and 6.9 ms (speedup factor 1). Pulses designed without field map incorporation yielded excitation patterns with increasing blur with respect to pulse length, while pulses designed with field map incorporation yielded excitation patterns which remained well-defined over all pulse lengths. 
