Abstract-One of the key challenges in predictive maintenance is to predict the impending downtime of an equipment with a reasonable prediction horizon so that countermeasures can be put in place. Classically, this problem has been posed in two different ways which are typically solved independently: (1) Remaining useful life (RUL) estimation as a long-term prediction task to estimate how much time is left in the useful life of the equipment and (2) Failure prediction (FP) as a short-term prediction task to assess the probability of a failure within a prespecified time window. As these two tasks are related, performing them separately is sub-optimal and might results in inconsistent predictions for the same equipment. In order to alleviate these issues, we propose two methods: Deep Weibull model (DW-RNN) and multi-task learning (MTL-RNN). DW-RNN is able to learn the underlying failure dynamics by fitting Weibull distribution parameters using a deep neural network, learned with a survival likelihood, without training directly on each task. While DW-RNN makes an explicit assumption on the data distribution, MTL-RNN exploits the implicit relationship between the longterm RUL and short-term FP tasks to learn the underlying distribution. Additionally, both our methods can leverage the non-failed equipment data for RUL estimation. We demonstrate that our methods consistently outperform baseline RUL methods that can be used for FP while producing consistent results for RUL and FP. We also show that our methods perform at par with baselines trained on the objectives optimized for either of the two tasks.
I. INTRODUCTION
Predictive maintenance is a widely-adopted maintenance practice which is based on continually monitoring the condition of the equipment with the goal of determining the right maintenance actions to be taken at the right times. With the advance of Internet of Things (IoT) and its applications to industrial environments, data analytics algorithms can be applied to the data coming from equipment in real time in order to provide actionable insights about equipment health and performance and predict impending failures and downtime. The use of data-driven technologies for predictive maintenance increases equipment availability, reduces the cost of maintenance, and improve the safety of equipment operators.
One of the key problems in predictive maintenance is the prediction of equipment failures early enough so that the proper maintenance can be scheduled before the failure happens. This problem is posed in two ways: (i) Remaining * The work was completed during K. Aggarwal and O. Atan's internships at Hitachi America, Ltd. R&D Useful Life (RUL) estimation which estimates how much time is left in the useful life of the equipment, and (ii) Failure Prediction (FP) which estimates the probability that a failure is going to happen within a typically short time horizon [1] . From a maintenance process perspective, RUL estimation is very useful for long-term planning of spare parts supply and maintenance scheduling. On the other hand, failure prediction is more useful for handling unexpected failures that might happen in a short time-span. In the literature, a number of techniques have been used for the RUL estimation and failure prediction, mostly utilizing the temporal models using time-series analysis [2] , [3] , explicit degradation modeling [4] , hidden Markov models [5] , and deep learning methods recently [6] - [10] .
In the existing literature, failure prediction and RUL estimation are typically solved using separate models with different objective functions. In this work, we argue that using separate objective functions is sub-optimal and might result in inconsistent predictions. This argument is supported by multiple observations. First, the RUL estimation algorithms have a misplaced focus in trying to correct the estimation errors they make when the device is healthy [7] , [9] . Errors during this period of time should be assigned less weight compared to the estimation errors made close to the failure. For instance, a prediction that is off by ten days near the failure time is much worse than a prediction that is off by forty days a few months before failure. The focus of RUL methods is typically the latter case since it encounters much larger error. Second, if these models are applied in practice on the same component simultaneously, this might lead to inconsistent predictions, posing a dilemma for the decision maker. For example, the failure prediction model can predict [9] .
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978-1-5386-5035-6/18/$31.00 ©2018 IEEEthat failure will happen in 5 days with 80% probability, while the RUL model might predict that there are 10 days until the failure. Third, RUL estimation and failure prediction are related tasks -RUL estimation is a long-term task while failure prediction is a short-term task as shown in Fig 1. By unifying the two, we can exploit their relationship and alleviate the previously mentioned issues.
To address these challenges, we propose a unified formulation for the failure prediction and RUL estimation problems. This formulation will allow three modes of use: (1) failure prediction only; (2) RUL estimation only; (3) failure prediction and RUL estimation within a single model to ensure consistent predictions. We propose two models in this work: Deep Weibull model (DW-RNN) and Multi-task learning (MTL-RNN). Both models are using recurrent neural networks (RNN). The Deep Weibull model fits a Weibull distribution over the time-to-failure random variable using a survival analysis likelihood, with Weibull parameters being estimated by the network with appropriate transformations and training procedure. While the DW-RNN approach explicitly encodes the failure dynamics, we also propose an alternative approach of multi-task learning [11] to implicitly learn such dynamics, so that we study our two tasks in one network. We present a novel constraint loss for leveraging the non-failed device data for RUL estimation in the multi-task framework.
We demonstrate that our methods outperform comparable baselines on the failure prediction task while being competitive with the baselines on the RUL estimation task. Typically, failure prediction is modeled as a classification task and RUL estimation as a regression task. One naïve approach to unify the two tasks is to use the estimated RUL for the failure prediction task by applying a threshold on the estimated RUL value. We demonstrate that this approach gives a sub-optimal performance for the failure prediction task. Failure prediction utilizes both the failure and non-failure data while RUL methods have only been used on failure data. Our proposed methods are capable of utilizing non-failure (censored) data without any need for a pre-prediction step of a dedicated unsupervised learning procedure [12] . This increases the applicability of the proposed algorithms as typically a large amount of data are available from non-failed equipment. In summary, this work makes the following contributions:
• To the best of our knowledge, this is the first attempt to unify the formulation of RUL estimation and failure prediction. Our method exploits the relationship between the two tasks and provide consistent predictions.
• Ability to use the non-failure (censored) data in an endto-end approach which is not possible with most of the existing RUL estimation methods; and • Our methods achieves better performance on the harder task of failure prediction, by utilizing the RUL labels in comparison to the baselines that can be used to simultaneously achieve the two tasks.
II. RELATED WORKS
In this section, we position the novelty of our approach in the predictive maintenance literature. RUL prediction and failure prediction are classical problems in predictive maintenance. Most of the prior work in the literature has focused on the RUL prediction since the failure prediction can be inferred from the RUL estimates. RUL prediction problem has been studied using a variety of techniques from the machine learning literature mostly using sequential algorithms since RUL is a sequential task.
Temporal models like auto-regressive models [2] , [3] , diffusion processes [4] , hidden markov models [5] , and sequential deep learning methods recently [6] - [9] . Other methods utilize frequency domain analysis on the sensor data [13] , [14] . Recently, Deep learning techniques [15] based on Long-Short Term Memory (LSTM) architecture have shown to produce state-of-the-art results [6] , [7] , [9] , [16] owing to their superior feature extraction from the sequential data without any need for the hand-crafted features. For the failure prediction task, many methods have been proposed based on different off-theshelf classification methods like SVM, Logistic Regression or Random Forests [17] , [18] . Owing to the similarity of the problem to the survival analysis commonly used in the health-care setting [19] to model time-to-death events, survival analysis techniques have been used. Most of these techniques use Weibull distribution [20] assumption on the time-to-failure event since Weibull models a linear hazard rate, which corresponds to the linear degradation assumption that most of the literature makes. Other survival analysis techniques that have been used involve proportional hazards model [21] , which are not relevant to the RUL estimation which involves exact prediction of the time-to-failure event and not a relative risks framework.
To the best of our knowledge, this is the first work that unifies the two prediction tasks of failure prediction and remaining useful life. In this work, we present two methods: Deep Weibull network and a Multi-task learning framework. The Deep Weibull network learns the Weibull distribution parameters as a function of deep LSTM network conditioned on the input sensor signal. The closest work to our Deep Weibull method is by Martinsson [22] . We introduce novel transformations to the distribution parameters learned from the network as described in next section, and a pre-initialization procedure of the network which is absent in Martinsson's work, making it extremely hard to train and of limited practical use. Multi-task learning [11] , [23] has been used in machine learning for learning multiple tasks together. The novelty of our multi-task learning architecture lies with an ability to learn from the non-failure (censored) data through a constraint loss where the labels for the RUL estimation task are not available. Additionally, both our proposed methods can learn from the non-failure data in an end-to-end learning procedure without any need for the pre-training procedures proposed recently for the RUL prediction [12] , [24] , [25] .
III. PROBLEM FORMULATION
In this section, we formally define our problem. Given data
, where p is one of the N devices, x p are the sensor observations for the device, and c p is the censoring random variable for the device p. The censoring random variable defines the time until which the observations
Failure Event
Non-Failure Windows τ f τ τ e w Fig. 2 : An example from C-MAPSS, a turbofan engine degradation dataset from NASA [26] showing sensor data and the proposed window scheme used in this work. We first divide our data into windows (of size w). The filter window τ f is removed from the data and windows falling in the evidence window τ e are labeled as the failure windows where the failure is obeserved within a horizon of τ . from the device were recorded. In case of failed devices, c p is same as the failure time t p,f . For the devices that did not experience a failure until the end of observation time are referred to as censored as per the standard survival analysis notation. The sensor observations are defined as the sequence of d-dimensional input:
The problem is to model the time-to-failure event, denoted henceforth by random variable T with a probability density function given by f (t|x). At time t, in the observation sequence we want to estimate the following two tasks: Definition 1. Remaining Useful Life: RUL is usually defined as time-to-failure, or mathematically speaking the expectation of the random variable T . Definition 2. Failure Prediction: Failure prediction is defined as the probability of the device failing within a predefined number of day denoted by a horizon τ .
While RUL is the expectation of the probability distribution, the failure prediction is the cumulative probability distribution within the horizon. Usually these problems have been modeled separately, i.e., two different models for each of these problems. In this work, we make an attempt to jointly solve these problems in one model. Motivation behind creating a joint model being to produce consistent results for the two tasks while the task-specific models might produce mutually inconsistent results. We make the following key assumptions as a part of our formulation:
• The devices experience non-recoverable failures. While our methods can be easily extended to take into account the cases where devices can experience multiple failures with e.g., a renewal process framework in survival analysis, it is not a subject of this study.
• The only form of censoring we observe is the rightcensoring. There is no interval, i.e., no missing observations. While we can use other key methods to handle the missing data, we do not model it explicitly.
• Censoring or end-of-observation for the non-failed devices is non-informative and hence requires no special consideration over the time-to-failure. Failure Prediction Problem Setup: Next, we describe one of the key pieces of the problem -setting the failure prediction task. While the RUL has ground truth labels available by assuming a linear relationship between degradation and endof-life, for the failure prediction task only the presence or absence of failure is observed giving it a step function shape as shown in Fig 1. We first divide each device's time-series into landmark windows of size w, i.e., each window contains observations x t : x t+w−1 as shown in Fig 2. Assuming that the device p fails at time t p,f , we define the following terminologies:
• Filter window: Since prediction just before the failure time t f does not give enough warning in the realistic settings, we introduce the concept of filter window of size τ f .
• Evidence window: Evidence window (size τ e = τ − τ f ) is the time during which the system undergoes (sudden) degradation and the failure probability is high. We assign the windows falling in the evidence window with failure labels since any window falling in the evidence window will experience a failure in the prediction horizon τ . By formulating the failure prediction problem this way, helps us provide a timely warning which is critical in practice for scheduling maintenance and operational logistics. All the other windows are labeled as non-failure windows. Size of τ e is domain dependent and a critical parameter in providing timely warning. For example, too small τ e does not provide much bandwidth for maintenance purpose depending on the domain while being highly predictive, while using too large value would make faulty assumptions on the degradation process with low predictive performance. In practice, for a domain like heavy machinery, small evidence window is not very useful, while for a domain like hard disk failures a relatively smaller value would suffice.
Note: In the remaining paper, we drop the window size w for the ease of explanation. We assume that the unit of time is the window size w unless specified otherwise.
IV. PROPOSED APPROACH
In this section, we present our methodology. First, we present preliminaries on survival analysis and show our proposed parametric Deep Weibull (DW) model. Following that we describe our non-parametric Multi-Task Learning (MTL) model.
A. Deep Weibull Model
In this section, we first present the survival analysis framework and then present our Deep Weibull (DW-RNN) model.
1) Survival Analysis Preliminaries:
In this section, we present the basic survival analysis framework. The time-tofailure is modeled with a random variable T > 0. The survival function denotes the probability of survival of device until time t, or equivalently the probability of failure after time t:
where P (T > t|x) is the probability of failure time being greater than the current time t conditioned on the input x. For the sake of simplicity, we drop the conditional to denote the probabilities throughout the paper. We can further write survival function S(t) as:
F (t) denotes the cumulative probability of failure until time t, and f (t) is the probability density function of the failure event. The hazard rate h(t) is defined as: Usually, the choice of distribution is made based on the characteristics we want to model on the hazard rate function h(t). h(t) modulates the probability density function f (t) based on the degradation or aging as characterized by the S(t). In the survival framework, the the remaining useful life and failure probability are same as given by Eq. 1 and 2. Let the failure flag δ p,t denote whether the device p had failed or not by time t, i.e.,
where the t p,f is the device's failure time. The likelihood of the observations D is given by:
Failure at time t S(Tp > t)
Not failed until time t
The survival based negative log-likelihood is given by:
δp,tlog p(Tp = t)
Next, we formulate this likelihood by parameterizing with a Weibull distribution. Please note that while there are other non-parametric survival analysis methods like Cox's regression they are not suitable for this task since they optimize the relative risks in the population and not the absolute time-tofailure prediction. We use Weibull to parametrize our likelihood since it is shown to be the distribution of choice in the predictive maintenance owing to its hazard rate h(t) that is directly proportional to the ground RUL.
2) Weibull Distribution: The Weibull distribution is the most commonly used distribution in the prognostics literature for modeling time-to-failure. The distribution is characterized by two parameters, λ (scale) and k (shape). The probability density function and cumulative density function are given by:
where, t g is the ground truth time-to-failure (RUL) for the devices that experienced failure. It equals time to censoring c p − t for the non-failed device p at time t. While the survival analysis formulation in Section IV-A1 is in terms of absolute time t, by using fundamental theory of expectation for change of variable, we reformulate in terms of t g . For proof see [27] . The negative log likelihood objective from Eq 9 can be written as:
with α being the l 2 regularization for the network parameters θ. Owing to numerical stabilization needed during the training, we approximate the term
with a polynomial expansion unto 4 th order:
3) Deep neural network: We use a deep neural network based architecture as shown in Figure 3 to estimate the likelihood above. For learning the distribution parameters, we model λ and k as a function of the input x as:
with θ being the neural network parameters, q(·) and r(·) are the function approximates of the deep neural network. Both the parameters are taken as the output from the last fullyconnected layer of the neural network. However, owing to numerical stability issues since both the parameters work in different domains, we apply following transformations on the last layer outputs {o 1 , o 2 }:
where softplus activation [28] is the function log(1+exp(o 2 )).
The network trains on the likelihood given above and learns the relationship between the input and distribution parameters as described above.
Inference: During the inference phase, we estimate the parameters λ and k based on the input data from the trained network. From the estimated parameters λ and k , the RUL and failure prediction can be done with the following closed form expressions:
with Γ(·) being the extended factorial or gamma function. This method makes an explicit assumption of a Weibull distribution over the time-to-failure, which might not be true in all the cases. Hence, we propose a second model based on multitask learning with a motivation for implicitly learning the distribution and exploiting the relationship between the two tasks, next.
B. Multi-task Learning
We propose another approach MTL-RNN that utilizes the multi-task learning [11] framework that has been successfully used in a number of domains. The idea of multi-task learning is that if two or more tasks at hand are related to each other, a common useful feature space can be created by learning them jointly. As discussed in Section III, RUL is the expectation of the probability density of time-to-failure random variable over the time domain, while failure prediction is the cumulative distribution within a short horizon of the time-to-failure random variable. The graphical representation of the relationship is shown in Fig 1. RUL is a longer term horizon task, while failure prediction is a shorter term horizon task. We hypothesize that learning them jointly helps the model learn the underlying distribution conditional on the input observations "implicitly" without making an "explicit" assumption like our Deep Weibull model. We use a shared network for the two tasks, with task-specific layers emulating from the last shared layer. The architecture schematic is shown in Figure 4 . We describe the two loss functions used to train the two tasks: a) Failure Prediction: The FP prediction task is trained with a cross-entropy loss:
where, f p,t = 1 if device p is in a failure state at time t, θ are the deep network's parameters, and α f is the weighting parameter that can be tuned to give higher weighting to the failure class during training to account for the imbalance in the data. p(f p,t = 0|x, θ) is the probability of non-failure state calculated using soft-max from the failure prediction layer. Let the input to the soft-max layer be γ θ (x), where γ θ (·) is the neural network transformations of the input x. We can write the probability of failure to be: (20) with W 0 , W 1 being the weights in the soft-max layer corresponding to be non-failure and failure class, respectively. b) Remaining Useful Life: The RUL prediction task for a device p that failed can be formulated as a square error loss:
We denote the RUL estimation loss per device so as not to abuse the notation for the failed and non-failed devices. We treat the failed and non-failed devices separately since there is no ground truth RUL information about the non-failed devices.
Non-failed device (censored) data: The multi-task formulation in Eq. 24 assumes that we have the ground truth labels for both the tasks. However, that's rarely the case in the prognostics area. Usually, the number of non-failed devices is much higher compared to the failed devices. In practical situations, the numbers can be anywhere between <1% to 5% depending on the device's domain. In such a scenario we have no ground truth information about the RUL labels for the overwhelming majority of the data. The ability of survival analysis to take into account the censored data is what makes it an attractive option for prognostics. Most of the other works throw away the non-failed device data [9] . Yoon et al. [12] , [25] used a pre-trained network with autoencoder architectures to utilize the non-failed data for RUL prediction. In order to utilize the non-failure data, we want to make sure that the predicted RUL values for the non-failure data is greater than the censoring time c p of the device. The reason for this constraint is straight-forward: we know that the device didn't experience a failure until the end of observations at c p , hence, it's failure time t p,f should be greater than c p . In order to enforce this constraint, we use the following objective for the non-failed devices:
where, the I(t p,f ≤ c p ) is the indicator function set to 1 if the device p fails within the observation period c p of the device. Hence, we can utilize the non-failure data to train our network on all instances for the failure prediction task, while ensuring that the RUL predicted is greater than the censoring time, c p .
For the failed device data we learn on both the tasks with conventional objectives. Loss function for the RUL estimation task can be written as:
Device failure observed
Device failure not observed (23) c) Combined Loss: Using the loss functions in the two equations, Eq. 21,19 we train the network jointly with a combined loss J (θ):
with α 1 and α 2 being the hyper-parameters for adjusting the relative weights of the FP and RUL respectively, and α 3 is the l2 regularization strength for the model parameters. Hence, this learning procedure is fully supervised for the failure prediction task, but semi-supervised with a constraint described by Eq 22 for the RUL estimation owing to the shared layer structure of the multi-task learning framework. Hence, with the above formulation we not only try to ensure consistent predictions of RUL and failure prediction tasks but also leverage the non-failure data by using the shared layer structure. V. EXPERIMENTAL SETTINGS In this section, we describe our datasets, evaluation metrics and the baselines used.
A. Datasets
We utilize two public datasets to evaluate our methods: C-MAPSS (Commercial Modular Aero-Propulsion System Simulation) and Backblaze hard disk failure data. a) C-MAPSS: This is a turbofan engine degradation benchmark dataset 0 [26] provided by NASA that has been extensively used in the prognostics literature [7] , [9] , [29] . The dataset has four component datasets with each dataset having different operating conditions and failure modes. The data consists of three operational settings and sensor data collected from 21 sensors. The test data contains the censored device data, however, with ground truth RUL values provided. b) Backblaze: We use the Backblaze hard disk 1 failure dataset for our task. Backblaze data-center maintains the record of the hard disk and any failures encountered by hard disk's manufacturer and make. Most of the prior works [18] have performed failure detection rather than making failure prediction as we formulated in Section III. We used the data for the Seagate hard disk model ST4000DM000 from Jan 2014 to June 2015, as it has the largest number of observations and the data collection methods were changed thereafter. The data consists of 26 S.M.A.R.T. (Self-Monitoring, Analysis and Reporting Technology) features like temperature, error rates and other performance metrics aggregated for each day of observation. We perform test results only on the non-censored devices.
B. Data Preprocessing
The key assumption as widely used in the literature is that RUL is a linear function of time as interpolated back from the failure time t p,f . In practical terms, though this assumption would be faulty since the device degradation is much more severe near the failure time. However, that is a subject of another problem commonly tackled with health indicator prediction. Recent works [9] , [30] , [31] have shown that using a piece-wise linear function of RUL with a capped value of maximum RUL and a linear degradation thereafter is a better modeling practice. In accordance with the practice for C-MAPSS we set the maximum RUL value to 130 operating cycles. For the Backblaze dataset, we use a value of 50 days. Window extraction: We divide the device's sensor measurements data into fixed size landmark windows that are fed as an input to the deep network composed of LSTM units as described in Section III. The window size w is a hyperparameter we tuned during our training. The filter windows τ f are fixed based on a reasonable assumption on the domain -we fix filter window size to be 5 days for the C-MAPSS and 4 days for the hard disk dataset. The evidence window size τ e are selected empirically and with domain knowledge.We set the evidence window size to be 20 for C-MAPSS and 12 for the hard disk data.
Class Balancing: As mentioned previously, the datasets are highly skewed with very few devices experiencing a failure. In order to tackle this issue, we used random sampling methods to balance the number of failed devices to nonfailed devices. We found that up-sampling and down-sampling performed similarly; hence, we show the experimental results with down-sampling owing to smaller computational time. However, one major problem that still stands is the fact that only a minuscule number of windows posses the failure label (evidence windows) -0.85% for C-MAPSS and 4% for Backblaze. We use the class weighting as hyper-parameter for the multi-task learning approach to tackle this problem.
C. Evaluation Metrics
We use the following evaluation metrics for evaluating the performance of our models: a) RMSE: For RUL prediction we use RMSE (Root Mean Square Error) as has been widely used in the literature. It is computed as follows:
with n being the total number of windows in the data RUL prediction is being evaluated on. b) AUC: For the failure prediction task, we use area under the receiver-operator curve (ROC).
However, the AUC-ROC can be very misleading for the highly skewed data [32] like ours, especially when the focus is on the prediction of the minority class. As suggested by Davis and Goadrich [32] , we also use the AUC-PR (Area under Precision Recall Curve). AUC-PR shows much more differential for skewed datasets as reflected in our experiments.
D. Baselines Methods
We use the following baseline methods: (i) Failure Prediction baselines: a) FP-RNN: This is based on the same neural network architecture as our methods, but with just one output based on the soft-max layer as Eq 19.
b) Random Forest: We use the Random Forest classifier for the failure prediction task over each window.
c) Logistic Regression: LR for each window's label. d) Support vector machine: SVM with a linear kernel for each window.
(ii) RUL and Failure Prediction baselines: Since all the methods that can perform the RUL prediction can be used for the failure prediction by using the horizon time threshold over predicted RUL values, we use the following baselines: e) RUL-RNN: Similar to FP-RNN, this network is just trained on the RUL prediction task in accordance to the Eq 21.
f) SVR: We use the support vector regression, with a linear kernel.
We report the prediction metrics for all our baselines and additional failure prediction metrics from the RUL prediction models. Next, we describe the optimization we had to use for training the Deep Weibull network.
E. Pre-training for Deep Weibull Network
Given that we are trying to fit a distribution over the neural network to learn the parameters conditioned on the input sensor data, we found it very challenging to stabilize the training. We had to employ pre-training of the deep network with the RUL estimation task by calculating the RUL with Eq. 17 and using the loss described in 21 to train the network. In other words, we first train the network with the RUL estimated through Eq 17 using the loss from Eq 21 until convergence through early stopping on the RMSE metrics. Once the network learns the parameters on the RUL estimation task, we use the likelihood in Eq 9 to train the network for Weibull distribution.
F. Experiments and Hyper-parameter Tuning
We use the test data provided in C-MAPSS for testing. For the BackBlaze dataset, we use 80% of the data for training and 20% for testing. For both the datasets, we use randomly chosen 30% of the training data as the validation set. All our models were implemented in TensorFlow [33] , and the baselines were evaluated using scikit-learn [34] . We use Adam optimizer with a learning rate of 1e −3 . We use early stopping criteria with optimization on AUC-PR for the joint and failure prediction tasks, and RMSE for the RUL regression tasks. This whole procedure is run 10 times, and we report the mean of metrics for these 10 runs. For the LSTM layer the number of hidden units was chosen from the set {64, 100, 128, 200, 256}, while for the fully connected layer size was chosen from {8, 32, 64, 128, 200} with a dropout [35] probability of 0.1. For the C-MAPSS data we tune between the evidence window τ e of {10, 20, 30} and window size w of {5,10}. We finally chose evidence window of 20 and 10-cycle long windows. While for the Backblaze data we experiment between evidence windows of {7, 8, 10, 12, 14} and window sizes of {3, 4, 5, 8, 10}, finally using an evidence window of 12 and window size of 4. For the class weighting factor, we use a factor of 1000 for the C-MAPSS and 500 for the Backblaze dataset after careful tuning. We found that using relative task weights of α 1 = 1 (FP) and α 2 = 1 (RUL) works well for both the datasets.
VI. RESULTS AND ANALYSIS In this section, we present our results for the models described in Section IV along with our baselines. The results for C-MAPSS and Backblaze datasets for the RUL and failure prediction tasks are reported in Tables III and IV, respectively.
A. RUL
We can observe from the Table III that RUL-RNN is the best performing method for the RUL prediction. Our proposed DW-RNN and MTL-RNN methods are competitive with RUL-RNN across the C-MAPSS's all four sub-datasets. Amongst them, DW-RNN and MTL-RNN perform similar on the C-MAPSS dataset. All our methods beat the strong baseline regression methods of SVR. These results are significant since the RUL-RNN has a dedicated focus on reducing the RMSE of the RUL prediction along with multiple labels -values from max of RUL to filter window size -while the multi-task learning network has to balance it with training the failure prediction task, which does not have very reliable ground truth labels. Despite these constraints, our methods are competitive with the RUL-RNN on C-MAPSS (table III) . DW-RNN's performance is particularly encouraging since it trains on a parametric likelihood and not the direct RMSE loss, unlike the other methods. Since DW-RNN is competitive with other methods, we can say that the Weibull assumption is a reasonable assumption for the C-MAPSS which directly translates to a proportional hazard as given by Eq. 12. However, as we observe on the Backblaze dataset our methods, particularly, DW-RNN performs poorly compared to RUL-RNN, since the hard disks usually experience a sudden degradation in the alert window making the failure prediction task much more challenging as reflected in the failure prediction results in the next section. Analysis of RUL prediction: To understand the prediction of the models on different RUL horizons, we bin the RUL values into different classes as shown in Figure 5 for the C-MAPPS FD01 dataset. We depict the confusion matrices of the baseline RUL-RNN and our MTL-RNN (which is similar to DW-RNN). Clearly, our models work better near the failure time, which is not surprising since they optimize for the failure prediction and RUL both, while the baseline RUL-RNN only optimizes for the RUL. At the other end of the spectrum, when the failure is far, our methods tend to shift the predictions towards higher RUL values as reflected in the last three rows of the confusion matrix, where the predicted values lie the most in the higher RUL label. This result is essential for the applications where the near failure prediction is much more critical. The literature shows that RUL prediction methods perform poorly far from the failure as we can observe in our matrices as well. The algorithmic cycles are spent by the RUL prediction models in trying to reduce the errors far from the failure, as a result of which the near failure prediction is not as accurate as it can be. Our methods overcome this problem by jointly optimizing for the long-term RUL and short-term failure prediction problems. In summary, our proposed methods work better than RUL-RNN near the failure time, which might be more important than correct predictions far from the failure for a number of use cases.
B. Failure Prediction
On the failure prediction task, both our proposed methods Deep Weibull and Multi-task RNN outperform all the baselines by a considerable margin except for random forest ensemble method which is competitive with our methods as shown in Table IV . By comparing the performance of FP-RNN with Deep Weibull and Multi-task RNN, we can see that training the failure prediction task with RUL task helps significantly in improving the performance for the failure prediction task, which is essentially a threshold function on the RUL value. However, as we see that using predicted RUL values from the RUL specific methods like SVR, RUL-RNN works relatively poorly on the failure prediction task. One of the key reasons for that is the focus of the RUL estimation task to get the higher spectrum of RUL right. Previous studies [9] have shown these methods perform relatively poorly when the machine is very far from the failure, i.e., for the higher end of ground truth RUL. Hence, the method spends most of its computation in trying to get the prediction at a point far from the time-tofailure right, which is not very useful for the failure prediction. Using joint learning approach not only helps the network utilize the non-failure data but also helps the algorithm focus more on the times near failure, which is more critical for the predictive maintenance task. For example, predicting a remaining useful life of 120 days when the real value is 100 days is of much less consequence than predicting 25 days when the real RUL is 5 days from a decision-making point of view. We observe similar results on the Backblaze dataset. However, with a considerable difference in the AUCPR scores, we can say that our method gives more weight to the failure prediction class compared to the baseline methods. The difference in the AUCROC and AUCPR is drastic on the Backblaze due to comparatively poor performance on the failure prediction task across the algorithms, which makes former a much better indicator of the performance of the algorithms.
C. Consistency in the tasks
In order to evaluate our initial hypothesis that a joint model of RNN and FP would be helpful in providing consistent results, we use the Spearman's rank correlation metric on the predicted values of failure prediction and RUL as shown in Table V . Since, there is a complementary relationship between the two tasks a perfect consistency would indicate a correlation of -1. Correlations ≥ 0.6 are considered strong, while ≥ 0.8 are considered very strong. As can be observed, our methods give highly consistent predictions for the two tasks with decent performance on the two tasks on the two tested datasets. Multi-task learning method especially provides very strong correlation scores consistently across the datasets while the Deep Weibull exhibits strong to very strong correlations.
These consistency results are significant since our methods are the only methods that can do the failure prediction and RUL together. The other way is to use the RUL based prediction method's predicted values for the failure prediction task, which as shown in the previous sections performs very poorly. Hence, our methods can give consistent results with a small decrease in performance on the RUL prediction task, but a drastic improvement on the failure prediction task compared to using RUL predictions for failure prediction.
D. Deep Weibull vs Multi-Task Learning
The benefits of the Deep Weibull network are multi-fold: it learns the distribution of the time-to-failure event random variable, without explicitly training for particular metrics and hence is much more generalizable. This can help us get much more information like detecting sudden changes in the device's health by analyzing the hazard rates or the survival functions, without any need for a dedicated procedure that would be required in other processes. Additionally, we can derive multiple failure predictions from the same trained model with different horizon values, that none of the other methods are capable of. However, the assumption of a Weibull distribution on the random variable might be too strong and not generalize across domains. As we can see in the Tables III and IV that while Weibull performs well on the C-MAPSS dataset, its performance on the Backblaze dataset is considerably lower than the Multi-task learning. While we change the Weibull parameters based on the input window, this assumption might not hold in processes that suffer from the sudden degradation like hard disks show, with the proportional assumption of the hazard rate in Weibull (Eq 12). Our Multi-task Learning method overcomes the Weibull assumption by learning the underlying distribution "implicitly" to control the relationship between the RUL and failure prediction tasks. Additionally, we found that trying to train the Deep Weibull network is not a trivial task and requires special initialization of the network as described in Section V and appropriate parameter transformations.
However, the Multi-Task Learning is not as expressive a model as the Deep Weibull that can be used to get the VII. CONCLUSION In this work, we propose approaches to jointly model two classical problems in predictive maintenance of predicting remaining useful life and failure prediction with an aim to provide consistent results. We propose two techniques to jointly predict RUL and failure prediction -Deep Weibull RNN and Multi-task learning RNN. While the Deep Weibull learns the tasks implicitly using a survival likelihood fitted with a Weibull distribution, multi-task deep network learns the tasks explicitly. We show that our methods perform better than most of the baselines that are trained for one of the tasks on both the tasks by exploiting the relationship between the two tasks. In particular, our methods do very well on the harder task of failure prediction with a subtle drop on the RUL estimation with the comparable deep learning networks. Our multi-task learning framework is different from the traditional multi-task networks since we leverage the non-failure data to train the network with failure prediction task. Both our methods are able to utilize the non-failure data unlike traditional approaches within the training procedure without any need for creating embeddings for pre-training. Our methods provide consistent predictions for both the tasks providing a solution that can be deployed in practical maintenance tasks.
