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Abstract
In the adaptive influence maximization problem, we are given a social network and a budget k, and
we iteratively select k nodes, called seeds, in order to maximize the expected number of nodes that
are reached by an influence cascade that they generate according to a stochastic model for influence
diffusion. Differently from the non-adaptive influence maximization problem, where all the seeds must
be selected beforehand, here nodes are selected sequentially one by one, and the decision on the ith seed
is based on the observed cascade produced by the first i − 1 seeds. We focus on the myopic feedback
model, in which we can only observe which neighbors of previously selected seeds have been influenced
and on the independent cascade model, where each edge is associated with an independent probability
of diffusing influence. While adaptive policies are strictly stronger than non-adaptive ones, the latter
are much easier to design and implement and they provide good approximation factors if the adaptivity
gap, the ratio between the adaptive and the non-adaptive optima, is small. Specifically, a non-adaptive
greedy algorithm has been widely studied and successfully applied in the field of influence maximization
and achieves the optimal non-adaptive approximation factor of 1− 1
e
. Moreover, previous works showed
that the adaptivity gap is at most 4, which implies that the non-adaptive greedy algorithm guarantees
an approximation factor of 1
4
(
1− 1
e
)
for the adaptive problem. This is the best approximation factor
known so far for the adaptive influence maximization problem with myopic feedback.
In this paper, we improve the bounds on both the adaptivity gap and on the approximation factor.
We directly analyze the approximation factor of the non-adaptive greedy algorithm, without passing
through the adaptivity gap, and show that it is at least 1
2
(
1− 1
e
)
. Therefore, the adaptivity gap is
at most 2e
e−1
≈ 3.164. To prove these bounds, we introduce a new approach to relate the greedy non-
adaptive algorithm to the adaptive optimum. The new approach does not rely on multi-linear extensions
or random walks on optimal decision trees, which are commonly used techniques in the field. We believe
that it is of independent interest and may be used to analyze other adaptive optimization problems.
∗This work has been partially supported by the Italian MIUR PRIN 2017 Project ALGADIMAR “Algorithms, Games, and
Digital Markets.
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1 Introduction
In the Influence Maximization (IM) problem, we are given a social network, a stochastic model for diffusion
of influence over the network, and a budget k, and we ask to find a set of k nodes, called seeds, that maximize
their spread of influence, which is the expected number of nodes reached by a cascade of influence diffusion
generated by the seeds according to the given diffusion model. One of the most studied model for influence
diffusion is the Independent Cascade (IC), where each edge is associated with an independent probability of
transmitting influence from the source node to the tail node. In the IC model the spread of influence is a
monotone submodular function of the seed set, therefore a greedy algorithm, which iteratively selects a seed
with maximum marginal gain, guarantees a 1 − 1
e
approximation factor for the IM problem [25]. Since his
definition by Domingos and Richardson [14, 31] and formalization as an optimization problem by Kempe et
al. [24, 25], the IM problem and its variants have been extensively investigated, motivated by applications
in viral marketing [10], adoption of technological innovations [16], and outbreak or failure detection [26].
See [7, 27] for surveys on the IM problem.
Recently, Golovin and Krause [17] initiated the study of the IM problem under the framework of adaptive
optimization, where, instead of selecting all the seeds at once at the beginning of the process, we can select
one seed at a time and observe, to some extent, the portion of the network reached by a new selected seed.
The advantage is that the decision on the next seed to choose can be based on the observed spread of
previously selected seeds, usually called feedback. Two main feedback models have been introduced: in the
full-adoption feedback the whole spread from each seed can be observed, while in the myopic feedback one
can only observe the direct neighbors of each seed.
Golovin and Krause considered the Independent Cascade model and showed that, under full-adoption
feedback, the objective function satisfies the property of adaptive submodularity (introduced in the same
paper) and therefore a (adaptive) greedy algorithm achieves a 1 − 1
e
approximation factor for the adaptive
IM problem. They also conjectured that there exists a constant factor approximation algorithm for the
myopic feedback model, which indeed has been found by Peng and Chen [30] who proposed a 14
(
1− 1
e
)
-
approximation algorithm. In particular, they showed that the adaptivity gap, which is the supremum, over
all possible inputs, of the ratio between the spread of an optimal adaptive policy and that of an optimal
non-adaptive one, is upper-bounded by 4. By combining this bound with the approximation factor of the
greedy algorithm for the non-adaptive problem we obtain a 14
(
1− 1
e
)
-approximation factor. To prove their
upper-bound on the adaptivity gap, Peng and Chen use an approach that is inspired by Bradac et al. [5],
which in turns is based on the approach introduced by Gupta et al. [20, 21] in the context of stochastic
probing. To relate a non-adaptive solution to an optimal adaptive one, they consider the decision tree of
an optimal adaptive solution and construct a non-adaptive policy by performing a random root-leaf walk in
the tree, according to a probability distribution induced by the tree. Note that computing the non-adaptive
policy that guarantees the upper-bound on the adaptivity gap would require to know an optimal decision
tree. However, this approach only requires to show the existence of such a non-adaptive policy since it
allows us to bound the adaptivity gap and non-adaptive approximation factor is obtained by combining the
non-adaptive approximation factor with the adaptivity gap.
In the same paper, Peng and Chen showed that both the adaptive greedy and the non-adaptive greedy
algorithms cannot achieve a factor better than e
2+1
(e+1)2 < 1−
1
e
of the adaptive optimum.
In [8], the same authors showed some upper and lower bounds on the adaptivity gap in the case of
full-adoption feedback, still under independent cascade, for some particular graph classes. Specifically, they
showed that the adaptivity gap is in the interval
[
e
e−1 ,
2e
e−1
]
for in-arborescences and it is in the interval[
e
e−1 , 2
]
for out-arborescences. Moreover, it is equal to e
e−1 in one-directional bibartite graphs. In order to
show these bounds, they followed an approach introduced by Asadpour and Nazerzadeh [2] which consists in
transforming an adaptive policy into a non-adaptive one by means of multilinear extensions, and constructing
a Poisson process to relate the influence spread of the non-adaptive policy to that of the adaptive one. For
general graphs and full-adoption feedback, only trivial linear upper bounds on the adaptivity gap are known.
2
Our Contribution
In this paper, we focus on the myopic model and analyze the approximation factor of the non-adaptive
greedy without passing through the adaptivity gap. We show that the algorithm achieves at least a fraction
of 12
(
1− 1
e
)
≈ 0.361 of the adaptive optimum (Theorem 4.1). By definition, this implies that the adaptivity
gap is at most 2e
e−1 ≈ 3.164 (Corollary 4.7.1). For both approximation ratio and adaptivity gap we obtain
a substantial improvement with respect to the upper bounds obtained in [30], which are 14
(
1− 1
e
)
≈ 0.158
and 4, respectively.
Non-adaptive policies are strictly weaker than adaptive ones, since the latter can implement the former by
simply ignoring any kind of feedback. On the other hand, adaptive policies are difficult to implement as they
require to probe suitable seeds and to observe the corresponding feedback, which can be expensive and error-
prone. Moreover, they may consist of exponentially-large decision trees that are hard to compute and store.
In contrast, non-adaptive policies are easy to design and implement and are independent from the feedback.
In particular, the non-adaptive greedy algorithm has been extensively studied and successfully applied in the
field of influence maximization. For the non-adaptive setting, several efficient implementation of the greedy
algorithm have been devised that allows us to use it in large real-world networks [11, 18, 26, 28, 38, 39].
Our results show that the simple non-adaptive greedy algorithm performs well, even in the adaptive setting
where we compare it with the adaptive optimum.
To show our bounds, we introduce a new approach that relate the non-adaptive greedy policy to an
optimal adaptive solution. The new approach is not based on multilinear extensions and poisson processes
(like, e.g. [2, 8]) neither on random walks on the optimal decision trees (like, e.g. [5, 20, 21, 30]), which
are the main tools used so far to relate adaptive and non-adaptive policies, and to bound adaptivity gaps.
Previous techniques derive adaptive approximation factors by combining non-adaptive approximation ratios
with a bound on the adaptivity gap which is obtained by showing the existence of a “good” non-adaptive
policy. However such a policy is hard to compute as it is usually constructed by using an optimal adaptive
policy. Our approach, instead, directly analyzes a non-adaptive policy and therefore provides the exact policy
that gives the desired adaptivity gap and adaptive approximation factor. We believe that our approach is
of independent interest and may be used to bound approximation factors and adaptivity gaps of different
adaptive optimization problems.
Our new approach consists in defining a simple randomized non-adaptive policy whose performance is
not higher than that guaranteed by the greedy algorithm, and to relate such randomized non-adaptive policy
with the optimal adaptive policy. In order to recover good properties of the objective function (like, e.g.
submodularity) that usually guarantee good approximations when adopting greedy strategies, we introduce
an artificial diffusion process in which each seed node has two chances to influence its neighbours. A similar
process was introduced by Peng and Chen [30], who consider a diffusion model in which the seed nodes
appear in multiple copies of the influence graphs, so that, roughly speaking, each node has several chances
to influence the neighbours, and the main machinery they consider to relate optimal adaptive strategies with
optimal non-adaptive ones is that in [5]. Our direct and more refined analysis of the non-adaptive greedy
algorithm improves at the same time both the approximation ratio and the adaptivity gap.
To illustrate our approach, in Section 2 we first apply our machinery to the simpler setting of adaptive
monotone submodular maximization under cardinality constraint. We show that the approximation ratio
of the non-adaptive greedy policy is at least 12
(
1− 1
e2
)
≈ 0.432, which is higher that the
(
1− 1
e
)2
≈ 0.399
approximation ratio obtained by combining the adaptivity gap (which is equal to
(
1− 1
e
)
[2]) and the
approximation ratio of the non-adaptive greedy policy over the non-adaptive optimum. We observe that
Asadpour and Nazerzadeh [2] showed that, under mild assumptions on the submodular function, a so-called
continuous greedy policy achieves the optimal approximation ratio of 1 − 1
e
. Since the continuous greedy
policy is a non-adaptive policy, this bound is strictly better than ours. However, the non-adaptive greedy
policy is simpler and deterministic, while the continuous greedy policy is randomized and more complex.
Moreover, the same authors showed that the approximation ratio of the non-adaptive greedy policy is at
least 12
(
1− 1
e
)
<
(
1− 1
e
)2
< 12
(
1− 1
e2
)
in the more general case of matroid constraint.
3
Related Works
Adaptive influence maximization. The adaptive influence maximization problem under the inde-
pendent cascade model has been studied by [8, 9, 22, 30, 36, 37, 40, 42, 43, 44]. These include studies on
several classes of graphs, different feedback models and adaptivity gap.
The most studied feedback model is the full-adoption feedback, in which the entire influence spread
generated by each selected node is observed. Golovin and Krause [17] show that the full-adoption feedback
model satisfies the adaptive submodularity and, by exploiting such property, provide a (1 − 1/e) approx-
imation adaptive algorithm for the problem of finding the best adaptive policy. Chen and Peng [8] study
that the adaptivity gap in the full-adoption feedback model under certain restrictions on the graph topology.
In particular, they show that the adaptivity gap of in-arborescence and out-arborescence graphs belongs to
[e/(e− 1), 2e, (e− 1)] and to [e/(e− 1), 2], respectively.
Relatively to the myopic feedback model, Golovin and Krause [17], in their arXiv version, show that the
adaptive submodularity does not hold in general. Anyway, even if such desirable property is not satisfied,
they conjecture that the influence maximization problem under the myopic feedback model admits a constant
approximation algorithm and a constant adaptivity gap. Since then, several studies have been conducted on
the myopic feedback model. Some recent works include that of Salha et al. [33], in which they consider a
modified version of the independent cascade model which gives multiple chances to the seed nodes to activate
their neighbours, and consider a different utility function which needs to maximized. They demonstrate that
the myopic feedback model is adaptive submodular under such modified diffusion model, and provide an
adaptive greedy policy that achieves a 1− 1
e
approximation ratio for the problem of finding the best adaptive
policy.
The work of Peng and Chen [30] is the first one that provides a constant upper bound on the adaptivity
gap under the myopic feedback model. They introduce a policy in which each seed node appears in multiple
copies of the original graph; furthermore, this hybrid policy connects the adaptive and the non-adaptive
policies via a machinery used by [20, 21, 5] in the context of stochastic probing. They show that the
adaptivity gap is at most 4, and this results is turned into a 14
(
1− 1
e
)
approximation algorithm.
Other diffusion and feedback models have been also studied, e.g., the multi-round diffusion model [36],
the general feedback model [40], and the partial feedback model [44]. Han et al. [22] conduct a study on the
batch selection of seed nodes at each step of the diffusion process. Tong et al. [41] introduce the dynamic
independent cascade model, which captures the dynamic nature of real-world social networks.
Finally, Singer et al. [4, 32, 34, 35], in their line of research on adaptivity gaps, studied a two-stage process
called adaptive seeding, that exhibits some similarities with the influence maximization problem under the
myopic feedback model.
Adaptive strategies in stochastic optimization. Beyond influence maximization problems, the
adaptive optimization and the adaptivity gap have been generally studied for many other stochastic set-
tings [1, 2, 3, 5, 6, 12, 13, 15, 17, 19, 20, 21, 23, 29, 5].
A general adaptive optimization framework deals with the fact that an item will reveal its actual state
only when it has been irrevocably included in the final solution, and the main goal is to optimize an objective
function under such uncertainty. Stochastic variants of packing integer programs, 0/1 knapsack problems,
and covering problems, have been studied under the perspective of adaptive optimization in [12, 13, 15],
respectively.
Asadpour et al. [2, 3] study the adaptivity gap of the stochastic submodular maximization problem under
a matroid constraint, in which the goal is to select a subset of items satisfying a matroid constraint, that
maximizes the value of a monotone submodular value function defined on the random states of the selected
items. In [2], the authors consider an adaptive greedy policy (often denoted as myopic policy) to approximate
the optimal value of the best adaptive policy, and they show that it achieves a 1/2 approximation ratio under
general matroid constraint, and a 1− 1
e
approximation ratio under cardinality constraint. Interesting variants
or extensions of the above optimization problem have been considered in [5, 20, 21].
Chan and Farias [6] study the efficiency of adaptive greedy policies applied to a general class of stochastic
optimization problems, called stochastic depletion problems, in which the adaptive policy, at each step,
chooses an action that generates a reward and depletes some of the items; they show that, under certain
structural properties, a simple adaptive greedy policy guarantees a constant factor approximation of the best
4
adaptive policy.
Hellerstein et al. [23] use an optimal decision tree to build a connection between the adaptive and the non-
adaptive policies, and show that the adaptivity gap of stochastic submodular maximization under cardinality
constraint is 1− 1
eτ
, where τ is the minimum value of the probability that an item is in some state.
Organization of the Paper
In the next section we introduce our new approach by applying it to a simpler setting. In Section 3 we
introduce the the adaptive influence maximization problem along with the necessary notation and definitions.
In Section 4 we give the main results of the paper, that is the improved approximation factor for the non-
adaptive greedy algorithm and the upper bound on the adaptivity gap for adaptive influence maximization.
In Section 5 we conclude the paper and outline possible research directions.
2 Overview of the Approach: Application to Stochastic Submod-
ular Maximization
In this section, we illustrate our machinery by applying part of it to the problem of maximizing a stochastic
submodular set function under cardinality constraints [2].
For two integers h and k, h ≤ k, let [k]h := {h, h+1, . . . , k} and [k] := [k]1. A function f : Rn≥0 → R≥0 is
a monotone submodular value function if, for any vectors x, y ∈ R≥0, we get f(x∨y)−f(x) ≤ f(y)−f(x∧y),
where x ∧ y denotes the componentwise minimum and x ∨ y denotes the componentwise maximum.
Let [n] be a finite set of n items, and let θ = (θ1, . . . , θn) be a vector of n real, non-negative, and
independent state random variables, where each θi returns the state θi ∈ R≥0 associated to each item i
following a certain probability distribution. Let f : Rn≥0 → R≥0 be the objective function, that is a monotone
submodular value function. For any S ⊆ [n], let θ(S) := (θ1(S), . . . , θn(S)) be the partial state random
variable, that is a random vector defined as θi(S) = θi if i ∈ S, θi(S) = 0 otherwise. With a little abuse of
notation, we assume that vector θ(S) gives also information on the set S which θ(S) is based on.
For a given integer k ≥ 0, we aim at selecting a subset S ⊆ [n] subject to cardinality constraint |S| = k,
that maximizes the expected value Eθ[f(θ(S))]. To guarantee a (possibly) better solution we can resort to an
adaptive policy, that, at each step, observes the partial state ξ ∼ θ(U) coming from previous item selections
and selects another further item π(ξ) ∈ [n]; after k iterations, the policy returns a set S(π, θ, k) ⊆ [n] with
|S(π, θ, k)| = k, which is a random set depending on the state of θ. The stochastic monotone submodular
maximization problem (SMSM) takes as input a set of items [n], a random vector θ, a monotone submodular
value function f , and an integer k ≥ 0, and asks to find an adaptive policy π∗ that maximizes the expected
value Eθ [f(θ(S(π
∗, θ, k)))].
In general, computing an optimal adaptive strategy is a computationally hard problem. Furthermore,
in many contexts it is difficult to implement adaptive strategies, and non-adaptive strategies (in which the
solution is chosen without observing the states of the random variables) is a more feasible choice. Asadpour
and Nazerzadeh [2] propose a non-adaptive randomized continuous greedy algorithm that guarantees a(
1− 1
e
)
approximation for the SMSM problem, and they show that is the best possible approximation
guarantee that can be provided via non-adaptive strategies and/or polynomial time algorithms. However,
the proposed approach resorts to a quite sophisticated randomized algorithm, and its polynomial complexity
depends on some particular assumptions (e.g. the Lipschitzianity of f). They also consider a simpler and
deterministic non-adaptive greedy algorithm as approximation algorithm, that starts from an empty set
S := ∅ and, at each iteration t ∈ [k], adds in S the item i ∈ [n]\S maximizing Eθ[f(θ(S ∪{i}))]. They show
that the greedy algorithm guarantees an approximation factor of 12
(
1− 1
e
)
≈ 0.316 if the chosen subsets are
subject to a matroid constraint, that can be reduced to
(
1− 1
e
)2
≈ 0.399 when considering a cardinality
constraint |S| ≤ k only (i.e., uniform matroid constraint).
In the following theorem, we give a better analysis of the greedy algorithm, and we show that the
approximation factor increases to 12
(
1− 1
e2
)
≈ 0.432.
Theorem 2.1. The non-adaptive greedy algorithm is a 12
(
1− 1
e2
)
approximation algorithm for the SMSM
problem.
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For the proof of Theorem 2.1 we relate the non-adaptive greedy solution with the optimal adaptive
solution. For any t ∈ [k]0, let St be the set of t items computed by the greedy algorithm at iteration t.
Let π∗ be an optimal adaptive policy, and let x = (x1, . . . , xn) ∈ [0, 1]n be the vector such that xi is the
probability that node i ∈ [n] is selected by policy π∗. Let OPTA(k) denote the value of policy π∗ (i.e., the
optimal value of the problem).
For any t ∈ [k], as intermediate step of our analysis, we also consider a randomized non-adaptive policy
that, starting from the greedy solution St−1, computes a random set Sρ,t := St−1 ∪ {ρ}, where ρ ∈ [n] is
a random item such that P[ρ = i] = xi/k for any i ∈ [n] and selected independently from any other event.
Observe that the above random variable is well-defined, as
∑
v∈V (xv/k) = k/k = 1.
Furthermore, for any t ∈ [k − 1]0 and any possible state ξ := (ξ1, . . . ξn) ∼ θ(St), we consider a hybrid
adaptive policy π∗ξ , that first runs the adaptive policy π
∗, and then merges the items of St with the items
of S(π∗, θˆ, k) selected by π∗, where θˆ is a random vector following the same distribution as θ and indepen-
dent from θ; finally, the quality of π∗ξ is defined as Eθˆ[f(ξ ∨ θˆ(S(π
∗, θˆ, k))], i.e., the expected value of the
solution returned by π∗ξ is obtained by taking, for any selected item i, the best value between θˆi and ξi. A
similar hybrid adaptive policy has been also considered by Asadpour and Nazerzadeh [2], but in place of the
randomized non-adaptive policy considered in our work, they resort to a non-adaptive strategy defined by a
Poisson process based on the multilinear extension of the expected value function Eθ[f(∗)].
Given a set S ⊆ [n], a state ξ ∼ θ(S), and i ∈ [n] \ S, let ei(θ) := (ei1(θ), . . . , e
i
n(θ)) with e
i
j(θ) = θi if
i = j, and eij(θ) = 0 otherwise, and let ∆(i|ξ) := Eθi [f(ξ ∨e
i(θ))− f(ξ)], i.e., the expected increment of the
objective function when adding an item i under state ξ.
The following three lemmas (Lemma 2.2, 2.3, and 2.4) relate the hybrid adaptive policy with the ran-
domized non-adaptive policy, and they use the fact that f is a monotone submodular value function.
Lemma 2.2. For any t ∈ [k−1]0, and any vector ξ ∼ θ(St), we have that k ·Eθ,ρ[f(ξ∨eρ(θ))−f(ξ)|θ(St) =
ξ] =
∑
i∈[n]\St
xi ·∆(i|ξ).
Proof. As P[ρ = i] = xi
k
for any i ∈ [n], we have that:
k · Eθ,ρ[f(ξ ∨ e
ρ(θ))− f(ξ)|θ(St) = ξ]
= k · Eρ[∆(ρ|ξ)|θ(St) = ξ]
= k ·
∑
i∈[n]\St
xi
k
·∆(i|ξ)
=
∑
i∈[n]\St
xi ·∆(i|ξ).
Lemma 2.3. For any t ∈ [k − 1]0, and any state ξ ∼ θˆ(St), we have that Eθˆ[f(ξ ∨ θˆ(S(π
∗, θˆ, k))] ≤
E
θˆ
[f(ξ ∨ θˆ(St)] +
∑
i∈[n]\St
xi ·∆(i|ξ)
Proof. We observe that E
θˆ
[f(ξ ∨ θˆ(S(π∗, θˆ, k))] can be rewritten as the expected value E
θˆ
[f(ξ ∨ θˆ(St))]
coming from the selection of St, plus the expected increments of all the nodes i ∈ [n] \ St selected by the
hybrid adaptive policy π∗ξ (which coincide with that selected by policy π
∗). We have that such expected
increment is given by
∑
i∈[n]\St
∑
U⊆[n] Eθˆ(U)[1(i|θˆ(U)) · ∆(i|ξ ∨ θˆ(U))], where 1(i|θˆ(U)) is the random
variable that is equal to 1 if policy π∗ visits state θˆ(U) at some step of the execution and then selects node
i (i.e., i = π∗(θˆ(U))), and 1(i|θˆ(U)) = 0 otherwise. Thus,
E
θˆ
[f(ξ ∨ θˆ(S(π∗, θˆ, k))] = E
θˆ
[f(ξ ∨ θˆ(St))] +
∑
i∈[n]\St
∑
U⊆[n]
E
θˆ(U)[1(i|θˆ(U)) ·∆(i|ξ ∨ θˆ(U))]. (1)
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Furthermore, we have that
∆(i|ξ ∨ θˆ(U))]
= E
θˆi
[f(ξ ∨ θˆ(U) ∨ ei(θˆ))− f(ξ ∨ θˆ(U))]
= E
θˆi
[f((ξ ∨ θˆ(U)) ∨ (ξ ∨ ei(θˆ)))− f(ξ ∨ θˆ(U))]
≤ E
θˆi
[f(ξ ∨ ei(θˆ))− f((ξ ∨ θˆ(U)) ∧ (ξ ∨ ei(θ)))] (2)
≤ E
θˆi
[f(ξ ∨ ei(θˆ))− f(ξ)]
= ∆(i|ξ), (3)
where (2) holds since f is a monotone submodular value function. By exploiting the fact that xi is the
probability that an item i is selected in some step of policy π∗, we get∑
U⊆[n]
E
θˆ(U)[1(i|θˆ(U))] = xi . (4)
Finally, by combining (1),(3), and (4), we get
E
θˆ
[f(ξ ∨ θˆ(S(π∗, θˆ, k))]
= E
θˆ
[f(ξ ∨ θˆ(St))] +
∑
i∈[n]\St
∑
U⊆[n]
E
θˆ(U)[1(i|θˆ(U)) ·∆(i|ξ ∨ θˆ(U))]
≤ E
θˆ
[f(ξ ∨ θˆ(St))] +
∑
i∈[n]\St
∑
U⊆[n]
E
θˆ(U)[1(i|θˆ(U)) ·∆(i|ξ)]
= E
θˆ
[f(ξ ∨ θˆ(St))] +
∑
i∈[n]\St

 ∑
U⊆[n]
E
θˆ(U)[1(i|θˆ(U))]

 ·∆(i|ξ)
= E
θˆ
[f(ξ ∨ θˆ(St))] +
∑
i∈[n]\St
xi ·∆(i|ξ),
thus showing the claim.
Lemma 2.4. For any t ∈ [k − 1]0, and any vector ξ ∼ θˆ(St), we have that OPTA(k) ≤ Eθˆ[f(ξ ∨
θˆ(S(π∗, θˆ, k)))].
Proof. The claim easily follows from the fact that θˆ(S(π∗, θˆ, k)) is componentwise non-higher than ξ ∨
θˆ(S(π∗, θˆ, k)), thus, as f is monotone submodular value, we get OPTA(k) = Eθˆ[f(θˆ(S(π
∗, θˆ, k)))] ≤ E
θˆ
[f(ξ∨
θˆ(S(π∗, θˆ, k))].
Armed with the above lemmas, we can prove Theorem 2.1.
Proof. For any t ∈ [k − 1]0, let GRN (t) := Eθ[f(θ(St))] denote the expected value of f obtained at the t-th
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iteration of the non-adaptive greedy algorithm. We have that
GRN (t+ 1)−GRN (t)
= Eθ[f(θ(St+1))− f(θ(St))]
≥ Eθ,ρ[f(θ(St ∪ {ρ}))− f(θ(St))] (5)
= Eθ(St)[Eθ,ρ[f(θ(St) ∨ e
ρ(θ))− f(ξ)|θ(St)]]
≥ Eθ(St)

 1
k
·
∑
i∈[n]\St
xi ·∆(i|θ(St))

 (6)
≥
1
k
· Eθ(St)
[
E
θˆ
[f(θ(St) ∨ θˆ(S(π
∗, θˆ, k))]− E
θˆ
[f(θ(St) ∨ θˆ(St))]
]
(7)
≥
1
k
· Eθ(St)
[
OPTA(k)− Eθˆ[f(θ(St) ∨ θˆ(St))]
]
(8)
=
1
k
· OPTA(k)−
1
k
· E
θ(St),θˆ
[f(θ(St) ∨ θˆ(St))]
=
1
k
· OPTA(k)−
1
k
· E
θ,θˆ
[f(θ(St) ∨ θˆ(St))]
≥
1
k
· OPTA(k)−
1
k
·
(
Eθ[f(θ(St)) + f(θˆ(St))]
)
(9)
≥
1
k
· OPTA(k)−
1
k
·
(
Eθ[f(θ(St))] + Eθ[f(θˆ(St))]
)
=
1
k
· OPTA(k)−
2
k
· Eθ[f(θ(St)]
=
1
k
· OPTA(k)−
2
k
·GRN (t), (10)
where (5) comes from the fact that the greedy strategy, at iteration t+1, adds to St the item i guaranteeing
the best expected value of f , (6) comes from Lemma 2.2, (7) comes from Lemma 2.3, (8) comes from Lemma
2.4, and (9) holds since f is a monotone submodular value function (as f(θ(St)∨ θˆ(St)) ≤ f(θ(St)∨ θˆ(St))+
f(θ(St) ∧ θˆ(St)) ≤ f(θ(St)) + f(θˆ(St))). Thus, by (10) and some manipulations, we get the following
recursive relation:
GRN (t+ 1) ≥
1
k
·OPTA(k) +
(
1−
2
k
)
·GRN (t), ∀t ∈ [k − 1]0. (11)
By applying iteratively (11), we get
GRN (k) ≥
1
k
·
k−1∑
t=0
(
1−
2
k
)t
·OPTA(k) =
1
2
(
1−
(
1−
2
k
)k)
· OPTA(k),
that leads to
GRN (k)
OPTA(k)
≥
1
2
(
1−
(
1−
2
k
)k)
≥
1
2
(
1−
1
e2
)
, (12)
and this shows the claim.
3 Influence Maximization: Model and Definitions
Independent Cascade Model. In the independent cascade model (IC), we have an influence graph
G = (V,E, (puv)(u,v)∈E), where edges are directed and puv ∈ [0, 1] is an activation probability associated to
each edge (u, v) ∈ E. Given a set of seed nodes S ⊆ V which are initially active, the diffusion process in
the IC model is defined in t ≥ 0 discrete steps as follows: (i) let At be the set of active nodes which are
activated at each step t ≥ 0; (ii) A0 := S; (iii) given a step t ≥ 0, for any edge (u, v) such that u ∈ At, node
u can activate node v with probability puv independently from any other node, and, in case of success, v
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is included in At+1; (iv) the diffusion process ends at a step r ≥ 0 such that Ar = ∅, i.e., no node can be
activated at all. The size of
⋃
t≤r At, i.e. the number of nodes activated/reached by the diffusion process, is
the influence spread.
The above diffusion process can be equivalently defined as follows. The live-edge graph L = (V,L(E))
is a random graph made from G, such that each edge (u, v) ∈ E is included in L(E) with probabil-
ity puv, independently from the other edges, i.e., P[L = L] =
∏
(u,v)∈L puv
∏
(u,v)∈E\L(1 − puv). With
a little abuse of notation, we often denotes L(E) with L. Given L ⊆ E, let R(S,L) := {v ∈ V :
there exists a path from u to v in L for some u ∈ S}, i.e., the set of nodes reached by nodes in S in the
graph L. Informally, if S is the set of seed nodes, and L is a realisation of the live-edge graph, R(S,L)
equivalently denotes the set of nodes which are reached/activated by the above diffusion process. Let
σ(S,L) := |R(S,L)| denote the influence spread generated by the set of seed nodes S if the realisation of the
live-edge graph is L, and let σ(S) := EL[σ(S,L)] be the expected influence spread generated by S.
Non-adaptive Influence Maximization. The non-adaptive influence maximization problem under
the IC model is the computational problem that, given an influence graph G and an integer k ≥ 1, asks to
find a set of seed nodes S ⊆ V with |S| ≤ k such that σ(S) is maximized. Without loss of generality, we
assume that k ≤ |V | and, since the objective function is monotone, |S| = k for any solution S.
Kempe et al. [24, 25] showed that function σ is monotone and submodular, therefore the following greedy
algorithm achieves a 1 − 1
e
approximation factor: (i) start with an empty set of seeds S := ∅; (ii) at each
iteration t ∈ [k], add to S the node v that maximizes the expected influence spread σ(S ∪ {v}).
Note that the greedy algorithm requires at each iteration to compute the value of function σ, for some
set of seed nodes and this has been shown to be computationally intractable as it is #P -hard [10]. However,
standard Chernoff bounds allows us estimate the value of σ through a polynomial number of Monte-Carlo
simulations by introducing an arbitrarily small additive error ǫ > 0, which depends on the number of
simulations [25]. In the reminder of the paper we will omit the additional term ǫ to avoid unnecessary
complicated formulas. We will refer to this algorithm as the non-adaptive greedy algorithm.
Adaptive Influence Maximization. Differently from the non-adaptive setting, in which all the seed
nodes are selected at the beginning, an adaptive policy activates the seeds sequentially in k steps, one seed
node at each step, and the decision on the next seed node to select is based on the feedback resulting from
the observed spread of previously selected nodes. The feedback model considered in this work is myopic:
when a node is selected, the adaptive policy observes the state of its neighbours.
An adaptive policy under the myopic feedback model is formally defined as follows. Given L ⊆ E, the
realisation φL : V → 2V associated to L assigns to each node v ∈ V the value {z ∈ V : (v, z) ∈ L}∪{v}, i.e.,
the set containing v and the neighbours activated by seed node v when L = L. Let Φ denote the random
realisation, i.e., the random variable such that P[Φ = φL] = P[L = L].
Given a set S ⊆ V , a partial realisation ψ : S → 2V is the restriction to S of the domain of some realisation,
i.e., there exists L ⊆ E such that ψ(v) = φL(v) for any v ∈ S. Given a partial realisation ψ : S → 2V , let
dom(ψ) := S, i.e., dom(ψ) is the domain of partial realisation ψ, and let Im(ψ) :=
⋃
v∈S ψ(v). A partial
realisation ψ′ is a sub-realisation of a partial realisation ψ (or, equivalently, ψ′ ⊆ ψ), if dom(ψ′) ⊆ dom(ψ)
and ψ′(v) = ψ(v) for any v ∈ dom(ψ′). We observe that function ψ can be equivalently represented as
{(v, φL(v)) : v ∈ dom(ψ)} for some L ⊆ E. Let σ(ψ) := EL[σ(dom(ψ),L) |ψ ⊆ Φ], i.e., σ(ψ) is the expected
influence spread under partial realisation ψ.
An adaptive policy π takes as input a partial realisation ψ and, either returns a node π(ψ) ∈ V and
activates it as seed, or interrupts the activation of new seed nodes, e.g., by returning a string π(ψ) := STOP .
An adaptive policy π can be run as in Algorithm 1. Let Ψpi be the random realisation returned Algorithm 1
applied to policy π. The expected influence spread of an adaptive policy π is defined as σ(π) := EL[σ(Ψpi)],
i.e., it is the expected value of the number of nodes reached by the diffusion process at the end of Algorithm
1. We say that |π| = k if policy π always return a partial realisation ψpi,L with |dom(ψpi,L)| = k. The adaptive
influence maximization problem (under the IC model and the myopic feedback) is the computational problem
that, given an influence graph G and an integer k ≥ 1, asks to find an adaptive policy π that maximizes the
expected influence spread σ(π) subject to constraint |π| = k.
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Algorithm 1 Adaptive algorithm
Require: an influence graph G, an adaptive policy π, an (unknown) realisation φL;
Ensure: a partial realisation ψpi,L;
1: let ψ := ∅ (i.e., ψ is the empty partial realisation);
2: while π(ψ) 6= STOP do
3: v := π(ψ);
4: ψ := ψ ∪ {(v, φL(v))};
5: end while
6: return ψpi,L := ψ;
Adaptivity gap. Given an influence graphG and an integer k ≥ 1, letOPTN (G, k) (resp. OPTA(G, k))
denote the optimal value of the non-adaptive (resp. adaptive) influence maximization problem with input G
and k. Given an integer k ∈ [n], the k-adaptivity gap of G is defined as AG(G, k) := OPTA(G,k)
OPTN (G,k)
, and measures
how much an adaptive policy outperforms a non-adaptive solution for the influence maximization problem ap-
plied to influence graph G, when the maximum number of seed nodes is k. The adaptivity gap of G is defined
as AG(G) := supk∈[n]AG(G, k). The adaptivity gap of the problem is defined as AG(G) := supGAG(G). We
observe that for k = 1 the k-adaptivity gap is trivially equal to 1, thus we omit such cases in the following.
4 Adaptive Influence Maximization under the Myopic Feedback
Model
In this section, we show that a simple non-adaptive algorithm guarantees an approximation ratio of 12
(
1− 1
e
)
≈
0.316 for the adaptive influence maximization problem, thus improving the approximation ratio of 12
(
1− 1
e
)
≈
0.158 given in [30]. The algorithm provided by [30] is the usual non-adaptive greedy algorithm given in [25]
and reported in the previous section. We observe that such algorithm is non-adaptive, i.e., despite it is
used for adaptive optimization, does not resort to the use of any adaptive policy and all the seed nodes are
selected without observing any partial realisation. In the following theorem we state the main result of this
paper, that is a better upper bound on the approximation factor provided by the non-adaptive greedy algo-
rithm, and in general, the best known approximation ratio provided by any known adaptive or non-adaptive
approximation algorithm.
Theorem 4.1. Given an influence graph G with n nodes and a positive integer k ≤ n, the greedy algorithm
is a 12
(
1−
(
1− 1
k
)k)
≥ 12
(
1− 1
e
)
≈ 0.316 approximation algorithm for the adaptive influence maximization
problem (under the IC model and myopic feedback) applied to the input instance (G, k).
Let G = (V = [n], E, (puv)(u,v)∈E) be an influence graph, and let k ≤ n be a positive integer. In the proof
of Theorem 4.1 we relate the expected influence spread coming from the non-adaptive greedy algorithm with
that of the optimal adaptive policy (see Subsection 4.4), but we need some notation and preliminary results.
For any t ∈ [k]0, let St denote the set of the first t seed nodes selected by the greedy algorithm, so that
σ(Sk) is the expected influence spread of the solution returned by the algorithm. Let π
∗ be an optimal
adaptive policy, and let x = (x1, . . . , xn) be the vector such that xi is the probability that node i is selected
by π∗.
We define a randomized non-adaptive policy that will be used to relate the expected influence spread of
the greedy algorithm with that of the adaptive policy.
Randomized Non-adaptive Policy. Starting from the set of seeds Sk returned by the non-adaptive
greedy algorithm, and the probability vector x, we design a new randomized non-adaptive policy, similar as
that defined in Section 2. Given t ∈ [k]0, let Ψt be the random variable denoting the partial realisation with
dom(Ψt) = St. Let ρ be the random variable equal to node v ∈ V with probability xv/k, independently from
other events. Observe that the above random variable is well-defined, as
∑
v∈V (xv/k) = k/k = 1. For any
t ∈ [k], let Ψρ,t be the random variable denoting the partial realisation such that dom(Ψρ,t) = St−1 ∪ {ρ}.
We observe that Ψρ,t is the partial realisation coming from the following randomized non-adaptive policy:
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initially, we activate the first t− 1 seed nodes as in the solution computed by the greedy algorithm; then, we
randomly choose a node v according to random variable ρ and we select v as t-th seed node (if not already
selected as seed).
As support for our analysis, we also define a new diffusion model and a hybrid adaptive policy, given by
the union of the greedy solution and an optimal one.
2-level Diffusion Model. In the 2-level diffusion model each selected seed node u ∈ V has two chances
to influence its neighbours, and all the non-seed nodes have one chance only, i.e., the activation probability
for all the edges (u, v) is 1− (1− pu,v)
2 if u is a seed, and pu,v otherwise. More formally, let Lˆ be a live-edge
graph distributed as L and independent from L. Given a set of seeds S, the 2-level live-edge graph can be
defined as L2(S) := L∪{Lˆ∩{(u, v) ∈ E : u ∈ S}}. Given a set of nodes S, let σ2(S) := EL2(S)(σ(S,L
2(S)))
be the influence spread induced by S in live-edge graph L2(S).
2-Level Hybrid Adaptive Policy. For any t ∈ [k−1]0, and any partial realisation ψt ∼ Ψt, let σ2(π2ψt)
be the expected influence spread of a hybrid adaptive policy π2ψt defined as follows: (i) π
2
ψt
selects all the
nodes in dom(ψt) = St as seeds; (ii) then, π
2
ψt
adds to St all the nodes that policy π
∗ would have select when
starting from the empty realisation, and observing, at each step, partial realisations coming from the live-edge
graph Lˆ only; in other words, for any seed node v ∈ V selected by the policy, the new set of nodes that the
policy observes (to choose the next seed node) is Φˆ(v) = {(z ∈ V : (v, z) ∈ Lˆ} (i.e., the set of neighbours that
can be activated by following edges in Lˆ), where Φˆ is the random realisation associated to live-edge graph Lˆ;
(iii) finally, denoting with Ψˆpi∗ the random realisation returned by policy π
∗, the expected influence spread
caused by dom(Ψˆpi∗)∪St (that is the set of nodes selected by policy π2ψt) is determined according to the 2-level
live-edge graph L2(dom(Ψˆpi∗) ∪ St), i.e., σ2(π2ψt) = EL,Lˆ[σ(dom(Ψˆpi∗) ∪ St,L
2(dom(Ψˆpi∗) ∪ St))|Ψt = ψt].
Let Ψˆt be the random variable denoting the sub-realisations ψˆ ⊆ Φˆ with dom(ψˆt) = St.
In what follows we give some technical results which are based on the above definition and will be
used in Subsection 4.4 to show the main theorem. In particular, we show that the 2-level diffusion model
satisfies certain properties connected with submodular set functions, which often provide good approximation
guarantees for set-function maximization via simple greedy strategies (see Subsection 4.1); then, we use
such properties to relate the expected influence spread in the ordinary diffusion model to that of the 2-
level diffusion model (see Subsection 4.2); finally, we use the above relations to relate the efficiency on the
randomized non-adaptive policy with that of the optimal adaptive policy (see Subsection 4.3).
4.1 Adaptive Submodularity in the 2-Level Diffusion Model
The adaptive submodularity [17] is a property that extends the well-known concept of submodularity to
the adaptive framework, and is a desirable property that generally allows us to design efficient adaptive
approximation algorithms. In particular, the adaptive submodularity states that, given two subrealisations
ψ ⊆ ψ′ and a node v ∈ V , adding node v under partial realisation ψ′ causes an expected increment of the
influence spread that is not higher than that caused under partial realisation ψ. Unfortunately, as shown
in [17], the myopic feedback model, in general, does not satisfy the adaptive submodularity, thus several
positive results that have been shown for other feedback models (e.g., the full-adoption feedback) do not
hold for the myopic feedback model. Anyway, we consider the 2-level diffusion model to recover a similar
property as the adaptive submodularity.
Given two partial realisations ψˆ ⊆ Φˆ and ψ ⊆ Φ with dom(ψ) ⊆ dom(ψˆ), and v ∈ V \ dom(ψˆ), let
ψˆ \ ψ denote the partial realisation of ψˆ with dom(ψˆ \ ψ) = dom(ψˆ) \ dom(ψ), let L \ ψ denote graph
L \ {(u, v) ∈ E : u ∈ dom(ψ)}, and let
∆2(v|ψ, ψˆ) := EL\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)− σ(Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)]
∆ˆ2(v|ψ, ψˆ) := EL\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ),L \ ψ)− σ(Im(ψ) ∪ Im(ψˆ),L \ ψ)]
We observe that ∆2(v|ψ, ψˆ) can be interpreted as the expected increment of the influence spread in the
2-level diffusion model when selecting a new seed node v ∈ V \ dom(ψˆ), conditioned by the observation of
partial realisations ψ and ψˆ, and by the fact that all the edges of Lˆ having their first node in dom(ψˆ) are
not active; analogously, ∆ˆ2(v|ψ) can be interpreted as the expected increment of the influence spread in the
2-level diffusion model when selecting v ∈ V \ dom(ψˆ), but simply conditioned by the observation of partial
realisations ψ and ψˆ.
We say that the 2-diffusion model is adaptive submodular if, for any partial realisations ψˆ, ψˆ′ ⊆ Φˆ with
ψˆ ⊆ ψˆ′, any partial realisation ψ ⊆ Φ with dom(ψ) ≤ dom(ψˆ), and any v ∈ V \ dom(ψˆ′), we have that
∆2(v|ψ, ψˆ) ≥ ∆ˆ2(v|ψ, ψˆ′).
Lemma 4.2. The 2-level diffusion model is adaptive submodular.
Proof. To show this theorem, we connect the adaptive submodularity of the 2-level diffusion model, with
the (non-adaptive) submodularity of the ordinary diffusion model shown by Kempe et al. [25]. They showed
that the expected influence spread function (in the non-adaptive setting) is a submodular set function, and
as consequence of their results we have that, for any U, Y, Z ⊆ V such that U ⊆ Y , EL\ψ[σ(U ∪Z,L \ ψ)]−
EL\ψ[σ(U,L \ ψ)] ≥ EL\ψ [σ(Y ∪ Z,L \ ψ)]− EL\ψ[σ(Y,L \ ψ)] holds. We get
∆2(v|ψ, ψˆ)
= E
L\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)− σ(Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)]
= EΦˆ(v)[EL\ψ[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)]− EL\ψ[σ(Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)]]
≥ EΦˆ(v)[EL\ψ[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ),L \ ψ)]− EL\ψ[σ(Im(ψ) ∪ Im(ψˆ),L \ ψ)]] (13)
= EL\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ
′),L \ ψ)− σ(Im(ψ) ∪ Im(ψˆ′),L \ ψ)]
= ∆ˆ2(v|ψ, ψˆ′),
where (13) holds by the non-adaptive submodularity by setting U := Im(ψ)∪Im(ψˆ\ψ), Y := Im(ψ)∪Im(ψˆ′),
Z := Φˆ(v), and since U ⊆ Y .
For any partial realisation ψ ⊆ Φ, and v ∈ V , let
∆2(v|ψ) := EL\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ),L \ ψ)− σ(Im(ψ),L \ ψ)].
We have the following corollary of Lemma 4.2.
Corollary 4.2.1. ∆2(v|ψ) ≥ ∆ˆ2(v|ψ, ψˆ) for any v ∈ V , ψ ⊆ Ψ, and ψˆ ⊆ Ψ.
Proof. We have that
∆2(v|ψ)
= EL\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ),L \ ψ)− σ(Im(ψ),L \ ψ)]
≥ E
L\ψ,Φˆ(v)[σ(Φˆ(v) ∪ Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)− σ(Im(ψ) ∪ Im(ψˆ \ ψ),L \ ψ)] (14)
≥ ∆2(v|ψ, ψˆ)
≥ ∆ˆ2(v|ψ, ψˆ) (15)
where (14) holds by the non-adaptive submodularity, and (15) comes from Lemma 4.2.
4.2 From the Ordinary to the 2-level Diffusion Model
The following two lemmas (Lemma 4.3 and 4.4) relates the 2-level diffusion model to the ordinary one. We
first give some preliminary definitions.
Lemma 4.3. We have that σ2(S) ≤ 2 · σ(S) for any S ⊆ V .
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Proof. We have that
σ2(S) = EL2(S)[σ(S,L
2(S))]
≤ EL,Lˆ[σ(S,L) + σ(S, {L \ {(u, v) ∈ E : u ∈ S}} ∪ {Lˆ ∩ {(u, v) ∈ E : u ∈ S}})]
≤ EL,Lˆ[σ(S,L)] + EL,Lˆ[σ(S, Lˆ)] = 2 · EL[σ(S,L)] = 2 · σ(S).
Given a partial realisation ψ ⊆ Φ, and v ∈ V \ dom(ψ), let
∆(v|ψ) := EL[σ(dom(ψ) ∪ {v},L)− σ(dom(ψ),L)|ψ ⊆ Φ],
i.e., ∆(v|ψ) is the expected increment of the influence spread in the 2-level diffusion model, conditioned by
the observation of a partial realisation in the ordinary diffusion model.
Lemma 4.4. For any t ∈ [k − 1]0 and v ∈ V \ St, we have that EΨt [∆
2(v|Ψt)] ≤ 2 · EΨt [∆(v|Ψt)].
Proof. We have that:
EΨt [∆
2(v|Ψt)]
= EΨt [EL\Ψt,Φˆ(v)[σ(Φˆ(v) ∪ Im(Ψ),L \Ψt)− σ(Im(Ψ),L \Ψt)]]
= E
L,Lˆ
[σ(St ∪ {v},L \Ψt ∪ {(v, z) ∈ Lˆ})− σ(St,L \Ψt)]
= E
L,Lˆ
[|R(St ∪ {v},L \Ψt ∪ {(v, z) ∈ Lˆ}) \R(St,L \Ψt)|]
≤ EL,Lˆ[|R(St ∪ {v},L \Ψt) \R(St,L \Ψt)|]
+ EL,Lˆ[|R(St ∪ {v}, {(u, z) ∈ L : u /∈ dom(ψ) ∪ {v}} ∪ {(v, z) ∈ Lˆ}) \R(St,L \Ψt)|]
= EL,Lˆ[σ(St ∪ {v},L \Ψt)− σ(St,L \Ψt)]
+ EL,Lˆ[σ(St ∪ {v}, {(u, z) ∈ L : u /∈ dom(ψ) ∪ {v}} ∪ {(v, z) ∈ Lˆ})]
− EL,Lˆ[σ(St,L \Ψt)]
= EL[σ(St ∪ {v},L \Ψ)− σ(St,L \Ψ)]
+ EL[σ(St ∪ {v},L \Ψ)]− EL,Lˆ[σ(St,L \Ψt)], (16)
= EL[σ(St ∪ {v},L)− σ(St,L)] + EL[σ(St ∪ {v},L)− σ(St,L)],
= 2 · EL[σ(St ∪ {v},L)− σ(St,L)]
= 2 · EΨt [∆(v|Ψt)],
where (16) follows by the fact that Lˆ and L follow the same probability distribution.
4.3 From the Adaptive to the Randomized Non-adaptive Policy
The following three lemmas (Lemma4.5, Lemma 4.6, and 4.7) relate the randomized non-adaptive policy
(associated to the random variable ρ such that P[ρ = v] = xv]) with the 2-level hybrid adaptive policy,
and then with the optimal adaptive policy of the ordinary diffusion model. The proof structure exhibits
some similarities with Lemma 6 of [2] and Lemma 3.3 of [8], but in their approach, they relate non-adaptive
policies with an optimal adaptive policy by means of multilinear extensions and a Poisson process.
Lemma 4.5. For any t ∈ [k − 1]0, we have that
2 · k · (Eρ[σ({ρ} ∪ St−1)]− σ(St−1)) ≥
∑
v∈V \St
xv · EΨt [∆
2(v|Ψt)].
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Proof. We have
2 · k · (Eρ[σ({ρ} ∪ St−1)]− σ(St−1))
= 2 · k · (Eρ,L[σ({ρ} ∪ St−1,L)− σ(St−1,L)])
= 2 · k · Eρ[EΨt∆(ρ|Ψt)]]
= 2 · k ·
∑
v∈V \St
xv
k
· EΨt [∆(v|Ψt)]
=
∑
v∈V \St
xv · 2 · EΨt [∆(v|Ψt)]
≥
∑
v∈V \St
xv · EΨt [∆
2(v|Ψt)], (17)
where (17) comes from Lemma 4.4.
Lemma 4.6. For any t ∈ [k − 1]0, and for any partial realisation ψt ∼ Ψt, we have that
σ2(π2ψt) ≤ EL,Lˆ[σ(St,L
2(St))|Ψt = ψt] +
∑
v∈V \St
xv ·∆
2(v|ψt).
Proof. We observe that the expected influence spread obtained after that policy π2ψt selects set St is equal
E
L,Lˆ
[σ(St,L
2(St))|Ψt = ψt]. For any node v ∈ V \ St, and any partial realisation ψˆ ⊆ Φˆ, let xv(ψˆ) be the
probability that ψˆ is analysed in some step of policy π∗ and that v = π(ψˆ) (i.e., node v is selected by π∗
under partial realisation ψˆ). The expected increment of the influence spread obtained by policy π2ψt when
selecting all the remaining nodes in V \ St is
∑
v∈V \St
∑
ψˆ⊇ψt
xv(ψˆ) · ∆ˆ
2(v|ψ, ψˆ). Indeed, if v ∈ V \ St has
been selected by policy π2ψt immediately after visiting partial realisation ψˆ, the expected increment of the
influence spread resulting from selecting v is equal to ∆ˆ2(v|ψ, ψˆ). Thus, we get:
σ2(π2ψt) = EL,Lˆ[σ(St,L
2(St))|Ψt = ψt] +
∑
v∈V \St
∑
ψˆ⊇ψt
xv(ψˆ) · ∆ˆ
2(v|ψ, ψˆ). (18)
As the probability that each node v ∈ V \ St is selected by policy π2ψt is xv, we have that∑
ψˆ⊇ψt
xv(ψˆ) = xv. (19)
By using (18) and (19), we get
σ2(π2ψt) = EL,Lˆ[σ(St,L
2(St))|Ψt = ψt] +
∑
v∈V \St
∑
ψˆ⊇ψt
xv(ψˆ) · ∆ˆ
2(v|ψ, ψˆ)
≤ E
L,Lˆ
[σ(St,L
2(St))|Ψt = ψt] +
∑
v∈V \St

∑
ψˆ⊇ψt
xv(ψ)

 ·∆2(v|ψ) (20)
= E
L,Lˆ
[σ(St,L
2(St))|Ψt = ψt] +
∑
v∈V \St
xv ·∆
2(v|ψ),
where (20) follows from Corollary 4.2.1 (i.e., from the adaptive submodularity).
By taking the expectation over ψt ∼ Ψt in both sides of the inequality in Lemma 4.6, we immediately
get the following corollary.
Corollary 4.6.1. For any t ∈ [k − 1]0, we have that
EΨt [σ
2(π2Ψt)] ≤ σ
2(St) +
∑
v∈V \St
xv · EΨt [∆
2(v|Ψt)].
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Lemma 4.7. Given t ∈ [k]0, and a partial realisation ψt ∼ Ψt, we have that OPTA(G, k) ≤ σ2(π2ψt).
Proof. The claim follows since the 2-level hybrid adaptive policy simulates π∗ in its second phase, but the
resulting expected influence spread is determined according to the 2-level diffusion model, thus guaranteeing
a non-lower expected influence spread than that determined by the ordinary diffusion (based on live-edge
graph L).
4.4 Proof of Theorem 4.1
Armed with the above results, we can now prove Theorem 4.1. For any t ∈ [k − 1]0, let GRN (G, t) :=
σ(St) denotes the expected influence spread σ(St) obtained at the t-th iteration of the non-adaptive greedy
algorithm. We have that
GRN (G, t+ 1)−GRN (G, t)
= σ(St+1)− σ(St)
≥ Eρ[σ({ρ} ∪ St−1)]− σ(St−1) (21)
= EΨρ,t [σ(St ∪ {ρ},L)− σ(St,L)]
≥
1
2k
∑
v∈V \St
xv · EΨt [∆
2(v|Ψt)] (22)
≥
1
2k
(EΨt [σ
2(π2Ψt)]− σ
2(St)) (23)
≥
1
2k
(OPTA(G, k) − σ
2(St)) (24)
≥
1
2k
(OPTA(G, k)− 2 · σ(St)) (25)
=
1
2k
OPTA(G, k)−
1
k
σ(St)
=
1
2k
OPTA(G, k)−
1
k
GRN (G, t), (26)
where (21) by the fact that the greedy strategy adds to St the node v maximizing σ(St ∪ {v}), (22) comes
from Lemma 4.5, (23) comes from Corollary (4.6.1), (24) comes from Lemma 4.7, (25) comes from Lemma
4.3. Thus, by (26) and some manipulations we get the following recursive relation:
GRN (G, t+ 1) ≥
1
2k
·OPTA(G, k) +
(
1−
1
k
)
·GRN (G, t), ∀t ∈ [k − 1]0. (27)
By applying iteratively (27), we get
GRN (G, k) ≥
1
2k
·
k−1∑
t=0
(
1−
1
k
)t
· OPTA(G, k) =
1
2
(
1−
(
1−
1
k
)k)
· OPTA(G, k),
that leads to
GRN (G, k)
OPTA(G, k)
≥
1
2
(
1−
(
1−
1
k
)k)
≥
1
2
(
1−
1
e
)
, (28)
and this shows the claim.
4.5 Adaptivity Gap
By definition of adaptivity gap, and by exploiting inequality (28) we get the following corollary of Theorem
4.1.
Corollary 4.7.1. Given an influence graph G with n nodes and a positive integer k ≤ n, the k-adaptivity
gap of G is at most 2
(
1−
(
1− 1
k
)k)−1
≤ 2e
e−1 ≈ 3.164.
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5 Conclusions and future work
In the context of adaptive optimization, we have introduced a new approach to relate the solution provided
by a simple non-adaptive greedy policy with the adaptive optimum. The new approach allowed us to
establish better bounds for the adaptive influence maximization problem under myopic feedback, specifically
we improve both the approximation ratio of the non-adaptive greedy policy and the adaptivity gap.
Our results open several research directions in the context of influence maximization and in more general
adaptive optimization settings.
The approximation factor of the non-adaptive greedy algorithm is between our lower bound of 12
(
1− 1
e
)
≈
0.316 and the upper bound of e
2+1
(e+1)2 ≈ 0.606 given by Peng and Chen [30]. The first problem left open by
our result is to close this gap. One possibility could be to apply our machinery by using the adaptive greedy
policy or the continuous greedy instead of the non-adaptive greedy algorithm. Besides trying to refine our
analysis, a possible direction could be to increase the lower bound by finding instances where the greedy
algorithm performs bad.
Another possible direction is to devise and analyze different adaptive or non-adaptive strategies with
improved approximation ratios over the adaptive optimum. However, this seems to be a difficult task
since the non-adaptive greedy algorithm guarantees an optimal non-adaptive approximation factor and the
adaptive greedy algorithm has been shown to perform up to a (tight) factor of 1 − 1
e
worse than the non-
adaptive counterpart [9].
The techniques introduced in this paper to relate non-adaptive policies with adaptive ones might be useful
to find better bounds in several variants of the adaptive influence maximization problem, like a combination
of the following settings.
• Different feedback models: even if in the full-adoption feedback model the objective function is adaptive
submodular, and then the adaptive greedy algorithm achieves a
(
1− 1
e
)
-approximation factor thanks
to the result of Golovin and Krause [17], an upper bound on the adaptivity gap for the case of general
graphs is still unknown.
• Different diffusion models: the study of the adaptive IM problem in the Linear Threshold model is
still open, in terms of both approximation ratio and adaptivity gap; we observe that in this case the
objective function is not adaptive submodular in both myopic and full-adoption feedbacks.
• Specific graph classes: the only non-trivial upper bounds on the adaptivity gap for the full-adoption
feedback model have been provided for specific graph classes such as in-arborescences, out-arborescences,
and one-directional bipartite graphs. For the first two classes there is still a gap between the known
lower and upper bounds. Moreover, for the myopic feedback model there are no known bounds on spe-
cific graph classes that are better than those given for the general case. A further interesting research
direction is to study the adaptivity gap and the approximation factor of the greedy algorithm in some
graph classes modelling real-world networks, both theoretically and experimentally.
Finally, our new approach can be used to analyze non-adaptive greedy algorithms in other adaptive
optimization problems, like e.g. the stochastic probing problem [5, 20, 21].
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