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ABSTRACT
Given the current level of concern over anthropogenic climate change, and the ongoing
debate worldwide regarding what action should be taken to reduce and reverse future
warming, the ability to collect data on Earth system dynamics is of high importance.
This thesis discusses how systems architecture principles can be successfully applied to
the scheduling and implementation of large, complex space satellite systems, designed to
provide measurements towards the understanding of these Earth dynamics. These
systems are extremely complex, making them difficult to deconstruct and analyze using
commonly used campaign planning methods. This thesis presents the development of
software models that successfully generate thousands of campaign architecture concepts
for the complex satellite system. Through the use of value function and decision metrics,
this set of feasible architectures can be evaluated and ranked. This ranking produces
recommendations on how to down-select to a handful of favorable concepts to be carried
forward for more detailed study and development. Furthermore, the document presents a
method of connecting the scheduling and sequencing problem with the design of
individual sensors within the satellite system.
This thesis showcases many of these complex scheduling examples, providing
recommendations on how to plan an Earth observing system of satellites under a variety
of design constraints. Through the inclusion of additional climate objectives, other
previously planned missions are forced to be removed from the schedule. With these
new measurement objectives, this document provides recommendations on how to plan
under various budget constraints. Ultimately, simply planning with an emphasis on
climate change measurements is not enough to produce a solution that satisfies all
stakeholder needs. Increasing campaign budget so that more missions execute may be
necessary to gather sufficient measurements for further understanding the Earth's global
system dynamics.
Thesis Supervisor: Edward Crawley
Title: Professor of Aeronautics and Astronautics
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1 Introduction
1.1 Motivation
Over the past few decades, humanity has become increasingly aware of climate change,
and its impact on the Earth's global system dynamics. Many in the scientific community
believe that this global warming trend will cause sea levels to rise, lead to increases in the
frequency and intensity of severe weather events, and cause changes the global patterns
of precipitation. Many also believe that the global warming trend may lead to a further
melting of polar icecaps, a devastating change in agricultural yields, a growing increase
in species extinctions, and an increase in the ranges and extent of diseases.
While climate change is an important motivation for this study, more important is a
general understanding of the overall Earth system. In order to understand the extent of
climate change and other Earth system dynamics, it is imperative that the Earth science
community capture measurements and research on many of the important dynamics of
the global system. Scientists must attempt to understand the extent of the human impact
on Earth dynamics, and how global warming and other related changes will vary from
region to region around the globe. Even with recent, extensive changes in global climate
dynamics, there is ongoing debate worldwide regarding what actions should be taken to
either reduce or reverse future warming, or to adapt to the expected consequences.
In order to understand the impacts of warming and potentially devise an impact
mitigation strategy, a series of satellite measurements must be taken to improve the
scientific understanding of the global system. The National Aeronautics and Space
Administration (NASA) Earth science community recently developed a plan to fly a
campaign of 17 satellite missions to address the needs of each of the relevant Earth
science communities. The scheduling of these missions is important because of the
criticality of, and specific time dependencies between, each element of the network.
Each satellite provides a valuable piece of the desired measurements to meet the needs of
the scientific community. Yet the technical success of each element alone does not
guarantee that the overall system will satisfy the needs and goals of the system
stakeholders. Since many sensors provide stepping stones in technology maturations and
measurement roadmaps, it is necessary to deliver a properly sequenced series of satellites
which fall within budget, and provide continuous value delivery to the needs of a diverse
stakeholder community.
-13-
This thesis develops a model of the Earth science campaign planning problem, and
through this model, provides recommendations on the sequencing of satellite missions to
deliver value to Earth scientists. Since there are trillions of possible permutations of the
missions currently desired by Earth scientists, a problem arises in how to evaluate and
rank the vast number of possible solutions. Adding further complications, efforts to plan
these missions have been adversely influenced by changes in other NASA plans that were
out of the Earth scientists' control. Because of these changes, the question of how to
quickly and quantitatively produce a new campaign plan arises, taking into account the
dynamic nature of the needs of the Earth science community. In this document, the Earth
science planning rationale will be implemented in a computer modeling language called
Object Process Methodology (OPM). A model developed in this language will allow us
to replicate the decision logic of the scientific community, and produce recommendations
on how to tackle the campaign planning problem in the future.
1.2 General Objectives
There are three general objectives of this thesis:
* To demonstrate a unique and insightful modeling technique using Object Process
Networks (OPN) for the scheduling of a complex network of Earth observing
satellite systems for the National Aeronautics and Space Administration (NASA).
* To provide robust recommendations for campaign planning under uncertain
design constraints to the NASA Earth science community.
* To provide an efficient approach to modeling a single satellite within a complex
network while helping to bridge the gap between the design of a single element of
the system and the implementation of the entire system.
1.3 Earth Science Decadal Survey
In 2006, after requests from NASA, the National Oceanic and Atmospheric
Administration (NOAA), and the United States Geological Survey (USGS), the National
Research Council (NRC) convened members from across the Earth science community
for a decadal study [1]. The guiding principle of this Earth science study was to set an
agenda for Earth science and applications from space. This includes everything from
short-term needs for information, such as weather warnings for the protection of life and
property, to long-term scientific understanding that is essential for valuing our planet:
how it supports and sustains life, and how it will structure future societal applications.
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The entire Earth science community was brought together to plan because of the
increased urgency around understanding global Earth dynamics, the competing nature of
collecting similar measurement needs, and the recent funding shortfalls. This was the first
time the Earth science community convened for a study of this type.
The results of the study, "Earth Science and Applications from Space: National
Imperatives for the Next Decade and Beyond [1]," was developed around the principle of
integrating the Earth science community through shared needs, to create a campaign plan
that eliminates redundancies, promotes technology and cost sharing, and satisfies the
needs of the entire community. Simply put, the programs of the separate communities
were too large for current funding levels, and thus, not executable. It was necessary to
descope the campaign plans of the separate communities, who would have proposed
about 35 separate satellite missions, to a more manageable and attainable 17 missions,
each with interdisciplinary objectives. These 17 missions are detailed in Table 1.1. Also
indicated in Table 1.1, are the proposed launch windows and costs of each mission as
defined in the Decadal Survey. This campaign plan assumed that four climate related
sensors planned for the National Polar-orbiting Operational Environmental Satellite
System (NPOESS) would fly on their planned schedule from 2010 through 2020. Also,
an underlying assumption in the Decadal Survey was for a real dollar budget of $750
million per year.
-15-
Launch FY07 CostMission Measurement Objective Year (MS)Year (M$)
CLARREO Solar and Earth radiation; spectrally resolved forcing and 2010-2013 206.4
response of the climate system
High-accuracy, all-weather temperature, water vapor, and
GPSRO electron density profiles for weather, climate, and space 2010-2013 154.8
weather
SMAP Soil moisture and freeze-thaw for weather and water cycle 2010-2013 309.6
processes
ICESat-II Ice sheet height changes for climate change diagnosis 2010-2013 309.6
DESDynI Surface and ice sheet deformation for understanding natural
hazards and climate; vegetation structure for ecosystem health
XOVWM Sea-surface wind vectors for weather and ocean ecosystems 2013-2016 361.2
Land surface composition for agriculture and mineral 2013-2016 309.6
characterization; vegetation types for ecosystem health
ASCENDS Day/night, all-latitude, all-season CO2 column integrals for 2013-2016 412.8
climate emissions
SWOT Ocean, lake, and river water levels for ocean and inland water 2013-2016 464.4
dynamics
GEO-CAPE Atmospheric gas columns for air quality forecasts; ocean color 2013-2016 567.6
for coastal ecosystem health and climate emissions
ACE Aerosol and cloud profiles for climate and water cycle; ocean 2013-2016 825.6
color for open ocean Biogeochemistry
LIST Land surface topography for landslide hazards and water 2016-2020 309.6
runoff
PATH High-frequency, all-weather temperature and humidity 2016-2020 464.4
soundings for weather forecasting and sea-surface temperature
GRACE-II High-temporal-resolution gravity fields for tracking large-scale 2016-2020 464.4
water movement
SCLP Snow accumulation for freshwater availability 2016-2020 516.0
GACM Ozone and related gases for intercontinental air quality and 2016-2020 619.2
stratospheric ozone layer Prediction
3D-Winds Tropospheric winds for weather forecasting and pollution 2016-2020 670.8
transport
Table 1.1: Names, Measurement Objectives, Launch Window, and Costs for the 17
Recommended NASA Decadal Survey Missions [1]
Several factors have already complicated the NRC study's plan. The current NASA
budget is much closer to $500 million per year for executing Earth science missions.
Also, shortly before publishing the Decadal Survey, budget pressures forced the
demanifesting of key climate sensors from NPOESS, placing further pressure on the
Decadal Survey climate panel recommendations [2]. These factors created a need to
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reexamine the plan to execute a campaign of satellite missions, and to satisfy the needs of
the Decadal Survey stakeholders.
1.4 Earth Science Campaign Planning Criteria
The NASA Earth scientists used a number of criteria to create measurement rankings in
producing the Decadal Survey sequencing of missions. Some of these criteria were
formally developed by the scientific community, while others were a byproduct of the
thought process of the scientists on the panels [1], [3]. The specific criteria, not in
priority order, used in the originally sequenced campaign plan were:
* Degree of readiness (technical, resource, and people)
* Affordability (cost considerations, either total or per year)
* Significance of contributions to more than one Earth science panel or application
(deliver value to all Earth science communities)
* Robustness to political climate (address measurements that are politically
important or in the mainstream media)
* Contribution to long-term observational records of Earth
These criteria were implemented by the Decadal Survey team to facilitate the campaign
planning process. Subsequent campaign analysis and scheduling presented in this thesis
will be necessary to replicate the pertinent decision logic of the Decadal Survey team.
1.5 Framework for Analysis
Throughout this document, a framework is developed for analysis and campaign planning
of the Earth observing system of satellites. In this section, the framework is introduced.
We develop an outline for this framework in an attempt to capture the important phases
of architecting a complex sensor system.
Through studies and discussions with scientists and representatives from NASA, a
framework was created to deconstruct the complexity of the Earth observing satellite
system, and to guide the development of useful models of the system. As developed by
Tim Sutherland of the Space Architects Group at MIT [4], an outline for this analysis
framework is shown in Figure 1.1. The figure details a general method for defining the
-17-
connection between benefit and cost in a complex system with multiple stakeholders. As
proposed by Sutherland, value is equal to benefit at a specific cost [4]. On the left side of
the figure, the various stakeholders of the system are defined. Each of these stakeholders
has a set of needs, ranging from "space acquired data" to "funding." This example
connecting Scientists to their needs is presented as an example, but all stakeholders were
studied in this process. As we examine the figure, we see that there are specific
objectives, or goals, outlined for a given stakeholder. These goals detail the method of
satisfying the various stakeholder needs. The goals of the stakeholders can be
accomplished through the specific function (measurements) of the satellite system, which
are generated by the details of the system form (instruments). Finally, the attributes of
the system form are carried out through the specific instantiation of form, given by the
spacecraft operations and support. The value delivered by the system is further expanded
to be the benefit of the system that can be realized at some specific cost, by satisfying the
needs and goals of the stakeholders of the system and by completing various scientific
objectives, using specific instruments of interest to collect science measurements.
Value DeliveryBenefit ( ) Cost
Stakeholder Science & Policy OperationsStakeholders Needs Objectives Measurements Instruments & Support
Figure 1.1: Framework for Analyzing Value Delivery of Earth Observation
Campaigns
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This framework is structured around the delivery of value to the various stakeholders of
the system. There are numerous ways to define value. For the purposes of this thesis,
value is defined as the delivery of benefit at some cost [4]. In this framework, benefit is
realized along the left side of the diagram, while cost is incurred along the right side.
Value is delivered when the individual instruments provide measurements that satisfy the
specific needs and objectives of each stakeholder.
The campaign planning phase of this analysis was performed using Object Process
Networks (OPNs). This network decision analysis tool has been employed on previous
modeling and design exercises [4], [5], [6], [7], under different implementations. The
OPN model can be used to take a number of missions and create a viable schedule based
on a complex set of decision rules. The OPN model enumerates the campaign
architecture space, filtered through decision logic to a computationally reasonable
number of architectures. The design constraints of the model are implemented by
drawing from the decision logic used by the Decadal Survey scientists, and through the
value delivery analysis framework in Figure 1.1. This process of enumerating the
feasible solutions and selecting the set of reasonable and recommended campaign
architectures is examined in Sections 1.6 and 1.7.
1.6 Campaign Architecture Enumeration
The Decadal Survey committee recommended a single baseline campaign of 17 satellite
missions that satisfy the priorities it established. This baseline campaign was assembled
over a period of several months and was not the result of any comprehensive analysis of
the entire trade space. The campaign architectures are enumerated and filtered through
the set of decision logic used by the Decadal Survey scientists to generate only the
feasible solutions. From these solutions, quantitative methods will be used to select
preferred campaign architectures.
The value delivery model in Figure 1.2 allows for a campaign architect to assemble the
physical description of the system by combining individual satellite missions into a
specific sequencing. In this framework, the rationale for sensor implementation used by
the scientific community was kept consistent with the logic in the Decadal Survey. The
mapping relationships between the science objectives, the required measurements to
complete these objectives, and the instruments to capture the measurements, are kept
consistent with the survey scientists. No study was done to expand the
instrument/objective mapping from the Decadal Survey scientists, allowing a specified
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instrument to gather measurements that were out of the sensor's intended use and deliver
value to communities for which the instrument was not designed. All of the attributes of
the measurements, instruments, and spacecraft, were not allowed to vary. However, the
order and timing of individual missions are unconstrained. This subset of relationships is
called the "constrained instrument/objective relationships" case and is represented in the
modeling framework in Figure 1.2. The red lines indicate that the mapping from needs to
goals, from goals to measurements, and from measurements to instruments, is fixed to the
relationships presented in the Decadal Survey. The green lines indicate design variables
that were allowed to vary. The line connectivity in the figure is notional, and does not
represent actual relationship mapping.
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Figure 1.2: Architecture Enumeration Using Constrained Instrument/Objective
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In subsequent studies, these constrained relationships will be relaxed, allowing for design
space variations to be made across the entir value delivery analysis framework. This
will allow for the architect to perform analysis on which instruments are available and
sufficient to take specific measurements, and how these measurements can be used to
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accomplish the goals of the various stakeholder communities. Stakeholder models will
be developed and refined to influence the mapping of needs to goals, further relaxing
design space constraints [4].
Even with the constraints, there are an extremely large number of campaign architectures,
more than 356 trillion for 17 missions. Due to the extremely large number ofpossible
architectures generated, it quickly becomes important to replicate the decision logic of
the Decadal Survey team, and to include only all feasible architectures. The term
possible architectures is used to describe all of the physical combinations of instrument
sequences, while the term feasible describes only those architectures that satisfy all of the
rationale used by the Decadal Survey architects. This filtering from the possible down to
the feasible was accomplished by applying a number of decision rules and logical
constraints. A number of viable rules and constraints were defined, and methods were
developed to accurately evaluate and rank a subset of these architectures. An OPN
Model and a MATLAB toolset were also developed to further filter architectures based
on programmatic needs and to demonstrate methods for a "what if' sensitivity analysis
for when the needs of the stakeholders change.
1.7 Campaign Architecture Selection
In this study, an OPN model was designed and constructed to facilitate the scheduling
process. This model was created to follow the decision logic of the Decadal Survey
scientists in order to validate the model against the campaign plan presented in the
Decadal Survey. After capturing and implementing the rules defining the Decadal
Survey's decision logic, the resulting OPN Scheduler reproduces a close match to the
Decadal Survey campaign plan. Finally, these assumptions and decision rules were
varied to see how the OPN Scheduler results changed.
From section 1.4, the Decadal Survey scientists used a number of criteria to create
measurement rankings and produce the sequencing of missions detailed in the Decadal
Survey. These criteria were implemented by the Decadal Survey team to facilitate the
campaign planning process. Examples of the specific rules that were implemented in our
model, and were used by the Decadal Survey team in the original sequencing, can be seen
below. All of these rules were implemented in the Baseline OPN Scheduler designed in
Chapter 2 of this thesis, while some variations on these rules were implemented in
campaign architecture simulations in Chapter 3:
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* The budget was kept within the constraints of the Decadal Survey; flights can not
be executed at a spending rate faster than 750 M$/year. Mission costs were taken
directly from the Decadal Survey.
* The Technology Readiness Level (TRL) of each mission was monitored and
flights were scheduled so that they do not launch prior to technological maturity.
* Data continuity was preserved in accordance with the recommendations of the
various science panels, disallowing any gaps in important data coverage.
* The delivery of value to each stakeholder was constantly monitored. Each
following mission was chosen to benefit the "least satisfied" scientific
communities. In order to make the plan reflective of the political climate, the
requirements of each community were weighted differently to capture the needs
that are seen as most important to the community.
Chapter 2 will detail the process of deriving these decision rules, and will explain the
manner in which these rules were implemented in the OPN model. The resulting models
will provide a comprehensive down-selection process and an associated toolset to enable
NASA Earth scientists to efficiently make architecture decisions that are grounded in
solid quantitative analysis and value delivery to each stakeholder.
1.8 Background and Literature Review
For over five decades, space systems have been successfully conceived, designed,
implemented, and operated. Over this period, many formal methods have been
developed to facilitate the architecting and developing of these complex systems. In the
early stages of space systems design, these space systems were large scale, well-financed,
and technology driven, such as the Apollo lunar exploration missions. These types of
systems relied on an abundant level of resources and a highly competent and motivated
work force. Even though many of these early space program missions were on the
leading edge of performance and technological feasibility, they succeeded because
resources were always available to satisfy the design needs [28].
Under early space systems examples, many classical "human-in-the-loop" design
techniques were efficient and successful in creating space architectures. In this section,
'human-in-the-loop" design refers to architecting without the use of complex computer-
aided modeling techniques. If architecting is done with a competent workforce and
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sufficient resources, then these classical approaches to design work well. In many of
these early space program architectures, such as those designed during the Cold War,
success, for national defense and prestige, was a motivating force [28]. These early space
systems, while technology advanced, relied heavily on these traditional "human-in-the-
loop" engineering design practices. These classical practices were employed by an
architect or group of architects for designing a system without any formal methods. In
"human-in-the-loop" decision architecting, trade studies, group votes, and utility analysis
are often the only design aides that are used. These classical methods for designing space
systems are detailed in Space Mission Analysis and Design (SMAD) [10] and the NASA
Systems Engineering Handbook [22].
SMAD clearly notes in the first paragraph of Chapter 1 that "Space mission analysis and
design begins with one or more broad objectives and then proceeds to define a space
system that will meet them at the lowest possible cost. Broad (Wertz emphasis)
objectives and constraints are the key to this process. Procurement plans for space
systems too often substitute detailed numerical requirements for broad mission objectives
[10], [28]." SMAD continues by defining the space system design problem through a
series of steps.
These steps begin with the definition of the needs, goals, and objectives of the space
system being designed. From these needs and goals, requirements are defined to guide
the system design. These requirements are used to define a baseline set of architectures
that meet the design requirements. Trade studies are performed to understand alternative
architectures to the base case. After the system baselines are defined, the subsystems are
analyzed to identify the important factors that will drive the design of the components.
The basics of these concepts are characterized, and the critical requirements of the space
system are weighed against the designs of these subsystems. Utility analysis and trade
studies are performed to downselect from the relevant architectures in order to generate
the final baseline architecture. This baseline is developed to further define the
requirements of the space system and resources are allocated to the different subsystems
in a way that minimizes the risk of failure of any of these subsystems [10], [28].
Although the methodology presented in SMAD is very systematic, it only provides the
tools necessary to perform classical "human-in-the-loop" design. The methods detailed
in SMAD give an already broadly competent engineer the checklist necessary to
methodically design a space system. SMAD provides a sound approach to developing a
concept grounded in stakeholder needs and goals, from the conceptual design stage, all
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the way through the implementation of the space system. However, SMAD does not
suggest a method to deal with any of the risk factors that are present in modem space
systems, such as unstable funding, new technologies, or the dynamic nature of
stakeholder needs [28]. In addition, SMAD does not present any formal method for
dealing with the interactions between the different components of the space system
design, such as the interaction between the power systems and the communication
systems. SMAD presents a step-by-step approach to system architecting that will work
well for a fully understood design problem. However, the method may not perform well
if there are any changes in system requirements along the way, or if the architect carrying
out the design is not extremely competent and able to handle unexpected architecting
challenges [10], [28].
The NASA Systems Engineering Handbook presents the classical architecting
methodology for designing a system through connecting the needs of the stakeholders
with the requirements being designed for the system. In the NASA design methodology,
the majority of the effort is placed in up-front work to ensure that stakeholder needs are
successfully communicated into requirements of the space system. However, as in the
SMAD example, no formal quantitative methods are employed in connecting these needs
to requirements. The majority of the design space is analyzed through design trade
studies and utility analysis to develop a system that meets the objective of being within a
budget while remaining technologically efficient [22], [28].
Typically, in the NASA classical design case, architecting methods are initiated by
calling together a panel of experts for a design study. These design studies start with a
defined need, from which a set of mission requirements are generated. The requirements
are created to fit within the possible trade space of the system and are a first guess at a
way to satisfy the initial needs of the stakeholders. Through some simple trade studies,
this leads to the derivation of a baseline design case. Small changes are made to a subset
of the key design parameters around the baseline design. These changes are analyzed
through parametric trade studies over a single variable at a time to determine the correct
solution for the space architecture. If no solution is found, then a new baseline is defined
and other parametric studies are performed around the new baseline. In many of these
classical architecting cases, a locally optimal solution is determined through these trade
studies. However, due to an insufficient study, in which the entire design space not is
examined, there is no way to guarantee that the solution generated is actually optimal
[22], [28].
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Since the cost of the system is a major architecture driver in the NASA classical design
case there is often excess technical risk placed on the system early in the design process,
as all technical systems were designed in these early phases to succeed under very tight
resource constraints. Any slip in mission requirements at a later date leads to major
increases in necessary funding levels to satisfy the new requirements. In addition, since
the primary focus is on system cost, and there was no effort to create a robust plan against
changes in the top-level needs of the system, when any stakeholder needs change, the
entire system design is affected. In these cases, the original baseline design may no
longer be valid and the panel of architects will need to be pulled back together to redesign
the system [22], [28].
Through the discussion of the SMAD and NASA design examples, it is clear that in some
cases it is both beneficial and necessary to leverage computationally efficient quantitative
design techniques when architecting a complex space system. Various challenging risk
factors, both technological and sociological, present themselves during the design of a
modem complex space system. Due to the dynamic nature of stakeholder needs in
developing and implementing space architectures, a successful system under restricted
resource constraints must be developed using modem system architecture and analysis
tools [28].
This section describes some of the previously used computational system architecting
tools for analyzing and designing complex engineering systems. Specific modeling
languages and methodologies will be examined to show how these languages and
methodologies are used as instruments for architects to better understand the modeling of
complex systems. These tools and methods will be discussed for the specific theories
they employ. Each of these tools and methods has both strengths and weaknesses, which
allow them to perform well on certain design problems and poorly on others. The
following sections briefly describe a few of these modeling tools and techniques.
1.8.1 Object Process Diagrams
The research presented in this thesis is largely based on a system modeling language and
approach that makes a representation of a system through processes (function) and
objects (form). The approach, which was implemented in a meta-language called Object-
Process Methodology (OPM), was developed by Professor Dov Dori [12]. OPM employs
a graphical representation called Object Process Diagrams (OPDs) to develop and track
the behavior and structure of systems. A modeling language called Object Process
Network (OPN) was developed by Professors Ed Crawley and Ben Koo to deconstruct
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and model the design space of complex systems [6]. It has further been used to assist
NASA in the development of space systems transport to the Moon and Mars [5], [7].
Currently OPN is being used to help design a commercial oil system for British
Petroleum.
Object Process Diagrams (OPDs) can be used to explicitly represent all causal
relationships within a system. This system representation is composed of objects and
processes. Objects are things that exist or have the potential for existence, and have
states. Processes are transformations that can change the states of objects. Objects are
further divided into instrument objects and operands, where the distinction is that the
instrument is the agent of the process, while the operand is the object whose states are
affected by the process. An OPD explicitly calls out the relationship between the objects
and processes in a system with semantically exact links or edges. A simple and generic
OPD can be seen in Figure 1.3.
Figure 1.3: Simple Object Process Diagram
In Figure 1.3, each rectangle denotes an object and each oval denotes a process. This
OPD would be read as indicating the bottom instrument is an agent of the process (round
headed arrow), the left operand is effected by the process (double headed arrow), and the
right operand is created by the process (single headed arrow leading away from the
process). One operand, one process, and one instrument object is the canonical structure
of a system (as it is a sentence in natural human language), and all complete descriptions
of systems must have a means of representing these elements and their interrelationships.
1.8.2 Design Structure Matrices
Design Structure Matrices (DSMs) have been used for both system analysis and project
management. As a system analysis tool, a DSM provides a compact matrix
representation of the important interrelationships within a complex system. The matrix
represents either the function or form of the system (or both), and it can be used to
explicitly represent the interdependencies between the different components of the
system. As a project management tool, a DSM provides a representation of the different
tasks in finishing a project, and the interdependencies between these tasks. Through
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these interdependencies, the essential feedback loops within the project can be identified,
and the DSM can be used to analyze project completion times and risk factors in the
success of a project [26]. A generic DSM can be seen in Figure 1.4. On the edges of the
DSM are the processes or components of interest to the system architect or project
manager. In the matrix are values that represent the interdependencies between the
different elements located on the edges. The interdependencies can be binary, weighted
values, or even complex information representing the types of interdependencies present
in the system.
A B C D
A 0 0 0 0
B 1 0 1 0
C 1 0 0
D 0 0 1 0
Figure 1.4: Simple Design Structure Matrix
Design Structure Matrices implicitly show the causal relationships and interdependencies
between different system components of interest. Through analyzing these
interdependencies, a system architect can vary parameters within the DSM to determine
the effects of specific design constraint changes on the rest of the system. The flexible
matrix representation is compact, and facilitates representation, simple communications
between systems engineers, and potentially computation over large design spaces.
In Section 1.8.1, Object Process Models (OPMs) provided a bipartite graphical means to
represent a general complex system of operand objects, processes and instrument objects.
However, many system architects have preferred to use a complementary DSM
representation to facilitate computation [20]. Design Structure Matrices [16], [17] provide
a representation of interactions in a system and represent a restricted class of system
relationships, which facilitates the fast computational timeframes that are desirable in
system design. In many ways, DSMs represent a projection into a subspace of a limited
class of relationships/topologies of more general bipartite OPM graphs/systems [5], [6],
[7], [8]. This facilitates both compact matrix representations and computation. In the
process, the assumptions and limitations of a DSM representation are also apparent.
There are limitations to DSM representations, some are operational, and some are more
fundamental. Operationally, a specific DSM is usually created to represent a single type
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of causal relationship, such as the relationship of processes with other processes.
Objects, both instruments and operands, are ignored or implicit. Alternatively, DSMs
sometimes represent the objects (operands and/or instruments) on the sides of the N
squared diagram, making the processes implicit. Sometimes a less precise user of DSMs
will mix the objects and processes. A second operational limitation is the description of
boundary interactions. If the DSM is constructed of the elements of the system, there is
no representation of interactions across the boundary of the system. A more fundamental
limitation of the DSM is its difficulty in representing relationships that are not binary,
connecting two elements at a time, but fundamentally link three or more elements. A
second fundamental difficulty is encountered where there is not a one to one relationship
between processes and instrument objects. Both of these fundamental challenges of
DSMs are easily resolved in the bipartite graph representation of an OPD.
1.8.3 System Dynamics
Jay Forrester introduced System Dynamics as a modeling tool for analyzing the
interactions of different components in the system. System Dynamics models consist of
primarily two types of variables, called "stocks" and "flows," and causal relationships.
Stocks accumulate change over time to help represent the state of the system throughout
the simulation. Flows represent the rates at which these changes occur in the stocks,
controlling how fast the change is accumulated in the various stocks. Causal
relationships provide system inputs to force the simulation towards various answers,
allowing the modeler to enforce specific design constraints on the system. Once a model
is created, a computational engine allows the modeler to simulate changes in the system
over time [27]. Figure 1.5 shows an example of a simple System Dynamics model.
Flow in Stock Flow Out
GrowthlTime ShrinklTime
0 0Growth Fraction Shrink Fraction
Figure 1.5: Simple System Dynamics Model
System Dynamics models are created to represent and analyze the interactions present in
complex socio-technical systems. The modeling language allows an architect to easily
visualize the interdependencies in these types of systems. Although System Dynamics
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provides quantitative simulation results, the results are rarely ever used to influence
quantitative system architecting decisions. Instead, System Dynamics models are used to
understand the fundamental interactions and sensitivities that arise during the operation
of a complex system. Through performing a sensitivity analysis on various system
parameters, a system architect can gain an understanding of the complex behavior of a
system undergoing changes. By itself, this method does not represent a complete
methodology of performing system architecture. However, System Dynamics provides a
unique and insightful approach to evaluate the dynamics of a system model and provides
a strategy for managing these dynamics through system modifications [27].
1.8.4 Real Options Analysis
Real Options Analysis refers to a branch of theory that focuses analysis on the cost of
building flexibility into a design, versus the benefit gained by allowing design flexibility
during the operations of a system. A classical engineering real options example examines
the design of a parking garage. In this example, the decision is made to build the parking
lot to current expected capacities, but to also overbuild the load bearing elements of the
garage to allow for extra levels to be built at a later date. Although the overly designed
initial structure is more expensive to build than a standard parking garage, the architect
allows for the option to be exercised at a later date to update the capacity of the garage if
the number of customers increases. The final design of the increased structure is more
expensive than if the entire design had been built immediately, but this real option hedges
against the possibility that customer volumes will not increase, in which case the real
option to increase capacity does not need to be exercised. Also, the cost of the structure
is spread out over time, providing an opportunity to invest, for a period of time, the
money not spent until the upgrade [24].
Real Options Analysis provides a method for calculating the probabilities of discrete
design outcomes, and uses formal methods for calculating and evaluating the risks
associated with these outcomes. Through analysis of the probabilities of incurring costs
and the probabilities of delivering value, the engineering system is examined for its Net
Present Value (NPV). This NPV gives a quantitative description of the overall
discounted benefit of the system, taking into account the costs incurred by the system and
the expected revenues gained by operating the system. Real Options Analysis provides a
discrete and quantitative representation of the probable outcomes of designing and
operating a system. This method, by itself, does not represent a complete methodology
of performing system architecture. However, Real Options Analysis provides a unique
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and insightful approach to evaluating risk and future changes in a system architecture,
and provides a possible technique to pursue in addition to system architecting [24].
1.8.5 Unified Modeling Language (UML)
Unified Modeling Language (UML) is a standardized visual specification software
language for object modeling and representation. UML is officially updated at the Object
Management Group (OMG) through a UML meta-model. It has become a standard
software modeling tool that has absorbed many other system description languages. The
UML development package allows a user to specify, construct, visualize, and document a
software intensive system. The main uses of the development package are to manage
these user specifications for the concept, structure, behavior, and deployment of a
complex engineering system. UML was originally designed for software intensive
systems, although the applications have been expanded to include many physical types of
engineering systems [25].
The UML language base is primarily limited by the types of applications that have been
implemented. It is constantly expanded to include more capabilities, extending across
software, health, finance, telecommunications, aerospace, and other applications. The
code has grown so complex that it now requires four different meta-languages to manage
the types of complex system abstractions implemented in UML. The meta-language
continues to grow as it gains more applications and users, although this growth is quickly
becoming risky. The language is becoming so large and complex that the code is difficult
to manage and test, causing UML to become a liability in architectural reasoning tasks
[6].
1.8.6 Characteristics of Modeling Languages
Each of the modeling tools and methodologies detailed in Section 1.8 has strengths and
weaknesses. Some modeling languages are multipurpose, containing a variety of
functional uses. However, this functionality is not integrated in a systematic manner,
such as the case with UML. Other modeling techniques facilitate large computational
capabilities, such as Design Structure Matrices. However, DSMs only represent a subset
of the possible interactions within a system, leading to unnecessary system
simplifications. Techniques such as Real Options Analysis and System Dynamics provide
intuitive tools for behavioral and risk analysis of a complex system. But, alone these
tools do not provide the functionality for end-to-end system architecting. Object Process
Modeling provides a simple, intuitive, and executable modeling language that supports
the entire process of end-to-end system architecting and analysis [6].
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1.9 Specific Objectives
This thesis has multiple specific objectives. Analysis will be performed on the current
campaign plan being implemented for the design of a system of satellites for NASA. A
study is performed to understand how a group of disparate scientific communities
undertakes the integration of its needs and goals, and from these needs and goals,
develops a satellite campaign that is mutually beneficial to all communities. This
analysis will be leveraged in a number of ways.
* To develop an OPN based scheduling tool for campaign architecting of a system
of Earth observing satellites.
* To validate this OPN model through replicating the Decadal Survey campaign
plan using the same decision logic as the Decadal Survey planning team.
* To examine key changes that have occurred since the publication of the Decadal
Survey, including the demanifestation of climate sensors from NPOESS, and the
restriction of NASA's budget for Earth science missions. The OPN model will be
updated to capture these changes.
* To perform forward planning to create a robust campaign plan under a number of
possible assumptions about the future direction of the Earth science program.
Analysis is provided to demonstrate the complexity of the scheduling problem, and to
illustrate the performance needs of a campaign scheduler decision architecture. Finally,
attempts will be made to bridge the gap between complex system implementation and
scheduling, and the design problem of architecting a single element as a part of a larger
system.
1.10 Overview of Document
Following the introduction, this thesis is organized into five chapters. Chapter 2 of this
document provides a framework for system architecture of a complex network of Earth
observing systems, using Object Process Networks (OPNs) as a scheduling tool. Chapter
3 showcases the results of the simulations using the OPN Scheduler/Permuter and
describes how these simulation results can be implemented in future campaign planning
practices. Chapter 3 also anchors the results of the simulations in NASA's current
campaign plan. Chapter 4 details some alternative approaches to this design problem and
illustrates the limitations of these approaches. Chapter 5 describes a classical design
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example using OPNs for a single phased array radar sensor, provides insight on how a
single sensor can be implemented in a complex network of sensors, and further details
how this problem can be extended to include other "system of systems" problems.
Chapter 5 also details a methodology that can be employed in system architecting to
extend this work to Architecture Decision Graphs [8], providing an efficient and
streamlined method of instantiating the architecting process. Chapter 6 draws
conclusions on the results of the OPN Scheduler simulations, shows the implication of
this effort, and provides options for future simulations in Decadal Survey planning for
NASA Earth observing systems.
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2 Framework for OPN Permuting Algorithm
The goal behind this study is to build an OPN model to plan campaigns. Chapter 2
presents a methodology for campaign scheduling of a network of Earth observing
satellites. Applying this methodology yields a campaign architecture, which we define as
a series of satellite missions ordered in a specific sequence and schedule. This campaign
planning method will be executed using Object Process Networks (OPNs) as a scheduling
tool. An introduction to Object Process Decision Networks will be provided, and a new
implementation of this modeling tool as a permuting and scheduling algorithm is
detailed.
The initial objective is to replicate the decision logic found in the Decadal Survey,
leading to a scheduler that produces the Decadal Survey sequencing of missions. This
chapter will describe the logical constraints that exist in a scheduling problem, and how
these constraints reduce the problem size. Essentially, this is a permutation problem,
where a simple permuter would not work because the campaign space is too large. The
decision logic utilized by the survey scientists was implemented through logical
constraints and decision rules. Other types of decision rules, based on architecting
principles and value guidance derived by the Earth science community, also reduce the
complexity of scheduling. This value based guidance will be designed into the scheduler
to direct the scheduling problem towards meaningful solutions, and value functions will
be used to evaluate and rank each campaign against each other. Once these types of
constraints are implemented, the size of the campaign scheduling problem becomes of
manageable scale for analysis on modem personal computers. In Chapter 3, the results of
scheduling a campaign will be compared and shown to have reasonable agreement with
the Decadal Survey mission sequencing.
2.1 Mission & Campaign Architecture Enumeration & Selection
There are three primary architecture phases of designing and implement a campaign of
satellites for the Earth Science Decadal Survey, as indicated in Figure 2.1. These three
basic phases take the problem from an initial definition of the scientific instruments and
their pairings with scientific objectives, to a fully-defined satellite and campaign
architecture, complete with cost and schedule. Each of the three phases consists of an
enumeration segment, and a downselection segment [9]. The enumeration segment is
designed to expand the architecture space to include all feasible solutions, and the
downselection phase consists of contracting the architecture space using quantitative
trade studies, decision rules, and value based guidance.
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Further Simuiations
Figure 2.1: Phases of Architecture Enumeration and Downselection
Figure 2.1 shows a notional picture of how this enumeration and downselection can
occur. The first phase of the problem begins with a definition of the scientific
instruments available and their applicability in attaining measurements towards specific
high-value science objectives. The space of all possible instruments paired to their
objectives is expanded and a decision is made on which instruments would be most
beneficial to complete given objectives, along with which orbits to fly them on. The
second phase of architecture enumeration takes these instruments, and enumerates all of
the possible ways in which they can be paired and/or grouped onto different spacecrafts.
These groupings allow for instruments that require similar satellite orbits to complete
their objectives to be flown on the same mission, reducing costs. Efficient solutions of
all of these missions are selected from the results of this enumeration, leaving an
unordered grouping of possible science missions.
The final stage of architecture enumeration and downselection takes the set of missions
available and expands the architecture space to include all of the feasible permutations of
sequence and schedule of these missions. This final phase will be examined closely in
the following sections. We show that it is impossible to fully evaluate an architecture
space of the size generated from this phase of enumeration using either traditional
"human-in-the-loop" campaign planning methods, or even a modem personal computer.
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Decision rules will be implemented to constrain the campaign architecture space to a
more manageable size. Using these rules, the feasible sequences and schedules of
missions will be enumerated, generating thousands of campaign architecture solutions.
Using only the constrained feasible architectures, a quantitative evaluation will be
performed on the entire architecture space, giving rise to a smaller subset of likely
solutions. The most beneficial solutions will be chosen using the same metrics used by
the Earth science community, and the resulting campaign architecture will be compared
to the architecture proposed by the Decadal Survey.
2.2 Overview of Object Process Networks
Object Process Network is a domain-neutral, executable meta-language which can be
used to fully design and represent a system of interest through a modeling and
simulations. An OPN represents a system in terms of its elements of form and function.
Each element of form is represented by an object in an OPN model, holding the
information about the state of the system at some point of interest to the modeler. The
elements of function are given by processes in an OPN, which are the elements that
change the state of the system between two different objects. The trajectory of the
execution of an OPN model follows a path through these objects (form) and processes
(function) to outline the network that represents the entire system. Each individual
trajectory through the network creates information to generate and update the system,
which is independently stored as a token in the simulation.
Implementing decision logic in the OPN permuter creates pre-conditions and post-
conditions as tokens travel from objects through decision processes. Most of the decision
logic is implemented on the edges (object process connections) as pre-conditions,
creating selective gates through which a decision to choose a specific process (mission)
can be made. If a state of the system travels from an object through a specific process,
and that process satisfies the decision logic of the permuter, then the mission process is a
pre-condition of the particular state. Once the token travels through the process (mission
selection), it proceeds to another object (state of the campaign). If the token, traveling
from the process to the object, satisfies the logical constraints to travel back to a state of
the system, then the outgoing navigability from process to state indicates that the state is
a post-condition of the process.
There are a number of ways in which Object Process Networks can be used to represent
architectures. Some OPN models describe a single end-to-end decision process, with
only one start and finish node. Other models describe multiple decision threads. In both
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of these types of models, the architecture is explicitly parameterized into states and
decisions. A common characteristic of each type of model is that these states and
decisions are connected in a linear, sequential series. This type of OPN decision network
is shown in Figure 2.2. Each architectural decision within the OPN model is made
through a series of intermediate steps, from start to finish, with the objects representing
the states of the system and the processes representing the decisions. Once a decision
step has been executed, the process is complete, and it will not be revisited for the
duration of the simulation. The following sections describe a specific type of OPN
decision model, called an OPN Combiner/Permuter, which deviates from end-to-end,
linear Object Process Decision Network processes and provides a new and unique
recursive functionality to a system architect.
Figure 2.2: Standard Object Process Decision Network, or Architecture Decision
Graph Representation, of a Combiner
In order to execute a series of decision processes as shown in Figure 2.2, Object Process
Decision Networks can be organized into Architecture Decision Graphs (AGDs) [8].
ADGs are useful in presenting architecting decision processes as a series of discrete
decision stages. The OPN model traverses through each decision stage, updating the
state of the architecture with each choice (process). Performing the same decision (or
very similar decisions) repeatedly produces a combiner or permuter of the decision
choices. At each repetition of a decision stage, the model chooses from the same set of
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choices as at the previous stage. If a decision was to be repeated, the ADG must be set
up so that the same decision processes and logic are duplicated for each desired update to
the architecture. This method, although possible, proves to be time consuming and
complex when evaluating large permutation problems.
In the unconstrained case, where there are numerous decision stages and no logical
constraints, an OPN model with multiple identical decision processes behaves like a
"decision process combiner." At any decision stage, the OPN model is not constrained
by its previous decisions. If unconstrained, and there is one decision stage with N
choices, then the combiner chooses among N choices once. If there are two decision
stages, then the combiner chooses among N choices two times. If there are M decisions,
then the combiner chooses among N choices M times. Since the order of the choices
might matter, as in the mission scheduling case, the combiner has NM possible
combinations of solutions. In the case that will be described and implemented in this
study, a logical constraint was implemented so that a decision process is only allowed to
decide between the processes that have not been selected before. This simple rule
disallows a process from being chosen twice, and thus the OPN model is limited to
permuting the choices in the decision processes, rather than combining them.
In the same way that the OPN combiner can be reduced to an OPN permuter, the OPN
permuter can also be changed to allow each path to be executed N times. In the instance
that a decision process was desired to occur more than one time (two or more identical
instantiations of a mission in a given campaign), the OPN model could easily be set to
allow for a desired number of steps down any given decision path. In the Decadal Survey
sequencing, there are 17 distinct and unique missions to schedule. Thus, there is never a
need to execute a mission more than once.
A simple alternative layout of an OPN Permuter can be seen in the Figure 2.3. The OPN
Permuter is fundamentally different in structure from the traditional Object Process
Decision Network (OPDN) shown in Figure 2.2. While the structure of an OPDN makes
sense for different decisions about distinct architectural elements, it unnecessarily
redundant in permuting or scheduling. While functionally, the permuter simulation still
traverses through a series of processes and updates the state of the system with each
process, the method in which the decisions are executed is not the same. After
initialization and architecture instantiation, the OPN Permuter has a choice between all of
the processes (choices) in the system. In principle, any process can be chosen, given that
it satisfies the problem specific decision logic of the simulator. Once the process updates
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the system, the resulting token is kept within a single architecture state (object) of the
system, which we call the "Principle" object of the OPN. From this point, the simulator
has the choice between finishing, or choosing from among any process (decision) in the
system by following a return path to each process.
Figure 2.3: Simple Object Process Network Combiner/Permuter
The OPN Permuter continues to execute processes in this manner, as long as the
processes satisfy the logical constraints and decision rules coded in the model. In the
condition that none of the logical constraints and decision rules are satisfied and the
simulation is unable to pick a subsequent process, an auxiliary incrementor can be
implemented in order to update the architecture to proceed. For example, an incrementor
would be needed if none of the enumeration processes were available, or the simulation
was engaged in some other procedure. In this case, the incrementor would allow the
system to wait for something to be ready. The intention is that at some point in the
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decision process, the OPN Permuter will be capable of satisfying the logical constraints
to move to the "Finishing" process of the simulation. As this point, the Permuter exits
the recursive decision loop and the simulation terminates.
Now that the methodology for developing an OPN Permuter has been detailed, Section
2.3 will describe a specific implementation of the model to schedule a complex network
of Earth observing satellites for use by NASA.
2.3 Representation of NASA Scheduler
This section will discuss the manner in which decisions are made in the NASA Scheduler
and will illustrate the advantages of implementing this type of Object Process Network
for large scale ordering/permuting problems. Object Process Network Permuters contain
a single recursive decision stage, as shown in Figure 2.3. They consist of a short series of
start/initialize objects, a single primary object that represents the system throughout the
duration of the decision process, and a finish/terminate object. Each process represents a
decision to update the state of the system in a specific manner, at any point that the
decision is allowable from the models logical rules and constraints. The primary object
holds each and every token within the system during multiple points in the simulation.
This primary object is updated with each process call until the logical constraints allow
the Scheduler to terminate through the "Finishing" node.
For the purposes of this study, the instantiation of the OPN Scheduler, which is shown in
Figure 2.4, is defined such that there are 17 missions to choose from in the single
decision stage of the Scheduler. These 17 missions represent the recommendations for
missions described in the NRC report for the Earth science Decadal Survey, as seen in
Table 2.1, which also shows the observations types, scientific panels addressed,
Technology Readiness Level dates, and FY06 costs for each mission. The scheduling of
these 17 missions, or a subset of these missions, is referred to as a "campaign." Each
process in the decision stage is included as a "mission choice" for scheduling a specific
mission in the campaign.
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Panel TRL FY06 CostMission Mission Observation Type Addressed Date (MS)
Radiance calibration ClimateCLARREO 2010 265Ozone processes Health
Radiance calibration Climate
GPSRO Ozone processes Health 2011 150
Cold seasons Water
Radio occulation Weather
Heath stress and drought Health
Algal blooms and water-borne infectious disease Health
SMAP Vector-borne zoonotic disease Health 2012 300
Soil moisture and freeze/thaw state Water
Surface water and ocean topography Water
Clouds, aerosols, ice, and carbon Climate
ICESat-II Ecosystem structure and biomass Ecosystem 2010 300
Sea ice thickness, glacier surface elevation, glacier Water
velocity
Ice dynamics Climate
Ecosystem structure and biomass Ecosystem
Heat stress and drought Health
DESDynI Vector-borne and zoonotic disease Health 2010 700
Surface deformation Solid Earth
Sea ice thickness, glacier surface elevation, glacier Water
velocity
XOVWM Ocean circulation, heat storage, and climate forcing Climate 2013 350
Ecosystem function Ecosystem
Heat stress and drought Health
Vector-borne and zoonotic disease Health
Surface composition and thermal properties Solid Earth
Carbon budget EcosystemsASCENDS 2013 400Ozone processes Health
Ocean circulation, heat storage, and climate forcing Climate
SWOT Algal blooms and waterborne infectious disease Health 2013 450
Vector-borne and zoonotic disease Health
Surface water and ocean topography Water
Global ecosystem dynamics Ecosystem
Ozone processes Health
Heat stress and drought Health
Acute toxic pollution releases Health
GEO-CAPE Air pollution Health 2015 550
Algal blooms and waterborne infectious disease Weather
Inland and coastal water quality Health
Tropospheric aerosol characterization water
Tropospheric ozone Weather
Table 2.1: Name, Objective, and Cost Specifications for the 17 Missions
Recommended in "Earth Science and Applications from Space: National
Imperatives for the Next Decade and Beyond 111"
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Clouds, aerosols, ice, and carbon Climate
Ice dynamics Climate
Global ocean productivity Ecosystem
Ozone processes Health
ACE Acute toxic pollution releases Health 2015 800
Air pollution Health
Algal blooms and waterborne infectious disease Health
Aerosol-cloud discovery Weather
Tropospheric aerosol characterization Weather
Tropospheric ozone Weather
Heat stress and drought Health
LIST Vector-borne and zoonotic disease Health 2017 300
High-resolution topography Solid Earth
Heat stress and drought Health
Algal blooms and waterborne infectious disease Health
PATH Vector-borne and zoonotic disease Health 2016 450
Cold seasons Water
All-weather temperature and humidity profiles Weather
GRACE-II Ocean circulation, heat storage, and climate forcing Climate 2016 450Groundwater storage, ice sheet mass balance, ocean mass Water
SCLP Cold seasons Water 2016 500
Global ecosystem dynamics Ecosystem
Ozone processes Health
Acute toxic pollution releases Health
GACM Air pollution Health 2017 600
Cold seasons Water
Tropospheric aerosol characterization Weather
Tropospheric ozone Weather
3D-Winds Water vapor transport Water 2016 650Tropospheric winds Weather
Table 2.1: Name, Objective, and Cost Specifications for the 17 Missions
Recommended in "Earth Science and Applications from Space: National
Imperatives for the Next Decade and Beyond [1]"
Figure 2.4 shows the OPN permuter specific to the Earth observing satellites scheduling
problem. The NASA OPN permuter has two variations from the previously described
generic OPN permuter:
In the generic scheduler, the OPN token trace flows through the "Campaign" state
prior to termination through the "Finishing" process. Since the OPN simulation
keeps track of all tokens, including non-terminal tokens, the final tokens are
stored twice: after the final campaign decision process and after traversing
through the "Finishing" process. A token about to terminate in the NASA
permuter flows directly to the "Finish" state out of the final mission decision
process. With decision logic implemented, the size of the results is reduced by
approximately 25%.
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An auxiliary increment process was implemented, allowing the campaign
scheduler to proceed in the condition that no mission was available or ready, due
to the scheduler decision logic. If no missions were ready to execute at a given
instance, due to technology maturity, then the auxiliary incrementor allows time
to proceed while the token awaits an available campaign choice.
Figure 2.4: Baseline NASA OPN Scheduler
The number of missions can be increased or decreased in the permuter, although, as it
will be shown, order N! complexity arises, where N is the number of missions being
scheduled. This is problematic when there are a substantial number of missions. An
analysis of the level of emergent complexity of using the OPN permuter for large scale
-42-
problems will be discussed in further detail in Section 2.4, and general schedule
complexity issues will be developed and discussed in Chapter 4.
2.4 Emergent Complexity of NASA Scheduler
For a small OPN Scheduler, there might be only three or four possible missions to
permute. In the very simple case of three unconstrained mission choices, the first
decision allows for the selection of one of three missions. After the first decision is
made, the scheduler updates the system state and makes another choice between the
remaining mission decision processes. This new decision process is only allowed to
decide between the remaining two missions because of the "permuter" logical constraint
described in Section 2.2, where no mission choice was allowed to be chosen twice.
In the scheduling example using three missions, the permuter has completed a choice
over three possibilities, followed by a choice over two possibilities. It follows directly
that there are 6 (3 choices * 2 choices) successfully generated campaigns. Finally, the
permuter completes its run through a choice of the one remaining mission. Since the
final decision is over the single remaining unscheduled mission, the total complexity of
the three mission case is on the order of 6 campaign architectures (3 choices * 2 choices *
1 choice).
Next, for the case of four possible missions, the only decision that is different is the first
one. At first, there are four missions to permute. This leads to four possible initial
permutations after the first mission is scheduled. From this point forward, each of the
four architectures has only three missions to choose from, and each of these four
problems is the same as the three mission case. Thus, the number of possible total
campaigns is 4*3*2*1 = 4! = 24. Thus, for the purposes of this OPN Scheduler/Permuter
problem (and where the name OPN Permuter is derived), we assume that the relative size
of the unconstrained problem grows like N!, where N is the number of mission decision
processes/choices.
Table 2.2 shows the relative complexity of the NASA Scheduler/Permuter for various
different problem sizes. For very simple scheduler cases ranging from 2 to 6 missions,
the resulting complexity is rather small, with between 2 and 720 possible permutations.
In these simple cases, it is often easiest to perform analysis via traditional "human-in-the-
loop" campaign planning methods. For intermediate sized scheduling cases ranging from
7 to 10 missions, the complexity grows rapidly, with between 5,000 and 3.5 Million
possible campaign permutations. While the upper range of this problem is solvable on a
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modem (2008) personal computer, it is on the verge of being too computationally large.
Within this range, a brute force computer approach might suffice, and every possible
permutation of campaigns can be analyzed and ranked. Once the problem grows beyond
10! possible campaigns, it quickly becomes too complex to evaluate, even using a
personal computer. For the Decadal Study campaign, the number of missions is 17.
Thus, the number of possible permutations is 17!, yielding over 356 trillion possible
campaign architectures. Even with only one instantiation of each mission and carrying
very little stored data through the simulator, the complexity of the unconstrained NASA
Scheduling problem is far too large to fall within the memory limitations of a modem
personal computer.
I Number of Missions I Possible Mission Permutations I
(- Low Complexity
7 5040
8 40320
9 362880
I11 rin nn
(- Moderate Complexity
(- High Complexity
<- Decadal Survey Rec's
(- Including NPOESS
Sensors as 2 Follow-ons
Table 2.2: Relative Complexity (Size) of OPN Permuter
This complexity arises through the sheer number of possible mission permutations. Not
only does the size of the problem increase, but it does so nonlinearly. As stated, the
actual speed at which it rises is N!. This creates a problem that becomes orders of
magnitude larger to solve with each incremental increase in the problem definition.
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Figure 2.5 shows just one of the 356 trillion possible trajectories of an OPN token during
campaign sequencing using the OPN Scheduler for the Decadal Survey mission case.
tji]
]
Figure 2.5: Possible Token Path through NASA OPN Scheduler
2.5 Logical Constraints and Decision Rules
The Decadal Survey science panels used a number of criteria to produce the sequencing
of missions in their report. These criteria can be grouped into two distinct categories:
criteria that was used to select science objectives for study on specific missions, and
criteria that was used to schedule the missions developed for the study. The first set of
criteria focuses on the first two phases of architecture enumeration and downselection
shown in Figure 2.1. The second set focuses on the sequencing and scheduling of the
third phase of architecture creation, and on the value functions used in scheduling
missions that satisfy the constraints of the stakeholders.
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A number of criteria were implemented by the Decadal Survey team to facilitate the
campaign planning process. By implementing the criteria used by the Decadal Survey
scientists, the Baseline OPN Scheduler was formed. The specific criteria, not in priority
order, used by the Decadal Survey team in the originally sequenced campaign plan were
[1], [3]:
* Degree of readiness (technical, resource, and people)
* Affordability (cost considerations, either total or per year)
* Significance of contributions to more than one Earth science panel or application
(deliver value to all Earth science communities)
* Robustness to political climate (address measurements that are politically
important or in the mainstream media)
* Contribution to long-term observational records of Earth
These criteria were used in the Decadal Survey scheduling, meaning that they must form
the basis for the enumeration of the feasible architectures by the OPN Scheduler. Each of
these criterion were implemented in the OPN Scheduler as decision rules and logical
constraints, as seen in Table 2.3. Decision rules and logical constraints are both
conditional functions/tools that are implemented in the permuter, acting as selective gates
on the edges for the right of passage of tokens during simulation. For the purpose of this
document, decision rules and logical constraints represent slightly different types of
selective gates.
Logical Constraints
Outline the fundamental limitations of the
problem. In the Earth observing systems
case, examples are "no mission can be
chosen more than once," and "the campaign
will not finish prior to completion of all
missions, or until the time or budget limits
have been exhausted."
Decision Rules
Enforce the general guidance relating to value
delivery and acceptability of a campaign.
These rules are a product of encoding how the
Decadal Survey scientists designed the
campaign. The guidance is based on the
criteria described above, and systematically
filters out less desirable solutions.
Table 2.3: Logical Constraints and Decision Rules
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The Logical Constraints used in this study are as follows:
* A mission is only executed once. Once a mission process is chosen, the OPN
Scheduler is not allowed to return to that process.
* Only one mission is executed at a time. No scheduler decision process is chosen
until the previous mission is complete.
* The OPN Scheduler terminates once all missions are executed, or the time is later
than the scope of the Decadal Survey, which details through the year 2020.
These detail a subset of the complete list of Logical Constraints implemented in the OPN
model. These logical constraints were not modified during any simulations in this report.
However, the Decision Rules used in this study were implemented, but allowed to change
to represent the different cases of interest during simulation. The specific Decision Rules
used in the Baseline OPN Scheduler case, each derived directly from the Decadal Survey
rationale, are as follows [1], [3]:
* Campaign Budget Decision Rule: The budget was kept in line with the
recommendations found in the Decadal Survey. Flights can not be
executed/ordered in a way that overspends 750 M$/year. In the baseline
simulation case, mission costs were kept consistent with the unrevised numbers in
the NRC report.
* Technology Readiness Level Decision Rule: The Technology Readiness Level
(TRL) of each mission was examined and used during scheduling decisions.
Flights ordered/scheduled so that none happen prior to all technologies being
ready for space qualified flights.
* Data Continuity Decision Rule: Data continuity was preserved in accordance to
the recommendations of the various science panels in the Decadal Survey. Flights
were ordered/scheduled in such a way as to negate any gaps in data coverage.
* Value Delivery Fairness Decision Rule: The delivery of value to each stakeholder
was constantly monitored, and each following mission was chosen to benefit the
"least satisfied" scientific communities. The simulator was only allowed to
-47-
choose flights that satisfy the needs of the community with the highest
"uncaptured benefit." This could also be implemented to choose flights with the
highest 2 or 3 "uncaptured benefits" being delivered.
These rules will be described in more detail in Sections 2.5.1 through 2.5.4. The decision
rules were implemented on the edges (connecting lines between object and processes) in
the OPN Scheduler. The decision logic implementation creates the relationship between
states of the system and processes that affect these states, as detailed in Section 2.2
2.5.1 Budget Decision Rule
The first decision rule implemented in the study was to fund each mission within the
budget given by the Decadal Survey. In order to do this, the specific cost of each mission
was kept consistent with the Decadal Survey. Each mission within the decadal study has
an associated cost estimation, given in Table 2.1. Although the cost estimates have
changed since the survey was published, they were kept consistent with the Decadal
Survey for the baseline OPN Scheduler in order to replicate the decision logic that was
used in that study and to anchor simulation results with the Decadal Survey proposed
campaign. The costs for each mission in the study range from $150 Million to $800
Million. Over the 10 year period relevant to the Decadal Survey, the expenditures for
Earth science missions in Table 2.1 total $7.515 billion.
In addition to the Decadal Survey costs, the budget for the study was estimated at $750
million per fiscal year. The total budget over the ten year lifetime of the study is -$7.5
billion. This number correlates well to the $7.515 billion in NASA Earth science
estimated expenditures over that same period of time. For each simulation in the base
case, the budget levels were held by a decision rule at $750 million per year, setting an
upper limit to the specific rate of developing and executing missions.
The budget was aligned with the recommendations found in the Decadal Survey. In the
baseline simulations, the campaign can not be executed at a rate of spending greater than
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Decision Rule 1: Campaign Budget
Missions within a campaign were scheduled such that the expenditure rate,
carefully based on mission costs shown in Table 2.1, did not exceed theprescribed budget (baseline budget of $750 million per year).
i
-- ~ -
750 M$/year. Also in the baseline case, the cost to execute each mission was kept
consistent with the estimated cost numbers detailed in the Decadal Survey report. In
reality, there would be some years with larger expenditures and some years with smaller
expenditures.
Figure 2.6 shows a notional cost spreading that approximates actual expenditures across a
space flight mission. In this notional diagram, the launch time is selected as being the
90% expenditure point for the mission, allowing for 10% post flight operational costs.
This point can be relocated, based on the actual expected post flight costs. Each
mission's cost profiles overlap considerably, and the cost profile ramps up to a maximum
expenditure rate, and ramps back down as the mission nears completion.
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Figure 2.6: Notional Realistic Campaign Cost Profile
The total magnitude of the rate of spending is approximately unchanged throughout the
budget profile, but a small variance is introduced around the constant budget line. In
some cases, the total costs of all missions will fall a fraction under the actual budget, and
in some cases costs will exceed the budget by a fraction. This excess and shortage is not
a problem, however, as long as the cost variance is not extremely large and the total costs
are very close to the desired annual expenditures.
The final piece of decision logic implemented in the Campaign Budget Rule for the
baseline scheduler was that missions were to be designed and executed "one-at-a-time."
By this definition, each individual mission must be planned and executed prior to any
expenditure on the next mission in the queue, as seen in Figure 2.7. This rationale has
two readily apparent shortfalls. The approach assumes that mission cost spreading can
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approximate a step function, and that only a single mission can be executed at a time,
with the cost of each mission being uniformly distributed across the duration of the
mission. Although this method makes two major simplifications, the resulting schedule
closely approximates the spending and flight patterns of executing two or more missions
at a time.
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Figure 2.7: Simple Step-Function Campaign Cost Profiles, with Realistic Total Cost
Overlay
This Decision Rule was implemented in a similar manner to the pseudo-code shown in
the box below. This pseudo-code version of the rules shows approximately how the
decision logic guides the simulation towards feasible campaigns. The actual decision
logic is more complicated, and is implemented over a number of different edges in the
OPN Scheduler.
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2.5.2 Technology Readiness Level (TRL) Decision Rule
An important factor in the execution of a space capable mission is technological risk.
With most space qualified system, there is an associated NASA TRL metric that
accompanies each piece of hardware and software [10], [22]. The TRL represents the
level at which a given technology has matured, and is a useful indicator of when a
technology will become ready for space qualified flights. The TRL scale goes from one
to nine, with eight and nine representing technologies that are fully tested and integrated
for spaceflight, or have already flown in space. Through research investments over a
number of years, technology matures from the basic conceptual stage (TRL 1) to a fully
space qualified and tested technology (TRL 8 and 9). A TRL 8 indicates readiness to test
in space flight for the first time. Because technologies mature over time, TRL provides a
useful indicator of the earliest possible timeframe for launching a specific subsystem of a
mission.
These rules provide a useful filter for each architecture, generating a decision rule to only
include architectures that fit within a reference NASA level of technological feasibility.
In order for a mission to be executed in a given timeframe, it must be at a high enough
TRL level, and thus have a low enough technological risk, to be considered ready to fly.
Since Technology Readiness is associated with each component of the spacecraft, we
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Decision Rule 1: Baseline Scheduler Campaign Budget Implementation
(simplified pseudo-code)
Costs = [A = 300, B = 400, C = 200 ...... Q = 700]
Budget = [Yearl = 750, Year2 = 750, Year3= 750 ..... YearI0 = 750]
do "Schedule" while Time < 2020
Function "schedule" {
If choose ATime = Time + Costs[A]/Budget[Time]
A_Launch Date = Time
Don't schedule again until A Completes
If choose B
Time = Time + Costs[B]lBudgets[Time]
B_Launch Date = Time
Don't schedule again until B Completes
end}
assume that the entire spacecraft is not ready to fly until all components are at a TRL of 8
or higher. This measure becomes an important factor in determining the schedule and
ordering of missions via the examination of the key high risk technologies in the
spacecraft.
The Technology Readiness Level (TRL) of each mission was used to influence
scheduling decisions. Flights were ordered/scheduled so that none happen prior to all
technologies being ready for space qualified flights (TRL = 8 or 9).
Each mission in the Decadal Survey contains a recommended flight readiness date for
high-risk technologies. In reality, this date is when each flight would first be ready for
execution, not the date in which the key technologies are ready. The date the key
technologies are ready would be two to three years earlier than this flight would be ready
to execute, since the technologies would have to be fully integrated into the satellite
payload. We will assume that the TRL date recommended in the Decadal Survey is an
indicator of flight readiness. Although TRL is not explicitly detailed for every mission,
each does have an associate date by which it is possible for technologies to be ready and
integrated for flight. In this study, the simulations do not allow a mission to be executed
prior to this date.
For the baseline scheduler simulations, there was no allowance for added expenditures to
accelerate the TRL date. Since TRL generally rises with increased technology research,
the TRL date of a given satellite could have been accelerated through added research
expenditures. In technology advancement, resources (funding) can be dedicated towards
speeding up the technology maturation of a given component. For the purpose of these
simulations, if a technology was not ready to fly, then the campaign architecture was
forced to "wait" until the technology became available. If no flights were ready at a
given instance in time, then the entire campaign waited. In the baseline OPN Scheduler,
the model was forced to wait twice for each campaign architecture generated.
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Decision Rule 2: Technology Readiness Level
Missions were scheduled so that no flights were cued before their technology
readiness date. In the baseline OPN Scheduler, these dates were taken from
the Decadal Survey, as shown in Table 2.1.
Figure 2.8 shows a notional view of a campaign, complete with critical timeframes over
which each mission becomes ready for space flight. At any point after this TRL date, the
mission can be flown without violating the decision rule. A specific instantiation of a
single architecture, one which does not violate this decision rule, is also illustrated in the
figure. Each notional mission flight date is represented by a blue triangle, and each
Technology Readiness Level date is indicated by a start date, and a forward trailing red
arrow.
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Figure 2.8: Use of Technology Readiness Level (TRL) in Scheduling
This Decision Rule was implemented in a similar manner as shown in the box below.
This pseudo-code version of the rules shows approximately how the decision logic guides
the simulation towards feasible campaigns. The actual decision logic is more
complicated, and is implemented over a number of different edges in the OPN Scheduler.
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2.5.3 Data Continuity Decision Rule
Certain data collection objectives require that two satellite measurements overlap. These
cases arise for multiple reasons, including the need for calibration of new sensors in flight
with old sensors approaching the end of their lifecycle, the requirement that specific
measurements be taken concurrently, or the necessity to gain an enhanced measurement
set through the combination of multiple different measurements. The resulting
measurements guarantee that the combined data collection is more useful than
independent data, due to the continuous or collaborative nature of the measurements.
The decadal campaign sequencing logic for data continuity was addressed through a three
part decision rule.
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Decision Rule 2: Baseline Scheduler TRL Implementation (simplified
pseudo-code)
A_TRLDate = 2013
B TRLDate = 2015
C_TRLDate = 2017
If Time < ATRLDate
Don't choose A
If Time < B TRL Date
Don't choose B
If Time < C TRL Date
Don't choose C
end
Decision Rule 3: Data Continuity
Data continuity is addressed in the OPN Decadal Survey scheduler in three distinct ways.
Decision Rule 3a forces missions to overlap, to ensure continuity of required dual
measurements, such as Radar and Lidar overlap for the simultaneous measurements of
rain forest density and topology. Decision Rule 3b forces scheduling such that an
advanced sensor does not fly before its trial sensor with less capability, to guarantee that
certain measurements are follow-ons and next-steps to previous flights. Decision Rule 3c
was implemented to schedule specific flights to execute before their latest recommended
launch dates in the Decadal Survey. As with other constraints, these "latest dates" were
derived from statements in the missions section of the Decadal Survey. Table 2.4
summarizes the specific values used for the four missions with Latest Dates in the
baseline OPN Scheduler. The dates implemented for Decision Rules 3a and 3b vary from
campaign to campaign, as they are largely dependent on the placement of other missions.
Thus, these values are not shown in Table 2.4.
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The OPN Scheduler forced mission overlap and continuous measurements in
accordance with the recommendations presented in the Decadal Survey(baseline OPN Scheduler case). Flights were ordered/scheduled to
guarantee any required overlap in data coverage.
Rule 3a: Cumulative Measurements
Certain missions were forced to overlap in time, when the cumulative
measurements were required.
Rule 3b: Measurement Developments and Technology Roadmaps
The scheduler was designed such that a specific ordering of similar subsets of
missions was maintained, whenever these measurements were part of a long-term measurement development plan or technology roadmap for other flights.
Rule 3c: Latest Dates
Latest possible launch dates were implemented in specific flights to ensurethey happen before their latest recommended execution in the Decadal
Survey.
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Mission Name Latest Date
GPSRO 2012
XOVWM 2016
ASCENDS 2016
SWOT 2015
Table 2.4: Latest Launch Dates for Individual Mission, as Detailed in the Decadal
Survey
The specific implementation of this decision rule is shown in the box below. This
pseudo-code version of the rules shows approximately how the decision logic guides the
simulation towards feasible campaigns. The actual decision logic is more complicated,
and is implemented over a number of different edges in the scheduler.
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Decision Rule 3: Baseline Scheduler Data Continuity Implementation(simplified pseudo-code):
Rule 3a: Cumulative Measurements
If "AA"&& "B">> ("A" then "B" II "B" then "A")
Then if A, choose B before 2 more years
Or if B, choose A before 2 more years
end
Rule 3b: Measurement Developments and Technology Roadmaps
if A, then B, then C Required,
Then if A == 0, don't choose B or C
Then if B== 0, don't choose C
end
Rule 3c: Latest Dates
A Latest Launch = 2017
BLatestLaunch = 2019
If Time >= A_Latest Launch
Choose A
If Time >= BLatest Launch
Choose B
end
The specific data continuity decision logic implemented in the OPN Scheduler was
derived from the Decadal Survey. Figure 2.9 illustrates a data continuity mitigation
strategy for climate related measurements. For each type of measurement, technology
roadmaps detail how each sensor collecting date needs to overlap to guarantee that
historical data records are kept continuous into the future. This figure gives a notional
illustration of how sensors could be mapped to satellites, and how these satellites would
overlap in time to ensure continuous measurements over an entire campaign. By forcing
mission lifetimes to overlap, as prescribed in the Decadal Survey, the OPN scheduler
generates campaign solutions, which guarantee that continuity concerns are addressed.
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Figure 2.9: Data Continuity Map for Decision Rule 3
2.5.4 Value Delivery Fairness Decision Rule
The proposed campaign architecture in the Decadal Survey includes missions that satisfy
the needs of a number of different Earth science panels, which are surrogates for different.
segments of the scientific community. Each mission addresses the needs of one or more
of these groups of scientists. Because of this, each mission in the campaign can be
valued by how much benefit it delivers to each Earth science panel. This information can
be leveraged to select desirable campaign architectures, based on user-defined rules
regarding how to allocate value delivery among the different Earth science panels.
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This rule can be visualized through the intersection of "value delivery" and the
"uncaptured benefit" of the science community. The value of each mission to each
scientific community was examined, and information about mission value delivery was
used to be deliver value to the most important communities, while exhibiting fairness in
distributing value across all communities. There are two distinct aspects of value
delivery that are implemented in this decision rule.
* Benefit: Benefit is the value delivered by a given science measurement to society.
Benefit has both a magnitude weighting, and an urgency factor. Benefit that is
highly weighted is desired over benefit that is poorly weighted. It is important to
capture certain value quickly, while other value does not suffer from
postponement.
* Fairness: In merging the measurement programs for all Earth science
communities, it is not desirable to focus on delivering all value to the highest
value community before delivering value to anyone else. Missions must be
sequenced to capture the most value for the community as a whole, but must also
deliver value to each segment of the community along the way.
The magnitude and fairness of value delivery (benefit) was captured in Decision Rule 4.
The urgency of value delivery was not implemented in Decision Rule 4, however, this
concept will be captured as the time adjusted value of benefit in Section 2.7.
Table 2.5 shows the total relative weighting of benefit of all measurements available to
each of the scientific communities. These numbers were derived through discussions and
interviews with NASA scientists, and those who participated in the NRC Decadal Survey
[4]. The numbers range from 2 to 5, with climate measurements being of significantly
higher value than the other communities, due to the increased awareness of global
warming.
-58-
Decision Rule 4: Value Delivery Fairness
In the baseline case, the scheduler was only allowed to choose missions
where one of the top two highest value delivery objectives delivered value to
satisfy one of the two science communities with the largest "uncaptured
benefit."
Panel Total Value Captured
Climate 5
Water Resources 3.5
Health and Human Security 3
Weather 3
Ecosystems 2.5
Solid Earth 2
Table 2.5: Baseline Case Weighted Overall Societal Benefit Associated with Earth
Science Observations for Each Scientific Community ("Panel")
Table 2.5 indicates that at the start of campaign planning, the largest amount of total
value delivery available is to the climate panel. It is currently perceived that a better
understanding of climate change is of high importance to the future wellbeing of society.
In order to develop a global warming mitigation strategy, or adapt to the changes from
warming, the data to evaluate the rate of ice-sheet thickness and glacial retreat rates
provides a high level of value added to society. Thus, we place a large importance on
delivering value to the climate science community.
As the OPN Permuter begins to schedule campaigns, subsequent missions deliver some
fraction of this total available value. Each mission in the Decadal Survey satisfies the
needs of a specific, or group of specific, scientific communities ("panels"), as detailed in
Table 2.1. Certain missions aim to gather data for a single cause, such at XOVWM,
which is a purely a climate mission, as seen in Figure 2.10. Others satisfy the needs of a
wide variety of scientists, spanning across multiple organizations of the Earth science
community, such as DESDynI.
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A DESDynl
* Ice Dynamics (Climate, 0.55)
* Ecosystem Structure and Biomass (Ecosystem, 0.36)
* Heat Stress and Drought (Health, 0.103)
* Vector-Bome and Zoonic Disease (Health, 0.103)
* Surface Deformation (Solid-Earth, 0.66)
* Sea Ice Thickness, Glacier Surface Elevation, and
Glacier Velocity (Water, 0.29)
DESDynI Value Delivery
4,Is~9 *4g 4
*
0 ;
Figure 2.10: Mi!ssion Contributions to Weighted Benefit of all Earth Science Decadal
Survey Measurements
The specific value of each mission to the scientific community is addressed through
quantitative measurements of the fraction of the total needs of the community that are
delivered by the mission. There are 9 climate measurements in the Decadal Survey
mission set, so each climate measurement delivers 1/9 of the total value available to
climate scientists. Since there is a total value delivery of 5 for the climate panel, this
means each climate measurement delivers 5/9 (0.56) of a unit of value. In general, if
there are M measurements that deliver value to a panel and the panel weighted total value
is W, then each measurement supplies a benefit of W/M. If a specific mission performs
N measurements for a panel, then the total benefit supplied by the mission to the panel is
N*M/W. The value of each mission to each science community ("panel") was derived
from the Decadal Survey and can be seen in Table 2.6
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Mission 6 = "
* C
CLARREO 0.556 0 0.103 0 0 0
GPSRO 0.556 0.292 0.103 0.273 0 0
SMAP 0 0.583 0.310 0 0 0
ICESat-II 0.556 0.292 0 0 0.357 0
DESDynI 0.556 0.292 0.207 0 0.357 0.667
XOVWM 0.556 0 o0 0 0
HyspIRI 0 0 0.207 0 0.357 0.667
ASCENDS 0 0 0.103 0 0.357 0
SWOT 0.556 0.292 0.207 0 0 0
GEO-CAPE 0 0.292 0.517 0.818 0.357 0
ACE 1.111 0 0.414 0.818 0.357 0
LIST 0 0 0.207 0 0 0.667
PATH 0 0.292 0.310 0.273 0 0
GRACE-II 0.556 0.292 0 0 0 0
SCLP 0 0.292 0 0 0
GACM 0 0.292 0.310 0.546 0.357 0
3D-Winds 0 0.292 0 0.273 0 0
Table 2.6: Value Delivery of Each Mission to Each Scientific Community ("Panel")
Figure 2.11 shows the total uncaptured value (benefit) available through future missions
at a notional time during the campaign. Each bar represents the total current value
delivered to the science community in green, and the remaining uncaptured value
available to each community in grey. The summation of the green bar and the grey bar
always equals the total values available at the start of a campaign in Table 2.5. Each time
the OPN Scheduler makes a choice to select a mission to add to the campaign, it
examines the uncaptured benefit of each panel. In the baseline case, Decision Rule 4
disallows missions to be scheduled if neither of the top two highest value delivery
objectives of the mission satisfy one of the two science communities with the largest
"uncaptured benefit."
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Figure 2.11: Notional State of Uncaptured Value
04g
Delivery of Each Science Panel
during Campaign Planning Process
In the case shown in Figures 2.11, Decision Rule 4 in the OPN scheduler would only
allow a subsequent mission that delivers some benefit to either the Health and Human
Security panel, or to the Solid Earth panel. In the example in Figure 2.11, this would
mean that DESDynI would be an available next flight, while XOVWM would not,
assuming all other Decision Rules were also satisfied for both missions. The results of
choosing DESDynI next can be seen in Figure 2.12. Since significant value was
delivered to the Solid Earth panel, it no longer possesses one of the top two uncaptured
values. In the next OPN scheduler decision, a mission would be chosen that satisfies the
needs of the Heath and Human Security community or Ecosystems community.
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Figure 2.12: Notional State of Uncaptured Value Delivery of Each Science Panel
after Decision to Schedule DESDynI
Through this weighting of the scientific community's needs, the value of each
measurement can be quantitatively evaluated. From this, it is possible to achieve a
balanced architecture, where the science missions are ordered to deliver value in support
of key milestones, while being "fair" to each panel. Through keeping track of the total
"uncaptured benefit," as well as the benefit of each mission available to fly, it is easy to
determine the appropriate and feasible next mission.
The baseline case value delivery fairness Decision Rule was implemented in a similar
manner as shown in the box below. This pseudo-code version of the rules shows
approximately how the decision logic guides the simulation towards feasible campaigns.
The actual decision logic is more complicated, and is implemented over a number of
different edges in the OPN Scheduler.
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Figure 2.13 shows how a user can manage this "value delivery fairness" decision rule,
through relaxing or constraining the parameters of the rule. It is possible to allow more
campaign solutions by choosing missions that satisfy the highest three or four
"uncaptured benefit" scientific communities, rather than two communities in the baseline
case.
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Decision Rule 4: Baseline OPN Scheduler Value Delivery FairnessImplementation (simplified pseudo-code):
ABenefit = [Climate = 1.1, Weather = 0.2, Solid Earth = 0.8]
B_ Benefit = [Climate = 0.55, Weather = 0.9, Solid Earth = 0]C_Benefit = [Climate = 0, Weather = 0, Solid Earth = 0.8]
Current Uncaptured_Benefit = [Climate = 4, Weather = 2.5, Solid Earth = 1]
Top2ABenefits = [Climate, Solid Earth]
Top2B_-Benefits = [Climate, Weather]
Top2_C_Benefits = [SolidEarth]
Top2_Current_UncapturedBenefit = [Climate, Weather]
If Intersection(Top2 Current_UncapturedBenefit, Top2_A Benefit) = = nullDon't choose A
If Intersection(Top2_CurrentUncaptured Benefit, Top2BBenefit) = = null
Don't choose B
If Intersection(Top2 Current Uncaptured Benefit, Top2_C Benefit) = = nullDon't choose C
Update Current Uncaptured_Benefit After Scheduling Mission
end
ao
(U
on
Figure 2.13: Increasing Number of Scientific Communities ("Panels") Open to
Value Delivery During Scheduling
Alternatively, each mission can be chosen based on its value delivery to more than two
science communities. As seen in Figure 2.14, DESDynI delivers value to four different
scientific communities. In the baseline case scheduler, only the top two are considered in
choosing the mission. This constraint can be relaxed, allowing for DESDynI to be
chosen if any of the four communities it addresses are in need of value delivery.
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Figure 2.14: Increasing Number of Scientific Communities ("Panels") Considered in
Highest Value Delivery of Each Mission
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Increasing both the number of scientific communities needing value delivery and the
number of communities receiving value due to each mission will lead to a larger set of
available missions to the OPN Scheduler than in the baseline case. The OPN Scheduler
will have more choices at each decision process, and more feasible campaigns will be
generated. If, instead, the number of scientific communities needing value delivery and
the number of communities receiving value due to each mission is lowered, the OPN
Scheduler will have a small set of available choices at each decision process. In this case,
the OPN Scheduler will produce fewer feasible campaigns.
2.6 Reducing Size and Complexity
As noted in Section 2.4, the size of this OPN Scheduler simulation is very large. Since
the total number of missions is 17, the number of possible unconstrained permutations is
-356 Trillion. The constraint to use mission costs and campaign budget to estimate
mission execution times, brings specific ordering to the problem, and adds a time element
to the mission architectures. Since the mission costs were structured to fall within the
nominal budget ceiling in the baseline OPN Scheduler case (Decision Rule 1), this
ordering does not reduce the number of missions flown or the number of feasible
architectures.
To illustrate an example of reducing the size and complexity of the scheduling task, the
implementations of Decision Rules 2 through 4 for the baseline case OPN Scheduler will
be examined. Using a decision rule to only allow missions to fly once they are at an
appropriate TRL level (Decision Rule 2), the complexity of the problem is greatly
reduced. Forcing the simulator to include only the missions that are ready to fly, the first
decision is over only three missions. This is because, when the simulation starts in 2010,
only 3 missions are ready to fly. As the simulation continues, the allowable decision
space expands to around 5-6 missions ready at a time. By the end of the simulation run,
when only a few missions are left, the decision space will contract in the same manner as
it expanded, down to 2 or 3. From this rationale, it is estimated that the architecture
space is constrained to somewhere between 317and 417. Thus, at-worst estimates of the
decisions space have been reduced to approximately 17 billion (417) different
architectures.
The next constraint added to the simulation was information regarding the benefit of each
mission to each science community (Decision Rule 4). In the baseline case, the simulator
is only allowed to pick missions that satisfy one of the top two most "in-need" science
communities. To choose a mission, there must be overlap of the top two in need
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communities with the top two communities satisfied by a given mission. This Decision
Rule approximately halves the number of possible decisions that can be made at each
point in the simulation. Thus, after adding the "Value Delivery Fairness" Decision Rule,
numerical results are almost achievable, as the simulation is only slightly too large for
modern computing purposes. Estimating that the architecture decision space at each
decision opportunity in the permuter was reduced by half, around 217, or -131 thousand,
possible architectures remain.
Finally, adding the Data Continuity Decision Rule (Decision Rule 3), specific missions
are forced during set time intervals, and other missions are overlapped to guarantee the
continuity of data measurements. Although this does not force the problem to be less
complex at any set instance during the permutation, it does take away decision
possibilities at key areas throughout the permutation. After implementing all of the
aforementioned decision rules, the OPN Scheduler is finally reduced in size to a point
that the simulation completes its run. Through adding the data continuity decision rule,
the architecture decision space is reduced by an estimated single order of magnitude, and
the simulation finishes with slightly under 9,000 feasible architecture solutions in the
baseline OPN Scheduler case. The term "feasible" in this thesis means that the solution
satisfies all of the decision logic, both logical constraints and decision rules, of the OPN
Scheduler.
2.7 Adjustment to Value Delivery
In Section 2.5.4, the value delivery of each mission to each science panel was used as a
form of "value guidance." After producing simulation results, the value delivery is used
as a method of "valuation." The distinction here is somewhat subtle, and is explained as
follows:
In the "value guidance" case, the rule to maintain "value delivery fairness"
(Decision Rule 4) was implemented to guide campaign planning towards
sequencings that distribute value across the different Earth science communities,
weighted by the value of the community as a whole. This in turn forces the
campaign to distribute value based on importance, satisfying the needs of a broad
community. In this case, there are no explicit values derived for the total benefit
of the campaign to society, but all campaigns that satisfy the weighted value
delivery system are enumerated. The goal was to guide the scheduler towards the
feasible solutions. The numbers used in the value guidance case were changed in
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some simulations, representing an increase in value available to specific
communities.
In the "valuation" case, each campaign will be quantitatively valued as a whole.
Since the OPN scheduler results are already feasible solutions, the valuation will
rank the campaign solutions by the value delivery of each mission in the
campaign, time discounted based on the urgency of the type of measurement. The
summation of all discounted values of every measurement in a campaign will be
referred to as the "time adjusted benefit," or total time adjusted value, of the
campaign. The numbers used in the valuation case were not changed for any
simulation in this study, although the decision could have been made to vary these
numbers to address specific cases of interest.
Because of the increased emphasis on global warming, there exists more urgency to
complete measurements that benefit the understanding of climate change than to capture
measurements in other areas. For each campaign produced by the simulation, a time
adjusted benefit to specific science panels was calculated. Each type of measurement
was given a depreciation rate ranging from 5% to 15% per year, for each year that the
measurement is not taken. The depreciation rates used for each panel are detailed in
Table 2.7.
Science Panel Depreciation Rate (%)
Climate 15
Water Resources 10
Health and Human Security 10
Weather 10
Ecosystems 10
Solid Earth 5
Table 2.7: Depreciation Rate for Value Delivery to Science Panels
Climate measurements, being the most urgent, depreciate by the largest amount per year.
Solid Earth measurements, on the other end of the spectrum, depreciate by the smallest
amount per year. All other panels were given a 10% depreciation rate, due to the average
urgency of capturing value across the Earth science communities. After correctly
depreciating the time delivered values of each measurement for each mission, the
summation of all mission values determines the discounted value delivery of the entire
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campaign. This depreciation rate is used to determine the "time adjusted value" of
delivering measurements to the scientific community. The time adjusted value is
calculated through the following equation:
Value(t) Value(t°)(1 + Rd ) t
Where Value(t) is the time adjusted value, t is time, Value(to) is the value of the
measurement at time zero, and Rd is the depreciation rate for the panel receiving the
measurement. The total time adjusted value for a mission is the sum of the time adjusted
values for each measurement in the mission. The total time adjusted value for a
campaign is the sum of all total time adjusted mission values in the campaign.
2.8 Final Decision Rules
As discussed in Section 2.5, in the case of the OPN Scheduler, a number of important
decision rules were necessary to reduce the size and complexity of the problem. The
final decision rules implemented in the baseline simulation are as follows:
Decision Rule 1: Campaign Budget - Missions within a campaign were scheduled such
that the expenditure rate, carefully based on mission costs shown in Table 2.1, did not
exceed the prescribed budget (baseline budget of $750 million per year).
Decision Rule 2: Technology Readiness Level - Missions were scheduled so that no
flights are cued before their technology readiness date. In the baseline OPN Scheduler,
these dates were taken from the Decadal Survey, as shown in Table 2.1. Flights were
ordered/scheduled so that none occur prior to all technologies being ready for space
qualified flights (TRL = 8 or 9).
Decision Rule 3: Data Continuity - The OPN Scheduler forced mission overlap and
continuous measurements in accordance with the recommendations presented in the
Decadal Survey (baseline OPN Scheduler case). Flights were ordered/scheduled to
guarantee any required overlap in data coverage.
Decision Rule 4: Value Delivery Fairness - In the baseline case, the scheduler was only
allowed to choose missions where one of the top two highest value delivery objectives,
delivered value to satisfy one of the two science communities with the largest
"uncaptured benefit."
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A pseudo-code representation of each of these rules can be found in Section 2.5. As a
result of implementing these constraints, 8,880 feasible campaign architectures were
generated under the baseline assumptions, down from over 356 trillion. Each of these
8,880 feasible campaigns satisfies all of the decision rules and logical constraints
employed by the Decadal Survey scientists. Chapter 3 will detail the results of campaign
planning through simulations using the OPN Scheduler.
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3 OPN Scheduler Simulation Results
The approach is first validated by running the baseline case OPN Scheduler. The
baseline model will be anchored and validated through a comparison of the Scheduler
simulation with the current Decadal Survey campaign plan. This chapter showcases the
results of the simulations using the OPN Scheduler. Budget shortfalls, updated mission
cost numbers, and changes in key climate objectives have generated the need for a
revised campaign plan for NASA's Earth observing systems. The intent of this chapter is
to show how the OPN Scheduler can be used to address these recent changes, and to
provide recommendations on a new campaign plan.
Once this baseline simulation is performed and the OPN Scheduler based approach is
validated by comparison with the Decadal Survey, the true value of the OPN Scheduler
can be realized. Through performing variations from the base case, it becomes possible
to quickly generate campaign sequencings that examine significantly different scenarios.
Some of these variations are in response to changes in funding and objectives, while
others examine the robustness of the current campaign against future changes. The
important simulations performed in this study are detailed below:
* Scheduling with the inclusion, through additional missions, of the demanifested
NPOESS climate sensors within the scope of the Decadal Survey. These sensors
are integral to data continuity records and future climate models, and the Decadal
Survey team assumed their preexistence when the original campaign plan was
recommended.
* Simulations to examine the affect of variations of cost and budget constraints on
the executability and ordering of missions in the survey. These cases are
composed of sensitivity studies and analysis on budget increases and decreases, as
well as simulations to address outdated mission cost figures.
* Campaign planning to examine an increase in climate panel values with respect to
other measurements. With an upcoming change in administration, the prioritized
value of climate measurements may change. Also, with the inclusion of NPOESS
sensors, there are more climate measurements to be taken. Thus, the overall
available value delivery to the climate community is even larger than suggested in
the Decadal Survey.
-71-
In future work, other variations from the base case will be studied and presented. The
MIT Space Architects Group will continue to work with NASA to evaluate other
potential benefits of the OPN Scheduler, as well as update the current model to
encompass a larger segment of the architecting problem. Potential simulations include:
* The use of budget for TRL advancement. The OPN Simulator sometimes
encountered situations where there was nothing ready to fly, and the program was
under-spending. In these cases, spending budget on the acceleration of key
sensors would close gaps in schedule due to "nothing being ready." Also, in some
cases, missions without high value delivery were the only ones ready to fly. In
this situation, it may be important to accelerate specific high priority flights,
through added spending, to speed up the technology readiness of key components
of these flights.
* Allowing for value and requirements to be directly derived by the stakeholder
flows model generated by the Space Architects group at MIT. Currently, the
numbers detailing the value delivery to each stakeholder community were a
product of weighting informed by paneling scientists. In future simulations,
policy objectives will be directly mapped to requirements, which can in turn
directly impact the value of measurements.
In executing these simulations, a common principle will be presented. The principle is
that cost, schedule, and benefit are all dependent upon each other and, as the system costs
rise, the campaign will be forced to execute within budget through allowing the schedule
and benefit to vary, creating a feasible and acceptable solution. These three variables can
be viewed as "must have," "best effort to have, and "free to vary" [15]. The cost of
missions and campaign budget are known values in each case, and it is necessary to force
the campaign to be within their guidelines. Thus, budget compliance is a "must have"
quantity. Campaign benefit is only variable in the NPOESS simulation cases, and thus is
fixed to a concrete value that must be delivered in a "best effort" case. The prescribed
value of the system, or as much of the value of each mission as feasible given cost
constraints, must be delivered. In every case, the schedule is allowed to be "free to vary,"
deriving feasible solutions given that no change can be realized in cost or benefit. Table
3.1 illustrates this principle.
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Cost X
Schedule X
Benefit X
Table 3.1: Campaign Architecture Decision Detailing Enforced Design Constraints
(Cost and Benefit) and Variable Design Constraints (Schedule)
Each simulation examines changing the cost or benefit delivery of the system, and
evaluates the impact of these changes on schedule. As revised cost numbers are used, the
OPN Scheduler produces a feasible schedule that delivers a prescribed amount of benefit
to society. The cost of each mission impacts schedule through the Cost and Budget
(Decision Rule 1 in Section 2.5). The benefit delivery of the architecture impacts
schedule through the addition of new climate sensors, and the allowance of mission
sequencing through comparing discounted Value Delivery Fairness (Decision Rule 4).
The schedule of the campaign is directly influenced by TRL and Data Continuity
(Decision Rules 2 and 3).
Sections 3.1 through 3.6 examine the key results of these simulation cases, and provide
insights on the differences between the resulting campaign plans and the baseline
scheduler simulations.
3.1 Baseline Case Simulations
3.1.1 Motivation for Simulation
The most significant motivation, and resultant utility, for developing an OPN Scheduler
is to perform analysis that directly guides future campaign planning recommendations,
and reflects the dynamic nature of stakeholder needs. As a first step, a model must be
created and validated, which when executed, produces results that accurately reproduce
the previous campaign plan developed by the Earth science community. In order to
perform useful analysis of variations from the base case and provide robust future plans,
the OPN scheduler must be designed to produce results that are consistent to this end.
As a first step to validate the base case, an Object Process Network model was developed
to overcome the complexity of the scheduling problem, as described in Chapter 2.
Unbounded, this scheduler would create 356 trillion possible architectures. Decision
Rules and Logical Constraints were implemented to filter the architecture space down to
only the feasible campaign plans. This section provides results and details the
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performance of the OPN Scheduler, which in turn facilitates discussion on how the
results are validated by the development of a baseline case and comparisons with the
Decadal Survey recommendations.
3.1.2 OPN Scheduler Parameters
The baseline simulation was developed in the manner described in Chapter 2 of this
thesis. Table 3.2 summarizes the key input parameters in this simulation. The contents
of the table are of interest, because they give the useful parameters that will be changed
for subsequent simulations in Sections 3.2 through 3.6. The entire simulation was created
to match the methods and process used by the Earth science community in generating the
Decadal Survey recommendations. Further simulations were performed to provide
insights on the sensitivity of the OPN Scheduler to changes in the input parameters.
These input parameters were varied to represent real-world changes to stakeholder needs
and objectives, and the resulting simulations were used to provide recommendations on
campaign planning. Many of these variations to the base case are detailed in subsequent
sections of this chapter.
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Mission
Name
CLARREO
GPSRO
SMAP
ICESat-II
DESDynI
XOVWM
HlyspRI
ASCENDS
SWOT
GEO-CAPE
ACE
LIST
PATH
GRACE-11
SCLP
GACM
TRL
Date
2010
2011
2012
2010
2010
2013
2014
2013
2013
2015
2015
2017
2016
2016
2018
2017
2019
Latest
Launch
Date
N/A
2012
N/A
N/A
N/A
2016
N/A
2016
2015
N/A
N/A
N/A
N/A
N/A
N/A
N/A
750
Table 3.2: Key Input Parameters of Baseline OPN Scheduler
3.1.3 Results of Simulations
Using the Decision Rules and Logical Constraints that were described in Section 2.5, the
OPN Scheduler was executed with the 17 missions described in the Earth Science
Decadal Survey. Using the current instantiation of the OPN modeling tool, the
simulation completed in approximately three hours, and used slightly under 1.45
gigabytes of computer memory. The resulting campaign architecture simulation
produced 8,880 tokens that terminated in the "Finished" state of the OPN model. In
order to reach the "Finished" state, the simulation completed scheduling all 17 missions,
used the entire budget for the ten year period of simulation, or used the entire ten year
time allotment. Each one of these 8,880 terminating tokens contains a fully developed
campaign architecture that satisfies the baseline case decision logic for the Decadal
Survey.
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FY06
Cost
(MS)
265
150
300
300
700
350
300
400
450
550
800
300
450
450
500
600
3D-Winds
Campaign Year
2010
2011
2012
2013
2014
2015
2016
2017
2018
2016
Budget (M$)
750
750
750
750
750
750
750
750
750
N/A
Science Panel Total Deprec.SValue Rate (%)
Climate 5 15
Water Resources 3.5 10
Health and 3 10Human Security 1
Weather 3 10
Ecosystems 2.5 10
Solid Earth 2 5
-m mm
650
I~-~~-----~-~
After running the base case simulation, the 8,880 tokens, each containing a complete
description of a single campaign architecture, were exported to an Excel spreadsheet. In
the standard OPN Excel export function, each row of the resultant spreadsheet report
represents a campaign architecture containing 17 missions. The completed tokens were
extracted from the spreadsheet, and analyzed using MATLAB. The space of 8,880
missions is still too large for a human to rigorously and quantitatively rank, so the
computing power of MATLAB was leveraged to compare campaign architectures against
each other.
Figure 3.1 shows the time adjusted benefit for all of the 8,880 campaign architectures
enumerated by the baseline OPN Scheduler. The highest discounted value delivery
campaigns are shown in black and green. The absolute magnitude of the total time
adjusted value delivery is not specifically important; rather, what is important is the
relative magnitudes of the values. This number can be raised or lowered, as long as the
ratio of value delivery between different science panels is kept consistent. It is of
importance to note the clustered nature of the results shown in Figure 3.1. This clustering
is a direct result of key changes in the ordering of missions in the Decadal Survey. The
lower clusters represent cases where high value missions were delayed a significant
amount. The higher clusters represent these same missions being pushed earlier in
certain campaign plans. The small variance within each cluster is influenced by later
missions, and lowered value missions, shuffling places with each other in the campaign
plan.
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Figure 3.1: Time Adjusted Benefit of 8,880 Baseline OPN Scheduler Campaigns
The results of the figure above yield the interesting conclusion that all of the architectures
can be directly ranked against each other to give the campaigns that deliver the most total
discounted value to the community as a whole. Since each can be ranked, it is an
elementary process to filter out the top architectures. The top 20 value delivery
architectures were filtered from the 8,880, and the results of this filtering are displayed in
Figure 3.2. Each of the campaigns is displayed to shows how it might be executed. The
x-axis separates campaign architectures into vertical columns, and the y-axis represents
the planned launch date of each mission in each campaign.
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Figure 3.2: Twenty Highest Discounted Value Delivery Campaigns for the Baseline
OPN Scheduler
Most of these campaigns are similar in nature, which is an indicator that only one of the
clusters in Figure 3.1 contains 16 of the top 20 discounted value delivery campaigns.
There is a small variance in feasible first few missions, with ICESat-II being allowed
either second or fourth. As missions become more distant in time, there is more variance
in the campaign architectures. Almost every permutation of the last three missions is
allowed in the top value delivery architectures.
It is useful to note that, at the time that this study was performed, all data continuity and
Technology Readiness Level constraints were derived from data found directly in the
Decadal Survey report. For example, per the Decadal Survey recommendations,
CLARREO was determined to be ready as soon as the decadal period started. If there
was a slip in the CLARREO TRL date, then the mission timeframe would have to be
adjusted, and the simulation would need to be redone. The same philosophy holds for all
missions in the study, across all decision logic in the OPN Scheduler.
An important case to analyze is the highest value delivery architecture case. Figure 3.3
separates this best case from the other top 20. In this figure, the missions are laid out
such that they are time sequenced and binned against the three important periods
described in the Decadal Survey. These are 2010 through 2013, with CLARREO,
ICESat-II, DESDynI, GPSRO, and SMAP, in that order, followed by missions in 2013
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through 2016, with SWOT, ASCENDS, XOVWM, HysplRI, and ACE, and missions in
2016 through 2020, with GRACE-II, SCLP, PATH, LIST, GEO-CAPE, GACM, and 3D-
Winds, in that order.
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Figure 3.3: Ordering of Highest Discounted Value Delivery Campaign for the
Baseline OPN Scheduler
As a final output from the baseline simulation, the top value delivery case was examined
against the entire feasible architecture space of 8,880 campaigns. The results of this can
be seen in Figure 3.4. Each mission is structured in a single row of the figure, and each is
arranged in descending order in which they are executed in the highest value delivery
case. The red lines represent the span of all feasible times in which a given mission can
be flown, and the blue triangles give the highest value mission launch date.
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Figure 3.4: Highest Discounted Value Delivery Campaign (with variance in red) for
the Baseline OPN Scheduler
3.1.4 Interpretation of Results
It is important for the schedule in Figure 3.4 to compares well with the recommendations
laid out in the Decadal Survey, thus lending validity to the OPN Scheduler. Since the
simulations were performed using rules derived from the scientific downselection process
employed in the Decadal Survey, it is entirely expected that the resulting campaigns
should match well with the recommendations of the community. Indeed, in examining
the mission plan resulting from the OPN Scheduler, the grouping of missions is directly
in line with the Decadal Survey. This is seen by comparing the mission timeline given in
Figures 3.3 and 3.4 with the results of the Decadal Survey, seen in Table 1.1.
Not only does the best case align well, but all of the 8,880 feasible architectures fall
roughly within Decadal Survey recommendations. This is expected, since these represent
the best 8,880 cases out of a possible 356 trillion. In fact, the architecture with largest
value delivery/benefit to the stakeholder falls directly in line with the Decadal Survey
results, while the variance represents slight excursions on the base case.
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There is one major discrepancy between the Decadal Survey and the baseline OPN
schedule. GEO-CAPE has the potential to be scheduled later than recommended by the
decadal scientists. The base case OPN simulation has the mission launching in the 2015
to 2020 timeframe, while the Decadal Survey schedules the mission between 2013 and
2016. There is a one year overlap in these timeframes, so some of the feasible campaigns
schedule GEO-CAPE in the Decadal Survey recommended period. The highest value
delivery architecture, however, places GEO-CAPE in 2018, which is two years after the
Decadal Survey recommends.
Another intriguing characteristic of the results of the baseline OPN schedule is the lack of
variance in feasible solutions for the mid-decade missions. In fact, the fifth, sixth,
seventh, eighth, and ninth mission in the campaign schedule have no variance at all. This
corresponds to the sequencing of SMAP, SWOT, ASCENDS, XOVWM, and HysplRI.
This is the result of the implementation of several of the decision rules in the OPN
Scheduler. The TRL Decision Rule forces SMAP to fly first, since it is the only mission
ready to be launched in 2012. SWOT, ASCENDS, and XOVWM are all technologically
mature in 2013, and therefore, TRL does not apply in the next three missions. However,
the Value Delivery Fairness decision rule does apply, as each of these three missions is
sequenced in a specific order to deliver value evenly and in proportion to the total value
of each community. Finally, the TRL rule is executed in the placement of HyspIRI,
which is the only mission that reaches TRL maturing when the simulation enters 2014.
3.2 Addition of NPOESS Remanifested Sensors as Climate Free
Flyers
3.2.1 Motivation for Simulations
Prior to the publication of the Decadal Survey, there was an overarching doubt about the
efficacy of the campaign plan proposed by the Earth science community. This was a
result of requirements changes from the National Polar-orbiting Operational
Environmental Satellite System (NPOESS), and the pursuant demanifestation of climate
sensors from that mission. In the resulting redesign of NPOESS, emphasis was placed on
ensuring uninterrupted data collection and requirements delivery on the original NPOESS
mission objectives, which were primarily focused on weather data. As a result, the
descoping included the reduced capability of specific climate measurements, and the
complete removal of five climate sensors.
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Four of the five completely demanifested sensors were included in this study. The four
sensors that were included were the Total Solar Irradiance Suite (TSIS), the Earth
Radiation Budget Sensor (ERBS), the Ozone Mapping and Profiler Suite (OMPS), and
the Aerosol Polarimeter Sensor (APS). These four, and a series of Ocean Altimeter
(ALT) measurements, represent the entire suite of sensors that were removed from
NPOESS. The ALT sensors were not included in this analysis, since there are alternate
plans to address sea level measurement data continuity on another satellite program.
From an NRC report made in June 2008 entitled "Options to Ensure the Climate Record
from the NPOESS and GEOS-R Spacecraft: A Workshop Report [2]," the needs for
remanifesting these key climate sensors are detailed:
* Total Solar Irradiance Sensor (TSIS): To provide data to help discriminate
between natural and anthropogenic causes of climate change, continuing a 25+
year data record.
* Earth Radiation Budget Sensor (ERBS): To provide data to monitor the Earth's
radiation budget, helping to identify the long term shifts related to climate change,
continuing a 21+ year data record.
* Ozone Mapping and Profiler Suite (OMPS): To provide data to measure the
vertical distribution of stratospheric ozone, and to facilitate the understanding of
ozone recovery due to the Montreal Protocol, continuing a 23+ year data record.
* Aerosol Polarimeter Sensor (APS): To provide data to measure the global
distribution of aerosols, facilitating the understanding of their impact on the
Earth's energy balance, clouds, and precipitation.
Without the sensors demanifested from NPOESS, long histories of continuous data would
be lost. Also, these sensors provide a stepping stone to further measurements detailed in
the Earth science Decadal Survey [2]. The following simulations evaluate a method of
reinserting these four sensors as a series of two climate dedicated satellite missions.
3.2.2 OPN Scheduler Parameters
In constructing this simulation, two additional missions were added to the OPN
Scheduler model. These two missions were named CFF 1 and CFF 2, denoting Climate
Free Flyer satellites. Each of these missions was added to solely address climate
measurements. The addition of two satellites was directly derived from the NRC
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recommendations regarding how to deal with the rescoping of NPOESS, and the pursuant
demanifestation of climate sensors in lieu of weather measurements.
The remanifestation of two climate dedicated missions is not far removed from what
might actually happen. One of the primary mitigation strategies developed and detailed
by the NRC is the integration of two similar climate satellites. Each of these satellites
would contain specific climate sensors to guarantee that continuity was maintained across
key historical scientific measurement records. In one proposed plan, all four of the
aforementioned sensors are included on each of the two satellites, providing a redundant
system for maintaining measurement records for the duration of the decade [2]. These
missions were added to the simulation to fly in the 2013-2015 timeframe and the 2018-
2020 timeframe, in line with recommendations from the NRC. To implement these
timeframes, earliest and latest launch dates were added to the simulation. The scheduler
enforces these dates in the same manner as TRL dates and latest launch dates, given by
Decision Rules 2 and 3c in Section 2.5. Table 3.3 summarizes the key input parameters
in this simulation, and how these numbers differ from the baseline OPN Scheduler.
-83-
Science Panel
Climate
Water Resources
Health and
Human Security
Weather
Mission
Name
CLARREO
GPSRO
SMAP
ICESat-II
DESDyni
Total
Value
5
3.5
3
3
TRL
Date
2010
2011
2012
2010
2010
2
Deprec.
Rate (%)
10
10
10
r ;
5Solid Earth
Campaign Year
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
Budget (M$)
750
750
750
750
750
750
750
750
750
750
Table 3.3: Key Input Parameters of OPN Scheduler with Climate Free Fliers
The decision was made to keep the value delivery to each panel the same as the baseline
OPN Scheduler case. Thus, although the number of climate measurements increases
from 9 to 17, the overall value of all climate-related objectives is still 5. The values used
in this simulation can be seen in Table 3.4. The value of any single climate measurement
is devalued by the addition of these new sensors, since the two satellites add 8 new
climate related measurements. The decision could alternatively be made to double the
total climate panel value delivery to compensate for the devaluation, keeping the value of
the Decadal Survey missions the same. Adjusting for this devaluation will be considered
in Section 3.5.
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Latest
Launch
Date
N/A
2012
N/A
N/A
N/A
XOVWM
HysplRI
ASCENDS
SWOT
GEO-CAPE
ACE
LIST
PATH
GRACE-I1
SCLP
GACM
3D-Winds
CFF1
CFF2
FY06
Cost
(MS)
265
150
300
300
700
2013
2014
2013
2013
2015
2015
2017
2016
2016
2016
2017
2016
2013
2018
Ecosystems2016
N/A
2016
2015
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
2015
2O206ý
2.5350
300
400
450
550
800
300
450
450
500
600
650
500
500
I
C I r m
Panel o "0 0o
Mission
CLARREO 0.294 0 0.103 0 0 0
GPSRO 0.294 0.292 0.103 0.273 0 0
SMAP 0 0.583 0.310 0 0 0
ICESat-Il 0.294 0.292 0 0 0.357 0
DESDyni 0.294 0.292 0.207 0 0.357 0.667
XOVWM 0.294 0 0 0 0 0
HysplRI 0 0 0.207 0 0.357 0.667
ASCENDS 0 0 0.103 0 0.357 0
SWOT 0.294 0.292 0.207 0 0 0
GEO-CAPE 0 0.292 0.517 0.818 0.357 0
ACE 0.588 0 0.414 0.818 0.357 0
LIST 0 0 0.207 0 0 0.667
PATH 0 0.292 0.310 0.273 0 0
GRACE-I 0.294 0.292 0 0 0 0
SCLP 0 0.292 0 0 0 0
GACM 0 0.292 0.310 0.546 0.357 0
3D-Winds 0 0.292 0 0.273 0 0
CFF1 1.177 0 0 0 0 0
CFF 2 1.177 0 0 0 0 0
Table 3.4: Value Delivery of Each Mission to Each Scientific Community ("Panel")
with the Addition of Two Climate Free Fliers
3.2.3 Results of Simulations
The same method that was described in Section 3.1, of value/benefit delivery
depreciation to the different stakeholders, was applied to this case. In Figure 3.5, the
time adjusted benefit of all of the feasible campaigns is shown. With two extra missions,
there are 19!, or 122 quadrillion, possible campaign architectures. After running the case
through the OPN Scheduler, the decision rules and logical constraints filter the results
down to a much more manageable 410,708 feasible campaigns. As with Figure 3.1, it is
important to note the clustered nature of the results shown in Figure 3.5. This clustering
is a direct result of key changes in the ordering of missions in the Decadal Survey. The
lower sweeping clusters represent cases where high value missions were delayed a
significant amount. The higher sweeping clusters represent these same missions being
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pushed earlier in the campaign plan. The smaller variance within each cluster is given by
later missions, and lowered value missions, shuffling places with each other in the
campaign plan. In this case, the clustering is more periodic, largely due to the large
number of feasible campaigns, and the large number of permutations of low-value
missions for each major cluster created by the different permutations of high-value
missions.
0 Top 20 Campaigns Top 100 Campaigns 0 All Campaigns
*41 [ 112.6
12.5
, 12.4
E
F 12.3
122
Figure 3.5: Time
100000 200000 300000
Architecture (#)
Adjusted Benefit of 410,708 NPOESS Remanifested
with Input Parameters from Table 3.3
400000
Campaigns
Similar to the base case, all of the architectures can be directly ranked against each other
for the total discounted value delivery. Similar to the baseline scheduler case, it is an
elementary process to filter out the highest value campaign architectures. The top 20
value delivery campaigns were filtered from the 410,708 feasible solutions, and the
results of this filtering are displayed in Figure 3.6. Since the actual magnitude of the
value delivery is not important, each of the campaigns is displayed to show how it might
be executed. The x-axis separates each campaign into vertical columns, and the y-axis
represents the planned launch date of each mission in each campaign.
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Figure 3.6: Twenty Highest Discounted Value Delivery NPOESS Remanifested
Campaigns with Input Parameters from Table 3.3
Again, most of these architectures are similar in nature, leading us to note that a single
cluster of missions in Figure 3.5 contains 14 of the highest 20 discounted value delivery
campaigns. In this case, no variance is indicated in the first few missions, but some
variance exists among the top architectures in the second and third period. As the
campaign progresses to missions that are farther out in time, there is increased variance in
possible architectures. Finally, there are a small number of missions that Do Not Fly
(DNF), due to a lack of time and budget. The results for the campaign enumeration were
still detailed for these missions; although, technically, they remain unexecuted, unless the
period is extended or the budget is increased. The value for these missions, which did not
fly in the 2010-2020 window, was not added to the total campaign discounted benefit.
A key result of this study is the placement of the two climate centric missions. They are
designed so that the first one flies sometime between 2013 and 2015, and the second one
between 2018 and 2020, as described in Section 3.2.2. This nominal case ensures data
continuity for key climate measurements. In the simulation, both of these two missions
are selected to start in the earlier half of their available timeframes. Also, there are no
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simulation cases in the top 20 in which the data continuity constraint was exercised,
forcing either of the Climate Free Fliers to execute before it was too late.
It is important to analyze the highest value delivery architecture case. Figure 3.7
separates this best campaign from the other top 20. In this figure, the missions are laid
out such that they are time sequenced and binned against the three important periods
described in the Decadal Survey. These are 2010 through 2013, with CLARREO,
DESDynI, GPSRO, ICESat-II, and SMAP, in that order, followed by missions in 2013
through 2016, with XOVWM, ASCENDS, CFF , SWOT, and HyspIRI, and missions in
2016 through 2020, with GEO-CAPE, GRACE-II, 3D-Winds, GACM, CFF2, and LIST,
in that order. The missions that do not fly, or are pushed beyond 2020, are ACE, PATH,
and SCLP, respectively. In order to schedule the missions that did not fly, the decisions
logic for this simulation was extended through the end of the campaign, holding the
budget at $750 million per year.
* 2010-2013
CLARREO -) DESDynl 4GPSRO 4-
ICESat-II -- SMAP
* 2013-2016
XOVWM -ASCENDS - CFF 1 -
SWOT -4 HysplRI
* 2016-2020
GEO-CAPE - GRACE-II - 3D-Winds -)
GACM -4 CFF 2 - LIST
* Post 2020 (Does Not Fly)
ACE 4- PATH -- SCLP
2020
2018
2016
2014
2012
31ni
O CFF 2O CFF 1
x 3D-Winds
* GACM
PATH
O LIST
GEO-CAPEO GRACE-Il
x SCLP
* ACE
O HysplRI
x XOVWM
* ASCENDS
x SWOT
x SMAP
OC GPSRO
* DESDynI
0 ICESat-ll
* CLARREO
Figure 3.7: Highest Discounted Value Delivery NPOESS Remanifested Campaign
with Input Parameters from Table 3.3
The campaign with the largest discounted value still falls primarily in line with base case
Decadal Survey recommendations, with the addition of CFF1 in 2014, and CFF2 in 2019.
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The top value delivery case was examined against the entire feasible architecture space of
410,608 campaigns. The results of this can be seen in Figure 3.8 below. Each mission is
structured in a single row of the figure, and each is arranged in descending order in which
it is executed in the highest value delivery case. The red lines represent the span of all
possible times in which a given mission can be flown, and the blue triangles give the
launch date of the highest discounted benefit case. While there are many possible
solutions that result in many permutations of unexecuted missions, the highest value
delivery campaign places only ACE, PATH, and SCLP outside of the campaign
timeframe. CFF1 and CFF2 are both scheduled in their prescribed launch windows, and
CFF2 falls in the earlier part of its timeframe. The grayed out bars and triangles
represent the Decadal Survey base case simulation, for comparison.
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Figure 3.8: Highest Discounted Value Delivery NPOESS Remanifested Campaign
(with variance in red, and baseline OPN Scheduler results in grey)
3.2.4 Interpretation of Results
The results of this simulation show a number of variations from the schedule produced by
the baseline OPN Scheduler. Some of these changes can be attributed to simple factors,
such as a change in science panel priority due to two additional climate missions. Others,
however, are a result of more subtle factors. Highlights of the difference between the
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highest discounted value delivery campaigns and the baseline OPN Scheduler results are
listed below. Also listed below, are possible diagnoses of these differences.
* ACE moved from the 2013 to 2016 timeframe to just after 2020. In fact, the
entire mission window (2015.5 to 2020) is shifted to later than the Decadal
Survey recommendations (2013 to 2016).
o This is most likely a function of the larger number of climate centric
measurements. Since ACE includes climate related objectives and is,
comparatively, a very expensive mission, the objectives of ACE are
actually devalued by the simulator. In the OPN Scheduler, the CFF1 and
CFF2 missions take priority, and ACE is pushed to a later date.
o 95% of ACE spending prior to complete budget expenditures, so the
mission is still included in the results. ACE would likely still fly, due to
the level of completion prior to encountering the budgetary constraints.
* SCLP and PATH moved from the 2016 to 2020 timeframe, to after 2020.
o Both of these missions were already in the third period of the Decadal
Survey recommendations. It is not unexpected that, given inadequate
funding, missions already planned for late in the Decadal Survey would be
pushed even later. The specific reason why SCLP and PATH were pushed
later, as opposed to other third period missions, is more subtle and
complex. This shift to a later date is most likely associated with the Water
Resources Panel, Weather Panel, and Health and Human Safety Panel not
having the largest uncaptured benefits in 2018 and 2019 in the highest
value case, due to Decision Rule 4 in Section 2.5. Also, there are still
cases where SCLP and PATH were scheduled within the decade,
indicating that in other feasible campaigns, the two missions did satisfy
Decision Rule 4.
* SWOT moves later, while XOVWM moves earlier.
o This is most likely a function of the increased number of climate
measurements, which leads to a change in climate panel priorities. Also,
other subtle shifts in priorities, panel weightings, and data continuity
between missions are potential causes of the change in ordering.
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* ICESat-II moves later, while DESDynI and GPSRO move earlier.
o This is most likely a function of the increased number of climate
measurements, leading to a change in the climate panel priorities.
* ACE, LIST, PATH, and SCLP move to later dates, while GEO-CAPE, 3D-Winds,
and GACM move earlier.
o These missions deliver value to every science community, so Decision
Rule 4 in section 2.5 is not the likely reason for this change. Feasible
options still exist for each of these missions that match the baseline OPN
schedule, although these options are not the highest discounted value
delivery campaigns. If the original ordering of these missions was
desired, campaigns outside of the top 20 could be considered.
o The specific root causes of these changes are very difficult to diagnose due
to the large number of missions involved and the complexity and
interaction of all of the components of the scheduler decision logic.
It is important to note that the diagnoses for the differences between these results and the
baseline case may be due to a number of factors. Since the changes are influenced by a
number of Decision Rules and Logical Constraints, and the campaign architecture space
is large, it is not expected that there would be a simple root cause effect of each variation
from the base case. The diagnoses listed above may not tell the entire story behind the
differences.
3.3 Increased Budget to Accommodate Climate Free Flyers
3.3.1 Motivation for Simulations
The addition of the NPOESS demanifested sensors was not originally planned to fall
within the scope of the Decadal Survey. In fact, some scientists believe that these sensors
should not be grouped together with the Decadal Survey at all, but should fall outside the
scope, in an auxiliary program. This solution, while providing less impact on the current
Decadal Survey recommendations, does not address many of the key concerns about the
validity and executability of the Decadal Survey. Without including these sensors in the
Decadal Survey, there is no quantitative method of addressing the climate data continuity
concerns, which tie the two programs together.
In this section, a method for fully incorporating the NPOESS climate sensors within the
scope of the Decadal Survey is examined. Previously, the sensors were simply
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augmented onto the Decadal Survey, without addressing the overall executability of the
new campaign architecture. Because of this, there was no feasible means of funding the
entire campaign. In order to fully integrate the Climate Free Flier missions, it is
necessary to account for these missions in the scope of the Decadal Survey. As the next
step in integrating these missions, the budget for the campaign was increased to a level
that guarantees the executability of all missions.
3.3.2 OPN Scheduler Parameters
In constructing this simulation, the budget was increased in the OPN Scheduler to
accommodate the two additional missions, CFF1 and CFF2. At the time of this study,
there were no published values for the cost of developing and executing the Climate Free
Flyers, so rough order of magnitude cost estimations of 500 million dollars per mission
were used. This value was derived through estimating that each mission, containing four
relatively high TRL level sensors, would be approximately as complex as an average
mission in the Decadal Survey. Once actual values are developed and published, this
simulation can be executed again to obtain more accurate results. Until that time, this
simulation should approximately represent the behavior expected from having a budget
that is sufficient to execute all mission in the study.
Since the two Climate Free Flyer missions fall in the second and third period of the
Decadal Survey campaign timeframe, the increased budget to accommodate these
missions was only added in these two periods. After the first period, the simulation
budget was increased by one billion dollars, spread evenly over approximately the last
seven years of the campaign. The CFF1 and CFF2 satellites were added in a similar
manner as the previous simulation case, containing specific sensors to guarantee climate
data continuity across key historical measurement records. Table 3.5 summarizes the key
input parameters in this simulation and how these parameters differ from the baseline
OPN Scheduler.
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Mission
Name
CLARREO
GPSRO
SMAP
ICESat-II
DESDynI
XOVWM
HysplRI
ASCENDS
SWOT
GEO-CAPE
ACE
LIST
PATH
GRACE-II
SCLP
N/A
N/A
2015
2020
TRL
Date
2010
2011
2012
2010
2010
2013.
2014
2013
2013
2015
2015
2017
2016
2016
2016
600
650
500
500
Latest
Launch
Date
N/A
2012
N/A
N/A
N/A
2016
N/A
2016
2015
N/A
N/A
N/A
N/A
N/A
N/A
FY06
Cost
(MS)
265
150
300
300
700
350
300
400
450
550
800
300
450
450
500
Campaign Year
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
Current
750
750
750
917
917
917
875
875
875
875
Baseline
750
750
750
750
750
750
750
750
750
750
Table 3.5: Key Input Parameters of OPN Scheduler with Budget to Accommodate
Climate Free Fliers
3.3.3 Results of Simulations
Similar to previous cases, a method of value delivery depreciation across the different
stakeholders was applied to this simulation. In Figure 3.9, the time adjusted benefit of all
of the feasible architectures is detailed. As in Section 3.2, with two extra missions, there
are 19!, or 122 quadrillion, possible architectures. In this case, however, there is an
increased budget to accommodate all 19 missions. Even so, there are fewer feasible
solutions than before the increase. After running the case through the OPN Scheduler,
the decision rules and logical constraints filter the results down to approximately 166,338
feasible architecture solutions.
The cause for fewer solutions than the base NPOESS case is not easily diagnosed. The
increased budget allows for more missions to be executed earlier than before, and as a
result of this, there are fewer available missions that are at a high enough Technology
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Science Panel Total Deprec.
Value Rate(%)
:
Climate 5 15
Water Resources 3.5 10
Health and
Human Security 10
Weather 3 10
Ecosystems 2.5 10
Solid Earth 2 5
GACM
, -13D-Winds
CFF1
CFF2
Budget (M$)
2017
2016
2013
2018
I
Readiness Level to be completed at any instance in time. In some cases, the campaign
schedule runs with very few missions that are ready to fly at each scheduling process.
There are fewer missions to choose from at any given recursive mission selection
process, and the complexity of the simulation decreases.
As with before, the clustering of results shown in Figure 3.9 must be noted. Again, this
clustering is a direct result of key changes in the ordering of missions in the Decadal
Survey. The lower clusters represent cases where high value missions were delayed a
significant amount. The higher clusters represent these same missions being pushed
earlier in the campaign plan. The variances within each cluster are given by the shuffling
of later missions, and lower value missions, within the campaign plan. As with the base
NPOESS case, the clustering is somewhat periodic. This is largely due to the high
number of feasible campaigns and the repetition of low-value mission permutations for
each major cluster created by the high-value mission permutations.
12
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Architecture (#)
Figure 3.9: Time Adjusted Benefit of 166,338 Campaigns with Input Parameters
from Table 3.5
Once again, every campaign can be directly ranked against each other for the time value
of benefit delivery. With the results for discounted benefit of each campaign, we can
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filter out the top cases. The top 20 value delivery campaigns were filtered from the
166,338 feasible solutions and the results of this filtering are displayed in Figure 3.10
below. Each case in this figure shows a potentially high-value solution for how the
campaign might be executed. The x-axis separates each campaign into vertical columns
and the y-axis represents the planned launch date of each mission in each campaign.
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Figure 3.10: Twenty Highest Discounted Value Delivery Campaigns with Input
Parameters from Table 3.5
Again, most of these campaigns are similar in nature, indicating that 17 of the highest 20
discounted benefit delivery campaigns are contained within a single cluster in Figure 3.9.
As with the case described in Section 3.2, there is no variance in the ordering of the first
few missions, but there is some variance in the second and third period. Unlike the
previous NPOESS case, every mission is executed in the ten year time window. Since
budget was increased, complications in scheduling do not arise from running out of
money.
The key result to note from this study is the scheduling of the two climate centric
missions. This scheduler decision rules ensure data continuity for key climate
measurements, forcing the two satellites to start somewhere between 2013 to 2015 and
2018 to 2020. In this simulation, both of the Climate Free Flyer missions occur within
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the desired timeframe, with CFF2 executing in the first half of its window. Also, there
are no simulation cases in the top 20 in which the data continuity constraint was
exercised, forcing either of the Climate Free Fliers to execute before it was too late in
time.
Again analysis is performed on the highest value delivery architecture case. Figure 3.11
separates this best case from the other top 20. In this figure, the missions are laid out
such that they are time sequenced and binned against the three important periods
described in the Decadal Survey. These are 2010 through 2013, with CLARREO,
DESDynI, GPSRO, ICESat-II, and SMAP, in that order, followed by missions in 2013
through 2016, with SWOT, XOVWM, CFF1, HyspIRI, GEO-CAPE, ASCENDS, and
GRACE-II, and missions in 2016 through 2020, with 3D-Winds, ACE, CFF2, LIST,
PATH, SCLP, and GACM, in that order. This result is identical to the previous case in
the ordering of the first period, while the second and third period change orders
considerably.
2020 CFF 22020 Q "!CFF 1
x x 3D-Winds
* 2010-2013 * GACM
CLARREO - DESDynl -GPSRO 4 2018 6 PATH
ICESat-II - SMAP 0 LISTGEO-CAPE
* 2013-2016 x O GRACE-II
SWOT -) XOVWM - CFF 1 -) O x SCLP
HysplRI -) GEO-CAPE -ASCENDS -) ACE
GRACE-II 2014HyspRI2014 - O Hx XOVWM
* 2016-2020 x C XOVWM
x * ASCENDS
3D-Winds - ACE - CFF 2 x SWOT
LIST -) PATH - SCLP 4GACM 2012 O x SMAP
Q OGPSRO
* DESDynI
2010 * O ICESat-II
* CLARREO
Figure 3.11: Highest Discounted Value Delivery Campaign with Input Parameters
from Table 3.5
The campaign with the largest discounted value still falls primarily in line with the base
case Decadal Survey, aside from NPOESS sensors on CFF1 in 2014, and CFF2 in 2018.
-96-
This is only slightly different from the previous case, where CFF2 was scheduled in
2019. The top value delivery case was examined against the entire feasible architecture
space of 166,338 campaigns. The result of this is presented in Figure 3.12. Each mission
is structured in a single row of the figure, and each is arranged in descending order in
which it is executed in the highest discounted benefit delivery case. The red lines
represent the feasible timeframe for the mission, and the blue triangles give the highest
value case. The grayed out bars and triangles provide the OPN Decadal Survey base case
simulation campaigns, for comparison.
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Figure 3.12: Highest Discounted Value Delivery
from Table 3.5 (variance in red, and baseline
Campaign with Input Parameters
OPN Scheduler results in grey)
3.3.4 Interpretation of Results
The results of this simulation show a number of variations from the baseline OPN
campaign schedule. Some of these changes can be attributed to simple factors, such as a
change in science panel priority due to two additional climate missions. Others, however,
are a result of more complex factors. Highlights and diagnoses of the difference between
the highest discounted benefit delivery campaigns and the baseline OPN Scheduler
results are listed below.
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* ACE moved from a mission window of 2013 to 2016, to a mission window of
2015 to 2018. The highest value delivery case moves later by approximately two
years, to the middle of 2017.
o As with the previous NPOESS case, this is most likely a function of the
larger number of climate centric measurements. Since ACE includes
climate related objectives, and is comparatively a very expensive mission,
the objectives of ACE are actually devalued by the simulator. In this case,
ACE does get executed in the OPN Scheduler, but CFF1 and CFF2
missions take priority.
* SCLP and PATH moves later by approximately two years, but they still fall
within the Decadal Survey recommendations for a 2016 to 2020 timeframe.
o Both of these missions were already in the third period of the Decadal
Survey recommendations, and since funding is sufficient for this case,
they stay in that period. The specific reason why SCLP and PATH were
each pushed later by two years is complex. This shift to a later date is
most likely associated with the Water Resources Panel, Weather Panel,
and Health and Human Safety Panel not having the largest uncaptured
benefits prior to 2018 in the highest value case, due to Decision Rule 4 in
Section 2.5. Also, cases remain where SCLP and PATH were scheduled
within the decade, indicating that in other feasible campaigns, the two
missions did satisfy Decision Rule 4.
* Unlike the previous case, SWOT no longer moves later. XOVWM still moves
slightly earlier.
o This is most likely a function of the increased number of climate
measurements, leading to a change in the climate panel priorities. In this
case, there is enough funding to execute all missions, so the affects of
NPOESS on these two satellites is limited.
* ICESat-II moves later, while DESDynI and GPSRO move earlier.
o As with the previous NPOESS case, this is most likely a function of the
increased number of climate measurements, leading to a change in the
climate panel priorities
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ACE, LIST, PATH, and SCLP move slightly later, while GEO-CAPE and 3D-
Winds move earlier.
o These missions deliver value to every science community, so Decision
Rule 4 in section 2.5 is most likely not the reason for this change. There
are still feasible options for each of these missions that match the baseline
OPN schedule, although these options are not the highest discounted value
delivery. If the original ordering of these missions was desired,
campaigns outside of the top 20 could be considered.
o This is most likely due to subtle shifts in priorities, panel weightings, and
data continuity between missions, causing them to change ordering.
o Also, the changes may be a function of the increased number of climate
measurements, leading to a shift in the climate panel priorities. These
changes are very difficult to specifically diagnose, due to the large number
of missions involved, and the complexity and interaction of all of the
components of the scheduler decision logic.
As with the previous case, it is important to note that the diagnoses for the differences
between results may be a result of subtle actions of the OPN Scheduler. Since the
changes are influenced by a number of Decision Rules and Logical Constraints, and the
campaign architecture space is large, it is not expected that there would be a simple root
cause effect of each variation from the base case. The diagnoses listed above may not tell
the entire story.
3.4 Simulations to Include Updated Budget and Cost Numbers
3.4.1 Motivation for Simulations
Many scientists believe that even the base case Decadal Survey recommendations are
extremely optimistic. The Decadal Survey was intended to represent all of the necessary
missions that satisfy the needs and goals of the various stakeholders. At the same time,
the Decadal Survey campaign was intended to be economically efficient and executable.
Even so, most scientists would characterize the Decadal Survey recommendations as
ambitious, given that current budget constraints have not risen to match the proposed
demand for missions. This section details a simulation using more realistic budget
constraints. By decreasing the budget, multiple missions go unexecuted. This provides
an important insight for the planning community on which set of missions should fly, and
which ones should be postponed, or even cancelled.
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In addition to these budget estimations being too high, recently published data suggests
that the mission costs presented in the Decadal Survey are too low. Revised estimations
were performed, and new values can be seen in Table 3.6. These values, like the revised
budget, were implemented in the OPN Scheduler.
Decadal Survey Cost NASA ESD Revised Percent IncreaseMission
Estimates (M$) Cost Estimates (M$) (Decrease)
CLARREO 273.5 579 112%
SMAP 309.6 393.5 27%
ICESat-II 309.6 607.0 96%
DESDynI 722.4 760.0 5%
HyspIRI 309.6 452.0 46%
ASCENDS 412.8 473.0 15%
SWOT 464.4 698.0 50%
GEO-CAPE 567.6 1276.2 125%
ACE 825.6 1627.9 97%
LIST 309.6 609.9 97%
PATH 464.4 521.0 12%
GRACE-II 464.4 471.4 2%
SCLP 516.0 512.0 (1%)
GACM 619.2 1036.9 67%
3D-Winds 670.8 797.7 19%
CFF1 500 750 50%
CFF2 500 750 50%
GPSRO 154.8 230.7 49%
XOVWM 361.2 538.2 49%
Totals 8688.4 12942.4 49%
Table 3.6: Mission Cost Estimation Comparison of NASA Earth Science Division
and Decadal Survey Scientists, Updated to FY07 Dollars
3.4.2 OPN Scheduler Parameters
Only two simple changes were made to the OPN Scheduler to facilitate this simulation.
First, the model was updated to include a smaller and more realistic budget number. The
number used was $500 million per year, dedicated to Earth science mission execution.
This value was derived by examining the upcoming presidential budget for NASA from
2010 through 2013, and extrapolating forward from 2013 through 2020. Because recent
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budget numbers for NASA are not large enough to facilitate the execution of all missions
in the Earth science study, some missions will never be funded properly. As a second
change to the OPN Scheduler, the cost numbers were updated to match revised NASA
cost estimates for each mission. The changes in cost have a similar impact as a decrease
in budget, although the impact is not evenly distributed across all missions. Instead, the
schedule of each mission is impacted proportionately to the individual increases or
decreases in costs, and to the increases or decreases in cost of missions that were
scheduled earlier in the campaign. Table 3.7 summarizes the key input parameters in this
simulation, and how these parameters differ from the baseline OPN Scheduler.
FY07 Cost (M$)
Current
437.0
154.8
393.5
607.0
760.0
361.2
452.0
473.0
698.0
1276.2
1627.9
609.9
521.0
471.4
512.0
1036.9
797.7
750
750
Science Panel
Climate
Water Resources
Health and
Human Security
Weather
Ecosystems
Solid Earth
Campaign Year
2010
2011
2012
2013
2014
2015
2016
2017
2018
2019
TRL
Date
2010
2011
2012
2010
2010
2013
2014
2013
2013
2015
2015
2017
2016
2016
2017
2016
2013
2018
Table 3.7: Key Input Parameters of OPN Scheduler with Climate Free Fliers, $500
Million Budget, and NASA Earth Science Division FY07 Cost Estimations
3.4.3 Results of Simulations
The depreciation of value delivery across the different stakeholders was applied to the
resulting campaigns. In Figure 3.13, the time adjusted benefit of the feasible
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Name
CLARREO
GPSRO
SMAP
ICESat-il
DESDyni
XOVWM
HysptRI
ASCENDS
SWOT
GEO-CAPE
ACE
LIST
PATH
GRACE-Il
SCLP
GACM
3D-Winds
CFF1
CFF2
Latest
Launch
Date
N/A
2012
N/A
N/A
N/A
2016
N/A
2016
2015
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A
2015
2020
Budget (MS)
Baseline Current
750 500
750 500
750 500
750 500
750 500
750 500
750 500
750 500
750 500
750 500
Baseline
273.5
309.6
309.6
722.4
361.2
309.6
412.8
464.44
567.6
825.6
309.6
484.4
464.4
516.0
819.2
670.8
500
500
__
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architectures is described. All of the previous campaign changes are carried through to
this simulation. The number of missions is still increased from 17 to 19 by the addition
of NPOESS Climate Free Fliers, and the budget and cost numbers have been updated to
reflect recent NASA estimates.
After running the OPN Scheduler, the Decision Rules and Logical Constraints filter the
results down to 1,376 feasible campaigns. In this case, the solution space is much smaller
than the previous NPOESS cases. The decreased budget and increases in costs force far
fewer missions to be executed in any given ten year period. Very quickly the option
space opens up, as the Technology Readiness Level constraint of each mission is
satisfied. After the first few missions are executed, most of the remaining ones are in the
queue, ready to fly. Since there are fewer missions executed in each campaign, the
number of recursive mission selection processes is small and the scheduling complexity
of the simulation is considerably decreased.
In Figure 3.13, there is clear clustering and banding of the value of each campaign.
Again, this clustering is a direct result of key changes in the ordering of missions in the
Decadal Survey. The lower clusters represent cases where high value missions were
delayed a significant amount. The higher clusters represent these same missions being
pushed earlier in the campaign plan. The variances within each cluster are given by the
shuffling of later missions, and lowered value missions, in the campaign plan. Again,
this clustering is somewhat periodic, largely due to the high number of feasible
campaigns, and the repetition of all permutations of low-value missions for each major
cluster created by the high-value mission permutations.
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Figure 3.13: Time Adjusted Benefit of 1,376 Campaigns with Climate Free Fliers,
$500 Million Budget, and NASA Earth Science Division FY07 Cost Estimations
Since the different campaigns separate by value/benefit delivery, they can be ranked.
With the above spread of discounted mission campaigns, it is a simple process to filter
out the top architectures. The top 20 value delivery campaign architectures were filtered
from the 1,376 feasible solutions, and the results of this filtering are displayed in Figure
3.14. The x-axis separates each campaign into vertical columns, and the y-axis represents
the planned launch date of each mission in each campaign.
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Figure 3.14: Twenty Highest Discounted Value Delivery Campaigns with Climate
Free Fliers, $500 Million Budget, and NASA Earth Science Division FY07 Cost
Estimations
The majority of the highest discounted value delivery architectures are contained within
the small subset of clusters that easily separate from the rest in Figure 3.13. In fact, all 20
missions can be found within 7 high value clusters in the figure. The separation between
these different clusters can be seen in the ordering of the GRACE-II, PATH, and SCLP
missions, and the ordering of XOVWM and SWOT, in Figure 3.14. As with the case
described in Section 3.2, there is no variance in the ordering of the first few missions, and
the only variance in mission orders is realized in the third period of the study. In this
case, the simulation was terminated if time was later than 2020, and the funding for a
mission had yet to begin. As a result, some missions fall later than the ten year period if
they were started prior to the end of the period. Since budget decreased and costs
increased, only a small subset of the total number of missions available were executed.
A key insight provided by this simulation is the recommendation on where the two
Climate Free Fliers are scheduled. Just like before, they are designed so that the first one
flies somewhere between 2013 and 2015, and the second one flies between 2018 and
2020. In Figure 3.14, however, CFF2 never flies. The data continuity decision rule
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ensures that both CFF missions will be chosen if the current time is beyond the
recommended data continuity window when choosing a mission. Since the last mission
in each campaign was chosen slightly before 2020, the data continuity constraint was not
exercised. However, in each of these 20 cases the next mission choice would have been
CFF2. Also, the 1,376 finished campaigns could again be filtered to include only the
results that execute both CFF1 and CFF2. Since there were other high priority missions
to be flown, CFF2 was pushed later in the highest benefit cases.
An important case to analyze is the highest value delivery campaign architecture case.
This is the first simulation that realistically matches current budget and cost constraints of
NASA, and also includes the entire subset of desired Earth science missions. Figure 3.15
separates this best case from the other top 20. In this figure, the missions are laid out so
that they are time sequenced and binned against the three important periods in the
Decadal Survey. These are 2010 through 2013, with CLARREO and GPSRO, followed
by missions in 2013 through 2016, with DESDynI, ASCENDS, and CFFl, and missions
in 2016 through 2020, with XOVWM, SWOT, GRACE-II, SCLP, and PATH, in that
order. The next mission in the survey, providing that it is not too late and funding
continues through another decade, would be CFF2. This example provides a
recommendation on how to execute a complete campaign architecture, given highly
restrictive budget constraints.
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Figure 3.15: Highest Discounted Value Delivery Campaigns with Climate Free
Fliers, $500 Million Budget, and NASA Earth Science Division FY07 Cost
Estimations
The resulting campaign architecture with the largest discounted value no longer closely
matches the base case Decadal Survey. With highly limited budget constraints, and with
multiple changes to the simulator inputs, it is not expected that the results would share
many similarities with the baseline Decadal Survey recommendations. However, the
underlying assumptions and decision logic of the Decadal Survey campaign planning is
still intact, and the highest value delivery campaign given by Figure 3.15 represents what
might be a desirable campaign plan under the current design constraints.
3.4.4 Interpretation of Results
The results of this simulation are greatly changed by revised cost estimates and
insufficient budget constraints. Thus, it makes sense that the recommended campaign
shows a number of variations from the baseline OPN Scheduler, as well as a number of
variations from the NPOESS simulation cases. Some of these changes can be attributed
to simple factors, while others are a result of more subtle decision logic. Highlights of
-106-
the difference between the highest value delivery campaigns and the baseline OPN
Scheduler results are listed below, along with possible diagnoses of these differences.
" Only 10 out of 19 missions are executed before the end of the decade.
o This is clearly a case where funding is insufficient to accommodate all 19
desired missions.
o The majority of cost estimates increased, as shown in Table 3.7. These
increases, while not consistent across all missions, account for a 50%
increase in total necessary funding. This further decreases the number of
missions that can successfully be executed in the campaign.
* Specific missions, such as SWOT, are pushed out of their three year
recommended window. In specific cases, such as ICESat-II, they are even
removed from the campaign entirely.
o Limited budget forces planned missions to execute much slower than in
previous cases. Once the simulation pushes beyond the three year
window, other high priority missions become available. In some cases,
there is still time and priority to execute slipped missions. In other
instances, the space of available missions contains higher priorities and a
slipped mission never launches.
* Not all of the NPOESS remanifested sensors are flown in the desired timeframe.
o An influx of climate related measurement objectives caused the overall
value of any single climate measurement to become devalued. Climate
measurements, although still a high priority, are so numerous that CFF2 is
pushed until a later date.
o This is also a result of limited funding causing delays in campaign
timelines.
o In the case that these delays are unacceptable, future simulations can be
performed to force CFF2 to execute earlier, separate funds can be
allocated to the execution of these missions, or higher prioritization can be
given to climate change.
As with the previous cases, it is essential to note that the diagnoses for the differences
between results may be due to a number of complex actions of the OPN Scheduler. Since
the changes are influenced by a number of Decision Rules and Logical Constraints, and
the campaign architecture space is large, it is not expected that there would be a simple
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root cause effect of each variation from the base case. The diagnoses listed above may
not tell the entire story behind the differences.
3.5 Increased Focus on Climate Change
3.5.1 Motivation for Simulations
In adding two dedicated climate satellites to the study, eight additional climate dedicated
measurement objectives were added. Thus, the total number of climate related objectives
is almost doubled, from 9 to 17. This increased number of objectives motivates the need
for an increased emphasis on delivering value to the climate scientists. Without
increasing the emphasis on climate change measurements, other climate objectives in the
Scheduler were actually devalued. By increasing the emphasis on climate change value
delivery, the relative importance of all measurement within the campaign plan is kept
consistent with the baseline case, and the newly added missions are also given an
appropriate value. Since the total value capture available to the science communities is a
parameter used in determining campaign plans, this becomes an important factor in the
scheduling process of subsequent missions in the study.
3.5.2 OPN Scheduler Parameters
Only one change was made to the OPN Scheduler to facilitate this simulation. Because
of the devaluation of climate measurement created by the additional NPOESS sensors,
the OPN model was updated to include a larger emphasis on obtaining climate
measurements. Since the absolute number of climate measurements increased from 9 in
the base case, to 17 after the inclusion of climate free fliers, the number of climate
measurements approximately doubled. Thus, the total value of climate measurements
must be doubled relative to other measurements.
It is helpful to maintain a zero to five value scale in the simulations, so for the purposes
of the simulation, the total value available to all other measurement communities was
reduced by half. This simulation gives a very large bias to climate panel measurements,
which is expected from an increase in the number of climate objectives. The values used
in the simulation are presented in Table 3.8. The highest value capture available is still
five, for climate missions. In this case, the next largest available is water resources at
1.75.
No other changes were made to run this simulation. Other than panel values, this model
is identical to the simulation executed in Section 3.4, with NPOESS remanifested sensors
and a $500 million budget to accommodate all missions in the campaign. Table 3.8
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summarizes the key input parameters in this simulation, and how these parameters differ
fiom the baseline OPN Scheduler.
Mission TRL Latest FY07 Cost (M$) Total Value Deprec.Launch Science PanelName Date Date Baseline Current Baseline Current Rate (%)
CLARREO 2010 N/A 273.5 437.0 Climate 5 5 15
GPSRO 2011 2012 154.8 154.8 Water Resources 3.5 1.75 10
SMAP 2012 N/A 309.6 393.5 Health and 3 1.5 10Human Security
ICESat-It 2010 N/A 309.6 607.0
Weather 3 1.5 10DESDyni 2010 N/A 722.4 760.0 , 0
XOVWM 2013 2016 361.2 361.2 Ecosystems 25 1.25 10
Solid Earth 2 1 5HysplRI 2014 N/A 309.6 452.0
ASCENDS 2013 2016 412.8 473.0 Budget (M$)Campaign Year
SWOT 2013 2015 464.4 698.0 Baseline Current
GEO-CAPE 2015 N/A 587.6 1276.2 2010 750 500
ACE 2015 N/A 825.6 1627.9 2011 750 500
LIST 2017 N/A 309.6 609.9 2012 750 500
PATH 2016 N/A 464.4 521.0 2013 750 500
GRACE-Il 2016 N/A 464.4 471.4 2014 750 500
SCLP 2016 N/A 516.0 512.0 2015 750 500
GACM 2017 N/A 618.2 1036.9 2016 750 500
3D-Winds 2016 N/A 670.8 797.7 2017 750 500
CFF1 2013 2016 500 750 2018 750 500
CFF2 2018 2020 500 750 2019 750 500
Table 3.8: Key Input Parameters of OPN Scheduler with Climate Free Fliers, $500
Million Budget, Revised Mission Costs, and Increased Focus on Climate Change
3.5.3 Results of Simulations
The method of capturing the depreciated value delivery across the different stakeholders
was applied to the generated campaigns. In Figure 3.16, the time adjusted benefit of all
of the feasible campaign architectures is shown. In addition to capturing the increased
value and emphasis of climate measurements, all previous campaign changes are carried
through to this simulation. The number of missions is still increased from 17 to 19 by the
addition of NPOESS Climate Free Fliers, and the budget and cost numbers have been
updated to reflect recent NASA estimates.
After running the case through the OPN Scheduler, the Decision Rules and Logical
Constraints filter the results down to 1,780 feasible campaigns. This is roughly the same
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order of magnitude as the simulation in 3.4. It is, however, much less complex than
either the base case or the fully funded NPOESS case. The decreased budget, as well as
fairly consistent increases in costs, forces far fewer missions to be executed in the ten
year period than in the fully funded case. As a result the complexity of the simulation is
decreased.
In Figure 3.16 there is clear clustering and banding of the values of each campaign.
Again, this clustering is a direct result of key changes in the ordering of missions in the
Decadal Survey. The lower clusters represent cases where high value missions were
delayed a significant amount. The higher clusters represent these same missions being
pushed earlier in the campaign plan. The variances within each cluster are a result of the
shuffling of later missions, and lowered value missions, in the campaign plan.
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Figure 3.16: Time Adjusted Benefit of 1,780 Campaigns with Input
Detailed in Table 3.8
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Again the different campaigns are ranked by benefit delivery and the top 20 architectures
are extracted. The results of this are shown in Figure 3.17. The x-axis separates each
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Figure 3.17: Twenty Highest Discounted Value Delivery Campaigns with Input
Parameters Detailed in Table 3.8
The majority of the highest discounted value delivery cases are contained within the 6
clusters that easily separate from the rest in Figure 3.16. The separations between these
clusters is primarily due to the difference in sequencing of DESDynI and GPSRO, and
CFF1 and ASCENDS. Unlike the previous cases, there is a potential variance in the
ordering of the missions within any of the three periods of the campaign. Once again, the
simulation was terminated if time was later than 2020, and the funding for a mission had
yet to begin. In this manner, some missions fall later than the ten year period if they were
started prior to the end of 2020. Since budget was decreased, and costs were increased,
only a small subset of the total number of missions available was executed.
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Again, a key result of this simulation is the recommendation on where the two Climate
Free Fliers fall and how this differs from the case where the benefit of climate related
data is not increased. Each Climate Free Flier is still designed so that the first one flies
sometime between 2013 and 2015, and the second one flies between 2018 and 2020. In
Figure 3.17, CFF2 only gets to fly in four of the top twenty campaigns. The data
continuity decision rule ensures that both CFF missions will be chosen if the time is
beyond the recommended data continuity window when choosing a mission. Since the
last mission in each campaign was chosen before 2020, the data continuity constraint was
not exercised in any of the cases. Neither Climate Free Flier mission is ever forced to
execute before it is too late. In each of the 16 cases where CFF2 did not appear, it would
have been selected as the next mission by the OPN decision logic.
The next step in our analysis is to take a look at the recommended highest value delivery
campaign. This simulation case closely matches current real-world budget and cost
constraints, and also includes the entire subset of desired Earth science missions. Thus,
this case is a realistic representation of what might actually occur. Figure 3.18 separates
this best case from the other top 20. In this figure, the missions are laid out so that they
are time sequenced and binned against the three important periods described in the
Decadal Survey. These are 2010 through 2013, with CLARREO and GPSRO, followed
by missions in 2013 through 2016, with DESDynI, ASCENDS, and CFF 1, and missions
in 2016 through 2020, with XOVWM, SWOT, SCLP, GRACE-II, and ICESat-II, in that
order. The next mission in the survey, providing that it is not too late, would be CFF2.
This is identical to the previous simulation case in the first two periods, yet differs from
2016 through 2020. This example represents a recommendation on how to execute the
Earth science campaign architecture, given highly restrictive budget constraints.
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Delivery Campaign with Input Parameters
in Table 3.8
The resulting campaign architecture with the largest discounted value does not closely
match the base case OPN Scheduler results or the Decadal Survey. With highly limited
budget constraints and multiple changes to the OPN Scheduler inputs, the results will not
share many similarities with the baseline Decadal Survey recommendations. However,
the underlying assumptions and decision logic of the Decadal Survey scientists are still
intact and the final highest value delivery campaign represents what might be a desirable
campaign plan under current real world design constraints.
3.5.4 Interpretation of Results
This simulation is significantly changed by the revised cost estimates and the insufficient
budget constraints. This leads to results that show a number of variations from the
baseline OPN Scheduler, as well as a number of variations from the NPOESS simulation
cases. Some of these changes can be attributed to simple factors, while others are a result
of more subtle decision logic. Highlights of the difference between the highest value
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delivery campaigns and the baseline OPN Scheduler results are listed below. Also listed
below, are possible diagnoses of the reasons for these differences.
* As with the previous case, only 10 out of 19 missions are executed before the end
of the decade.
o Even though the value of climate measurements has increased by a factor
of two, there is still insufficient funding to accommodate all 19 desired
missions.
o The majority of cost estimates increased, as shown in Table 3.8. These
cost increases further decrease the number of missions that can
successfully be executed in a given campaign.
* Many missions are pushed out of their three year recommended window. In
specific cases, they are even removed from the campaign entirely. Unlike the
previous simulation, the ultimate fate of ICESat-II does not fall victim to a
complete slip in schedule. In the highest value delivery architecture, ICESat-II is
the last mission executed in the campaign.
o Limited budget forces planned missions to execute much slower than in
previous cases. Once the simulation pushes beyond the three year
window, other high priority missions become available. In some
instances, the space of available missions contains higher priorities and a
slipped mission never launches.
o ICESat-II, in particular, was pulled earlier in the schedule by the increase
in climate measurement values. Since ICESat-II contains climate related
objectives, a higher total benefit of climate panel measurements brings
ICESat-II back into high priority.
* The NPOESS Climate Free Fliers are not executed in the desired timeframe on all
campaigns, although both NPOESS remanifested missions do fall in some of the
highest value delivery campaigns.
o This is also a result of the reprioritization. Although funding is limited,
the raised value of climate panel measurements makes CFF2 a higher
priority. Even though it does not always fly in high value campaigns, it
does in some, and it is on the cusp of being flown in all others.
o As with the analysis in Section 3.4, future simulations can be performed to
force CFF2 to execute earlier, or separate funds can be allocated to the
execution of these missions.
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The climate related missions move earlier in the campaign for some of the top
twenty value delivery campaigns, and ICESat-II moves into the end of the
campaign in the highest value delivery case. These changes are minor, however,
and do not constitute a major change in mission ordering.
o The climate missions do have higher priority, but some of this higher
priority is compensation for the increase in the number of climate
measurement objectives from the Climate Free Flier satellites. Also,
climate was already a high priority in all campaign planning simulations
presented in this thesis. In order to produce a major change, the value of
climate measurements would need to be increased by a larger factor.
Since added funding clearly pulls more missions in to the campaign
window, increasing the budget may be a more effective measure for
increasing the number of climate missions.
The diagnoses for the differences between results may be due to a number of subtle
actions of the OPN Scheduler. It is not expected that there would be a simple root cause
effect of each variation from the base case. The diagnoses listed above may not, in fact,
be the entire story behind the differences.
3.6 Analysis of Sensitivity to Budget Constraints
3.6.1 Motivation for Simulations
The final simulation cases examined in this thesis were the effects of budget variations on
campaign planning. This provides particularly valuable insights, especially in creating a
robust campaign plan, despite uncertainty in future funding levels. Since the Decadal
Survey is currently only partially funded, and this funding extends only through the first
four years of the study, it is extremely important to plan campaigns that are robust to
potential budget changes. Also, it is often necessary to be able to justify the benefit of
incremental increases in the campaign budget. Being able to make a strong value
delivery argument for having an extra 50 or 100 million dollars per year may directly
facilitate the provision of an adequate budget, and it may make it more difficult to
descope an already funded campaign architecture.
3.6.2 OPN Scheduler Parameters
This case is actually comprised of four different simulations. Between each simulation,
the only difference is the total budget figure used across the entire campaign enumeration
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process. The budget values that were implemented were 400, 500, 600, and 700 million
dollars per year. Current real-world budget estimates support a number of around 500
million dollars per year, so this number represents a series of relevant possibilities,
centered around this case. Other than variations in budget, there were no other changes
made to the OPN Scheduler from the case examined in Section 3.5. Table 3.9
summarizes the key input parameters in this simulation and how these parameters differ
from the baseline OPN Scheduler.
Table 3.9: Key Input Parameters for OPN Scheduler with Various Budget Levels,
Climate Free Fliers, Revised Mission Costs, and Increased Focus on Climate
Change
3.6.3 Results of Simulations
Value delivery discounting was performed in the exact same manner as in previous
sections of this chapter. From the resulting simulations, the number of enumerated
campaigns for each budget case increases exponentially as the budget increases linearly.
This is a function of the increased budget leading to an increased number of missions
flown, and thus an increase in the number of decision processes. In Figure 3.19, the
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resulting discounted value delivery is shown for the first four budget cases given in this
section.
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Figure 3.19: Time Adjusted Benefit of All Feasible Campaigns with Input
Parameters Detailed in Table 3.9
As with all of the previous cases, the campaign architectures are clustered into groups,
representing large similarities in the placement of high value delivery missions. These
clusters are spread out by the variations in the lower value missions in each campaign.
As the budget is increased to a point where large changes appear in the ordering of
extremely high-value missions, the entire pattern of clustering is affected. As with
previous cases, the entire campaign space is ranked, and the top 20 value delivery
campaigns for each case are extracted. Results of this can be seen below in Figure 3.20.
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Figure 3.20: Twenty Highest Discounted Value Delivery Campaigns with Input
Parameters Detailed in Table 3.9
The above figures provide some highly informative insights. First, with each budget
increase, there is also an increase in the number of the top 20 architectures that complete
both of the Climate Free Flier missions prior to the decision logic forcing the campaign to
terminate. As it can further be seen below in Figure 3.21, once the Budget is increased to
600 million dollars per year, even the highest value delivery architecture contains both
Climate Free Fliers. This can be a revealing result when scientists are trying to justify a
budget increase from the current levels, which are below 600 million dollars per year.
Also, in the highest value delivery case, only 8 missions complete for a campaign funded
at a level of 400 million per year, while 12 complete, in less time, when funded at a level
of 700 million dollar per year. The magnitudes of value delivered in each case can be
weighed against each other, providing further justification for a larger budget. In each
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Figure 3.21: Highest Discounted Value Delivery Campaigns with Input Parameters
Detailed in Table 3.9
The campaigns with the largest discounted value are no longer in close agreement with
the base case Decadal Survey for each budget input case. This is a result of the lack of
funding available to execute all of the missions in the study. The results of these high
value and feasible cases can be seen in Figures 3.22 and 3.23. Each mission is structured
in a single row of the figure, with each budget value in a different color. The lines
represent the feasible timeframes for the missions, and the triangles give the highest value
case. The three sets of data in Figure 3.22 represent the simulations for cases with
budgets of $400 and $500 million per year, and the case of the baseline OPN Scheduler.
The three sets of data in Figure 3.23 represent the simulations for cases with budgets of
$600 and $700 million per year, and the case of the baseline OPN Scheduler. In many
cases, missions were not scheduled in the highest value case, but were still present in
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Figure 3.22: Highest Discounted Value Delivery Campaign for Baseline OPN
Scheduler, and for Budgets of $400 and $500 M/year and Input Parameters Detailed
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Figure 3.23: Highest Discounted Value Delivery Campaign for Baseline OPN
Scheduler, and for Budgets of $600 and $700 M/year and Input Parameters Detailed
in Table 3.9 (with highest case triangles and variance bars)
The grouping of the first four missions is relatively similar for all three budget cases.
The sequencing of the four missions in the highest value delivery case is slightly
different, but feasible solutions exist to schedule the three with the same ordering. The
primary difference between the three cases is the rate at which the first four missions are
executed, which is a direct result of budget variations. The other important difference is
that DESDynI does not execute in the $400 million dollar per year budget case. The
other three take priority due to the Value Delivery Fairness Decision Rule, detailed in
Section 2.5. By the time these other three are complete, new missions are available and
are high priority due to the TRL and Value Delivery Fairness Decision Rules.
SWOT, XOVWM, and HysplRI all fly for all three budgets in the highest value delivery
case, as well as in all feasible cases. However, the timing of the three missions is greatly
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affected by the budget. SWOT and XOVWM both move earlier by approximately three
years between the $500 and the $600 million budget case. Climate Free Flier 1 is only
marginally affected, as it moves slightly later to compensate for the changes in the other
two. As expected, in the subset of the feasible solutions, all three of the mission
timeframes move earlier as the budget increases.
In the highest discounted value delivery case, the placement of ASCENDS is only
slightly affected by the change in budget. The feasible solutions, however, detail that
ASCENDS can fall much later than in the best case. This may allow for some flexibility
in scheduling, in the case that ASCENDS slips to the right for other reasons, such as data
continuity or TRL requirements.
According to these simulations, few other missions in the Decadal Survey launch. In the
highest discounted value delivery case, very few other missions get scheduled within the
decade, except in the $700 million budget case. With $400 and $500 million per year,
the scheduler places one mission just beyond the end of the decade in all feasible cases.
They are included in these results because they started to receive funding prior to the end
of the 2020.
3.6.4 Interpretation of Results
The results of these simulations show many differences from the baseline OPN
Scheduler, as well as a number of variations from the NPOESS simulation cases. Some
of these changes can be attributed to simple factors, while others are a result of more
complex decision logic. Highlights of the differences between the highest value delivery
campaigns and the baseline Decadal Survey schedule, as well as possible diagnoses for
these differences, are listed below.
CFF1 and CFF2 both fly, according to the Decadal Survey assumptions, as long
as the budget numbers can be increased to 600 million dollars per year.
o As money becomes available, more missions are able to be executed. As
long as other panels are sufficiently satisfied, climate measurements in key
areas of the campaign are of high enough priority to justify the Climate
Free Flier missions.
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* ICESat-II is executed for all cases, except the 500 million dollars per year budget
case. ICESat-II does fly for many of the high value delivery campaigns, just not
the highest value delivery campaign.
o There are many complex trades in the OPN Scheduler. The exact
placement of ICESat-II is an aggregation of Decision Rules and Logical
Constraints, each representing decision logic used by the Decadal Survey
planners.
o If ICESat-II is undervalued in these simulations, it is most likely
acceptable to substitute the campaign with another of the other high value
delivery campaigns enumerated by the OPN Scheduler. If the highest
value delivery campaign is selected, but ICESat-II is necessary, then there
is reason to seek alternated funding, or raise the overall budget for the
entire campaign.
* As budget increases, so too does the likelihood of executing more missions. The
exact benefit to cost ratio of each campaign can be weighed and ranked, providing
credence to explore alternate budget levels.
o Once again, the OPN Scheduler uses a complex aggregation of Decision
Rules and Logical Constraints. The quantitative results, although not
always easy to assign a root cause diagnoses, provide informative insights
on the true benefit of increased funding.
As with the previous cases, it is very important to note that the diagnoses for the
differences between results may be the result of a number of subtle actions of the OPN
Scheduler. Since the changes are influenced by a number of Decision Rules and Logical
Constraints, and the campaign architecture space is large, it is not expected that there
would be a simple root cause effect of each variation from the base case. The diagnoses
listed above may not tell the entire story of the complex reasons behind the differences.
3.7 Summary
In Chapter 2, a recursive Object Process Network Scheduler model was developed for the
scheduling problem. Using Decision Rules and Logical Constraints, the possible solution
space was filter from the 356 trillion architectures, down to the 8,880 feasible campaign
architectures. These 8,880 campaigns were analyzed in Section 3.1, representing the
baseline simulation case. Results of this base case simulation were compared directly to
the Decadal Survey recommendations, producing validation of the OPN Scheduler. The
base case OPN results detailed campaigns that were directly in line with the Decadal
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Survey report. After the baseline case was validated, numerous variations on the base
case, each representing potential real world changes to the Decadal Survey, were
executed using the OPN Scheduler. These cases were analyzed in detail, providing
recommendations on future campaign planning.
As a first variant from the baseline simulation, the demanifested NPOESS climate
sensors were included as two Climate Free Flyer (CFF) missions. These sensors,
integral to data continuity records and future climate models, were demanifested
from the NPOESS program, leaving gaps and uncertainty in the plan proposed by
the Decadal Survey. Under this change, simulations showed that CFF1 should fly
in 2014, and CFF2 should fly in 2019. Also, since the budget for Earth science
mission execution was fixed, the addition of the NPOESS sensors forced three
missions to go unfunded. In the highest value delivery architecture, these three
missions were ACE, PATH, and SCLP. In this simulation case, the recommended
campaign for Earth Science missions was displayed in Figures 3.7 and 3.8.
* As a second variation from the base case, the Earth science mission budget was
increased to accommodate both of the Climate Free Fliers. Although it is highly
unlikely that the expanded Decadal Survey would be fully funded, this provided a
best case for executing the Climate Free Flier missions. After running this
simulation, the campaigns that resulted were similar to those run previously,
except in every case, all missions are scheduled within the scope of a single
decadal. Also, in the highest value delivery architecture, CFF1 was scheduled to
fly in 2014, and CFF2 in 2018. These two dates are early in the allowable
timeframe for the two missions, highlighting the importance of these vital climate
centric missions. In this case, the recommended campaign for the Earth science
missions was seen in Figures 3.11 and 3.12.
* Since the Decadal Survey was published, the NASA Earth Science Division
provided updated mission cost estimates, which were included in the OPN
Scheduler. Most of the cost values increased considerably, although some
remained almost constant. This increase in cost was accompanied by a decrease
in budget, which provides an accurate portrayal of the current budget constraints
of the Earth science community. In this case, the recommended campaign for
Earth Science missions is seen in Figure 3.15.
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* The next simulation case examined the affect of increasing the importance and
total value delivery of climate measurements with respect to other measurement
types. With the inclusion of NPOESS demanifested climate measurements, and a
potential change in the emphasis on Earth science coming from a changing
political climate in the United States, the overall available value delivery to the
climate community is potentially larger than the Decadal Survey suggests. In this
case, the recommended campaign for Earth Science missions was shown in Figure
3.18.
* As a final set of simulations, a sensitivity analysis was performed on the budget
constraint, providing insights on value added to or subtracted from the Earth
science campaign through changing the budget. Various budget levels were
examined, helping to understand the value added to the Earth science community
of funding for additional satellites. In these cases, the recommended campaigns
for Earth Science missions at each budget level were displayed in Figures 3.21,
3.22, and 3.23.
There are numerous other informative variations that can be examined with the OPN
Scheduler. Many of these cases can be performed through small variations in the
OPN Scheduler input parameters, while others require more complex modifications.
These other simulations are left for future analysis, and are not presented in this
thesis.
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4 Alternative Approaches to Very Large Problems
This chapter details some of the alternative approaches to system architecting of a
complex campaign of satellite missions. The section begins by describing an approach to
the scheduling problem using MATLAB, a widely used computational engineering
toolbox. The limitations of this type of approach are illustrated through a description of
the emergent complexity (size) of the architecting solution. Next, a comparison of
MATLAB techniques to OPN Schedulers is presented, helping to illustrate the rationale
behind choosing Object Process Networks. Finally, some alternative approaches that
were not examined in detail in this thesis are discussed, giving rise to future research
opportunities.
In the process of developing a method to perform the scheduling for the Earth Science
Decadal Survey, many different techniques were examined. Other preexisting methods
were studied, pertaining to computer science queues, sorting algorithms, auction
algorithms, and other potential scheduling techniques. Most of these other methods were
very capable at their designed function, but were unable to match the decision logic of the
Object Process Network Scheduler. Brute force techniques were also tested, as the
problem of scheduling approximately 17 missions did not, initially, seem computationally
daunting. One of the primary techniques tested was using MATLAB for enumeration
and downselection. This effort required a great deal of programming, and the resulting
decision logic was insufficient for the needs of the NASA scheduling problem.
4.1 MATLAB PermuterlScheduler
The MATLAB permuter, specifically designed for this study, relies primarily on trivial
methods to enumerate the architecture space for the third phase of the NASA architecture
decision process shown in Figure 2.1. The permuter simply attempts to expand the
architecture solutions to include all of the possible permutations, only eliminating
solutions using the logical constraints detailed in Chapter 2. The permuter does not,
however, use any of the more elegant decision rules implemented in the OPN permuter.
Initially, this simple permuting seemed like a viable option. In fact, for simple test cases
the permuter proved to be effective. The code was able to permute the entire architecture
space for simple cases up to ten missions, and MATLAB was extremely capable of
comparing each solution to each other, ranking them and downselecting.
Figure 4.1, below, shows an example of the front end input page for the MATLAB
permuter. There were various other user interfaces designed for this permuter, each of
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which performed a different role in the enumeration and downselection process. From
this front end, users were able to load.previous campaigns from a database of preexisting
designs, create new campaigns, add and remove missions from a loaded campaign, and
define all of the pertinent information about any given mission.
Load Campaign- - Add Sensor
Enter Fie Name
Load Campaign Sensor Name
Add Mission Mission
M~ission Name
Add hliýýw Addressed v
___-~ I E-u
Remove MissionN S Add Sensor
SeetMission
Set Sensor Parameters
Remove Mission
Evaluate Campaig
Edit Panel Values Plot Tool
Prepare Campaign Tool Save Campaign
Enumerate Campaigns Close
Syoao•W~uamue tu•• IsvI J
Figure 4.1: MATLAB Permuter Front End User Interface
From this front end, the campaign is prepared for enumeration through setting up and
compiling all missions into one structure. This set of missions is then permuted to
include all of the possible campaign sequences. The permuting task was a simple,
unintelligent ordering process, where MATLAB generated all of the possible
combinations of mission sequences using matrix replication in a "for" loop. First the
code set up a "campaign" structured cell array containing all 17 missions. The cell array
was then passed through a loop, where MATLAB replicated the one-mission campaign
17 times, and appended the original 17 missions onto it, creating 172 two-mission
campaigns. This process was repeated for the number of desired missions in the
campaign. Once completed, the code discarded every case where a mission was
represented more than once in a campaign, reducing the problem from a combiner to a
permuter.
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Once completed, this set of all campaigns is evaluated based on a number of metrics.
These metrics are identical to the ones used throughout Chapter 2, including the
technology readiness level of each mission, cost and budget profiles, and the time
adjusted value delivery and fairness of value delivery to each science panel. The
MATLAB code was not designed to use these metrics to guide the scheduling process,
but rather apply the metrics after sequencing in order to evaluate and rank the campaign
architectures. The metrics for all campaigns are then plotted in various ways, allowing
the architect to select filtering conditions to arrive at a single, "best" architecture.
As described in Chapter 2, each mission delivers value to specific science communities.
During downselection, this allows the user to perform a sensitivity analysis on the
delivery of this value over the entire solution space. The analysis is similar to the climate
value sensitivity analysis described in Section 3.5. Figure 4.2 provides an illustration of
the user interface used to define the importance of each science panel.
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Figure 4.2: MATLAB Permuter Panel Values User Interface
Using the information from the panel values in the figure above, the MATLAB permuter
evaluates each campaign for the discounted value delivery of benefit to each stakeholder.
This allows each campaign to be ranked according to value delivery, using the same
algorithm as the one employed in the OPN Scheduler. Furthermore, the user can
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dynamically modify these panel values to determine the level of sensitivity of each of
these architectures to specific stakeholder value delivery.
4.1.1 Limitations to MATLAB Simulation
As noted in Section 2.4, the size of the entire architecture space for the N mission
scheduler problem is on the order of N!. Without rules and constraints, the unbounded
size of the solution space becomes problematic for large scale systems, even when using
a modem computer system. For the MATLAB permuter, with no inherent ability to
implement rules and constraints, this quickly becomes an issue. As shown in Table 2.2,
the size of this problem begins to become very large for between 10 and 11 missions,
where the solution space expands from around 3.6 million to almost 40 billion possible
solutions. Fundamentally, there are two reasons why the problem is too large for the
MATLAB permuter:
* There are no rules applied "on-the-fly" to facilitate and limit the campaign
enumeration process.
* For campaign sizes of interest (17 missions), the size of the array created by the
permutation process is too large (millions of gigabytes) for a modem personal
computer to process.
For the analysis in this section, we define very large as "so large that the solution space
stresses the ability of modem computers to even store the variables of the solution set."
This definition provides an extremely conservative bound on the complexity of the
MATLAB permuter. For the MATLAB permuter described above, this definition is
realized at some point between 10 and 11 missions. At this point, the array size limit for
a MATLAB variable becomes larger than a modem 32 bit computer system can support,
and computations quickly lead to "out-of-memory" problems. Since MATLAB is a fairly
robust language for the storage and computation of large arrays of data, an examination
of the MATLAB permuter should illuminate the important computational problems that
will arise in other simulation tools.
The MATLAB permuter was able to enumerate the entire unconstrained architecture
space for up to a ten mission campaign. This allows the MATLAB permuter to perform
successfully through roughly the first two periods of the NASA Decadal Survey. Beyond
that, the permuter was unsuccessful at enumerating the architecture space. Since the base
case architecture for the Decadal Survey contains 17 missions, the MATLAB permuter is
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unsuitable for this problem. Also, the "first ten mission" case cannot be validated against
the first ten missions in the Decadal Survey, because the assumptions of the Decadal
Survey span 17 missions over the entire ten year period. The decision rules, derived from
the time discounted value delivery to each science panel, will not be satisfied in the same
manner by only examining the first ten missions.
4.1.2 Analysis of Very Large Permuters
Using careful variable management, the larger problem can be broken into many smaller
arrays, each of which is below the size limit of the MATLAB programming language. If
the entire array detailing the architectural space is broken into many smaller units, each
can be stored in a separate memory unit, and evaluated individually. Ultimately, this
allows for the comparison and ranking of all of the campaigns in the architecture space.
Once individual arrays are examined, they can be recombined, keeping only the highest
value delivery architectures. The simulation can chum through every architecture in the
decision space, one-by-one. By partitioning the architecture array into many smaller
units, the complexity issue becomes a problem of computational time, not size.
Table 4.1 details the simulation times for the analysis of very large problems. In this
table, the computational load on the simulation is simplified to provide a benchmark of
the least amount of complexity that can arise in this type of problem. The two columns
on the right of Table 4.1 give the times necessary to run these simplified computations
over the entire architecture space for different campaign sizes. The middle column in the
table represents the time for simply looping through the entire architecture space for each
campaign size, without doing any computation at all. This represents the amount of time
it takes to do nothing but traverse the entire architecture space through a simple "for
loop." The column on the far right details the amount of time necessary to do a small
number of simple calculations for each architecture examined. Specifically, a simple
MATLAB "waitbar" and a matrix instantiation and multiplication are performed for each
architecture in the solution space. For the actual MATLAB permuter problem, the
evaluation and ranking of each architecture would be much more computationally
intensive than either of these simplistic examples.
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Number of Time for Simple Loop Time for Computation
Table 4.1: Duration of MATLAB Computations for Various Campaign Sizes
It is obvious, from the above table, that the computational time for a large scale
architecture space becomes prohibitive. For the 17 mission case, performing even the
most simplistic calculations would take over 5,000 years to complete. Performing no
calculations at all, it would take over one-and-a-half years to simply traverse the entire
expanded solution. Even with modem computer clusters and the parallel distribution of
tasks, this timeframe is unacceptable. The solution space must be greatly reduced,
through filtering using decision rules and logical constraints, to provide any usable value
to the architect.
4.1.3 Comparison of MATLAB and OPN Techniques
A clear difference arises in the capabilities of the MATLAB and OPN permuters. This
difference is the result of logical constraints and decision rules. The fundamental
problem with the MATLAB permuter is the limit in the ability to handle very large
problems. However, the difference is not solely due to the ability to hold large amounts
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of data. In fact, MATLAB is, fundamentally, extremely well-suited to handle and
perform analysis on large arrays of data. The true limitation is in MATLAB's inability
to limit the architecture space from the possible solutions to the feasible solutions. The
MATLAB permuter uses brute force techniques to enumerate all of the possible
architectures, while OPN reduces the decision space by many orders of magnitude prior
to enumeration.
Theoretically, the MATLAB permuter could be programmed to implement filters in a
similar manner as the OPN logical constrained and decision rules. But, this process
would be extremely time consuming, would require a great deal of programmed
intelligence, and would be the functional equivalent to designing an entirely new
architecting tool. In order to get the same functionality, rules and constraints would need
to be developed to address the quickly expanding size of the MATLAB architecture
enumeration process. This new architecting tool would be fundamentally similar to the
OPN Scheduler, and would inherit many of the same characteristics of how OPN
performs architecture enumeration.
Object Process Networks are also limited in their computational ability, although these
limitations are realized in the analysis phase, during architecture downselection. The
OPN Scheduler was primarily used for the architecture enumeration phases of design.
OPNs primarily rely on outside computation and visualization tools to perform the
analysis and ranking of the enumerated architecture space. Ultimately, some of the
architecture evaluation tools developed in this section were heavily leveraged to perform
the final ranking of the reduced subset of the feasible architecture space. The end result
of this work is a fully-developed NASA OPN Scheduler for architecture enumeration,
and an associated MATLAB toolset which allows for the final downselection process to
be completed. These MATLAB tools proved to be invaluable in the final downselection,
where the solution set was of a computationally feasible size and fast analysis with good
visualization was desired.
4.2 Other Approaches to Scheduling
In the process of developing a suitable method for analyzing and scheduling a complex
network of satellites, many different techniques were examined. The following section
details a few of these techniques and provides recommendations on their applicability.
Although none of them were carried through to implementation, this section attempts to
address these other techniques with enough depth to provide recommendations on their
usefulness for NASA Earth observing systems.
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4.2.1 Auction Algorithms
Auction algorithms are a form of a combinatorial optimization algorithm, often used in
assignment problems. In typical versions of the method, the simple solution is defined as
the base case solution. The algorithm begins by making one small change in the solution,
and comparing, or "auctioning," the results against the base case. If the small variation
makes the solution better, then the change is kept, and the base case is discarded. If the
algorithm finds that the alternative is valued lower than the base case, then the change is
eliminated. By making small variations in the architecture, the auction algorithm iterates
and converges to the best possible solution with the highest value delivery [29].
Problems arise when using an auction algorithm in scheduling the Earth observing
systems. In the NASA campaign planning example, the value of a particular mission is
dependent on exactly where it is scheduled in the campaign, which missions it leads, and
which missions it follows. In reordering the campaign, the time adjusted value delivery
of each mission changes. In trying to replicate the decision logic of the Decadal Survey
scientists, especially the logic described in Section 2.5.4, it is impossible to simply throw
out a solution because its absolute value is not high enough. In merging the measurement
programs for all Earth science communities, it is not feasible to focus on only delivering
all requested value to the climate science community before anyone else. Missions must
be sequenced to capture the most value for the community, but efforts must be made to
deliver value to each panel along the way. There are no rules applied "on-the-fly" to
facilitate and limit the number of swaps that need to be evaluated by the auction
algorithm. Thus, the auction cannot capitalize on its inherent ability to reduce the size of
the problem through eliminating the need to test every permutation.
4.2.2 Sorting Algorithms
As the name implies, a sorting algorithm is an algorithm that puts elements of a list in a
certain order. Most simple sorting algorithms compare the values of two elements in an
array, and then use a piece of decision logic to determine if one, or both, of the elements
should be moved. The ordering task is essentially the task at hand in campaign
sequencing. A mission, for example, could be compared to others and sequenced based
on how it ranks against other missions in the campaign. However, in most sorting
algorithms, every value aspect of each element is separable from the rest of the elements
in the sort. In the NASA campaign planning example, the value of a particular mission is
largely dependent on exactly where in the campaign it is located, which missions it leads,
and which missions it follows. In reordering the campaign, the time adjusted value
delivery of each mission changes [30].
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The sort algorithm must evaluate every permutation for how "good" it is, rather than
swapping mission orders, comparing, and choosing to either keep the change or revert the
swap. Because of this, sorting algorithms suffer from the same limitations as were
described in section 4.1.1. Again, there are two reasons why the problem is too large:
* There are no rules applied "on-the-fly" to facilitate and limit the number of
permutations that need to be evaluated. Thus, the sorter cannot capitalize on its
inherent ability to reduce the size of the problem through eliminating the need to
test every permutation.
* For campaign sizes of interest, the size of the array being evaluated is too large
for a modern personal computer to process.
4.3 Summary
Other techniques were evaluated in an attempt to reduce the size of the NASA scheduling
problem. Unfortunately, each of the alternatives was limited in its ability to solve a
problem of this size and complexity. Most of the limitations arose because of the lack of
decision logic that is otherwise available when using Object Process Networks. These
other techniques were unable to use "on-the-fly" logical constraints and decision rules to
facilitate and limit the number of permutations that need to be evaluated. Thus, none of
the alternative techniques were able to capitalize on the ability of OPN to reduce the size
of the problem from the space of all possible solutions, to the space of only the feasible
solutions.
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5 Single Sensor Architecting - Phased Array Radar
Chapters 2 and 3 described the methodology and implementation of an Object Process
Network scheduling algorithm. Other types of Object Process Decision Networks, called
Architecture Decision Graphs [8], are better suited for the design of the actual satellites in
the Earth observing system. This chapter provides an example of using an OPN for the
design of a single phased array radar sensor. The chapter continues by providing insight
on how a single sensor can be implemented in a complex network of sensors, and details
how this problem can be extended in other sensor design examples. Chapter 5 also
details the methodology employed to create the Architecture Decision Graphs (ADGs),
providing an efficient and streamlined method of instantiating the sensor architecting
model. Using both the OPN Scheduler and a classical OPN model in parallel, the design
space for Earth observing satellites can be defined at both the sensor level and the
sequencing level. This chapter details a specific implementation of an OPN for the
design of a phased array radar system. This single sensor can then be included directly
into an OPN scheduler, as a single element of a "system of systems."
5.1 Transmit/Receive (T/R) or Receiver/Exciter (REX)
To begin detailing the phased array system, a key performance component of the radar is
outlined and designed. Transmit/Receive (T/R) modules, or Receiver/Exciter (REX)
modules, require advanced semiconductor, packaging, and assembly technologies, which
all play a critical role in determining the performance, reliability, and cost of a phased
array radar system. The T/R module (and associated signal processing units) represents
the large majority of the cost of the system, and is often on the cutting edge of technology
[14]. Because of the nature of the technology (fast changing and complex), the design of
a radar lends itself well to Object Process Network modeling.
There are many factors that make designing a radar sensor an ideal problem to solve
using Object Process Networks. First, there are many possible component choices,
leading to a large number of component level decision processes. Second, each of these
component choices results in many performance metrics to weigh against each other.
Third, since the solution space is large, due to the large number of decision processes, a
good way to explore entire feasible space is to limit the problem using a set of decision
constraints. Ultimately, the technology and desired performance characteristics often
change suddenly in the design process. OPN allows for the designer to vary the key
components, the decision rules, and the logical constraints of the system, and work to
very quickly generate simulations that lead to a desirable product architecture.
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Figure 5.1 shows a notional diagram of a transmit/receive module for an active, phased
array radar. The key components of the module are an attenuator (ATT), three duplexers,
a circulator, a phase shifter (PS), two general amplifiers, a power amplifier (PA), a low
noise amplifier (LNA), and a limiter. This picture represents a partially simplified
version of what a T/R module might look like, but contains the important performance
components, and provides a concrete example for this analysis.
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Figure 5.1: Notional Transmit/Receive Module for Phased Array Radar [141
The attenuator acts to attenuate the transmit signal to appropriate levels for the
amplification process, which helps create a good correlation between each transmit signal
from each array element. Also, the attenuator modulates the receive signal to correct for
errors in performance between each T/R module. The attenuator is bidirectional,
meaning that it attenuates any signal in the same manner, independent of the direction the
signal is traveling. It works equally well to attenuate both the transmit and receive
signals [14].
Each duplexer acts as a two way splitter/combiner for the transmit and receive signals.
This provides cost savings over specific T/R module components. Since the attenuator
and phase shifter are bidirectional, there is no need for a separate set of components for
the transmit and receive sides of the module. The attenuator and phase shifter are
expensive (relative to duplexer costs), and it is valuable to use duplexers to eliminate the
need for multiple instantiations of each [14].
The phase shifter is necessary for beamsteering and sidelobe control. By changing the
phase of the transmit signal, each module can be correlated with the other elements of the
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array, giving the array the ability to actively steer the transmit beam. This phase shifting
is also necessary to correlate and combine the receive signal. Since received radar
signals are not necessarily 90 degrees incident to the array face, a phase shifter allows for
a correction to be added to the incident pulse to manage the beamform into a 90 incident
plane wave. The phase shifter is also necessary to correct for phase errors introduced by
the amplifiers, beamformers, and other array component errors [14].
The limiter acts as a protection for the receiver end of each array element. The limiter is
seen in the diagram directly before the low noise amplifier. It keeps each array element
from damage due to large incident reflected signals, and from other system signals. It
does so by providing a short to ground when the incident signal is too large. If a fourth
duplexer is used instead of the circulator, then an additional limiter would be required to
protect the power amplifier. Also, without the limiter, additional requirements to handle
high power signals would be placed on the duplexer [14].
The circulator acts much in the same way as the duplexer, except it carries a directional
element to it. This allows it to direct the incident receive signal towards the low noise
amplifier, and not the power amplifier. This provides an important protection to the
power amplifier against undesired RF energy that can be incident to the array face. The
circulator gives protection to the power amplifier, eliminating the need for similar
protection from a limiter [14].
Each amplifier in the T/R module provides a different stage of the amplification process.
The power amplifier creates the high-powered transmit signal, which combined with the
signal from the other array elements, creates the radar beamform. The low noise
amplifier amplifies the received radar signal, and does so without introducing very much
noise to the signal. This is important because the receive signal is usually very small and
contains unwanted noise from the outside environment. The two pre/post amplifiers, on
the left side of Figure 5.1, provide pre-amplification to the transmit signal to limit the
requirements of the power amplifier and provide post-amplification to the receive signal
coming from the low noise amplifier, which is often still very faint [14].
5.2 T/R Module Object Process Network
Linear Object Process Network Diagrams consist of a series of states (objects) and
decisions (processes). Each object usually represents the state of the system at a single
point in the decision process. Also, each process usually represents a single decision to
update the state of the system in a specific manner, at a specific point in the decision
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process. For the Radar Transmit/Receive Module, the OPN processes were set up to
represent decisions at both the general radar level and the specific component level.
Component level decisions were made about the design of the T/R module. In addition to
this, general decision processes were carried out to help define the complexity and type
of array radar.
5.2.1 Object Process Network Decision Variables
For the case of designing a single sensor system for use in a network of other sensors, it
is essential to correctly identify the scope of the design space. For the case presented
here, key design parameters about the radar were chosen, which help guide how the
sensor would be implemented within a larger network of sensors. Some of these decision
processes were made at the general radar performance level, two-steps up in the
architecture decision process from the array face components. Many of the decisions
were implemented to address the component level decisions about the array face, giving
rise to the specific performance characteristics of the radar.
There are three key general radar decisions (two-steps up from the component decisions)
implemented in this example:
* The number of array Number of Elements (T/R Modules) was a decision, which
directly impacts the size, performance, and cost of the radar array. This decision
also impacts the necessary back-end supporting infrastructure for the radar.
* The level of activity of the array (degrees of active pointing) was a decision,
which gives rise to both general performance parameters, as-well-as restrictions to
some of the decision processes at the component level.
* The type of array was chosen as a decision variable, allowing for the choice
between a Simple Active Array, an Active Multibeam Array, or a Digital
Subarray. This choice affects both the technologies implemented in the array
back-end, as well as the level of digitization and arrangement of elements
required at the component level.
In this example, eight decision processes were examined at the Transmit/Receive module
level (two-steps down from the general parameters). These decisions were what specific
types and instantiations of each component would be used in the array. As previously
noted, the key component choices in the transmit/receive module are: Power Amplifier,
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Low Noise Amplifier, Auxiliary and General Amplifier, Phase Shifter, Attenuator,
Duplexer, Circulator, and Limiter.
5.2.2 General Radar Decision Processes
As a first major top-level decision process, the choice over the "Number of Array
Elements" (T/R Modules) was implemented. This decision provides a key input for the
performance factors in the radar. More elements lead to larger transmit power, better
receive capabilities, and many other performance improvements, at the expense of higher
cost and more difficult beamforming/beamsteering. This decision process is at the "Two
steps up" level from the design of the components of the T/R module, while still
providing a good tie with the specific T/R module design decision processes. Also, a
common maxim, although somewhat of an exaggeration, which illustrates the importance
of this decision is that "90% of the cost of the system is associated with the design of the
first three feet of the radar."
Another general decision process implemented was the decision over the "Type of
Array." This parameter becomes very important because it helps to define many general
radar characteristics of interest during design. Also, since the number of array elements
only describes the array face, often called the "first three feet of the radar," it is still
important to decide on other general parameters of interest in the design. Even the first
three feet of the radar is partially determined by the type of radar array in question.
Figure 5.2 gives a few examples of the types of array decisions that were implemented.
The All-Digital Array was not used, since it represents an out-year technology, and is
currently beyond the scope of current radar designs.
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Figure 5.2: Phased Array Radar Architecture Evolution, Adapted From Image
Courtesy of Lincoln Laboratory
The final general radar decision process was the "Level of Activity" of the array. This
decision also represents a "two-steps up" approach to architecting the radar, which at the
same time provides an excellent connection the component level decisions. The level of
activity dictates many of the performance characteristics of the back-end structure of the
radar, but it is also important during decisions regarding the phase shifters and attenuators
for each individual array element. As an example, based on the requirement for the
activity of the array face, different component level decisions need to be made regarding
the amount of beamsteering necessary from each phase shifter.
5.2.3 LNA/PA Decision Processes
Choosing a Low Noise Amplifier (LNA) with "good" characteristics is a major factor in
designing a phased array T/R module. This is primarily because the LNA is one of the
key contributors to the Noise Figure (NF) of the array elements. The LNA is at the
immediate front-end of the receive signal, when the signal is initially small. Since the
signal is small, it is imperative that the LNA be introduced very close to the input signal,
to guarantee amplification prior to any other losses or noise introduction through other
resistive circuit elements. Since the LNA is close to the input, while the signal is small,
the noise figure of the LNA directly contributes to the Noise Figure of the system. Also,
it is important for high gain amplification at the LNA to minimize the contribution of
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later components to the Noise Figure. The decision process of this variable was created
to choose between different types of LNAs from different vendors [14).
The Power Amplifier (PA) also plays a major role in system performance. The PA is the
most important factor in, and primary determiner of, the output power and efficiency of
each element of the system. For each PA, it is desirable to attain both high output power
and high efficiency. High output power determines how easy it will be to generate total
power out of the array elements. High efficiency guarantees longer operational lifetimes,
as the components require less cooling. As with the LNA, the decision process was
designed to choose between different types of PAs from different vendors [14].
General Amplifiers (or Pre/Post Amplifiers) were varied by similar decision processes.
Although less directly traceable to specific performance characteristics like Noise Figure
and Power Output, the General Amplifiers still play a major role in system performance.
The receiver post amplifier, for example, is a major contributor to receive compression
point and Third Order Intercept (TOI) point of the array elements. These amplifiers are
typically necessary to achieve the desired gain across the T/R module, and thus, are still
vital in design. These additional gain elements also work to minimize negative
characteristics introduced by other components, such as the Noise Figure increases across
the attenuator and phase shifter [14].
5.2.4 Phase Shifter/Attenuator Decision Processes
Phase Shifters (PS) and Attenuators (ATT) with good characteristics (Low RMS errors)
are required for low sidelobes, and thus become an integral decision process in the Object
Process Network model. The phase shifter controls the phase of both the transmit signals
and the receive signals, making it a necessary component for two reasons. First, it allows
for active electronic beamsteering of the transmitted pulse. The phase shifter changes the
phase of each element of the array, so that the entire beam of the array can be steered in
any direction, while still maintaining constructive interference of the array elements in
the direction that the radar intends to radiate. Second, it correlated the receive signals
incident on the array face at each element, combining the signals in phase for further
processing. A single attenuator also controls both the transmit pulses and the receive
pulses. The attenuator is necessary to achieve a specific amount of attenuation for a
desired nominal signal strength at each element, as well as for correcting the errors in
magnitudes of the signals introduced by other components, such as amplifiers [14].
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Decisions about the phase shifter and attenuator are similar to decisions over other
components, such as the vendor and type or process by which the component is made.
Also, performance characteristics become part of the decision process, such as the value
of the least significant bit (ATT and PS), which dictates how discrete the steps are
between different levels of control. Also the total attenuation factor (ATT), and the total
beamsteering capability (PS) are major elements of the decision process.
5.2.5 Duplexer/Circulator Decision Processes
The final component level decisions implemented in the radar OPN were decisions about
the design of the duplexers and circulators. The duplexers are desired in T/R module
design in order to avoid duplication of key components. Without duplexers, each T/R
module would require a separate attenuator and phase shifter for the transmit and receive
ends of each array element. For relatively low power signals, duplexers provide a three
port device with directional properties to allow for a signal to be sent in one direction or
another, depending on whether or not the signal is part of the transmit or receive line of
the module [14].
In addition to duplexers, a circulator is also a desirable component, which in many cases
is required to protect the transmitter and receiver from undesired RF energy. If only a
duplexer and T/R switch are used, damage can be done to the power amplifier and other
components, due to jamming and spurious noise, incident on the array face. Thus, a
circulator, in conjunction with a limiter, is required to protect both the power amplifier
and the low noise amplifier. The decision process implemented for both the duplexer and
circulator select from components using design variables such as low insertion loss,
which drives the Noise Figure, output power, and efficiency [14].
5.2.6 OPN Radar Design
Figure 5.3 shows a simple model of the entire Object Process Network designed for the
phased array radar architecture. The Radar OPN consists of 11 decisions about the
phased array radar system, with between 1 and 4 decision choices over each decision
process. This represents the low end of the number of choices that might be examined in
a real world problem, so the total architecture space will be relatively small. A larger
and more realistic example will be examined later in the Section 5.5.
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Figure 5.3: Simple Phased Array Radar Object Process Network
Even with this very simplistic model, 20,736 possible permutations of the radar
architecture are developed. With many more decision processes, the high number of
architecture possibilities would be too complex to examine, due to the constraints of
using a single personal computer. If the problem were allowed to have more amplifier,
attenuator, and phase shifter choices, as many real world problems do, the solution space
would easily expand into millions of possible architectures. As with the sensor
architecture example, specific decision rules and logical constraints must be implemented
to reduce the size of the problem. An example of a token trace through the OPN model,
representing a single generated architecture for the phased array radar, can be seen in
Figure 5.4.
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Figure 5.4: Possible Token Path through Phased Array Radar OPN
5.2.7 Decision Rules and Logical Constraints
As was the case with the Earth observing systems OPN, specific decision rules and
logical constraints were placed on the Radar OPN, which reduce the problem to a
manageable size. For this problem, both the logical constraints and decision rules are
directly derivable from Transmit/Receive Modules; Technologies, Performance,
Reliability, and Cots [14], and through interviews with various radar experts.
The size of the decision problem must be reduced by many orders of magnitude. In the
realistic design case, the unconstrained size of the architecture space is on the order of
millions. Due to the limitations in the Java Virtual Memory platform, and the storage
scheme of the OPN simulation code, the decision logic reduction in problem size will
improve performance. The decision rules that were implemented to achieve this filtering
were primarily derived out of cost and risk/complexity issues. The logical constraints
that were implemented were chosen to keep the radar under a manageable level of
complexity, and within the generally observed guidelines found on modem phased array
radar systems.
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5.2.8 Potential Decision Rules
There are three primary decision rules that were examined during this study. Although
all three, or any combination of the three, could be implemented at the same time, the
following simulations examine the simple case where only one decision rule category is
implemented at a single time. These three decision rules are detailed as follows.
This decision rule group provides a large savings in cost due to the advantages of bulk-
buying. Also, this rule allows for an increase in the ease of manufacturing, since a single
vendor can produce groups of parts together using the same process. This lowers the
complexity of combining different components into a single array element after delivery
of components.
Radar Decision Rule Group 2: Minimize Production Processes
Minimize the variance in production processes of different components.
This rule, again, leads to an ease of manufacturing. If Gallium Arsenide (GaAs) is used
in the process of producing a Metal Epitaxial Semiconductor Field Effect Transistor
(MESFET) type of power amplifier, then it greatly reduces production and
implementation complexity to only allow GaAs MESFET general amplifiers, low noise
amplifiers, attenuators, and phase shifters. As with the previous decision rule, bulk-
buying can be leveraged to allow for major cost savings.
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Radar Decision Rule Group 1: Minimize Vendors
Minimize the number of vendors chosen for different components, and if
possible purchase more than one type of component from a single vendor.
I
Figure 5.5 illustrates the ways in which this rule might be implemented. It may prove to
be beneficial to purchase the attenuator and first bidirectional amplifier (two duplexers
and two amplifiers) as a single unit, from a single vendor, using the same production
process. An example of what might be purchased together is contained in the green box
in Figure 5.5. In contrast, it may prove beneficial to purchase the circulator, limiter,
power amplifier, low noise amplifier, and duplexer as a single production unit. An
example of this is contained in the red box in Figure 5.5. In an extreme case, it may be
less costly, while still maintaining desired performance characteristics, to purchase the
entire T/R module as a single production unit. An example of purchasing under this
constraint is contained in the blue box, which covers the entire T/R module.
Processir
End
Figure 5.5: Grouping Physical Subsection of T/R Module Production Process [14]
Using one of the aforementioned rules, or any combination of these rules, greatly reduces
cost and risk of failure of large scale, many element array faces. The rules also reduce
the number of possible architectures derived in the Object Process Network simulation.
However, implementing these decision rules does not come without costs to system
performance. By combining large elements of the production process into single
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Radar Decision Rule 3: Minimize Variance between TIR Module
Subsection
Minimize the variance in production processes across specific physical
subsections of each T/R module. If it is possible, produce an entire
subsection of the T/R module in a single process.
processes, units, and vendors, the optimal performance metric may be missed entirely.
When simulating large scale problems, a sensitivity analysis of implementing different
decision rules should be performed to see what trades are beneficial to the overall system
solution. A key performance factor will be to minimize cost, while, at the same time,
remaining within acceptable levels of performance degradation.
5.3 Results of Simulation
In reducing the size of the overall problem for this case, simulations were performed
using the constraint to "minimize the variance in production processes." After
implementing this constraint in the very simple example case, 2,592 feasible architectures
were generated. This represents 12.5% of the 20,736 total architectures that satisfy this
simple type of decision rule.
For each of these architectures, 53 variables were stored, allowing for further analysis in
some other program, such as the DOmain Modeling Environment (DOME), to evaluate
and rank architectures based on a number of metrics. In this case, the variables processed
can be grouped into two categories, general performance parameters (number of
elements, array type, etc) and component performance parameters (costs, powers,
efficiencies, gains, TOIs, etc). Results of this simulation are easily exported to a separate
database, or passed directly into an environment such as DOME. Table 5.1 shows an
example of a snapshot of the data results exported to Microsoft Excel.
NElements Array_Stearing GA Die Size GA Efficiency GA Gain GAPout GA Vc LNA_Gain LNA I
200 135 1.120875E-9 45 20 1.5 7 20 0.14
200 90 1.120875E-9 45 20 1.5 7 17 0.035
200 90 1.120875E-9 45 20 1.5 7 20 0.14
200 90 1.120875E-9 45 20 1.5 7 20 0.14
200 135 1.120875E-9 45 20 1.5 7 17 0.035
200 135 1.120875E-9 45 20 1.5 7 20 0.14
200 135 1.120875E-9 45 20 1.5 7 20 0.14
1000 90 1.120875E-9 45 20 1.5 7 17 0.035
1000 90 1.120875E-9 45 20 1.5 7 20 0.14
1000 90 1.120875E-9 45 20 1.5 7 20 0.14
5000 180 1.120875E-9 45 20 1.5 7 17 0.035
Table 5.1: Sample Output from Phased Array Radar OPN
5.4 Extensions to Receive Only Modules
Due to the complexity of modem radar array faces, it is increasingly important to derive
ways of saving cost when building one. One of the methods for saving cost is to design
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the array face using both transmit/receive modules, along with receive only modules.
The transmit problem is easy, while the task of receiving a signal is not. The problem of
transmitting enough power and correlating array elements into a beam, is not extremely
difficult. Receiving a small reflected signal, however, requires a large amount of
sensitivity to detect very low signal to noise objects.
The design of an array face that uses both transmit/receive and receive only modules
gives rise to new design complexity. In this case, the transmit/receive modules can be
designed in the same manner as in Sections 5.1 through 5.3. However, the receive only
module is designed as a less complex derivative of the transmit/receive module Object
Project Network. Since the receive module does not contain all of the components for
transmit, the OPN will have less decision processes. On the other hand, there will be an
additional process in the OPN model for the combination and ratio of the two types of
modules implemented in the array face.
Figures 5.6 through 5.8 show what a very simple phased array radar array face could look
like. Figure 5.6 represents an array face that contains only transmit/receive modules.
Since the T/R only array contains more expensive components, the resulting cost of the
entire array face will be large.
Figure 5.6: Radar Array Face, All Transmit/Receive Modules
In Figure 5.7, receive only modules are introduced. In this case, they are only added at a
1:2 ratio, with one receive only module per two transmit/receive modules. For this
example, the array face would represent a lower cost design, at the expense of some
system performance. The savings in budget could go towards increasing the total number
-148-
of array elements. Since the transmit problem is easier than the receive task, a resulting
radar array would be able to transfer some of the cost of the transmit side. This would be
achieved using a higher number of total elements through a decrease in expensive T/R
modules and an increase in less expensive receive only elements.
Figure 5.7: Radar Array Face Transmit/Receive and Receive Only Modules
Figure 5.8 represents the case where the ratio of receive only to transmit receive modules
has been increased to 2:1. This, and even more extreme cases, represents a realistic
characterization of what might be used in a large, complex phased array radar. In this
case, even larger cost savings can be realized, and this added cost can again go towards
bolstering the receive capability of the array face
Figure 5.8: Radar Array Face, 2:1 R to T/R Modules
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The receive only module gives an inexpensive method of boosting the receive power of
the radar, at the expense of less transmit power. This makes creating an appropriate array
face for a specific application easier. In practice, a radar engineer might employ a
combination of transmit/receive modules to receive only modules in a fraction similar to
1:2, 1:3, or 1:5. In increasing order, these combinations would allow for higher receive
capability for less cost. As long as the transmit power is still high enough to create an
acceptable beamform and transmit power, the rest of the money could be spent on forcing
other performance constraints, such as a detecting very faint target signatures.
Not only is the receive only module less expensive because it contains less components,
but it also contains less of the more individually-expensive components. There is no
need for either duplexers or circulators. Circulators provide protection on the transmit
end of the module, which keep the power amplifier from getting destroyed due to large
signals incident on the array face. Since they have more complex circuitry to add this
protection, they are more costly to produce.
Figure 5.9 shows a simple diagram of a receive only module. It is easy to see that this
module is more simple than the transmit/receive module. All three duplexers, two
amplifiers, and the circulator, are missing from this module. The other components from
the T/R module are still present.
AT"
Figure 5.9: Notional Receive Only Module for Phased Array Radar
In Figure 5.10, a notional receive only Object Process Network is given. It is easy to see
that there are less decision processes in this model than in the transmit/receive OPN.
There is no decision process for choosing the duplexers, the power amplifier, or the
circulator. Since this is a stand alone model, the general radar characteristics decision
processes are still present. If run in parallel with a T/R module model, for use in making
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design decisions about a specific array face, these general decisions could be removed
from either of the two models.
Figure 5.10: Receive Only Module Object Process Network
For the example of building an array face using both types of array elements, the
decisions for the general radar parameters will be isolated to only one of the two OPN
models. These include decisions over the Array Size, the Activity of the Array, and the
Type of Array. Logical constraints will be implemented in the receive module OPN to
eliminate the possibility of making contradicting choices regarding these decision
processes.
A notional representation of the combined model's form can be seen in Figure 5.11.
Although this model looks like a simple combination of two models, the combination
gives rise to a great deal of complexity. Merging decision problems, the transmit/receive
module OPN does not change, while the receive only module is executed in limited
capacity. In each general radar decision process, the decision is deferred to the
transmit/receive module OPN. Finally, the two models are combined through an
additional process, which provides a decision regarding the ratio of T/R to R only
elements.
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TIR Module OPN
Figure 5.11: Description of Form of Modern Phased Array Radar OPN, Using Both
Transmit/Receive Modules and Receive Only Modules
The resulting model is many orders of magnitude more complex. The original
transmit/receive module contains N decisions over M variables. Because of this, the
level of complexity (size) of the unconstrained architecture space in on the order of MN.
The receive only module has on the order of N/2 decisions (half that of the T/R module)
over M variables. Thus, the resulting complexity of the R only module alone is MN/2
With the final combination process on the right side of Figure 5.1, an single decision is
made over M variables. From this, the total number of decisions is on the order of 3N/2
+1, which leads to a total complexity of M(3N/2 +1), assuming an average of M choices at
each decision.
The actual resulting complexity of the problem can be seen in Tables 5.2, 5.3, and 5.4.
Using components sold at TriQuint Semiconductor Incorporated [21] for the
transmit/receive module, the number of architectures generated in the unconstrained case
is approximately 1.75 million. For the receive-only module, the number of architectures
is over 24,000.
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Number of Choices
Array Size
Array Activity
Amplifier
Low Noise Amplifier
Power Amplifier
Attenuator
Phase Shifter
Limiter
Duplexer
Circulator
Array Type
Total Combinations 1749600
Table 5.2: Possible Architectures for Transmit/Receive Module Array in
Unconstrained Case
Decision
Array Size
Array Activity
Amplifier
Low Noise Amplifier
Attenuator
Phase Shifter
Limiter
Array Type
Total Combinations
3
3
9
10
5
1
2
3
24300
Table 5.3: Possible Architectures for Receive Only Module Array in Unconstrained
Case
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3
3
9
10
9
5
1
2
4
2
3
Number of Choices
I
Decision
Decision Number of Choices
Array Size 3
Array Activity 3
T/R: Amplifier 9
TIR: Low Noise Amplit 10
TIR: Power Amplifier 9
TIR: Attenuator 5
T/R: Phase Shifter 1
TIR: Limiter 2
TIR: Duplexer 4
T/R: Circulator 2
Array Type 3
R: Amplifier 9
R: Low Noise Amplifie 10
R: Attenuator 5
R: Phase Shifter 1
R: Limiter 2
TIR:R Ratio 4
Total Combinations 6298560000
Table 5.4: Possible Architectures for Transmit/Receive and Receive Module Array
in Unconstrained Case
In the case where the two Object Process Networks have been combined, and an
additional decision process regarding the ratio of types of modules with four possible
choices is added, the final unconstrained architecture space contains over 6 billion
possible solutions. To analyze this model case, it is necessary to implement a
combination of the decision rules detailed in Section 5.2.8.
5.5 Extensions To/Through ADG
Unlike the Earth observing systems OPN model, the Phased Array Radar OPN model is
linear in nature, meaning its decision processes are arranged from start to finish, with no
recursive/looping decision processes. Because of the nature of the decision process, this
simple design problem can be extended for use with Architecture Decision Graphs
(ADGs) [8]. Using ADGs may prove to be highly beneficial to the modeling community,
as ADGs make the process of constructing the OPN problem straightforward and
intuitive. Also, since ADGs can be easily generated directly from DOME queries, it
becomes a logical extension that OPN models could, at some point, be derived directly
from a database query within DOME.
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ADGs provide a very simple method of generating architectures for sensor systems
similar to a phased array radar. Through performing a DOME database query of a
selected set of components for designing a complex sensor, and combining this data into
an Architecture Decision Graph, a straightforward single button push can generate an
OPN model of a complex sensor. Also, through the direct transfer of simulation results
from OPN models back into a DOME data structure, many other computational tools can
be used to evaluate the feasible solutions. Table 5.5 gives an example of an abbreviated
Architecture Decision Graph that provides a realistic representation of the phased array
radar design example.
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Table 5.5: Phased Array Radar Architecture Decision Graph (ADG)
The above example illustrates a design decision over a number of the X-Band (10
Gigahertz) capable components produced at TriQuint Semiconductor Incorporated, a
designer and manufacturer of circuits, modules, and components [21]. In practice,
information about these components could be found through a DOME data base query
and passed into the ADG above. This ADG could then be used to produce a model with
the same decision processes described in this chapter, with a much larger number of
component choices. In the example with a single vendor, there would be over 1.75
million possible architectures generated in the unconstrained problem. After
implementing specific decision rules to create a more manageable number of
architectures, the feasible solutions can be passed back into DOME for analysis using
high-fidelity radar modeling tools. In theory, the entire process could be designed to take
only a single button push, and the resulting simulations could guide radar engineers
quickly and rigorously through a broad swath of the optimal design space.
Implementation of this method will not be performed or discussed in this thesis.
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5.6 Summary and Conclusions
This chapter provided an example of using an Object Process Network for the design of a
single phased array radar system. The radar detailed gives a single example of the type
of sensor that could be flown in a campaign of space satellites. Specifically, we
examined the implementation of an OPN for the design of a complex phased array radar
system. The OPN model of the system was intended to span the space of types of
decision variables that might be encountered on a complex sensor. General radar design
decisions were made, helping to define the back-end structure of the radar array.
Component level decision processes were also used to design the measurement
component of the array face. This single sensor can then be included directly into an OPN
scheduler as a single element of a "system of systems." In this chapter, we also described
the methodology employed to create an Architecture Decision Graph representation of
the array radar, providing an efficient and streamlined method of instantiating the sensor
architecting model. Using both the OPN Scheduler and an Object Process Decision
Network in parallel, the design space for Earth observing satellites can be easily defined
at both the sensor level and the sequencing level.
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6 Conclusions and Future Work
Chapter 6 provides conclusions and recommendations on the results of campaign
architecting using the NASA OPN Scheduler. Also, it provides options for future work
in Decadal Survey planning for the NASA Earth observing systems.
6.1 Conclusions
This thesis has shown that systems architecture methods and thinking can successfully be
applied to the development of a large, complex network of Earth observing satellites for
the National Aeronautics and Space Administration. This is becoming increasingly
important, given the current level of concern over anthropogenic climate change, and the
ongoing debate worldwide regarding what, if any, action should be taken to reduce and
reverse future warming. The ability of NASA to collect data on Earth system dynamics
is of high importance, and there are no other organizations that can provide this service
and produce measurement results of comparable value.
This thesis presented the idea that Systems Architecture methods and thinking can
successfully be applied to the scheduling and implementation of large, complex space
satellite systems. It was shown that these systems are highly complex, prohibiting
decomposition and analysis using traditional campaign planning methods. This
document showed the development of software models that successfully generate
thousands of campaign architecture concepts for the complex satellite system. Through
the use of value function and decision metrics, this set of feasible architectures can be
evaluated and ranked. This ranking can then be used as a recommendation on how to
down-select to a handful of the best concepts to be carried forward for more detailed
study and development. Furthermore, the thesis presented a method of connecting the
scheduling and sequencing problem with the design of individual sensors in the satellite
network.
Earth observing satellite campaign plans were developed for an array of potential
political and economic atmospheres. These campaign plans ranged from analysis on
increasing the benefit to society of delivering measurements on climate change, to
specific studies regarding the fiscal executability of a given set of missions. It was shown
that recommendations could be made to develop and schedule the feasible campaigns,
and that these campaign plans would best satisfy the needs of the various Earth science
communities. Recommendations stemming from these planning exercises were
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presented in Chapter 3, providing useful insights and quantitative rationale for pursuing
and executing specific campaign architectures.
This thesis showcased many of these complex scheduling examples, and provided
recommendations on how to plan an Earth observing system of satellites under a variety
of design constraints:
* Through the inclusion of additional measurements from demanifested NPOESS
climate sensors, some of the previously planned missions were removed from the
schedule.
* After mission costs and budget were updated to reflect the current NASA
planning numbers, many missions were not fundable. This left the Earth
observing systems lacking in scope.
* The value of climate related measurements were increased to reflect the addition
of measurement objectives. Even with this increase, very little changed. From
this, it was concluded that simply increasing the emphasis of campaign planning
on climate change is not enough. A larger budget may be necessary to plan and
execute a campaign that satisfies the needs of the Earth science community and
provides measurements to help sufficiently understand Earth system dynamics.
* With new climate measurement objectives, various budget constraints were
examined, providing key insights on the level of funding necessary to execute a
complete and sufficient campaign.
Ultimately, a much larger budget is necessary in order to fully fund a campaign of Earth
observing satellites, which delivers adequate value to the entire Earth science community.
It was clear from this analysis that simply planning with an emphasis on climate change
measurements is not enough to produce solutions that satisfy all stakeholder needs.
Increasing campaign budget so that more missions execute may be necessary to gather
sufficient measurements for adequately understanding the global system.
6.2 Future Work with Earth Observing Systems
This section details some of the important tasks that can be accomplished through future
planning using the NASA OPN Scheduler. A detailed description of the individual
proposed areas for future work is provided.
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Relax the assumptions from Decadal Survey: As detailed in Section 1.6, the framework
for analysis of this architecture can be expanded. This would be performed by relaxing
some of the constraints regarding the relationships between science objectives, required
measurements, and required instruments. As a first step, the constraints between
instruments and measurements would be relaxed, allowing the campaign architect to
reevaluate which sensors will be flown, which spacecrafts they will be flown on, and
which orbits and measurements they will take. This would allow us to evaluate the
current measurement options, and assess modifications to these measurements that will
still guarantee the completion of scientific objectives of the Earth science community.
By relaxing the constraints on the specific mission objectives, we can further expand the
potential architecture space. This relaxed case is called the "unconstrained
instrument/objectives relationships" case, which is represented in our analysis framework
in Figure 6.1. Note that the line connectivity is purely notional.
Science & Policy Operations
Figure 6.1: Architecture Enumeration Using Unconstrained Instrument/Objective
Relationships
Evaluate facility-class instruments and/or micro-satellites: It is possible, and potentially
beneficial, to evaluate the use of facility-class instruments and/or micro-satellites to
accomplish some of the objectives of standard satellite missions. These other sensor
options would allow for a broader base architecture space for enumeration and down-
selection. This will also open the study to other potentially beneficial technologies not
included in the architecture enumeration presented in Chapter 3.
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Evaluate impact of launch vehicle constraints: Most of the missions in the Decadal
Survey are best suited for an intermediate size launch vehicle. To assess how the choice
of launch vehicle impacts architectural decisions, we could evaluate any potential impact
of launch vehicle constraints, such as the retirement of the Delta II launch vehicle.
Improve GUI-based tools: Implementing a user-friendly GUI-based system architecture
tool would allow changes in architectural parameters to be easily implemented. This
would in turn allow architectural decisions to be made in a timely and efficient manner.
Visualization would also help decision-makers understand the effects of certain
constraints on the entire campaign.
Investigate contributions from commercial and international partners: Moving forward,
it will be important to investigate the potential for obtaining data from sources outside of
NASA, such as international partners or commercial providers. Obtaining data from
theses sources could possibly preclude the need for one or more missions by NASA or
NOAA. In addition to this, cost and technology sharing could benefit the needs of both
partners, in the same way that combining all Earth science missions into one study
reduced the needs of the community from 35 missions to 17.
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Appendix A: Campaign Scheduler Mission Histograms
Below are histograms detailing the scheduling of each mission in the baseline OPN Scheduler
case. Each figure shows all of the 8880 feasible occurrences of each mission in the decade.
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This is a very small subset of the mission histograms from OPN scheduling
simulations. For more, please contact the author (jcolson@mit.edu), or the System
Architects Group at MIT.
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Appendix B: Example OPN Code
Note: All of the following was taken from the Baseline OPN Scheduler model
Example Initializing Process Code
ACEEL = 2015;
ACE_Flag = 0;
ASCENDS_EL = 2013;
ASCENDS_Flag = 0;
ASCENDSLL = 2016;
Budget = 800;
CLARREO EL = 2010;
CLARREOFlag = 0;
Campaign_Cost = 0;
Campaign_Num= 1;
DESDynI_EL = 2010;
DESDynI_Flag = 0;
Flight_Num = 1;
GACM_ EL = 2017;
GACM_Flag = 1;
GEOCAPEEL = 2015;
GEOCAPE_Flag = 0;
GPSRO EL = 2011;
GPSRO_Flag = 0;
GPSROLL = 2012;
GRACEIIEL = 2016;
GRACEII_Flag = 1;
HyspIRIEL = 2014;
HyspIRI Flag = 0;
ICESatlI EL = 2010;
ICESatI -Flag = 0;
LIST EL = 2017;
LIST_Flag = 1;
Num_Flights = 11;
PATH EL = 2016;
PATH_Flag = 1;
Panel_Num Flights = [0,0,0,0,0,0];
Panel_Total_Num_Flights = [9,29,12,11,7,3];
Panel_Val = [5,3,3.5,3,2.5,2];
Panel_Val_Flights = [0,0,0,0,0,0];
SCLPEL = 2016;
SCLP_Flag = 1;
SMAP_EL = 2012;
SMAP_Flag = 0;
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SWOT EL = 2013;
SWOT_Flag = 0;
SWOT LL = 2015;
T Final = 2035;
ThreeDWindsEL = 2016;
ThreeDWindsFlag = 1;
Time = 2010;
TimeIncs = 0;
XOVWMEL = 2013;
XOVWM_Flag = 0;
XOVWM LL = 2016;
Example Campaign Setup Process Code
C Val = Panel_Val[1]/Panel Total_NumFlights[l];
Campaign =
[CLARREO,GPSRO,SMAP,ICESatII,DESDynI,XOVWM,HyspIRI,ASCENDS,SWOT,
GEOCAPE,ACE,LIST,PATH,GRACEII,SCLP,GACM,ThreeDWinds];
E_Val = Panel_Val[5]/Panel Total_NumFlights[5];
H_Val = Panel_Val[2]/Panel_Total_NumFlights [2];
Increment = 0.5;
SE_Val = Panel_Val[6]/Panel_Total_NumFlights[6];
Val Bar = 4;
Val Bar 2 = 4;
Wa_Val = Panel_Val[3]/Panel_Total_Num_ Flights[3];
We_Val = Panel_Val[4]/Panel_Total_NumFlights[4];
Example Mission Process Code
CLARREO = Campaign_Num;
CLARREO Flag = 1;
Campaign_Cost = Campaign_Cost + 265;
Campaign_Num = Campaign_Num + 1;
Panel_Num Flights = Panel_Num Flights+[l1,1,0,0,0];
Panel_Val Flights =
Panel_Val_Flights+[l *C_Val, *H_Val,0*Wa_Val,0*We_Val,0*E_Val,0*SE_Val];
Time = Time + 265/Budget;
U_Val = Panel_Val-Panel_Val_Flights-
[1*C_Val,1 *H_Val,0*Wa_Val,0O*We_Val,0*E_Val,0*SE_Val];
tmpl =
[U_Val[1]>=U_Val[2] - Val[1]>=U_Val[3],U_Val[ ]>=U_Val[4],U_Val[l ]>=U_Val[5
],U_Val[l]>=UVal[6]];
tmp 11 = tmpl [1]+tmpl [2]+tmp 1[3]+tmpl [4]+tmpl [5];
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tmp2 =
[U_Val[2]>=U_Val[1],U_Val[2]>=U_Val[3],U_Val[2]>=U_Val [4],UVal[2]>=U_Val[5
],U_Val[2]>=UVal[6]];
tmp22 = tmp2[1]+tmp2[2]+tmp2[3]+tmp2[4]+tmp2[5];
tmp3 =
[U_Val[3]>=U_Val[ ],UVal[3]>=UVal[2],U_Val[3]>=UVal[4],UVal[3]>=UVal[5
],U_Val[3]>=U_Val[6]];
tmp33 = tmp3 [1]+tmp3 [2]+tmp3 [3]+tmp3 [4]+tmp3 [5];
tmp4 =
[U_Val[4]>=U_Val[1 ],U_Val[4]>=U_Val[2],U_Val[4]>=UVal[3],U_Val[4]>=U_Val[5
],U_Val[4]>=U_Val[6]];
tmp44 = tmp4[1 ]+tmp4[2]+tmp4[3]+tmp4[4]+tmp4[5];
tmp5 =
[UVal[5]>=U_Val[1],U_Val[5]>=U_Val[2],U_Val[5]>=UVal[3],UVal[5]>=UVal[4
],U_Val[5]>=U_Val[6]];
tmp55 = tmp5[1 ]+tmp5 [2]+tmp5 [3]+tmp5 [4]+tmp5 [5];
tmp6 =
[U_Val[6]>=UVal[1 ],U_Val[6]>=U_Val[2],U_Val[6]>=UVal[3],UVal[6]>=U_Val[4
],U_Val[6]>=U_Val[5]];
tmp66 = tmp6[1]+tmp6[2]+tmp6[3]+tmp6[4]+tmp6[5];
Example Edge Boolean Code
From Initialize to Mission Process
(Time)>=(CLARREOEL)
From Mission Process to Campaign Architecture
(Campaign_Num)<=(Num_Flights)
From Campaign Architecture Back to Mission Process
((((((((CLARREO_Flag)==(O))&&((Time)<(T_Final)))&&((Time)>=(CLARREOEL)))
&&(((tmpl 11)>=(Val_Bar)) I ((tmp22)>=(99))))&&(((ASCEND S_Flag)-(1 ))I ((Time)<=
(ASCENDS LL))))&&(((GPSROFlag)==(1 ))II((Time)<=(GPSROLL))))&&(((SWOT
Flag)==(1)) I((Time)<=(SWOT_LL))))&&(((XOVWMFlag)=( 1))II((Time)<=(XOVW
MLL)))
From Campaign Architecture to Auxiliary Incrementor Process
((((((((((((((((((((CLARREO_EL)>(Time))&&((CLARREO_Flag)==(O)))II((CLARREO
Flag)=(1)))&&((((GPSRO_EL)>(Time))&&((GPSRO_Flag)==(0)))jI((GPSROFlag)=
(1))))&&((((SMAP_EL)>(Time))&&((SMAPFlag)--(0))) I((SMAP Flag)(1 ))))&&((
((ICESatIIEL)>(Time))&&((ICESatII-_Flag)==(0)))||((ICESatIIFlag)=(1))))&&((((D
ESDynI_EL)>(Time))&&((DESDynIFlag)==(O)))| ((DESDynI_Flag)=( 1 ))))&&((((XO
VWM_EL)>(Time))&&((XOVWM_Flag)-=(O)))JJ((XOVWM Flag)==(1))))&&((((Hys
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pIRI_EL)>(Time))&&((HyspIRI_Flag)==(O)))II((HyspIRIFlag)=(1 ))))&&((((ASCEN
DSEL)>(Time))&&((ASCENDS_Flag)==(O))) I((ASCENDS_Flag)==(l ))))&&((((SWO
T_EL)>(Time))&&((SWOTFlag)==(O)))II((SWOTFlag)=--(1))))&&((((GEOCAPE_EL
)>(Time))&&((GEOCAPE_Flag)==(O)))JI((GEOCAPE_Flag)==(1))))&&((((ACE_EL)>(
Time))&&((ACE_Flag)==(O)))| I((ACE_Flag)=( 1 ))))&&((((LIST_EL)>(Time))&&((LIS
T_Flag)==(O)))]I((LIST_Flag)==(1))))&&((((PATHEL)>(Time))&&((PATHFlag)==(O
)))I ((PATH Flag)==(1 ))))&&((((GRACEII EL)>(Time))&&((GRACEII Flag)==(O))) I(
(GRACEIIFlag)==(1))))&&((((SCLP_EL)>(Time))&&((SCLP_Flag)==(0)))II((SCLPF
lag)==(1))))&&((((GACM_EL)>(Time))&&((GACM_Flag)==(O)))jj((GACMFlag)==(1
))))&&((((ThreeDWindsEL)>(Time))&&((ThreeDWinds Flag)==(O))) |((ThreeDWinds
_Flag)==(1))))&&((Campaign_Num) !=(18))
From Mission Process to Finishing Process
(CampaignNum)>(Num_Flights)
This is a very small subset of the code written for the OPN Scheduler. For more
code, or for descriptions of how to use this code, please contact the author
(jcolson@mit.edu), or the System Architects Group at MIT.
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Appendix C: Example MATLAB Code
Simple Function to Set Up and Calculate Mission/Campaign Values
function campaigns = calc dates(campaigns)
% set up campaign
% campaigns.costs =
[800,400,265,700,600,550,150,450,300,300,300,500,500,450,500,300,450,65
C,350] ;
campaigns.costs =
[1627.9,473,579,760,1036.9,1276.2,230.7,471.4,452,607,609.9,750,750,521
,512,393.5,698,797.7,538.2];
campaigns.missions.names =
{'ACE','ASCENDS', 'CLARREO','DESDynI','GACM', 'GEOCAPE', 'GPSRO', 'GRACEII'
,'HyspIRI','ICESatII','LIST','NPOESS Climate 1','NPOESS Climate 2','PAT
H','SCLP','SMAP','SWOT','ThreeDWinds','XOVWM'};
% campaigns.missions.names =
{'ACE','ASCENDS','CLARREO','DESDynI','GEOCAPE','GPSRO','HyspIRI','ICESa
tII','SMAP','SWOT','XOVWM'};
campaigns.missions.values =
{[2,4,0,3,1,0],[0,1,0,0,1,0],[1,1,0,0,0,0 ],[1,2,1,0,1,1],[0,3,1,2,1,0],
[0,5,1,3,1,0],[1,1,1,1,0,01,[1,0,1,0,0,0],[0,2,0,0,1,1],[1,0,1,0,1,0],[
0,2,0,0,0,1],[4,0,0,0,0,0],[4,0,0,0,0,0],[0,3,1,1,0,0],[0,0,1,0,0,0],[0
,3,2,0,0,0],[1,2,1,0,0,0],[0,0,1,1,0,0],[1,0,0,0,0,0]};
% campaigns.missions.values =
{[2,4,0,3,1,0], [0,1,0,0,1,0], [1,1,0,0,0,0], [1,2,1,0,1,1], [0,5,1,3,1,0],
[1,1,1,1,0,01,[0,2,0,0,1,1],[1,0,1,0,1,0],[0,3,2,0,0,0],[1,2,1,0,0,0],[
1,0,0,0,0,0] };
% campaigns.total value = [9,29,12,11,7,3];
campaigns.total value = [17,29,12,11,7,3];
campaigns.panel values = [5,1.5,1.75,1.5,1.25,1];
campaigns.panel R d = [0.15,0.1,0.1,0.1,0.1,0.05];
% set up mission values
for gg = 1:length(campaigns.missions.values)
campaigns.missions.values{gg} =
campaigns.missions.values{gg}.*campaigns.panel values./campaigns.total
value;
end
% set up input from OPN scheduler
num flights = size(campaigns.input array,2);
num_campaigns = size(campaigns.input array, 1);
% initialize budget and time
budget = [700,700];
t init = 2010;
% set up campaign for value calculations
campaigns.launch_times = zeros(num campaigns,num flights);
campaigns.values = cell(num campaigns,num flights);
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campaigns.value = zeros(numcampaigns,l);
% calculate launch dates again, to verify against OPN Output, and to
allow
% for some post-simulation adjustment for auxiliary incrementor use
for mm = 1:num_campaigns
time = t init;
value = 0;
campaigns.durations = campaigns.costs/budget(l);
num flights = max(campaigns.input_array(mm,:));
for ii = 1:num flights
tmp = find(campaigns.input array(mm,:)==ii);
if time >= 2013
campaigns.durations = campaigns.costs/budget(2);
end
% if time <= 2020
time = time + campaigns.durations(tmp);
campaigns.launch times(mm,tmp) = time;
campaigns.values{mm,tmp} =
sum(campaigns.missions.values{ii}./(([1,1,1,1,1,1]+campaigns.panel R d)
.^(time-t init)));
value = value + campaigns.values{mm,tmp};
% end
end
campaigns.value(mm) = value;
waitbar(mm/num campaigns);
end
% find earlies and latest launch dates for each mission
for kk = 1:num flights
campaigns.missions.EL(kk) = min(campaigns.launch_times(:,kk));
campaigns.missions.LL(kk) = max(campaigns.launch times(:,kk));
end
% Plot some values for initial analysis
for nn = 1:num flights
figure (nn)
hist(campaigns.launch times(:,nn),[2010:0.25:2020],'Title',campaigns.mi
ssions.names{nn})
set(gca,'xiim', [2010,2020])
end
figure(30)
hold -n
clrs =
yr. , b. , q. , y.
tmp = cell(num flights,l);
for pp = 1:num flights
tmp{pp} = [campaigns.values{:,pp}];
plot(tmp{pp},clrs{pp})
end
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Simple Function to Filter Campaigns by Value Delivery
function campaigns = calcben(campaigns,valbar)
% campaigns =
% input_array: [8880x17 double]
% costs: [800 400 265 700 600 550 150 450 300 300 300 450
500 300 450 650 350]
% names: {1x17 cell}
% missions: [lxl struct]
6% total value: [9 29 12 11 7 3]
% panelvalues: [5 3 3.5000 3 2.5000 2]
% panel R d: [0.1500 0.1000 0.1125 0.1000 0.0875 0.0750]
% durations: [1x17 double]
% launchtimes: [8880x17 double]
% values: {8880x17 cell}
% value: [8880x1 double]
inds = find(campaigns.value>=val bar);
campaigns.launch times = campaigns.launch times(inds,:);
campaigns.values = campaigns.values(inds,:);
campaigns.value = campaigns.value(inds);
Simple Function to Display Campaign Plan for Top N Campaigns
function plot_analysis(campaigns)
% campaigns =
% input_array: [8880x17 double]
% costs: [800 400 265 700 600 550 150 450 300 300 300 450
500 300 450 650 350]
% names: {1x17 cell}
% missions: [lxl struct]
% total value: [9 29 12 11 7 3]
% panelvalues: [5 3 3.5000 3 2.5000 2]
% panel R d: [0.1500 0.1000 0.1125 0.1000 0.0875 0.0750]
% durations: [1x17 double]
% launchtimes: [8880x17 double]
% values: {8880x17 cell}
% value: [8880x1 double]
num flights = size(campaigns.launch times,l);
numcampaigns = size(campaigns.launch times,2);
figure(33)
hold on
line_styles =
'k.','r.','b.','g.','c.','y.','ko' ,'ro' 'bo' 'go','co','yo', 'kx ' rx',
'bx', 'gx', 'cx', 'yx' };
tmp = cell(numflights,l);
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for mm = l:num_campaigns
% tmp{mm} = [campaigns.values{:,pp}];
plot(campaigns.launch times(:,mm),line styles{mm})
end
Sample Function for Front End of Chapter 4 MATLAB Permuter
function varargout = front end(varargin)
% FRONT END M-file for front end.fig
% FRONT END, by itself, creates a new FRONT END or raises the existing
% singleton*.
% H = FRONT END returns the handle to a new FRONT END or the handle to
% the existing singleton*.
%FRONT END('CALLBACK',hObject,eventData,handles,...) calls the local
%function named CALLBACK in FRONT END.M with the given input arguments.
%FRONT END('Property','Value',...) creates a new FRONT END or raises
the
%existing singleton*. Starting from the left, property value pairs are
%applied to the GUI before front end OpeningFunction gets called. An
%unrecognized property name or invalid value makes property application
%stop. All inputs are passed to front end OpeningFcn via varargin.
%
% Begin initialization code - DO NOT EDIT
gui Singleton = 1;
gui_State = struct('guiName', mfilename,
'gui Singleton', gui_Singleton,
'gui OpeningFcn', @front_end_OpeningFcn,
'gui OutputFcn', @front_endOutputFcn,
'gui LayoutFcn', []
'gui Callback', []);
if nargin && ischar(varargin{ll)
gui State.gui Callback = str2func(varargin{l});
end
if nargout
[varargout{l:nargout}] = gui_mainfcn(gui_State, varargin{:});
else
gui mainfcn(gui_State, varargin{:1);
end
% End initialization code - DO NOT EDIT
% global campaign campaigns valid_perms;
% campaign = [];
% campaigns = [];
% --- Executes just before front end is made visible.
function front end OpeningFcn(hObject, eventdata, handles, varargin)
% This function has no output args, see OutputFcn.
% hObject handle to figure
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% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% varargin command line arguments to front end (see VARARGIN)
% Choose default command line output for front end
handles.output = hObject;
picture 1 = importdata('main satellite fleet_ig.jpg');
axes(handles.front end_picture);
image(picture 1);
axis off
handles.campaign = [];
handles.campaigns = [];
% Update handles structure
guidata(hObject, handles);
% UIWAIT makes front end wait for user response (see UIRESUME)
% uiwait(handles.figurel);
S--- Outputs from this function are returned to the command line.
function varargout = front end OutputFcn(hObject, eventdata, handles)
% varargout cell array for returning output args (see VARARGOUT);
% hObject handle to figure
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% Get default command line output from handles structure
varargout{1} = handles.output;
% --- Executes on button press in save campaign.
function save campaign Callback(hObject, eventdata, handles)
% hObject handle to save campaign (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
campaign = handles.campaign;
campaigns = handles.campaigns;
save saved-campaign handles campaign campaigns
% --- Executes on button press in close.
function closeCallback(hObject, eventdata, handles)
% hObject handle to close (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
close all
% --- Executes on button press in prepare campaign tool.
function prepare campaign tool Callback(hObject, eventdata, handles)
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% hObject handle to prepare campaign tool (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
if isempty(handles.campaign)
msgbox('campaign is currently empty')
else
handles.campaign = prepare campaign_tool(handles.campaign);
end
guidata(hObject,handles);
% --- Executes on button press in plot tool.
function plot tool Callback(hObject, eventdata, handles)
% hObject handle to plot tool (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
plotben(handles.campaigns)
campaigns = prune(handles.campaigns,'discounted value',450);
plot ben(campaigns)
% --- Executes on button press in enumerate_campaigns.
function enumerate campaigns Callback(hObject, eventdata, handles,
campaign)
% hObject handle to enumesrate campaigns (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
campaign = handles.campaign;
if isempty(campaign)
msgbox('campaign is currently empty')
else
valid_perms = enumerate all(campaign);
handles.valid_perms = valid_perms;
handles.campaigns = valid_perms;
guidata(hObject,handles);
end
% --- Executes on button press in editpanel values.
function edit_panel values_Callback(hObject, eventdata, handles)
% hObject handle to edit panel_values (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
panel value(handles.campaign)
% --- Executes on selection change in select mission.
function select mission Callback(hObject, eventdata, handles)
% hObject handle to select_mission (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
val = get(hObject,'Value');
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% string list = get(hObject,'String');
% selected_string = string_list{val}; % Convert from cell array to
string
handles.select mission val = val;
guidata(hObject,handles);
% Hints: contents = get(hObject,'String') returns select mission
contents as cell array
% contents{get(hObject,'Value')} returns selected item from
select mission
% --- Executes during object creation, after setting all properties.
function select_missionCreateFcn(hObject, eventdata, handles)
% hObject handle to select mission (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called
% Hint: popupmenu controls usually have a white background on Windows.
See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on selection change in sensor type.
function sensor_type_Callback(hObject, eventdata, handles)
% hObject handle to sensor_type (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
val = get(hObject,'Value');
% string_list = get(hObject,'String');
% selected_string = string_list{val}; % Convert from cell array to
string
handles.sensor_type val = val;
guidata(hObject,handles);
% Hints: contents = get(hObject,'String') returns sensortype contents
as cell array
% contents{get(hObject,'Value')} returns selected item from
sensor_type
% --- Executes during object creation, after setting all properties.
function sensor_type_CreateFcn(hObject, eventdata, handles)
% hObject handle to sensor_type (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
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% handles empty - handles not created until after all CreateFcns
called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on selection change in panel addressed.
function panel addressed Callback(hObject, eventdata, handles)
% hObject handle to panel addressed (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
val = get(hObject,'Value');
% string list = get(hObject,'String');
% selected string = string list{val}; % Convert from cell array to
string
handles.panel_addressed_val = val;
guidata(hObject,handles);
% --- Executes during object creation, after setting all properties.
function panel addressed CreateFcn(hObject, eventdata, handles)
% hObject handle to panel addressed (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called
% Hint: popupmenu controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on button press in add sensor.
function add sensor Callback(hObject, eventdata, handles)
% hObject handle to add sensor (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
sensor name = handles.sensor name val;
select mission val = handles.select mission val-1;
sensortype val = handles.sensortypeval-1;
panel addressedval = handles.paneladdressedval-1;
% tmp = get(handles.select mission(l));
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% tmp2 = tmp.String(select mission val)
sensor index =
length(handles.campaign.missions{select mission val}.sensors)+l;
handles.camapaign.missions{select mission val}.sensors{sensor index}.na
me = sensor name;
tmp = get(handles.sensor type);
tmp2 = tmp.String(sensor type val);
handles.camapaign.missions{select missionval}.sensors{sensor index}.ty
pe = tmp2;
tmp = get(handles.panel addressed(l));
tmp2 = tmp.String(panel addressed val);
handles.camapaign.missions{select missionval}.sensors{sensor index}.pa
nel addressed = tmp2;
guidata(hObject,handles);
function sensor name Callback(hObject, eventdata, handles)
% hObject handle to sensor name (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
tmp = get(handles.select mission(l));
mission names = {'select mission'};
for ii = 1:length(handles.campaign.missions)
mission_names = [mission names;handles.campaign.missions{ii}.name];
end
set(handles.select mission(1),'String',mission names)
handles.sensor name val = get(hObject,'String');
guidata(hObject,handles);
% --- Executes during object creation, after setting all properties.
function sensor name CreateFcn(hObject, eventdata, handles)
% hObject handle to sensor name (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
function mission name Callback(hObject, eventdata, handles)
% hObject handle to mission name (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
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handles.mission nameval = get(hObject,'String');
guidata(hObject,handles);
% --- Executes during object creation, after setting all properties.
function mission name CreateFcn(hObject, eventdata, handles)
% hObject handle to mission name (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on button press in add mission.
function add mission Callback(hObject, eventdata, handles)
% hObject handle to add mission (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
mission name = handles.mission name val;
campaign = handles.campaign;
tmp = length(campaign.missions)+l;
campaign.missions{tmp}.name = mission name;
handles.campaign = campaign;
guidata(hObject,handles);
% --- Executes on button press in remove mission.
function remove mission Callback(hObject, eventdata, handles)
% hObject handle to remove mission (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
mission index = handles.select mission;
handles.campaign.missions = {handles.campaign.missions{l:mission index-
1},handles.campaign.missions{mission index-1:end}}
guidata(hObject,handles);
% --- Executes on button press in load campaign.
function loadcampaign Callback(hObject, eventdata, handles)
% hObject handle to load campaign (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
file name = handles.enter file name;
load(file name)
handles.campaign = campaign;
guidata(hObject,handles);
function enter file name Callback(hObject, eventdata, handles)
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% hObject handle to enter file name (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
handles.enter file name = get(hObject,'String');
guidata(hObject,handles);
% Hints: get(hObject,'String') returns contents of enter_file name as
text
% str2double(get(hObject,'String')) returns contents of
enter file name as a double
% --- Executes during object creation, after setting all properties.
function enter file name CreateFcn(hObject, eventdata, handles)
% hObject handle to enter file_name (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles empty - handles not created until after all CreateFcns
called
% Hint: edit controls usually have a white background on Windows.
% See ISPC and COMPUTER.
if ispc && isequal(get(hObject,'BackgroundColor'),
get(0,'defaultUicontrolBackgroundColor'))
set(hObject,'BackgroundColor','white');
end
% --- Executes on button press in set sensor paarameters.
function set sensor paarameters Callback(hObject, eventdata, handles)
% hObject handle to set sensor_paarameters (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
% --- Executes on button press in evaluate campaigns_tool.
function evaluate campaigns toolCallback(hObject, eventdata, handles)
% hObject handle to evaluate campaigns_tool (see GCBO)
% eventdata reserved - to be defined in a future version of MATLAB
% handles structure with handles and user data (see GUIDATA)
if isempty(handles.campaign)
msgbox('campaign is currently empty')
else
handles.campaigns = evaluatecampaigns(handles.campaigns);
end
guidata(hObject,handles);
This is a very small subset of the code written for this thesis. For more code, or for
descriptions of how to use this code, please contact the author (jcolson@mit.edu), or
the System Architects Group at MIT.
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