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Abstract
We consider a discrete time nearest neighbor random walk on the one-dimensional integer
lattice Z for which the jump probabilities from the current site depend on the number of
prior visits to this site. More precisely, we assume that the probability to jump from z to
z+1 upon the i-th visit to z is given by ω(z, i) ∈ (0, 1), where ω(z, i) = 1/2 for all sufficiently
large i, and the sequences of jump probabilities (ω(z, ·))z∈Z are i.i.d.. The number of jump
probabilities from z to z + 1 that are different from 1/2 is referred to as the number of
excitations at z giving rise to the name “excited random walk” (ERW). This thesis studies
the long term behavior of ERWs with finite but possibly random and unbounded numbers
of excitations per site.
The above model belongs to a large class of so-called self-interacting random walks, which
are non-Markovian by nature. This renders many standard methods inapplicable. Our
approach relies on an analog of a well-known pathwise mapping, at certain stopping times,
between random walks and Galton-Watson type trees and on generalized Ray-Knight type
theorems. This approach was previously successfully applied by H. Kesten, M. V. Kozlov,
and F. Spitzer to the study of limit laws of random walks in random environments and later
by B. Tóth for self-interacting random walks of other type than ERWs. The connection
between ERWs and branching processes was first observed by A.-L. Basdevant and A. Singh
and then developed in many directions by other authors.
This work extends many of the existing methods and results for ERW with a bounded
number of excitations to a much wider class of ERW models by requiring only appropriate
moment bounds on the (random) number of excitations per site. Main results include criteria
for recurrence versus transience, ballisticity versus zero linear speed, a complete classification
of limit laws in the transient regime, and functional limit theorems in the recurrent regime.
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1.1 Excited random walks (ERWs) and common as-
sumptions
The excited random walk (ERW), a.k.a. the “cookie random walk”, on the integer lattice
Z is a self-interacting discrete time process such that the jump probabilities at each site
and each time step depend on the number of prior visits to the current site. An informal
description can be given as follows. Place an infinite stack of cookies at each site of the
lattice Z; each cookie within the stack has a “strength”. The random walker eats a cookie
from the bottom of the stack at his current location and moves one step to the right or to
the left with probabilities prescribed by the “strength” of that cookie. If a site happens to
have no cookies left then the walker chooses one of the two neighboring sites at random and
moves there on the next step.
The following standard notation will be used throughout the thesis: the collection of all
infinite cookies stacks on Z is denoted by Ω∞ and a generic element ω of Ω∞ is called a






denotes the probability to jump from z to z + 1 upon the i-th visit to z. That is, for a fixed
1
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ω ∈ Ω∞ and x ∈ Z, the ERW starting at x in the environment ω is a process X := (Xn)n≥0
defined on a suitable probability space (Σ,G, Px,ω) such that
Px,ω(X0 = x) = 1,
Px,ω
(






















The cookie environment ω can also be chosen at random according to some probability




, where Ω∞ = [0, 1]
N×Z and F is the canonical product
Borel σ-field generated by the cylinder sets.
We refer to Px,ω defined on the space (Σ,G) as the quenched probability measure of the













s ∈ Σ : (s, ω) ∈ A
})
P∞(dω) ∀A ∈ F
⊗
G.
The expectation operators corresponding to Px,ω,P∞, and Px are denoted by Ex,ω,E∞, and
Ex, respectively. The most common assumptions considered in the literature about the
measure P∞ are:
(IID) the cookie stacks (ω(z, ·))z∈Z are i.i.d under P∞; or a weaker one:
(SE) the cookie stacks (ω(z, ·))z∈Z are under P∞ stationary and ergodic with respect to the
shift operators on Z;
(BD) there is a constant M ∈ N such that P∞-a.s.: ω(z) = 12 ∀i > M and ∀z ∈ Z;
(POS) ∀z ∈ Z, ∀i ∈ N, ω(z, i) ≥ 1
2
P∞-a.s. That is every cookie induces a nonnegative drift
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of size 2ω(z, i)− 1 ≥ 0; such cookies are called non-negative or, with a slight abuse of
notation, positive.
To avoid some degenerate situations, one can assume one of the following ellipticity condi-
tions, called weak ellipticity, ellipticity, and uniform ellipticity respectively.
(WEL) ∀z ∈ Z : P∞
[
∀i ∈ N : ω(z, i) > 0
]
> 0.
(ELL) ∀z ∈ Z and ∀i ∈ N : P∞ − a.s. ω(z, i) > 0.
(UEL) There is κ > 0 such that ∀z ∈ Z and ∀i ∈ N : κ ≤ ω(z, i) ≤ 1− κ P∞-a.s.
Note that (UEL) =⇒ (ELL) =⇒ (WEL).
If the measure P∞ satisfies (SE) and either (POS) or (BD) then the total expected drift
per site z ∈ Z







is well-defined and does not depend on z. The parameter δ plays an important role in the
classification of the asymptotic behavior of ERWs.
In this work we shall consider ERWs in environments, which satisfy (IID) and (UEL)
under P∞ and for which the number of excitations per site is a random variable satisfying a
tail decay condition. After a brief excursion to the history of various ERW models and some
of the known results we shall give a precise description of the model we study.
1.2 Brief history of excited random walks
ERWs on Zd were introduced by I. Benjamini and D. Wilson in [11]. Denote by ej the
j-th unit coordinate vector. For a fixed p ∈ [1/2, 1] the probability ω(z,±ej, i) to jump from
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z to z ± ej upon the i-th visit to z is given by











, if i ≥ 2 or if i = 1 and ej 6= ±1.
The main results of the paper are that the walks are recurrent for d = 1, and transient
for d ≥ 2. Moreover, the walk is ballistic in the first coordinate direction for d ≥ 4, that
is (Xn · e1)/n → v > 0 Px-a.s. as n → ∞. Ballisticity was extended to all d ≥ 2 by J.
Bérard and A. Ramı́rez ( [8]). They also proved the strong law of large numbers (LLN) and
the Central Limit Theorem (CLT) for this model in all dimensions d ≥ 2. A substantial
generalization of the original once-excited random walk under a version of the condition
(POS) was studied later in [50].
Multi-excited random walks were introduced by M. Zerner in [73]. The model allowed
more than one excitation per site (including infinite number) but required that all drifts were
non-negative. Under conditions (SE) and (POS) M. Zerner gave a criterion for recurrence
and transience and proved the strong law of large numbers for his model on Z. In this paper
he proposed the “cookie” description of the model, which later became very popular. He
also proved that in environments with at most 2 cookies per site the ERW always has zero
speed and posed an open question about the minimum number of cookies that will generate
a positive speed. This question was partially answered by T. Mountford, L. Pimentel, and
G. Valle in [49]. Moreover, they have constructed environments with arbitrarily large δ
satisfying (SE) and (POS) in which the ERW had zero linear speed.
In [74] M. Zerner extended the model to several dimensions and gave criteria for recur-
rence and transience of ERWs on Zd and strips under (IID), (UEL), and a multi-dimensional
version of (POS).
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ERW among bounded cookies stacks on Z. The open question posed by M. Zerner
about the conditions under which the speed of ERW on Z is positive was answered by A.
Basdevant and A. Singh in [9] for a class of ERWs among deterministic identical finite stacks
of positive cookies on Z. They gave a criterion for the positivity of the speed of ERW.
Moreover, they restated the problem in terms of branching processes. This connection was
previously used in [37] for the study of limit laws of random walks in random environments
(see also [66]) and proved to be an indispensable tool for ERWs as well. In a subsequent paper
[10] they obtained results on the rate of growth of the ERW for their model. Unfortunately
the connection with branching processes is limited to d = 1.
This model was significantly generalized by E. Kosygina and M. Zerner in [44]. They
allowed random cookie environments which satisfy (IID), (WEL), (BD) and removed the
positivity assumption (POS) altogether. They gave criteria for recurrence and transience,
proved the strong LLN, gave criteria for ballisticity, and established a CLT for the case
|δ| > 4. Currently this model is the most studied and well understood model of ERWs on
Z. Further results about this model were obtained in [18–20,39,45,46,53]. They cover limit
laws and functional limit theorems in both transient and recurrent regimes, large deviations
as well as present a study of excursions and occupation times. For a comprehensive survey
of ERW models on Zd and results up to 2012 we refer the reader to [45].
ERW with identical periodic cookie stacks on Z. This model features identical
infinite cookie stacks at every site of Z but requires that the cookie strengths within one
stack be periodic and be strictly between 0 and 1. This model was introduced and studied
by G. Kozma, T. Orenshtein, and I. Shinkar in [41]. The authors used Lamperti’s approach
to give criteria for recurrence and transience. As an application, they provided a different
argument for recurrence and transience conditions for some models of ERWs with boundedly
many cookies per site. Questions about ballisticity and limit laws remained open until this
model was extended to Markovian cookie stacks (see below). The results can be found in [42]
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and [43].
ERW with Markovian cookie stacks model was introduced by E. Kosygina and J.
Peterson in [42] as a natural generalization of the previous one. The measure P∞ is assumed
to satisfy (IID), (UEL), and the jump probabilities within the cookie stack (ω(z, i))i≥1 at
site z follow a Markov chain on a finite state space. It is assumed that this Markov chain has
a unique irreducible closed set. The model exhibits two regimes, namely critical and non-
critical, depending on whether the total drift under the invariant measure of the Markov
chain is equal to 0 or differs from 0. In the non-critical regime the ERW is always transient,
ballistic with non-zero linear speed, and satisfies the classical central limit theorem, whereas
the critical regime gives rise to many different types of limit laws (just as for ERWs with
bounded cookie stacks). The authors obtained criteria for recurrence versus transience and
ballisticity of the walk as well as a characterization of the limiting behavior in the transient
case and a functional limit theorem in the borderline of recurrent regime.
ERW in a Markovian environment with bounded cookie stacks was proposed
and studied by Nicholas Travers in [69]. The main novelty of this work is in the weakening
of the (IID) condition to a one that is between (IID) and (SE). Namely, from site z to site
z + 1 the cookie environment follows a uniformly ergodic Markov chain. The author was
able to show that many the results proved for ERWs among bounded (IID) cookie stacks
hold for this much more general model.
The present work generalizes ERWs among i.i.d. bounded cookie stacks by replacing the
boundedness assumption, (BD), with the tail decay condition on the number of cookies in
a stack. No structural conditions (such as periodicity or Markov property) are imposed on
the cookies within a single stack. This thesis extends many of the results known for ERWs
among i.i.d. bounded cookie stacks to this much wider class of models. Our model also
includes some of the ERWs with Markovian cookie stacks, namely when 1
2
is an absorbing
state of the Markov chain.
Chapter 2
Model and main results
2.1 Our model






∈ [κ, 1− κ]Z×N






If the set C(z, ω) := {i ∈ N : ω(z, i) 6= 1
2
}
is empty then we put sup C(z, ω) = max C(z, ω) =
0. For each z ∈ Z and ω ∈ Ω we define the number of cookies at each site z ∈ Z by
M(z, ω) := max C(z, ω) = max
{




We will assume throughout that P(Ω) := P∞(Ω) = 1. This automatically implies that P
satisfies (UEL) and M(z, ω) < ∞ for all z ∈ Z and ω ∈ Ω. We shall also suppose that





, defined by (2.1), have sufficiently
fast decaying tails so that δ (see (1.1)) is well-defined and, moreover,
(TDE) H(n) := P
(




for some C > 0 and α > |δ| ∨ 4. (2.2)
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Note that the family of random variables (M(z, ω))z∈Z is i.i.d. under P. We shall often drop
ω from the notation and write simply M(z).
We remark that without loss of generality we can assume that δ ≥ 0 due to the following
symmetry. If the environment (ω(z, i))z∈Z is replaced by (ω
′(z, i))z∈Z where ω
′(z, i) = 1 −







= is the equality in distribution.
2.2 Examples
Example 2.1. Let P∞ be a probability measure on
(
[κ, 1− κ]N × N0
)Z
such that the quan-
tities (((ω̄(z, i))i∈N,M(z)))z∈Z are i.i.d. under P∞. Assume also that M(z) is independent
from the cookie stack (ω̄(z, i))i∈N and satisfies (TDE). To obtain a cookie environment from
Ω∞ we cut the cookie stack at z at the level M(z) and set ω(z, i) = 1/2 for all i > M(z),
z ∈ Z. Then we consider the measure P on the “trimmed” cookie stacks. By construction P
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. Let us mention the following special cases.
Suppose that the environment is deterministic and the cookies have the same strength
for some p ∈ (0, 1). That is
ω(z, j) =
 p j = 1, 2, ...,M(z), ∀z ∈ Z,1
2
j > M(z).
Then the total expected drift is
δ = (2p− 1)E(M(z)).
Note that in other cases our results are new even for this simple example.
If we also suppose that M(z) has a geometric distribution with parameter q ∈ (0, 1)
then we recover the example of ERW with Markovain cookie stacks with two states given
in [42, Example 1.2]. The transition matrix
K =
 1− q q
0 1

and the initial distribution η = (η(1), η(2)) = (1, 0) such that p(1) = 1 and p(2) = 1
2
. The




















and are built from two different perspectives.
CHAPTER 2. MAIN RESULTS 10
Example 2.2. Construct an environment ω ∈ Ω at each site z ∈ Z by first sampling
the number of cookies per site, M(z), according to some distribution F on N0 and then,





according to a distribution
πm on [κ, 1 − κ]m from some family of distributions πm, m ∈ N. If m = 0 then we set
ω(z, i) = 1
2
∀i ∈ N. For a specific example we can sample M(z) according to a geometric







δω̄b , a ∈ [0, 1− 2κ], b ∈ [κ, 1− κ], where
ωa(z, j) = κ+
a
j
if j ∈ {1, 2, ...,m} and ωa(z, j) = 12 if j > m;
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• The RHS is maximized when b = 1− κ, a = 1− 2κ, p = κ and then
lim
κ→0+
−(1− 2k) ln 1
κ
= +∞
• The RHS is minimized when b = κ, a = 0, and then we have to minimize
−(1− 2κ)(1− p)
p






This shows that we can construct a model of this type with any δ ∈ R.
Example 2.3. In this class of examples we first sample an infinite cookie stack from some











and slash the infinite cookie stack at
each z ∈ Z to the level M(z). The simplest example of this type can be constructed as follows.
Let f be a probability density function supported on [κ, 1 − κ], Fs, s ∈ S ⊂ R, be a one
parameter set of distributions on N0 with finite expectationsms, s ∈ S, and g : [κ, 1−κ] −→ S
be an arbitrary function. The cookie environment at site z is constructed in two steps.
• Step 1. Sample ω(z, 1) according to the density f and compute s = g(ω(z, 1)).
• Step 2. Sample M(z) from the distribution Fs, s = g(ω(z, 1)). Set











 = E [(2ω(z, 1)− 1)M(z)]








A specific example can be obtained by taking f to be a uniform on [κ, 1 − κ], Fs be the
















δ = −∞ and lim
κ↗ 1
2
















δ = +∞ and lim
κ↗ 1
2
δ = 0. This allows us to get examples with any given δ 6= 0.
Another possibility is to keep f as before and let Fs be the family of Zipf’s distributions
with parameter s: the probability mass function is k
−s
ζ(s)
, where ζ(s) is Riemann’s zeta function,
k ∈ N, s > 2. Then ms =
ζ(s− 1)
ζ(s)










The above examples illustrate that our model includes many different types of examples
which are both new and interesting. We were able to extend many of the existing results
(see [9, 10, 18, 39, 44] or [45] obtained under the (BD) condition to our much more general
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setting.
2.3 Main results
All results of this section are extensions of the corresponding results obtained for the case
of bounded cookie stacks. We note that even though we employ overall the same methods,
most of the technical work have been redone from scratch and many steps required a lot of
additional work. The technical results are the content of the last two chapters.
2.3.1 Recurrence versus transience
Theorem 2.1. (Recurrence vs transience)
(i) If δ ∈ [−1, 1], then the walk is recurrent, i.e., for P-a.a. environments ω it returns
P0,ω-a.s. infinitely often to its starting point.
(ii) If δ > 1, then the walk is transient to the right, i.e., for P-a.a. ω, Xn →∞ as n→∞
P0,ω-a.s.
(iii) If δ < −1, then the walk is transient to the left, i.e., for P-a.a. ω, Xn → −∞ as n→∞
P0,ω-a.s.
2.3.2 Strong law of large numbers and ballisticity
Theorem 2.2. There is a deterministic v ∈ [−1, 1] such that the ERW satisfies for P-a.a.





= v P0,ω-a.s.. (2.4)
Moreover, v < 0 for δ < −2, v = 0 for δ ∈ [−2, 2] and v > 0 for δ > 2.
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2.3.3 Limit Theorems for transient ERW.
To describe limit laws of the ERW we need the following notation. For θ ∈ (0, 2] and b > 0,

























if θ = 1.
(2.5)
Note that Z2,b is just a centered normal random variable with variance 2b. Recall that it
is enough to consider only δ > 1, since δ < −1 can be treated by symmetry discussed in
Section 2.1.
Theorem 2.3. Let Tn = inf{j ≥ 0 |Xj = n} and v be the speed of the ERW. The following
statements hold under the averaged measure P0.
































Note that the convergence is in probability. Moreover, there are a positive constant b
and the functions D(n) ∼ log n and Γ(n) ∼ 1
logn
such that as n −→∞
(a)
Tn − c−11 nD(n)
n





(iii) If δ ∈ (2, 4) then there is a constant b > 0 such that as n −→∞,











































Note that Functional Limit Theorems (FLT) in the transient regime under the (BD)
assumption were obtained in [44, 45] and can be obtained as well for our model along the
same lines but we do not pursue this here.
2.3.4 Functional Limit Theorems in the recurrent regime
Let D([0,∞)) be the space of càdlàg function on [0,∞) and denote by J1−→ the weak con-
vergence in the standard (J1) Skorokhod topology on D([0,∞)). Let B = (B(t)), t ≥ 0
standard Brownian motion started at the origin at time 0 and Wθ,θ̃ = (Wθ,θ̃(t)), t ≥ 0, be an
(θ, θ̃) perturbed Brownian motion, i.e. the solution of the equation
Wθ,θ̃(t) = B(t) + θ sup
s≤t
Wθ,θ̃(s) + θ̃ inf
s≤t
Wθ,θ̃(s) (2.6)
We state results from the literature [13, Theorem 1 and 2] about the solutions of equation
(2.6)
(i) The equation (2.6) has no solution if either θ ≥ 1, or θ̃ ≥ 1,
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(ii) For θ < 1, and θ̃ < 1 the equation (2.6) has a unique pathwise solution, and this
solution is adapted to the filtration generated by the driving Brownian motion B.








we refer the reader to [57].
Without loss of generality we assume that δ ≥ 0.
Theorem 2.4 (Non-boundary case). If δ ∈ [0, 1) then under P0
X[n·]√
n
J1−→ Wδ,−δ(·) as n −→∞. (2.7)
Theorem 2.5 (Boundary case). Let δ = 1 and B∗(t) = maxs≤tB(s). Then there exists a





J1−→ B∗(·) as n −→∞. (2.8)
Chapter 3
Branching processes associated to
ERWs
In this chapter we shall explain a known relation between the ERW on Z and two classes
of modified branching processes. The latter are Markovian processes. This relation is a
powerful device in the analysis of ERWs. Recurrence, transience and limits laws of ERWs
can be obtained by studying the mentioned above Markovian processes. This approach
was previously successfully applied by H. Kesten, M. V. Kozlov, and F. Spitzer ( [37]) in
the study of limit laws for random walks in random environments and later by B. Tóth
( [66, 68]) for several types of self-interacting random walks with a different mechanism of
self-inteaction. The connection between ERWs and branching processes was first observed
by A.-L. Basdevant and A. Singh ( [9, 10]) and then developed in many directions by other
authors. The interested reader is referred to ( [3, 18,19,32,33,39,42–46,53–55]).
17
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3.1 Coin toss construction
For a fixed cookie environment ω ∈ Ω let (Bk(i))k∈Z,i∈N be a family of independent Bernoulli
random variables such that
Pω(Bk(i) = 1) = 1− Pω(Bk(i) = 0) = ω(k, i).
Events {Bk(i) = 1} will be referred to as “successes” and events {Bk(i) = 0} will be referred
as “failures”. For a subset A of environments and realizations of Bernoulli random variables
we let






will be used to construct both the paths of the excited
random walk and the associated branching processes. This will provide a natural coupling
which we will use throughout the thesis. A path of ERW in a given environment ω can
be constructed recursively as follows: if Xn = k and
∑n
r=0 1{Xr=k} = j, then Xn+1 :=
Xn + 2Bk(j) − 1, for n ≥ 0. This construction defines simultaneously all paths of ERW
starting from every k ∈ Z: the walk starts at k and follows the path constructed from the
given ω and a realization of Bernoulli random variables (Bk(j))k∈Z,j∈N. From now on we shall
use this construction of ERW and keep denoting the resulting averaged probability measure
of ERW with a starting point at z by Pz.
3.2 Forward branching process
The forward branching process is constructed by looking at the right excursions of the ERW
from the origin. Left excursions from the origin can be considered by the symmetry (2.3).
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∣∣∣Xn = k} ∈ N ∪ {∞} k ∈ Z.
Note that T0 is the time of the first return of the ERW to the origin. On the event {X1 = 1}





. For every k ≥ 0, let U (0)k be the number of
up-crossings from k to to k + 1 by the ERW prior to time T0. That is,
U
(0)






Note that if T0 < ∞ and Uk−1 = m, then the walk makes m down-crossings from k before
time T0. Hence, U
(0)
k is the number of up-crossings that the ERW makes from k before the
m-th down-crossing from k. Moreover, the number of up-crossings U
(0)
k can be computed





. If we refer to the coin toss construction of
the ERW path, then U
(0)





before the m-th failure. Denoting by S
(k)




























m − S(k)m−1 be the number of successes between the (m − 1)-th failure and





. We define recursively the forward
branching process (Zk)k≥0 started at z ≥ 1 by






ζ(k+1)m for k ≥ 1. (3.2)
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Lemma 3.1. The following statements hold under P (see (3.1)):
(i) (Zk)k≥0 is a time homogeneous Markov chain;
(ii) U
(0)
k = Zk ∀k ≥ 0 on the event {T0 <∞};
(iii) U
(0)
k ≤ Zk ∀k ≥ 0 on the event {T0 =∞}.
Proof. Statement (i) follows from (3.2), the (IID) assumption on the environment, and the





given a realization ω
of the environment. The proofs of (ii) and (iii) are the same as in [44, p. 1961] and are,
therefore, omitted.
We can rewrite (3.2) as
Zk+1 = Zk +
M(k)∑
m=1
(ζ(k+1)m − 1) +
Zk∑
m=M(k)+1
(ζ(k+1)m − 1) (3.3)
with understanding that if the upper limit of the summation is less than the lower one then
the sum is set to be 0. Here ζ
(k+1)
m can be interpreted as the number of children of the m-th
individual in the k-th generation. Note that the following holds under P :















, k ∈ N, are independent;








, k ∈ N, which take values in
∪∞m=1Nm0 ∪∆, where ∆ represents a “vector” of dimension 0, are i.i.d.;
















) = δ. (3.4)
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The proof is the same as the one in [44, Lemma 14] and is omitted.
The following two observations will allow us to study right excursions of ERW using
forward branching processes: (1) the maximum of the right excursion of ERW is equal
to the extinction time of the associated forward branching process; (2) the duration of the
right excursion from the origin is twice the size of the total progeny of the associated forward
branching process. Define the extinction time and the total progeny of the forward branching
process Z respectively by




Theorem 3.1. Let z ∈ N and Z = (Zn)n≥0 be defined by (3.2). Denote by PZz the probability
measure associated to this branching process.
(i) If δ > 1, then
PZz (σ
Z
0 =∞) > 0. (3.5)









2 PZz (SZ > n) = C2(z).





0 > n) = C3(z); lim
n→∞
(log n)PZz (SZ > n) = C4(z).
The proof of this theorem depends on a number of technical results and is deferred to
Chapter 8.
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3.3 Backward branching process
The backward branching process is related to down-crossings of the ERW when the random






1{Xj=k,Xj+1=k−1} for n ≥ 1, k ≤ n,
be the number of down-crossing of the walk from k to k − 1 before time Tn.
Note that the number of down-crossings from k + 1 to k prior to Tn is 1 less than the
number of up-crossings from k to k + 1 prior to Tn and also that the ERW can make a few
down-crossings from k to k − 1 before making an up-crossing from k to k + 1. In fact, we
can consider down-crossings from k to k − 1 before the first up-crossing from k to k + 1
as “children” of the first up-crossing, down-crossings from k to k − 1 before the second
up-crossing from k to k + 1 as “children” of the second up-crossing, etc. Thus, given the
number of down-crossings from k+ 1 to k, we add 1 “immigrant” to get the correct number



































From this information we can compute the distribution of the number of down-crossings
from k to k− 1, add an “immigrant” to get the number of up-crossings from k− 1 to k, and
so on. Thus, looking at the numbers of down-crossings from n to n − 1 to n − 2 etc., we
obtain a branching process, which we shall now describe more formally.
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The number of down-crossings D
(n)




. If we denote by
F
(k)














before the m-th success, then the following
holds.
Claim 3.3.1. On the event {Tn <∞} we have D(n)n = 0 and for 0 ≤ k < n
if D
(n)










m − F (k)m−1 be the number of failures between the m − 1-th and the m-th





. We define the backward branching process
(Vk)k≥0 started at x ≥ 0 by






ξ(k)m for k ∈ N0. (3.6)







= (V0, V1, ..., Vn−1, Vn).
The proof is similar to the one in [37]. For full details we refer the reader to [9, Proposition
2.2]. Rewriting equation (3.6) we get
Vk+1 = Vk + 1 +
M(k)∑
m=1
(ξ(k)m − 1) +
Vk+1∑
m=M(k)+1
(ξ(k)m − 1) (3.7)
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Note that the following holds under P :
(3.3.a) the random quantities (ξ
(k)









, k ∈ N, are independent;
(3.3.b) the random vectors of random length (ξ
(k)
1 , ..., ξ
(k)
M(k)) (k ≥ 1) which take values in
∪∞m=1Nm0 ∪∆, where ∆ represents a “vector” of dimension 0 are i.i.d.;














ξ(k)m −M(k) + 1
 = 1− δ. (3.8)
For the proof we shall need another lemma.










(2ω(k, j)− 1). (3.9)














∣∣∣S]] and F (k)M(k)|S D= M(k)− S + F̃ (k)M(k)−S,
where M(k)−S is the number of failures in the first M(k) trials and F̃ (k)M(k)−S is the number of
failures before the M(k)−S successes in the i.i.d Bernoulli sequence with success probability
1
2

















= M(k)− Eω [S] + Eω [M(k)− S]
= 2Ex,ω [M(k)− S] and,
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M(k) −M(k) + 1
]]
= 1− δ.
We shall use the information about life times and total progeny of the backward branching
process to construct and analyze a regeneration structure for transient ERWs. This analysis
is the key to the proofs of ballisticity and limit laws for transient ERWs.
Theorem 3.2. Let x ∈ N0 and V = (Vn)n≥0 be the backward branching process defined in
(3.6) and P Vx be the probability measure associated with this branching process.
Define the life time and the total progeny of the backward branching process V respectively
by




(i) If δ < 0 then
P Vx (σ
V
0 =∞) > 0. (3.10)
(ii) If δ > 0 then there are C5, C6 ∈ (0,∞) such that










V > n) = C6(x).
(iii) If δ = 0, then there are C7, C8 ∈ (0,∞) such that
lim
n→∞
(log n)P Vx (σ
V
0 > n) = C7(x) lim
n→∞
(log n)P Vx (SV > n) = C8(x).
The proof of this theorem depends on a number of technical results and is deferred to
Chapter 8.
Chapter 4
Proof of Theorems 2.1 and 2.2
4.1 Preliminaries
We shall start by stating a definition and some lemmas that are needed for the proofs of
recurrence versus transience , law of larges numbers and ballisticity.





ω−→ x− 1 if and only if
∞∑
i=i







and b−1 := P
( ∞∑
i=i
(1− ω(0, i)) <∞
)
.
The meaning of the above relation x
ω−→ is illustrated in the content of the following
lemma, which follows by a straightforward application of the second Borel-Cantelli Lemma.
Lemma 4.1. Let ω ∈ Ω and x, y ∈ Z with x ω−→ y. Then on the event that ERW visits x
infinitely often, y is P0-a.s. visited infinitely often as well.
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, it suffices to prove that
Ix
P0,ω





Fix an environment ω ∈ Ω and let Fn be the sigma algebra generated by X0, X1, ..., Xn.








∣∣∣Fn−1) = P0,ω(Xn = x− 1, Xn−1 = x∣∣∣Fn−1)
= 1{Xn−1=x}ω(Xn−1, LXn−1(n− 1)).
Let T
(k)
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where A





















⊆ Ix−1, ∀ω ∈ Ω.
Similarly, Ix−1
Px,ω


















Corollary 4.1. Let ω ∈ Ω. Then P0,ω-a.s.
lim inf Xn ∈ {−∞,+∞} and lim supXn ∈ {−∞,+∞}.
Proof. Suppose that lim supn→∞Xn 6∈ {−∞,+∞} then there exists R = R(ω, s) where
(ω, s) ∈ Ω× Σ such that
lim sup
n→∞
Xn := R <∞.
On the event {R = r} the ERW visits the site r infinitely often and by lemma 4.1, it will
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visit r + 1 infinitely often as well and this contradicts the fact that r is a lim sup . Thus
lim supn→∞Xn =∞. Similar argument for the lim inf Xn.
Theorem 4.1. [45, Theorem 2.3] Assume (SE) and (ELL).
(a) If b1 > 0 and b−1 > 0 then the range is P0-a.s. finite.










(d) If b1 = 0 and b−1 = 0 then the range is P0-a.s. infinite.
Under our assumptions x
ω−→ x± 1 for all x and all ω both b1 and b−1 are 0 and we have
the following








































































= 0, then only cases (a) or (d) of
Theorem 4.1 are possible.
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In case (d) we argue as follows. Note that all inclusions below are up to sets of , P0, measure































































































= 0, then only cases (b) or (d)
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= 1, then only cases (c) and
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4.2 Proof of recurrence
We shall modify the environment in order to allow the ERW to jump to the right after every
visit to the origin in the following manner
ω+(z, j) =
 ω(z, j) if z 6= 0 and j ≥ 11 if z = 0 and ∀j ≥ 1.
Let T
(0)







0 : Xk−1 > 0 and Xk = 0
}
.



















z is the number of up-crossings of the ERW from z to z + 1 prior to time T
(n)
0 and
Z the forward branching process associated to the ERW. Note that in the last probability
on the RHS of (4.1) we can change the cookie environment from ω+ to ω since our forward
branching process Z is generated by using the same Bernoulli random variables (Bz(j))j∈N
with z ≥ 1.
• If T (n)0 =∞, then since the ω(z, j) are uniformly bounded away from 0 and 1 the walk
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, ∀n ≥ 1. (4.3)

























= 1 ∀n ≥ 1.
That is , with probability one every excursion of the ERW to the right of 0 will eventually
return to 0. By symmetry of our model if δ ≥ −1 then all excursions to the left of 0 eventually
return to 0. Thus, if δ ∈ [−1, 1] then all excursions from 0 are almost surely finite and so
the ERW will returns to 0 infinitely often and by Lemma 4.1 the walk will visits every site
infinitely often.
4.3 Proof of transience
Claim 4.3.1. If δ > 1, then P1(T0 =∞) > 0.
If δ > 1 then the ERW is recurrent from the left. Consider the first excursion from the
right. If P1(T0 <∞) = 1, then P1(σZ0 <∞) = 1 which contradicts that P1(σZ0 =∞) > 0 by
theorem 3.1. Thus P1(T0 =∞) > 0.
Without loss of generality, we may consider the first right excursion from 0. Let
p := P1(T0 =∞),
and let T
(i)
0 be the time of the i−th return to 0 by the ERW. Consider consecutive right
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excursions of 0 and let Ki = max{Xn, 0 ≤ n ≤ T (i)0 }. Since we are assuming that δ > 1,
the walk is recurrent from the left and all left excursions of 0 are P0 a.s finite and return




Xn ≥ 0) = 1 =⇒ P0(lim sup
n→∞
Xn =∞) = 1.
Suppose that lim supn→∞Xn =: R < ∞. On the event {R = r} the ERW visits the site
r infinitely often and it will visit r+ 1 infinitely often as well and this contradicts the fact r
is a lim sup . Thus lim supn→∞Xn =∞ with probability one.
Claim 4.3.3. There exists an infinite excursion to the right of 0.
Since P0(lim supn→∞Xn = ∞) = 1, the ERW will always hit Ki + 1 at some time after
T
(i)
0 with probability one. At that hitting time, the law of its excursion to the right from
that level is the same as for the ERW starting from 1 (by stationarity of the environment
starting from Ki ). In addition, this right excursions starting from Ki + 1 is independent
of all previous right excursions and has probability P1(T0 =∞) to be infinite. We conclude
that with probability one there exists an i such that the right excursion starting from Ki + 1
is infinite.Thus, there exists an infinite excursion to the right from 0.













Xn 6→ ∞, there is an infinite right excursion
}
.
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On the other hand, on the event
{





























∃ an infinite right excursion
}
.
and the intersection in the LHS is empty, this implies that P0(Xn 6→ ∞) = 0. Thus,
P0(Xn → ∞) = 1. The ERW is transient to the right when δ > 1. By symmetry, the ERW
is transient to the left when δ < −1.
4.4 Proof of law of large numbers and ballisticity
• Proof of law of large numbers : Since our environment satisfies (IID) and (UEL),
it also satisfies (SE) and (ELL). It follows from [3, Theorem 1.2] that the 0 − 1
law (i) of Lemma 4.2 holds. Since both 0 − 1 laws of Lemma 4.2 are equivalent
, the ERW satisfies the law of large numbers with deterministic speed v ∈ [−1.1]
by [44, Proposition 13]. The idea of the proof is exactly the same as the one given







and the statement of Theorem 2.1
follows by using a standard argument from [72, Lemma 2.1.17]. To this end, Let kn be







































We shall introduce some notations and facts that are needed for the proof of ballisticity
and throughout the sequel as well. Let SV =
σV0 −1∑
j=0
Vj and define the consecutive times
when V0 = 0 by




Vj, i ∈ N the total progeny of V over each lifetime, and by
Nn = max{i ≥ 0|σ0,i ≤ n} (4.5)
the number of renewals up to time n. The sequence (σ0,i − σ0,i−1, Si)i≥1 is i.i.d under
P V0 . Moreover
σ0,i − σ0,i−1
D
= σV0 and Si
D
= SV , i ∈ N. (4.6)











> 0 a.s. (4.7)
and if the first and the second moments are finite, it follows from The Central Limit
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⇒ N (0, 1) as n −→∞. (4.8)
• Proof of ballisticity : Without loss of generality we may assume that δ > 1 due to
the symmetry of our model. Recall that for every n ∈ N :





























































· Nn + 1
n
(4.9)







= 2λESi = 2λES
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Now we can conclude that
v > 0 ⇐⇒ EV0 (SV ) <∞ ⇐⇒ δ > 2 (by Theorem 3.2)
and by symmetry v < 0⇔ δ < −2.
Note that
EV0 (S
V ) =∞ ⇐⇒ δ ≤ 2 (by Theorem 3.2),






Therefore one can deduce from (4.9) that v = 0 if and only if δ ≤ 2 and by symmetry
v = 0⇐⇒ δ ≥ −2.
Chapter 5
Proof of Theorem 2.3
The life time and the total progeny of the backward branching defined over one single lifetime
cycle, namely the two quantities




partially characterize the regenerative structure of the ERW in the transient regime and
the idea of the proof of Theorem 2.3 relies on this regenerative structure. It was already
used in [37, 38] to derive the limit laws of Tn and it was for the first time adapted to multi-
dimensional RWRE in [60] in order to give a proof for a law of large numbers. The i.i.d
structure of the regenerative times (σ0,i − σ0,i−1)i≥1 (see 4.6) and the life time of the total
progeny Si of the branching process prior to each regeneration combined with theorem 3.1
will enable us to give limit laws of the Tn when the ERW is transient.
Recall that
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,b when δ ∈ (1, 2).
Since δ > 1, the random walk is transient to the right and it will spend only a finite
time on the negative integers. With this in mind and Lemma 3.3 one can see that the

















⇒ 0 as n→∞.









= C6(0) ∈ (0,∞).
It follows from [21, Theorem 3.7.2.] that the distribution of SV is in the domain of





, 1). As n −→∞, S
V − bn
an
⇒ Y1 where Y1
has a non degenerate distribution. The scaling constant an and the centering constant
bn can be chosen as follow
an := inf
{












Thus we can take an = n
2
δ and since the index δ
2
< 1, the centering constant bn can
be chosen equal to zero for all n > 0. While the sequence (σ0,k − σ0,k−1)i≥1 is in the
domain of attraction of a stable law of index δ ∈ (1, 2). The scaling is of the order n 1δ








⇒ Y1 = Z δ
2
,b as n→∞. (5.2)
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⇒ Y2 as n→∞. (5.3)
(5.2), (5.3) and the Portmanteau Theorem [7, Theorem 2.1. pp16] imply respectively
that for all ν > 0 there exists a constant c2(ν) > 0 and an integer N
1
ν such that
∀n ≥ N1ν : P
(∣∣∣ n∑
k=1
(σ0,k − σ0,k−1)− nσ̄
∣∣∣ > c2n 1δ) < ν
2
and, (5.4)
for all ν > 0 there exists a constant c3(ν) > 0 and an integer N
2
ν such that










































P−→ 0 as n→∞. (5.6)





























































































where we replaced n by dn
σ̄



















when δ ∈ (1, 2).










have the same limiting distribution and



















































By taking m = dxn
δ


































dxn δ2 e) 2δ
>
n
























































































Xi ≤ Xi ≤ sup
i≤n

























as n −→∞ when δ = 2.








⇒ 0 as n −→∞. (5.10)
It suffices to show that the second term in the LHS of (5.10) converges in distribution
to a constant.
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Since δ = 2, it follows from Theorem 3.2 that the the sequence (σ0,k − σ0,k−1)i≥1 is in
the domain of attraction of the normal distribution [29, Theorem 3.3]. The normalizing
constant an is of the order
√







k=1(σ0,k − σ0,k−1)− nEV0 (σV0,1)√
C5n log n
⇒ Z2,b as n→∞ and, (5.11)
for the i.i.d sequence (Si)i≥1 the scaling an ∼ n and the centering bn ∼ C5n log n. Then
∑n
i=1 Si − bn
n
⇒ Y3 as n→∞. (5.12)










































Since the first term in the RHS of (5.14) goes to zero in probability, we only need to








P−→ 0 as n→∞. (5.15)













































∣∣∣∣∣ > εn log n
)
































∣∣∣∣∣ > n 34
)
+ P V0
( d2ε2n 34 +2e∑
j=1








P−→ c1 as n −→∞, when δ = 2.








have the same limiting distribution and




. It follows from [39, Lemma 9.1] by choosingm = d xn
log n
e
and r = d
√

















































































































Xi ≤ Xi ≤ sup
i≤n











⇒ Z1,b when δ = 2.
For δ = 2 the centering and the normalizing constants for the limiting distribution are
not quiet obvious, some work must be done. The idea of the proof is similar to the one
given in [37, Page 166-168] for one dimensional random walk in random environment
and recently it was proven and fully written with all the details [43] and the proof is
omitted.







,b when 2 < δ < 4.










,b when 2 < δ < 4.
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have the same limiting





. We apply [39, Lemma 9.1] by
choosing m = dxn
2
δ + nve and r = d
√


































− d(xn 2δ + nv)ev−1
(dxn 2δ + nve) 2δ
>
n− d(xn 2δ + nv)ev−1







































































• Proof of :
Tn − v−1n√
n log n
⇒ Z2,b when δ = 4.
By Theorem 3.2 the distribution of SV in the domain of attraction of the normal
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distribution. Since the variance of Sv is infinite in this case, the right normalizing
constant is of the order an ∼
√
C6n log n see ( [29, Remark 3.5 page 438]). By using











































The first term in (5.17) converges in distribution to a stable law Z2,b. It follows from
(4.5) and the Portmanteau Theorem [7, Theorem 2.1. pp. 16] that for all ε > 0 there
exists c4 > 0 such that
P V0
(













































∣∣∣Nn − λn∣∣∣ < c5√n)
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+P V0






































2Z2,b when δ = 4.






have the same limiting distri-




















































n log n+ nvev−1√
dxv 32
√
n log n+ nve log dxv 32
√




n log n+ nvev−1√
dxv 32
√
n log n+ nve log dxv 32
√




− Z2,b < x
}
.
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Xi ≤ Xi ≤ sup
i≤n







































− Z2,b < x
}
.
• Proof of :
Tn − v−1n√
n
⇒ Z2,b when δ > 4.
Since both the first and second moments of SV are finite by Theorem 3.2, it follows
that the distribution of SV is in the domain of attraction of a normal distribution.




var(SV )n and bn = nE(S
V )
































































∣∣∣Nn − λn∣∣∣ < c5√n)
+P V0
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2Z2,b when δ > 4.






have the same limiting distri-
bution, and then we deduce the limit law of
Xn − nv√
n
. By applying [39, Lemma 9.1]

































































































































When n is sufficient large, the term below is of the order
dxv 32
√














































Proof of Theorems 2.4 and 2.5
The scaling limits of ERW on Z in i.i.d. cookie environment with bounded number of
excitations per site in the recurrent regime was proved in [18]. It was shown, when the total
drift |δ| < 1, that the right scaling is of the order
√
n and the functional limiting distribution
of the scaled ERW is a (δ,−δ)- perturbed Brownian motion. In the boundary case |δ| = 1,
the scaling is of the order
√
n log n and the functional limiting distribution of the scaled
ERW is a multiplicative constant of the running maximum of standard Brownian motion. In
contrast to our model where the number of excitations per site is random almost surely finite
and satisfying a tail decay estimate (TDE) , we obtain the same results but the novelty of
our work lies in how to handle the randomness of these excitations in the technical part of
the proofs specially in the non-boundary case, whereas in the boundary case the proofs go
word to word as in [18].
Without loss of generality, we shall assume that the total drift δ ≥ 0 and the ERW starts
at the origin X0 = 0 and let Tx = inf{j ≥ 0 : Xj = x} be the first time the walk hits the
level x ∈ Z. Set
Sn = max
k≤n
Xk, In = min
k≤n
Xk, Rn = Sn − In + 1, n ≥ 0.
55
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6.1 Non-boundary case: Two main lemmas.
Let δ ∈ [0, 1). The goal is to show that by time n the ERW consumes all the drift between
In and Sn. More precisely the claim states the existence of a small probability of the order
a power decay that the weighted average number of points visited by the ERW that are less
than M(z)z∈Z will be greater than some power of n. That is
Lemma 6.1. Assume that δ ∈ [0, 1). Given γ1 > δ there exist a positive constants K1 and a
β satisfying 1
α
< β < γ1−δ
2




















Proof. This is an extended version of a statement in [18, Lemma 4] for ERW with bound-
edly many cookies per site. The idea of the proof is exactly the same but a control of
the randomness created by the number of cookies (M(z))z∈Z satisfying TDE assumtion is
needed.
We shall show (6.1) by using the backward branching process connection to the ERW.
Since the events that we are trying to estimate their probabilities depends only on the
environment and the behavior of the walk on {n− `, n− `+ 1, ...}, we may assume without
loss of generality that the process starts at n − ` and, therefore, by translation invariance
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, and the claim
of the lemma is proved for the case k=0.




































∣∣∣∣∣LVk (n) > nγ1N(n)2
)
We only need to estimate the second term on RHS in the above inequality. By the uniform
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ellipticity (UFL) there exists κ > 0 such that:
P V0 (Vj+1 = 0|Vj = k) ≥ κk+1 := ε(κ) > 0 for all k ∈
{
1, 2, ..., bN(n)c
}
.





∣∣∣LVk (n) > nγ1N(n)2
}




independent Bernoulli trials with a probability of success in each trial of at least ε(κ)
























≤ enγ1−2βε(κ) ln(ε(κ)) where ε(κ) ∈ (0, 1).
This complete the proof for the case δ > 0.
• Case 2 If δ = 0. We shall modify the environment by increasing the drift to the right






is the deterministic cookie environment with the cookie stacks ωz =(






and pick U uniformly at random in [0, 1] by setting
Bz(i) = 1{U≤ω(z,i)} and B
ε
z(z, i) = 1{U≤ω(z,i)+ε}, i ∈ N, z ∈ Z, ε > 0.
and the two coupled branching processes Vi and V
ε
i satisfy that V
ε
i ≤ Vi for all i ∈ {0, 1, ..., n}.







and the total drift in this case δε = δ + 2εEM(0) > 0 and we repeat the argument as in the
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case of δ > 0. Next we use the symmetry of the ERW by replacing X by −X to get (6.2) by
reducing it to prove (6.1) when δ ≤ 0 and γ1 > 0. Thus, the result for δ ≤ 0 can be deduced
from the result for δ ∈ (0, γ1) by using the coupling described above.
The next lemma emphasizes that the right scaling in Theorem 2.4 is of the order
√
n.



















for for all integers ` ≥ 0, n ≥ 1, and L ∈ (0,∞).
Proof. We shall prove the first inequality for δ ∈ (0, 1). The case δ = 0 and the second
inequality are handled in exactly the same way as in the proof of Lemma 6.1.


























Using the same argument as in [18, Lemma 3.2] , we can show that there is c5 > 0, L0 <∞













L ∀L ≥ L0 and ∀n ≥
√
Ln0. (6.3)
Indeed, when n < L the lemma holds trivially since P0
(
T`+n − T` ≥ n
)
= 1 and we have
0 = P0
(








= 0 ≤ e−c5
√
L.
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L0
Good region
here p`,n,L = 0







Figure 6.1: The region L ≥ L0











L ∀L ≥ L0 ≥ n20 ∀n ≥
√
Ln0
Thus, in the region L ≥ L0 and n ∈ N
P0
(






L ∀` ∈ N0.
Now we consider the leftover region: n ∈ N and 0 < L < L0. The estimate is trivial
because ∀` ∈ N0, n ∈ N, L ∈ (0, L0) we have
P0
(
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where c6 := e
c5
√
L0 > 1. So for all n ∈ N, ` ∈ N0, L ≥ L0 we have
P0
(






L ∀n ∈ N0,∀` ∈ N0,∀L ≥ L0 and,
P0
(






L ∀n ∈ N0,∀` ∈ N0, ∀L ∈ (0, L0).
By combining both estimates, we get that
P0
(






L ∀n ∈ N0,∀` ∈ N0,∀L ∈ (0,∞).




































If the following claim












































































CHAPTER 6. PROOF OF THEOREMS 2.4 AND 2.5 63






,m ∈ N converges










for all large enough n.










































































≤ 2c6e−c5K > 0, ∀n ≥ 1, K > 0.
where c5 and c6 are the same constants in Lemma 6.2




























Corollary 6.2. [43, Corollary 3.3] Let Sn = sup
k≤n
Xk and In = inf
k≤n
Xk be the running max-
imum and minimum, respectively, of the excited random walk. If δ ∈ [0, 1), then for any


















∣∣∣Ik − I`∣∣∣ ≥ 2ε√n) = 0.
Proof. it suffices to show the limit for the running maximum because the proof is the same
for the running minimum. If the running maximum increases by at least 2ε
√
n over some
































































6.1.1 Convergence of the martingale part and tightness





















t ≥ 0, n ∈ N.





∣∣∣Fn) = E0,ω(Xn+1 − Cn+1∣∣∣Fn)
= E0,ω
(










= Xn − Cn + E0,ω
(
Xn+1
∣∣∣Fn)− E0,ω(Xn+1∣∣∣Fn) = Bn.
Bounded increment follows easily by using Jensen”s inequality
∣∣∣∣∣Bn+1 −Bn
∣∣∣∣∣ =
∣∣∣∣∣Xn+1 −Xn − E0,ω(Xn+1 −Xn∣∣∣Fn)
∣∣∣∣∣













, k, n ∈ N.
We shall state a Theorem from the literature that is needed to prove the next lemma below.



















n(t) ⇒ B in the sense of D[0,∞) where
B = (Bt)t≥0 is a standard Brownian motion.
Lemma 6.3. Let B = (Bt)t≥0 be a standard brownian motion. Then under the quenched
measure P0,ω we have
B(n)
J1⇒ B as n→∞.
Proof. Note that this is a functional limit theorem (FLT) for martingale differences and
the proof is a straight forward application of the stated above Theorem by checking the
conditions (6.6) and (6.7).














































→ 0 as n→∞.
• Condition (6.7). This is just the convergence of the quadratic variation of our martin-































































































Therefore, for almost everywhere an environment ω ∀η > 0,∃N(η, ω) such that:
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In other words P almost surely an environment ω there exists an r(ω) such that








































I1 ∨ I2 >
ε
2















































































CHAPTER 6. PROOF OF THEOREMS 2.4 AND 2.5 72





















of equal length n
1

















and the endpoints of each subinterval satisfy:
xj = Ibntc + jn
1





and xj − xj−1 = n
1
4 .




2 and apply Lemma 6.1 to each subinterval except for
the extreme ones because we do not know if n
1
4 is either greater than or less than Ibntc and
Sbntc respectively. It follows from Lemma 6.1 that there is a probability of at most
K1
`αβ−1
that the weighted average number of points that are visited is less than M(0) will be greater
than bn
γ1




































































































0 if and only if αβ > 2.






is tight in the space D([0,∞)) of cádlág paths
equipped with the J1 Skorokhod topology. Moreover if X is a limit point of this sequence













































∣∣∣Bk −B`∣∣∣ ≥ ε√n
2
)
= 0, ∀ε > 0, t <∞.
For the second term on the RHS can be rewritten
∣∣∣Ck − C`∣∣∣ ≤ ∣∣∣Ck − δRk∣∣∣+ δ∣∣∣Sk − S`∣∣∣+ |1− δ|∣∣∣Ik − I`∣∣∣+ ∣∣∣C` − δR`∣∣∣







∣∣∣Ck − δRk∣∣∣+ sup
k;`≤nt, |k−`|≤nν
δ











































by Lemma 6.4 and Corollary 6.2
)
.






is tight. Since the size
of jumps of the rescaled excited random walk is ± 1√
n
converges in distribution to zero, it
follows from [7, Theorem 13.3] that any sub-sequential limit of
Xbn·c√
n
in the space D([0,∞))
has continuous path.
6.1.2 Proof of Theorem 2.4.
We are now able to show that the rescaled path of the excited random walk converges in
distribution to a (−δ, δ)- perturbed Brownian motion by using all the results from the first
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such that any subsequence that




. Note also that in Lemma 6.5
it was implicitly shown that the sequence of paths is tight with a sub-sequential limit that
has continuous paths in C([0,∞)).
Now, Ψ : D([0,∞)) −→ D([0,∞)) be the mapping defined by












∣∣∣Cn −Ψ(Xn)∣∣∣ ≥ ε) = 0, ∀ε > 0 t <∞. (6.10)
Since the map Ψ is continuous on a subset of C([0,∞)) of continuous functions, it follows
from (6.10), the Continuous Mapping Theorem, and lemmas 6.3 and 6.5 that if nk is a




converges in distribution it must




, where X is a continuous process and
B is a standard Brownian motion. Since Xn = Bn + Cn the limiting process must satisfies
X = B + Ψ(X), that is




X(s) ∀t ≥ 0,
and so X must be a (δ,−δ)-perturbed Brownian motion and since Xn is tight it follows that
Xn converges in distribution to a (δ,−δ)-perturbed Brownian motion.
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6.2 Boundary case: Proof of Theorem 2.5
The proof of this case goes word to word like in [18], which we will present again in this











Recall the notations introduced in Chapter 4, Section 4.4 σV0 ∈ [1.∞] and SV respectively
the life time and the total progeny over the life time of V i.e




and we shall consider the process V over many life times by defining σ0,0 = 0, Si = 0
σ0,i = inf{j > σ0,i−1|Vj = 0}, Si =
σ0,i−1∑
j=σ0,i−1
Vj i ∈ N. (6.11)
Then
(
σ0,i − σ0,i−1, Si
)
i∈N
are i.i.d. under P V0 and
(








, i ∈ N. It










t > 0 : B(t) = x
}
.
where B = (B(t))t≥0 is a standard Brownian motion. The proof of Theorem 2.5 is an easy
consequence of the following two lemmas.
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Lemma 6.6. The finite dimensional distribution of T (n) converges to those of c7H, where
c7 > 0 is a constant and H is given by (6.12).
Proof. Let k ∈ N and 0 = x0 < x1 < ... < xk. We need to show that for any 0 = t0 < t1 <
... < tk that
P0
(






T (xk)− T (xi) ≤ tk−1,∀i = 0, 1, 2, ..., k − 1
)
At time Tbnxkc we consider the corresponding backward branching process by looking back
from bnxkc. Notice that D(j)bnxic ≤ D
(j)
bnxkc for i ≤ k and ∀j. This remark will enables us to get
bounds on Tbnxic, i = 1, 2, ..., k − 1, in terms of down crossings. Let N (0) = 0,
N (k−i) = inf
{
m ∈ N : σVm ≥ bnxkc − bnxic
}






















, ∀i = 0, 1, 2, ..., k − 1
) (6.13)














, ∀i = 0, 1, 2, ..., k − 1
) (6.14)
Next we need to have some control on the N (k−i), i = 0, 1, 2, ..., k − 1, and on the maximal





for some positive constant b. It can be easily deduced form this that
min
{




⇒ 1 as n→∞, (6.15)
which implies convergence in probability. Using the definition of N (k−i) we get that for every
ε, ν > 0 there exists an n0 such that ∀n ≥ n0
P
(
1− ν ≤ N
(k−1)
N̄ (k−i)
≤ 1 + ν, i = 0, 1, 2, ..., k − 1
)
> 1− ε,
where N̄ (k−i) = b(xk−xi)n
logn
. By choosing C9 = (1 + ν)bxk we get
P
(







or any sequence λn, n ∈ N such that λn → 0 and λn log n→∞ will work.


















Therefore, on a set Ωε of measure at least 2ε− 1 for all n ≥ n0 ∨ n1, the number of lifetimes
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is well controlled and the maximal lifetime over bnxkc does not exceed nλn. In particular,


































aH(b(xk − xi)) ≤
tk−1
2(1− ν)2




2ab2H((xk − xi)) ≤
tk−1
2(1− ν)2
, ∀i = 0, 1, 2, ..., k − 1
)
Similarly we get the upper bound
P0
(




























aH(b(xk − xi)) ≤
tk−1
2(1− ν)2




2ab2H((xk − xi)) ≤
tk−1
2(1− ν)2
, ∀i = 0, 1, 2, ..., k − 1
)
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Letting ν → 0 and then ε→ 0 we obtain the claim in Lemma 6.6
T (·) = 2ab2H(·) := cH(·).










































Lemma 6.6 ensures the existence of a such K3 > 0 and for all large n the first term on RHS











n lognc ≤ n
)
< ν.
To estimate the last term on the RHS of (6.16) we will use the properties of the backward
branching process V. Define
N(n) = min
{
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< 2ν for all large n.
•Proof of Theorem 2.5. It follows from Lemma 6.6 that the finite dimensional distribution
of the process S(n) converges to those of Dmaxs≤tB(s) where D > 0 is a constant and B(t)
is standard Brownian motion. Indeed,
P0
(









































































, ∀i = 0, 1, 2, ..., k
)





















Since S(n) has continuous paths and are monotone and the limiting process maxs≤tB(s) is
continuous, it follows from [4, Corollary 1.3 and Remark (c) on p.588] that S(n) converges
weakly and locally to Dmaxs≤tB(s) in the uniform topology. Since we have by Lemma 6.7











0 and S(n) ⇒ Dmax
s≤t
B(s)
It follows from [7, Theorem 3.1] that X(n) ⇒ Dmaxs≤tB(s) locally in the uniform topology,
and, thus, in J1.
Chapter 7
Diffusion approximation
The evolution of the branching processes (BPs) associated to the ERW killed upon reaching
the origin can be described by a simple diffusion process. The diffusion limit of the backward
branching process V stopped at σVεn = inf{j > 0|Vj ≤ εn} for some ε > 0 was studied
in [39] and then it was extended to the forward branching process stopped all the way
up to σV0 = inf{j > 0|Vj = 0}. The diffusion limits of these processes will enable us to
obtain informations about tails distribution of the life time and of the total progeny of the
branching processes , which are the contents of both Theorems 3.1 and 3.2 and reference
therein [18, 39, 46]. For our purpose the evolution of our branching processes upon entering
the interval [0,∞) can be approximated as a limiting processes of a diffusion process defined
in terms of solutions of the stochastic differential equation (SDE).
dY (t) = νdt+
√
2Y (t)dB(t), Y = 0, t ∈ [0, τY0 ] (7.1)
where we set for x ≥ 0
τYx = inf{t ≥ 0|Y (t) = x} and
83
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B(t) is a standard Brownian motion. Note that
(a) ν = δ corresponds to the diffusion of the forward branching process.
(b) ν = 1− δ corresponds to the diffusion of the backward branching process.
(c) ν = 1 corresponds to the boundary cases δ is 1 or 0 of the forward or backward
processes respectively.
7.1 The diffusion approximation of the backward branch-
ing process
Throughout this chapter we shall only consider the diffusion of the backward branching
process and study its properties, whereas the properties of the diffusion of the forward
branching process can be similarly obtained by just changing ν by δ in (7.1). Before starting
this diffusion approximation we will state a theorem from the literature, which is needed to
prove that the limiting process converges in distribution to the solution of the martingale
problem of the SDE (7.1). That is,




be a continuous, symmetric,












: f ∈ C∞c Rd
}
and suppose that the CRd [0,∞) martingale problem is well-posed.
For n = 1, 2, ..., let Xn and Bn be processes with sample paths in DRd [0,∞), and let An =
(Aijn ) be a symmetric d×d matrix-valued process such that Aijn has sample paths in DR[0,∞)
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and An(t) − An(s) is nonnegative definite for t > s ≥ 0. Set Fnt = σ(Xn(s), Bn(s), An(s) :
s ≤ t). Let
τn,r = inf
{




Mn = Xn −Bn and (7.3)
M inM
j
n − Aijn , i, j = 1, 2, ..., d, (7.4)










































⇒ µ ∈ P(Rd). Then Xn converges in distribution to the solution
of the martingale problem for (A, µ).
Lemma 7.1. (Diffusion approximation, [39, Lemma 3.1], [19, Lemma 3.4]) Fix an arbitrary
ε > 0, y > ε, and a sequence yn → y as n→∞. Define Ỹn(t) =
Vbntc∧τεn
n
, t ≥ 0. Then, under
P Vnyn the process Ỹn converges in the Skorokhod (J1) topology to Y (· ∧ τ
Y
ε ) where Y is the
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solution of
dY (t) = (1− δ)dt+
√
2Y +(t)dB(t), Y (0) = y and (7.10)
τYε = inf
{
t ≥ 0|Y (t) ≥ ε
}
.
It follows from [23, Th. 3.10] that the SDE (7.10) has a weak solution Y = (Y (t))t≥0
for any initial distribution µ on R and any δ ∈ R. Due to Yamada-Watanabe uniqueness
theorem [71, Th. 1] (see also [59, Th.40.1]) pathwise uniqueness holds for (7.10). By [71,
Prop. 1] ( see also [23, Th. 3.6]) uniqueness in distribution holds as well. Therefore by [23,






+ (1− δ) ∂
∂x
)
: f ∈ C∞c (R)
}
is well -posed where µ is any initial probability distribution on R.
Note that for δ ≤ 1, 2Y is a squared Bessel process of dimension 2(1 − δ) and reference
therein [58, Ch. XI, §1]. For δ > 1, 2Y coincides with squared Bessel process with negative
dimension. See for example [30]. In order to obtain the diffusion approximation we will
modify our original backward branching V to Ṽ upon the the first entry of the intervals
(−∞, ε] and [ε,∞) for a fixed ε > 0, which has some nice martingales, and then state a
functional limit theorem corresponding to Ṽ . That is the modified process Ṽ is the content
of the following Lemma. Recall the construction of our backward branching process in
chapter 3 defined by (3.6) can be rewritten as




The modified recursion is defined below in (7.11).
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Lemma 7.2. let y ∈ Z, Ṽ0 := y and let ξ satisfy (3.3.a) through (3.3.c) and (3.7)) under
some probability measure. Set







For k ∈ N0 define
Ṽk+1 := Ṽk + 1 +
(Ṽk+1)∨M(k)∑
m=1
(ξ(k)m − 1) (7.11)
Mk := Ṽk − (1− δ)k, and (7.12)











Then (Mk)k≥0 and (M2k−Ak)k≥0 are martingales with respect to the filtration (Fk)k≥0 where










































= Mk − (1− δ)































































































= Mk − (1− δ) + (1− δ) + 0 =Mk.

















































































































= v + 2
Ṽk∑
p=1




= v + 2(Ṽk + 1)PṼk
(






















M2k+1 −M2k +M2k −Ak +Ak −Ak+1
)∣∣∣∣∣Fk
]
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Hence M2k −Ak is a martingale with respect to the filtration Fk.
Rescaling our modified process we have the following proposition
Proposition 7.1. Let (yn)n≥1 be a sequence of positive numbers which converges to y > 0,
δ ∈ R and ξ, satisfy (3.3.a) through (3.3.c) and (3.7). For each n ∈ N define Ṽn =
(Ṽn,k)k≥0 and Ỹn = ((Yn(t))t≥0 by setting Ṽn,0; = bnync and
Ṽn,k+1 := Ṽn,k + 1 +
(Ṽn,k+1)∨M(k)∑
m=1




, for t ∈ [0,∞)
Let Y = (Y (t))t≥0 solve the SDE (7.10) with Y (0) = y. Then Ỹn
J1→ Y as n→∞.
Proof. We shall apply Theorem 7.1 by checking that all the conditions (7.3) through (7.9) are
satisfied. Define for each n ∈ N,(Mn,k)k≥0 and (An,k)k≥0 in terms of Ṽn,k as in Lemma 7.2,











• Both conditions (7.3) and (7.4) are satisfied because both Mn and M2n − An are
martingales due to Lemma 7.2. To check the remaining conditions (7.5) through (7.9)
we fix r,T∈ (0,∞) and consider the stopping time τn,r defined by (7.2) .
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2 ∣∣∣∣∣M(k − 1) = p
]






















M(k − 1) = p
)
.
It follows from lemma [46, Lemma 7.4], which we shall state in chapter 8 as lemma 8.1,
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2P (M(0) < nr + 1)√
n
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+














































































nr + 1 + E(M(0))
)]
→ 0 as →∞.










∣∣∣bntc − nt∣∣∣ < |1− δ|
n
< ν.








































































≤ (v + 2 + 2EM(0))T + 2r
n
which converges to 0 as n→∞
In order to get the claim of Lemma 7.1, we need to apply the Continuous Mapping
Theorem to proposition 7.1. To this end we invoke the following general statement from the
literature. Define for every h ∈ D[0,∞) and y ∈ R by ϕy(h) := h(· ∧ τhy ). The function is
stopped after entering the interval [y,∞) where
σhy ; = inf{t ∈ I : h(t) ≤ y}, I ⊆ [0,∞), h : I → R.
Lemma 7.3. [46, Lemma 3.3] Let δ ∈ R, 0 < ε < y <∞ and let ψ be any of the following
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mappings defined on D[0,∞) :




Denote by Cont(ψ) := {h ∈ D[0,∞) : ψ is continuous at h} the set of continuity of ψ. Then









∣∣∣h(0) = y, σhε <∞ =⇒ h has no local maximun at σhε }
First we will show that on the set σhy <∞ : Y ∈ H with probability one. the claim follows
by using the strong Markov property and the fact [59, Lemma 46 (i)]
Pε
(




P (h ∈ H) = Py
(











= PY (σYε )
(
∀ ν > 0 ∃ t ∈ [0, ν] : Y (t) < ε
)
= 1− PY (σYε )
(




∃ ν > 0 ∀ t ∈ [0, ν] : Y (t) ≥ ε
)
= 1.
and thus Py(h ∈ H) = 1.
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Consequently, it remains to show that H ⊂ Cont(ψ). For ψ = σε and ψ = φε this follows
from [36, Ch. VI, Prop. 2.11] and [36, Ch. VI, Prop. 2.12], respectively. Note that in the
notation of [36, Ch. VI, 2.9] , σε = Sα(α) with α := e
−h and a := e−ε given that h 7→ e−h is
continuous with respect to the J1-topology.
For the continuity of of the functional ψ(h) =
∫ σhε
0
h+(s)ds, choose a sequence hn ∈
D[0,∞) such that hn
J1−→ h ∈ H. We need to show that ψ(hn) −→ ψ(h).
• If σhε <∞, there ∃ n0 ∈ N such that ∀ n ≥ n0 : σhnε < σhε + 1 := T. and therefore
∣∣∣ψ(hn)− ψ(h)∣∣∣ ≤ T sup
[0,T ]
∣∣∣hn(t)− h(t)∣∣∣
which converges locally uniformly to zero as n −→∞ by [ [36], Ch. VI, Prop. 1.17b].













since h(s) > ε ∀ s ≥ 0.
7.2 Properties the limiting diffusion process
The rest of this section is devoted to state several facts about the process Y. We denote
by Y y to specify that the process starts at y at time zero. Suppose that Yt is a solution
of the martingale problem MP (1 − δ,
√
y+). Then the natural scaling function is (see for
example [59, 48 pp 284]), given by
ϕ(x) =
 x
δ if δ 6= 0
log x if δ = 0.
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Define
τx = inf{t ≥ 0|Y (t) = x} for x ≥ 0 and let T = τa ∧ τb. (7.14)
Lemma 7.4. If a < y < b then Py(T <∞) = 1.
Proof. Xt = ϕ(Yt) is local martingale with infinite quadratic variation, which is a time
change of Brownian motion. More precisely by Itô formula





where g = (ϕ′σ) ◦ ϕ−1 and σ(x) =
√
2x+. If we let γ = inf{t : 〈X〉t > u}, then Bu = Xγ(u)
is a Brownian motion and Xt = B〈X〉t . Since Brownian exists the interval (ϕ(a), ϕ(b)) with
probability one, the process Xt will exit the interval (ϕ(a), ϕ(b)) with probability one, and
Yt will exit the interval (a, b) with probability one.
Lemma 7.5. [39, Lemma 3.2] Fix y > 0






(ii) (Hitting probabilities) Let 0 ≤ a < y < b. Then
P Yy (τa<τb) =

bδ−yδ
bδ−aδ if δ 6= 0
log b−log y
log b−log a if δ = 0.
Proof. For (i) we use equation (7.10)
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Hence Ỹt is also a solution of the SDE (7.10) and by the uniqueness in distribution of the
solution we have Ỹ
D
= Y 1. For the second assertion ψ(YT ) is a uniformly bounded martingale,





= ϕ(a)P Yy (τa < τb) + ϕ(b)
(
1− P Yy (τa < τb
)
and solving we get (ii) of the lemma.
Lemma 7.6. [39, Lemma 3.3] Let Y be the diffusion process defined by (7.10).
lim
x→∞
xδP Y1 (τ0 > x) = c8 ∈ (0,∞).
The proof relies heavily on the following lemma, which is stated and not proved in [39].
Lemma 7.7 ( [39], Lemma 3.4). Let Y be the diffusion process defined by (7.10). Then
lim
x→∞
xδP Y1 (τ0 > x) <∞.
Proof. On the event A = {τ0 > x, , τεx > τ0} means that the diffusion process Y starting
at 1 spends more than x units of time in the interval (0, εx]. So in order to estimate the
probability of the event A , we rewrite (0, εx] as disjoint union of intervals by using a dyadic




























c ⊂ Ac, then for every generic
element ω ∈ Ω and for all i the time spent in the set Ai is less than xi(i+1) . Therefore the total





= x, which implies that ω ∈ Ac.
Thus A ⊂
⋃∞
i=1Ai. Now we shall estimate the probability of the set Ai for a fixed index i.
To this end set ui := εx2









be the number of full units of time x
i(i+1)
. Choosing ε < 1
3
just to make sure that r ≥ 2 for
all i ≥ 1. Denote by ρ0 the first entrance time to the interval I i := (ui, 2ui] and set:
ρk = inf{t ≥ ρk−1 + ui : Yt ∈ I i}, k = 1, 2, ..., r.
Notice that for each k = 1, 2, ..., r during the time interval [ρk−1, ρk] the process Yt spends
no more than 1 unit of time in I i. For the event Ai to happen the process Yt have to spend
at least r units of time in I i before hitting level zero at time τ0, which implies that ρr < ρ0.
Therefore
P Y1 (Ai) ≤ P Y1 (ρr < τ0, τ0 < τεx) < P Y1 (ρr < τ0
∣∣ρr−1 < τ0)P Y1 (ρr−1 < τ0).
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If ρr−1 < τ0, then the process Yt at time ρr−1 is in the interval I i and in order to get the
time ρr < τ0 it should survive for at least 1 additional unit of time. Thus,
P Y1 (ρr < τ0
∣∣ρr−1 < τ0) ≤ max
y∈Ii
P Yy (τ0 > u)
= P Yεx21−i(τ0 > εx2
−i) = P Y1 (τ0 >
1
2
) := c8 < 1.
The last line is due to the monotonicity and the scaling property of the process. By induction
we get:
P Y1 (ρr < τ0
∣∣ρr−1 < τ0) < cr2P Y1 (ρ0 < τ0).
Remark 7.1. ρk and r depend on i and let’s indicate this dependence by a superscript. By
Lemma 7.5 we have:
P Y1 (ρ
(i)
0 < τ0) <

(εx2−i)−δ, if εx2−i > 1
1, if εx2−i < 1
Multiplying by cr
(i)
2 and summing over i gives:




































2 <∞, since c2 < 1.
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The proof is exactly the same as in [39] and is omitted. The next lemma is stated and
not proved in [19].












Y (t)dt > h
)
= 1.
Proof. By the scaling property (see Lemma 7.5(i)) it is sufficient to show the result for y = 1







































Y (t)dt > h



















Since Y is 1
2






2) where B1 and B2 are independent Brownian motions. The starting
point Y (0) = n can be translated into the starting point B1(0) =
√
2n and B2(0) = 0 for
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→ 1 as n→∞,
where B is a standard one dimensional Brownian motion and Z is a standard normal random














































This is the core chapter of this thesis since most of all our results rely on technical statements
namely the overshoot lemma, which enables us to get the tail asymptotics of the branching
processes associated to the ERW, and the martingale approximation lemma that gives es-
timates for the exit probabilities in the Main Lemma, a discrete version of lemma 7.4. We
shall begin by stating two lemmas that are needed in the sequel.
Lemma 8.1. [46, Lemma 28] Let (ξi)i∈N be independent random variables , which are
geometrically distributed with parameter 1
2














)) ≤ e− y26x + e− y6 .














)) ≤ e− y6x .
103
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(ξi − 1) ≤ −y
)
= 0.
Proof. We shall use a result from [6, Theorem . A.1.1] which states if (Sn)n≥0 is a simple












interpreting ξi + 1 as the time of the first appearance of heads in a sequence of independent


































The second equality is due to the fact that the sum
x∑
i=1
(ξi + 1) is the number of trials needed
for the x-th success to occur. So the event in the left hand side is “it takes at least 2x + y
trials to get the x-th success” the same as the event in the right hand side is “ fewer than x
successes to occur”. Therefore the two probabilities are the same. For the second inequality
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Lemma 8.2. Let (M(z))z∈Z be non negative valued random variable satisfying (TDE), and
(Xi)i≥1 be an i.i.d sequence of geometric random variables of parameter
1
2
, and (X̃i)i≥1 be an
i.i.d sequence of geometric random variables of parameter p. Assume (M(z)z∈Z), (X̃i)i≥1, (Xi)i≥1













where Z is a standard normal random variable.


























(Xi − 1) (8.1)
It follows from the Central Limit Theorem (CLT) that the third term in (8.1) converges in
distribution to
√
2Z. It suffices to show now that both the first and the second terms in (8.1)


























∣∣∣ > √nν)+ P(M(0) > n 14)
≤ P

























−→ 0 as n −→∞.








































and by converging together lemma [21] the claim is proved.
8.1 Overshoot Lemma





Vτx > x+ y






















Proof. We shall show (8.2) .
Pz(Vτx > x+ y, τx < σ0) =
∞∑
n=1
















Pz(Vn > x+ y)|Vn ≥ x, Vn−1 = r)Pz (Vn ≥ x, Vn−1 = r, 0 < Vj < x, j ∈ {1, ..., n− 2})






Pz(Vn > x+ y|Vn−1 = r)
Pz(Vn ≥ x|Vn−1 = r)






Pr(V1 > x+ y)
Pr(V1 ≥ x)
Pz(τx < σ0, τx = n, Vn−1 = r)
≤ max
0≤r<x






Pz(τx < σ0, τx = n, Vn−1 = r)
≤ max
0≤r<x








Vτx > x+ y
∣∣∣τx < σ0) ≤ max
0≤z<x
Pz(V1 > x+ y)
Pz(V1 ≥ x)
We need to estimate the term on the RHS of the above inequality. Recall that V1 is the
sum of the number of offspring produced by each z particle and the immigrant particle. The
offspring distribution can be affected by at most M(·) D= M(0) cookies.




Let N1(r) be the stopping time defined by N1(r) = inf
{
n ≥ 1 :
n∑
m=1























































m − 1) ≥ r
) .
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(ξ(0)m − 1) +
x−r∑
m=n+1




































N1(r) ≤ x− r
)
.








(ξ(0)m − 1) ≥ 0
∣∣∣∣∣N1(r) = n
)
≥ c12 > 0.
Proof. By the uniform ellipticity of the cookie environment (UEL), there exist κ > 0





there are at most M(0) cookies left of strength no more than p1





(ζ(0)m − 1) +
n+k∑
m=(M(0)∨n)+1













(ζ(1)m − 1) +
n+k∑
m=(M(0)∨n)+1

















geometric random variables of parameter p0, ζ
(1)
m are i.i.d geometric random variables
of parameter p1, all independent and independent of M(0). It follows from lemma 8.2
that both the first and the last probabilities in (8.4) converges to 1
2
as k →∞ for every







(ζ(0)m − 1) +
n+k∑
m=(M(0)∨n)+1
(ξ(0)m − 1) ≥ 0
)
:= cn > 0 (8.5)








(ζ(0)m − 1) +
n+kn∑
m=(M(0)∨n)+1








(ζ(0)m − 1) +
n+kn∑
m=(M(0)∨n)+1








(ξ̄m − 1) ≥ 0
)
where ξ̄m are geometric with parameter
1
2
. By the CLT and the same reasoning as
in (8.5), the last minimum right above is strictly positive i.e. equals to c̄ > 0. Since
cn > 0 for all n ∈ N and lim inf
n→∞












N1(r) ≤ x− r
)
.
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The probability estimate of the second set on the RHS of (8.6) by using the upper
















(ξ(0)m − 1) >
y
2


























(ζ(0,1)m − 1) +
x−r∑
m=(M(0)∨n)+1




























































































































































N1(r) ≤ x− r
)
.
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(ξ(0)m − 1) ≥
y
2











(ξ(0)m − 1) ≥
y
2
, N1(r) = n,
n−1∑
m=1









ξ(0)n − 1 ≥
y
2























+ r − `+ 1
∣∣∣∣∣ζ(0)n ≥ r − `+ 1, N1(r) = n,
n−1∑
m=1


























(ξ(0)m − 1) = `
)












Nx ≤ x− r
)


















N1(r) ≤ x− r
)














































N1(r) ≤ x− r
)
.
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• Proof of (8.3)
P Vz
(









































∣∣∣Vn−1 = r) Pz
(









































) Pz(σx < τ4x).
Let N2(r) be the stopping time defined by N2(r) = inf
{
n ≥ 1 :
n∑
m=1

























z + 1 +
z+1∑
m=1






























(ξ(0)m − 1) ≤ −r
) .























(ξ(0)m − 1) +
x+r∑
m=n+1








































N2(r) ≤ x+ r
)
.
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• The probability estimate of the second set on the RHS of (8.7) by using the lower
















(ξ(0)m − 1) ≤ −
y
2









(ξ(0)m − 1) ≤ −
y
2








(ξ(0)m − 1) +
x+r∑
m=(M(0)∨n)+1

























































































N2(r) ≤ x+ r
)
.
















(ξ(0)m − 1) ≤ −r −
y
2











(ξ(0)n − 1) ≤ −r −
y
2
, N2 = n,
n−1∑
m=1















(ξ(0)m − 1) = `
)















ζ(0)n ≤ −r − `+ 1−
y
2
∣∣∣∣∣ξ(0)n ≤ −r − `+ 1, N2 = n,
n−1∑
m=1
























(ξ(0)m − 1) = `
)




























N2 ≤ x+ r
)
.



























8.2 Martingale Approximation Lemma
The main idea of the section is a martingale approximation to estimate the exit probability
of the backward branching process form the interval [an−1, an] for some a ∈ [1, 2). At first
we shall state some auxiliary lemmas needed for this section.
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m − F (k)m−1 to be the number of failures between the (m− 1)-st success and the





. Let U be unifom supported on the
interval [0, 1] and define the coupling
Bk(j) =

1{U=1}, j = 1, ...,M(k), k ≥ 0
1{U=ω(k,j)}, j = M(k) + 1, ...,M(k) + 1 +N, k ≥ 0
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Lemma 8.6. Fix a ∈ (1, 2], let 1
2
< ε < 1. Consider the process V with |V0 − an| ≤ aεn and
define the stopping time
γ = inf{k ≥ 0|Vk /∈ (an−1, an+1)}.






























































Proof. We shall give the proof of the lemma only in the case when δ > 0 and for δ = 0
the proof is exactly the same by taking a = 2 and the scaling function for the martingale




































and the inequality (8.8) is proved. To show (8.9) we proceed as follows: Let s ∈ C∞0 ([0,∞))




). Fix an n and define the process







We would like to show for large n that Unk is close to be a martingale with respect to its
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(Vk + 1) ∧M(k)
)
.
Note that the function s(x) satisfies the differential equation xs′′(x) − (1 − δ)s′(x) = 0,
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(Vk + 1) ∧M(k)
)
+ rnk













































(Vk + 1) ∧M(k)
)
+ rnk .

















(Vk + 1) ∧M(k)
))∣∣∣∣∣ ≤ K5a2n (8.12)
















































































Vk −M(k) + 1
)2
≤ c18 + c19(Vk + 1)2 ≤ c18 + c19a2(n+1).










































We shall show that on the event {γ > k} the process Unk −Rnk−1 is a martingale with initial




























































. In order to use the optimal stopping theorem
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we need to check that EUnγ <∞ and ERnγ <∞. Since by [39, Proposition A.2 ] Eγ < c20an
and using the estimates (8.12) and (8.13) we get

















































Since s is C∞ Taylor expansion to the first order gives:









































and this ensures and complete the proof of










8.3 Main technical Lemma
Lemma 8.7. ( [39, Lemma 5.3] and [19, Lemma A.1]] For each a ∈ (1, 2] there is an l ∈ N
such that if `,m, u, x ∈ N satisfy `0 ≤ ` < m < u and |x− am| ≤ aεn for all 12 < ε < 1 then
h−a (m)− h−a (`)







a (m)− h+a (`)
h+a (u)− h+a (`)
,














, if δ < 0;
i± 1
i
, if δ = 0.
and λ is some positive number not depending on `.




≤ K2(`) for all i > ` and Kj(`) −→ 1 as ` −→∞, j = 1, 2.
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Proof. The idea of the proof is exactly the same as the one given in [39, Lemma 5.3], which
is consisting of two steps. For the clarity and the completeness of the proof we shall give
more details about these steps. To begin with, the first step is the same as in [39, Lemma
5.3] however, the second step is quite different in the estimate part that gives rise to the
constraint of the (TDE) condition. In order to get the upper bound of this lemma we
shall construct another process Ṽ , which dominates our backward branching process V and
whose exit time probabilities from the interval (an−1, an+1) behaves like an exit problem for
a Birth-and-Death process. To this end, for i ∈ N set xi = [ai + aεi] for some ε ∈ (12 , 1) and
by the monotonicity property, it is enough to prove the upper bound when the starting point
x is equal to xm. Thus, we set V0 = xm. The first step is the construction of the process
Ṽ that dominates V and the second step is a supermartingale argument to get the upper
bound and a submartingale argument to get the lower bound.
• Step 1. We begin by constructing a sequence of stopping times γi, i ≥ 0, and a dom-
inating process Ṽ = (Ṽk)k≥0 with an absorbing state ` at the point x` such that
Ṽk ≥ Vk for all k before the absorption. Define the successive exit times from the
interval (am−1, am+1) γi by letting γ0 = 0, γi = inf
{
k > 0 : Vk /∈ (am−1, am+1)
}
and
Ṽk = Vk for k = 0, 1, ..., γi − 1. At time γ1 add to Vγ1 the necessary number of
particles in order to get
Ṽγi =

xm−1, if Vγi ≤ am−1
xm+j, if xm+j−1 < Vγ1 ≤ xm+j, j ∈ N.
Clearly, it follows from this construction that,
Ṽγ1 ≥ Vγ1 , Vγi = xn for some n ≥ m− 1, n 6= m.
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The process will be stopped once it reaches the absorbing state i.e Ṽγi = x`. Assume by
induction hypothesis that we already have defined the stopping times γr, r = 0, 1, ..., i,
and the process Ṽk for all k ≤ γi such that Ṽγi = xn for some n > `. Then, We define
Ṽk for k > γi the same way we constructed our backward branching process V, namely
Ṽk+1 = Ṽk + 1 +
Ṽk+1∑
m=1
(ζ(k)m − 1) for k ≥ γi.
Denote by γi+1 the first time after the stopping time γi when Ṽ exits the interval
(an−1, an+1). At time γi+1, if the process exited through the lower end of the interval
then we set Ṽγi+1 = xn−1, if the process exited through the upper end we add to Ṽ the
minimal number of particles needed to get Ṽγi+1 = xs for some s > n. If Ṽγi+1 = x`,
then we stop the process. Thus, we obtain a sequence of stopping times γi, i ≥ 0, and
the desired dominating process Ṽ absorbed at x` such that Ṽγi ∈ {x`, x`+1, ...}, i ≥ 0.
• Step 2. Define a Markov chain R = (Rj)j≥0 on the set {`, `+ 1, ...} by setting



































with respect to its natural filtration. We set h+a (l) = 1, the optimal stopping theorem
and monotonicity of the function h+a will immediately imply the upper bound in the
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= h+a (i− 1)PRi (R1 = i− 1)
+ h+a (i+ 1)P
R





i (R1 = n)





















It follows from lemma 8.6 and TDE that for all i > ` and ` is sufficiently large,




















for all n ≥ i+ 1.
(8.15)
















∣∣∣τRn < σR` )
= PRxi
(
Ṽτ Ṽn ≥ xn


















































<∞ if and only if α > δ.















≤ h+a (i). (8.16)






and ` is sufficiently large. Hence h+a (Rj) is a super-




















= (h+a (u)− 1)PRm(σRl > τRu ) ≤ (h+a (m)− 1).
For the lower bound of this lemma we argue in similar fashion as in step 1 by con-
structing a process Ṽ that will be dominated by our backward branching process V.
Indeed, for i ∈ N set xi = [ai − aεi] + 1 for some ε ∈ (12 , 1) and using the monotonicity
property, it is enough to prove the lower bound when the starting point x is equal to
xm. That is, we set V0 = xm = [a
m − aεm] + 1. We begin by constructing a sequence
of stopping times γi, i ≥ 0, and a dominated process Ṽ = (Ṽk)k≥0 with an absorbing
state ` at x` such that Ṽk ≤ Vk for all k before the absorption. Define the successive




∣∣∣Vk /∈ (am−1, am+1)}, Ṽk = Vk for k = 0, 1, ..., γi − 1,
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and at time γ1 remove from Vγ1 the necessary number of particles in order to get
Ṽγi =

xm+1, if Vγi ≥ am+1
xm+j, if xm+j ≤ Vγ1 < xm+j+1, j ∈ N.
Clearly, it follows from this construction that,
Ṽγ1 ≤ Vγ1 , Vγi = xn for some n ≥ m+ 1, n 6= m
The process will be stopped once it reaches the absorbing state i.e. Ṽγ1 = x`. Assume by
induction hypothesis that we already have defined the stopping times γr, r = 0, 1, ..., i,
and the process Ṽk for all k ≤ γi such that Ṽγi = xn for some n > `. Then, We define Ṽk
for k > γi the same way as we constructed our backward branching process V, namely
Ṽk+1 = Ṽk + 1 +
Ṽk+1∑
m=1
(ζ(k)m − 1) for k ≥ γi.
Denote by γi+1 the first time after the stopping time γi when Ṽ exits the interval
(an−1, an+1). At time γi+1, if the process exited through the upper end of the interval
then we set Ṽγi+1 = xn+1, if the process exited through the lower end we reduce the
number of particles by removing the minimal number of particles to ensure that Ṽγi+1 =
xs for some s < n. If Ṽγi+1 ≤ x`, then we stop the process by redefining Ṽγi+1 = x`.
Thus, we obtain a sequence of stopping times γi, i ≥ 0, and the desired dominated
process Ṽ absorbed at x` such that Ṽγi ∈ {x`, x`+1, ...}, i ≥ 0.
Define the Markov chain R = (Rj)j≥0 on the set {`, ` + 1, ...} by setting Rj = n if




∣∣∣Rj = `} and τRu = inf {j ≥ 0∣∣∣Rj ≥ u}.
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is a submartingale with respect to its natural filtration.
We set h−a (`) = 1, the optimal stopping theorem and monotonicity of the function h
−
a
will immediately imply the lower bound in the statement of the lemma . That is, for











i (R1 = n). (8.17)













aδ(n−i)PRi (R1 = n)
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. (8.18)















≥ h−a (i), (8.19)






, α > δ and ` is sufficiently large. Hence h−a (Rj) is a
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and similar computations as before we get the lower bound.


















i (R1 = n) (8.20)






































provided that λ ≤ 1−ε
2
and ` is sufficiently large. Thus h+a (Rj) is a supermartingale
and by the optimal stopping time theorem we get the upper bound.






a submartingale with respect to its natural filtration.(We set h−a (`) = 1). The optimal
stopping theorem and monotonicity of the function h−a will immediately imply the
CHAPTER 8. MAIN TECHNICAL LEMMAS 132











i (R1 = n).
































≥ h−a (i), (8.23)
provided that λ ≤ (1−ε)
2
and ` is sufficiently large. Hence h+a (Rj) is a supermartingale






and similar computations as before we get the lower bound.
• Case 2 when δ = 0. This proof of this case was was done in [19] by considering
the forward branching process associated to our excited random walk in the recurrent
regime when δ = 1 and reference therein.
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8.4 Proof of Theorems 3.1 and 3.2
The main tools for the proof either of theorem 3.1 or theorem 3.2 is the main lemma
and the properties of our diffusion approximation. By symmetry of our model we will
sketch the proof only of theorem 3.2.
• Case δ < 0. The proof is exactly the same as in [ [42], section 6, 6.4].
• Case δ > 0 It suffices to substitute the lemmas of the above sections and results from
the diffusion approximation in [39,46] and repeat the proof given in the paper for δ > 0.
• Case δ = 0. The proof is identical to the one given in [ [19] , Theorem 2.1].
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107, 1969.
[36] J. Jacod and A. N. Shiryaev. Limit theorems for stochastic processes. Springer, Berlin,
1987. MR-0959133
[37] H. Kesten, M. V. Kozlov, and F. Spitzer. A limit law for random walk in a random
environment. Com- positio Math., 30:145-168, 1975.
[38] H. Kesten. A renewal theorem for random walk in a random environment (1977). Prob-
ability (Proc. Sympos. Pure Math. Vol. XXXI, Univ. Illinois, Urbana, Ill., 1976), pp.
67-77. Amer. Math. Soc., Providence, R.I.
[39] Elena Kosygina and Thomas Mountford. Limit laws of transient excited random walks
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cookies,2014. Ann. Inst. Henri Poincaré Probabilités Statistiques, 52(3):1023-1049,
2016.
BIBLIOGRAPHY 137
[42] Elena Kosygina and Jonathon Peterson. Excited random walks with Markovian cookie
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