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Resumen
Analizamos la existencia de puntos de retroceso y de soluciones resonantes en un
problema el´ıptico con condicio´n de frontera no lineal dependiente de un para´metro del
tipo ∂u∂n = λu+g(λ, x, u) de forma que g es oscilatoria y
g(λ,x,u)
u → 0 cuando |u| → ∞.
Existen ramas no acotadas de soluciones que no son a priori ni subcr´ıticas ni super-
cr´ıticas, y existen ramas no acotadas de soluciones que no son a priori ni estables ni
inestables. En dichas ramas, establecemos condiciones suficientes para que exista una
sucesio´n de infinitos puntos de retroceso convergiendo al punto de bifurcacio´n desde
infinito y, en consecuencia, para que existan infinitas soluciones del problema
resonante.
1. Introduccio´n
Consideramos el siguiente problema parabo´lico con condiciones de contorno no lineales
dependiendo de un para´metro λ ∈ R
ut −∆u+ u = 0, en Ω, t > 0
∂u
∂n = λu+ g(λ, x, u), sobre ∂Ω, t > 0
u(0, x) = u0(x), en Ω
(1)
en un dominio Ω ⊂ RN con N ≥ 2, acotado y suficientemente regular. Suponemos que la
no-linealidad verifica la siguiente hipo´tesis
(H1) g es continua en sus tres variables y existen funciones no negativas Λ(λ) y U(u)
tales que |g(λ, x, u)| ≤ Λ(λ)U(u) con la propiedad de que l´ım|s|→∞ U(s)/s = 0.
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En [4, 2] estudiamos el problema el´ıptico asociado{ −∆u+ u = 0, en Ω,
∂u
∂n = λu+ g(λ, x, u), sobre ∂Ω,
(2)
y demostramos que este tipo de problemas admite ramas de soluciones (λ, uλ) que no esta´n
acotadas cuando λ converge hacia un autovalor de Steklov. Este feno´meno se conoce como
bifurcacio´n desde infinito, ver [8]. De ahora en adelante nos centramos en caracterizar la
multiplicidad de soluciones en entornos de puntos de bifurcacio´n desde el infinito.
Una solucio´n (λ∗, u∗) en una rama de soluciones es un punto de retroceso si en un
entorno no hay soluciones para valores del para´metro λ > λ∗, (o bien no hay soluciones
pro´ximas para λ < λ∗). Estos puntos de retroceso esta´n siempre relacionados con la
multiplicidad de soluciones y, eventualmente, con sus cambios de estabilidad.
En ramas que no son a priori ni subcr´ıticas (a la izquierda del autovalor) ni super-
cr´ıticas (a la derecha), establecemos condiciones suficientes para que exista una sucesio´n
de infinitos puntos de retroceso convergiendo al punto de bifurcacio´n desde infinito. Como
consecuencia, existen infinitas soluciones del problema resonante, aque´l en el que el
para´metro coincide con el autovalor, ver el Teorema 1. Consideremos ana´logamente ramas
que no son a priori ni estables ni inestables. Establecemos condiciones suficientes para
que exista una sucesio´n de infinitos puntos de retroceso simples convergiendo al punto
de bifurcacio´n desde infinito y, como consecuencia, para que el problema resonante tenga
infinitas soluciones. En dichos puntos de retroceso simples, la estabilidad de las soluciones
cambia de ser estables a ser inestables, ver el Teorema 2.
En [4, 2] establecimos condiciones suficientes para que las ramas de soluciones sean
subcr´ıticas o supercr´ıticas y estudiamos as´ımismo el principio del anti-ma´ximo, ver [6],
y condiciones del tipo Landesman y Lazer para algunos problemas resonantes, ver [7].
Existen resultados en la literatura para problemas el´ıpticos con la no linealidad actuando
en el interior del dominio y con condiciones de frontera tipo Dirichlet homoge´neas, ver [1].
En este caso, los autovalores del problema de Dirichlet juegan el papel determinante
En [4, 3] establicemos condiciones suficientes para garantizar la estabilidad de dichas
ramas no acotadas de soluciones. Adema´s suponiendo que la no-linealidad es diferenciable
con respecto del para´metro, establecimos en [3] condiciones suficientes para garantizar la
monoton´ıa con respecto del para´metro. En consecuencia, la solucio´n positiva es u´nica bajo
ciertas condiciones, para valores de λ suficientemente pro´ximos al autovalor de Steklov.
Nuestra demostracio´n sobre la monoton´ıa es una consecuencia del principio del anti-ma´xi-
mo aplicado sobre la derivada de la solucio´n con respecto del para´metro. Para valores del
para´metro a la izquierda de un cierto autovalor, la derivada respecto del para´metro es
positiva, en consecuencia la funcio´n crece con el para´metro, rec´ıprocamente a la derecha
la derivada es negativa y la funcio´n decrece con el para´metro.
Las condiciones de Landesman y Lazer para la existencia de soluciones de equilib-
rio en los casos resonantes establecen ba´sicamente que, si la bifurcacio´n desde infinito
es subcr´ıtica (o supercr´ıtica), entonces el problema resonante tiene solucio´n. Sera´ por
tanto interesante centrarse en el estudio de ramas que no son a priori ni subcr´ıticas ni
supercr´ıticas y analizar su comportamiento en un entorno del punto de bifurcacio´n desde
infinito. Las funciones g oscilatorias son ejemplos arquetipo.
Finalmente terminamos con un ejemplo para el caso uni-dimensional.
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2. Puntos de retroceso. Multiplicidad de Soluciones. Infini-
tas soluciones del problema resonante
Esta seccio´n estudia la multiplicidad de soluciones en una rama ni subcr´ıtica ni super-
cr´ıtica. Definimos para algu´n α < 1, las siguientes funciones
G(λ, x, s) :=
sg(λ, x, s)
|s|1+α , D(λ, x, s) :=
gu(λ, x, s)
|s|α−1 , F (λ, x, s) := G(λ, x, s)−D(λ, x, s),
(3)























F (λ, x, s)Φ1+α1 , (5)
donde Φ1 representa a la primera autofuncio´n positiva con ‖Φ1‖L∞(∂Ω) = 1.
Dada un, una sucesio´n de soluciones de (2) para el valor del para´metro λn tal que
λn → σ1 y ‖un‖L∞(∂Ω) → ∞, el siguiente Lema proporciona cotas inferiores y superiores
de la diferencia σ1 − λn. se puede consultar en [4, Lema 4.2].
Lema 1. Supongamos que la no-linealidad g verifica la hipo´tesis (H1). Supongamos
que para algu´n α < 1 existe una funcio´n G1 ∈ L1(∂Ω) tal que
|G(λ, x, s)| ≤ G1(x), ∀x ∈ ∂Ω, ∀ (λ, s) ≈ (σ1,+∞). (6)
Consideremos un, una sucesio´n de soluciones de (2) para el valor del para´metro λn tal



































Gracias a este Lema podemos afirmar que, para que exista una rama ni subcr´ıtica
ni supercr´ıtica necesariamente ha de verificarse que G+ ≤ 0 ≤ G+, y para saber si
una sucesio´n de soluciones {(λn, un)} es subcr´ıtica, tendr´ıamos que analizar el signo de∫
∂Ω
G(λn, ·, un)Φ1+α1 , lo cual resulta, en general y a priori, inabordable.
Recordamos que existe una componente no acotada de soluciones D+ ⊂ R × C(Ω¯),
i.e. un conjunto conexo y maximal que contiene (σ1,∞) y que verifican, en un entorno de
(σ1,∞), que las soluciones se pueden escribir u = sΦ+w, donde w = o(s) cuando s→∞,
cf. [4, Teorema 3.4]
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En el siguiente Teorema establecemos condiciones explicitas sobre g para que (2) tenga




G(σ1, ·, sΦ1) Φ1+α1 y seleccionando sucesiones sobre las que el
signo se mantiene positivo (o bien negativo). Como conclusio´n, en un entorno del punto
de bifurcacio´n desde el infinito, existen infinitos puntos de retroceso e infinitas soluciones
resonantes. Adema´s, existen soluciones para cualesquiera valores del para´metro en un
intervalo cerrado conteniendo en su interior el primer autovalor.
Teorema 1: Supongamos que la no-linealidad g verifica la hipo´tesis (H1) y que su
derivada parcial gu(λ, ·, ·) ∈ C(∂Ω× [M,∞)), M À 1, para cualquier λ ≈ σ1. Supongamos
que existe algu´n α < 1 tal que se verifican las cotas uniformes (10) y
(H2) ‖gu(λ, ., s)‖L∞(∂Ω) ≤ C|s|α−1, ∀ (λ, s) ≈ (σ1,∞).





G(σ1, ·, snΦ1) Φ1+α1 > 0, l´ımn→+∞
∫
∂Ω
G(σ1, ·, s′nΦ1) Φ1+α1 < 0 (8)
Entonces, en la componente D+, se verifican las siguiente afirmaciones
i) Hay dos sucesiones de soluciones {(λn, un)} {(λ′n, u′n)} que convergen a (σ1,∞)
cuando n→∞, una de ellas subcr´ıtica λn < σ1 y la otra supercr´ıtica λ′n > σ1.
ii) Hay una sucesio´n infinita de puntos de retroceso {(λ∗n, u∗n)} tal que (λ∗n, ‖u∗n‖∞) →
(σ1,∞) cuando n→∞.
iii) Hay una sucesio´n infinita de soluciones resonantes, i.e. con λn = σ1.
Demostracio´n: En la componente D+, elegiremos una sucesio´n (λn, un) → (σ1,∞),
tal que
∫




1 con sn como en (8). Definiremos wn = un−snΦ1, wn = o(sn)
(cf. Teorema 3.4 en [4]).
Por la hipo´tesis (H2) deducimos que para todo (λ, s) ≈ (σ1,+∞) y para cualquier
w ∈ L∞(∂Ω) tal que 12Φ1 > |w|s , tenemos∫
∂Ω
|g(λ, ·, sΦ1 + w)− g(λ, ·, sΦ1)|Φ1 ≤ C|∂Ω| ‖w‖∞ sup
τ∈[0,1]
‖gu(λ, ·, sΦ1 + τw)‖∞
≤ C|∂Ω| ‖w‖∞|s|α−1.
donde, en la u´ltima desigualdad, hemos tenido en cuenta que 0 < C ≤ 12Φ1 ≤
∣∣∣Φ1 + τw|s| ∣∣∣
para alguna constante C. De este modo, para cualquier ‖wn‖L∞(∂Ω) = o(sn) podemos
escribir∫
∂Ω
∣∣∣∣g(λ, ·, snΦ1 + wn)− g(λ, ·, snΦ1)|sn|α
∣∣∣∣ Φ1 ≤ C|∂Ω| ‖wn‖∞|sn| → 0, cuando n→∞.
(9)
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Adema´s, aplicando primero la definicio´n de G, (3), y el hecho de que para cualquier
‖wn‖L∞(∂Ω) = o(sn) se tiene que Φ1 + wn/sn → Φ1 en L∞(∂Ω), segundo la anterior





G(λn, ·, snΦ1 + wn)Φ1+α1 = l´ım infn→+∞
∫
∂Ω












G(σ1, ·, snΦ1) Φ1+α1 > 0,
teniendo en cuenta ahora la desigualdad (7) del Lema 1 se deduce que λn < σ1. Rec´ıpro-











s′n como en (8), se demuestra que dichas soluciones son supercr´ıticas y que λ′n > σ1. La
afirmacio´n i) esta´ demostrada. El hecho de que D sea conexo, y que (10) se verifica para
toda ‖wn‖L∞(∂Ω) = o(sn), implica que en D existe una sucesio´n {(λ˜n, s˜n)} que converge a
(σ1,∞), tal que u˜n = s˜nΦ1+ w˜n, y λ˜n = σ1, lo que demuestra las afirmaciones ii) y iii).
3. Puntos de retroceso simples. Multiplicidad de Soluciones.
Infinitos cambios en la estabilidad de las soluciones del
problema resonante
Esta seccio´n estudia la multiplicidad de soluciones en una rama ni estable ni inestable.
Se puede demostrar que para que exista una rama ni estable ni inestable, necesariamente
ha de verificarse que F+ ≤ 0 ≤ F+, ver [4], la demostracio´n presenta grandes similitudes
con el caso de ramas ni subcr´ıticas ni supercr´ıticas, i.e. cuando se verifica G+ ≤ 0 ≤ G+.
A continuacio´n caracterizamos la existencia de puntos de retroceso simples en una
componente no acotada D de soluciones. Para desarrollar esta teor´ıa, necesitaremos ma´s
regularidad sobre la no linealidad que la supuesta hasta ahora, supondremos grosso modo
g ∈ C2. Para simplificar las hipo´tesis supondremos de ahora en adelante que g(λ, x, s) =
g(s) aunque todos los resultados pueden enunciarse para ese tipo ma´s general de no lin-
ealidad, cf. [5]
Denotemos por uλ > 0 una solucio´n de (2) bifurcada desde infinito. El problema de
autovalores de Steklov de la linealizacio´n en torno a uλ viene dado por{ −∆ϕ1 + ϕ1 = 0, en Ω
∂ϕ1
∂n = µ1ϕ1 + gu(uλ)ϕ1, sobre ∂Ω.
(11)
donde µ1 = µ1(−g′(uλ)) y ϕ1 = ϕ1(λ, uλ) > 0 esta´ normalizado en la norma de L∞(∂Ω).
De acuerdo con esta notacio´n, denotaremos por µ1
[−g′(u∗)] al primer autovalor de Steklov
correspondiente a la linealizacio´n (11) para (λ, uλ) = (λ∗, u∗) y por ϕ∗1 la correspondiente
autofuncio´n.
El siguiente Lema caracteriza la existencia de un punto de retroceso simple y la esta-
bilidad de las soluciones parametrizadas en un entorno del punto de retroceso. Omitimos
su demostracio´n, que esta´ basada en la alternativa de Fredholm y en estimar los signos de
los autovalores.
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Lema 2: Supongamos que g ∈ C2([M,∞)) con M À 1 y que se verifica la hipo´tesis
(H1). Con las notaciones aneriores, sea (λ∗, u∗) la solucio´n en una rama de soluciones
positivas. Supongamos que λ∗ es el primer autovalor de Steklov de la linealizacio´n
λ∗ = µ1
[− g′(u∗)]. (12)
Entonces (λ∗, u∗) es un punto de retroceso simple, y localmente la curva de soluciones
(λ, uλ) ≈ (λ∗, u∗) se puede parametrizar
λ(τ) = λ∗ + τ2λ2 + o(τ2), cuando τ → 0 (13)
u(τ) = u∗ + τϕ∗1 + τ
2v2 + o(τ2), cuando τ → 0. (14)







> 0, (resp. < 0), entonces localmente
para τ ≈ 0, u(τ) es inestable para τ > 0 (resp. < 0) y estable para τ < 0 (resp. > 0.)
En el siguiente Teorema damos condiciones para la existencia de una sucesio´n de puntos
de retroceso simples {(λ∗n, u∗n)} tal que (λ∗n, ‖u∗n‖∞) → (σ1,∞) cuando n → ∞. En un
punto de retroceso simple, cambia la estabilidad de las soluciones. En el siguiente Teorema
tambie´n caracterizamos la estabilidad de sucesiones de soluciones en te´rminos del signo de∫
∂Ω
F (σ1, ·, snΦ1) Φ1+α1 sobre subsucesiones.
Teorema 2. (Puntos de retroceso simples en la rama de soluciones positivas
que bifurca desde el infinito).
Supongamos que la no-linealidad g ∈ C2([M,∞)), M À 1 y verifica la hipo´tesis (H1).
Supongamos que para algu´n α < 1, existe una constante C tal que
|D(s)| ≤ C, |F (s)| ≤ C, |g′′(s)| ≤ C|s|α−2 ∀s ≈ +∞. (15)





F (σ1, ·, snΦ1) Φ1+α1 > 0, l´ımn→+∞
∫
∂Ω
F (σ1, ·, s′nΦ1) Φ1+α1 < 0. (16)
Entonces se verifican las siguientes afirmaciones
i) Hay una rama no acotada que contiene una sucesio´n de soluciones estables y otra
sucesio´n de soluciones inestables.
ii) Hay una rama no acotada que contiene una sucesio´n de puntos de retroceso simples
{(λ∗n, u∗n)} tales que (λ∗n, ‖u∗n‖∞)→ (σ1,∞) cuando n→∞.
4. Un ejemplo para el caso N = 1
El siguiente ejemplo ilustra todas las conclusiones anteriores. Vamos a hacer expl´ıcitas
algunas ideas en el caso uni-dimensional. Sabemos que el problema de bifurcacio´n es
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un problema no lineal con dos para´metros que se puede tratar usando te´cnicas finito-
dimensionales, cf. seccio´n 8 en [4]. Podemos reescribir la ecuacio´n (2) en (0, 1) como
−uxx + u = 0, en (0, 1)
−ux(0) = λu+ g(λ, 0, u(0)),
ux(1) = λu+ g(λ, 1, u(1)).
(17)
La solucio´n general de la ecuacio´n diferencial es u(x) = aex + be−x y por tanto las condi-
ciones de contorno no lineales proporcionan dos equaciones no lineales en te´rminos de dos
constantes a y b. La funcio´n u = aex + be−x es una solucio´n si (λ, a, b) verifica(−(1 + λ) (1− λ)







g(λ, 0, a+ b)
g(λ, 1, ae+ be−1)
)
En este caso so´lo tenemos dos autovalores de Steklov, σ1 = e−1e+1 < σ2 =
1
σ1
= e+1e−1 . Elegimos
g(λ, x, s) = g(s) y nos restringimos a buscar soluciones sime´tricas us(x) = s(ex + e1−x).






, a > 0. (18)
y por tanto, siempre que g(s) = o(s) en el infinito, existe una rama no acotada de soluciones
(λ(s), us)→ (σ1,∞) cuando s→∞.













β) Φ1+α = −
∫
∂Ω
Φ1+α < 0, (19)
ana´logamente se calcula G+ y se obtiene que G+ < 0 < G+, y la rama bifurcada desde el
infinito no es ni subcr´ıtica ni supercr´ıtica. Adema´s, (σ1, uk) es una solucio´n para cualquier
k ∈ Z, donde uk(x) := (kpi)
1/β
e+ 1
(ex + e1−x), i.e. hay infinitas soluciones del problema
resonante cuando λ = σ1 y en consecuencia hay infinitos puntos de retroceso en esta rama
no acotada, cf. la siguiente figura.
Observamos que con respecto a la linealizacio´n, las cosas son diferentes dependiendo
de α+ β. El autovalor de la ecuacio´n linealizada es
µ1(−g′(us)) := e− 1
e+ 1
− α sin[(s(e+ 1))
β]
[s(e+ 1)]1−α
− [s(e+ 1)]α+β−1 cos[(s(e+ 1))β], (20)
y µ1(−g′(us)) 9 σ1 cuando un → ∞, para α + β ≥ 1. Por otra parte, el autovalor de la
ecuacio´n linealizada verifica µ1(−g′(us)) → σ1 cuando s→∞, siempre que α+ β < 1.


















ana´logamente se calcula F+ y se obtiene que F+ < 0 < F+. La rama que bifurca desde el
infinito contiene tanto soluciones estables como soluciones inestables, y hay una sucesio´n
infinita de puntos de retroceso simples .
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Figura 1: Diagrama de bifurcacio´n de soluciones positivas (λ, uλ) ≈ (σ1,∞) con Ω = (0, 1)
y g(λ, x, u) := sin(u)
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