


























Software reliability is more enhanced if a software development project manager can predict whether
the number of failures after the software release is zero or not, during the software development process.
In response to this fact, we started this investigation which predicts the software reliability by using the
multivariate analysis approach. Unfortunately, the objective data set we obtained has a lot of missing
values. Therefore in this study, we rst prepared two data sets. One is the complete data set extracted
from the raw data set, and the other was created as a virtual complete data set by means of the data
imputation method so as to be similar to the complete data set. As a result of the software reliability
prediction, we have found that our imputation method is comparable in terms of the prediction accuracy
between two data sets via the discriminant analysis. Therefore it is shown that the data sets with our
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についての項目である．「DBMSの利用」の DBMSとは Data Base Management Systemの略であり
データを共有するデータベースを構築するソフトウェアのことである．DBMSには様々な種類がある
ことから「DBMSの利用」は種類について回答する項目である．

























数は左から順に (7, 2, 1)である．また，加工済みデータが持つ説明変数の欠測値を除外したものを完全デー












トグラムである図 3, 4, 5から分かる通り，これらの変数は正規分布に従っていない．このような事実を受け
て，分布変換の一つである Box-Cox変換 [6]を行うことで説明変数を正規分布に変換した．この節では変換
過程を示す．
図 3 SLOCのヒストグラム. 図 4 計画月数のヒストグラム.
図 5 平均要員数のヒストグラム.
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8<: xi   1 (if  6= 0) ;lnxi (if  = 0) ; (2.1)
の式を適用させて分布変換することである．このパラメータ の定め方は x(b) の分布が x(b)  N(; 2)とな
るように を最尤法によって求めた．この最尤法の計算は R言語で行った．その結果が表 3である．これら
表 3 最尤法により求めた各変数の ．
変数 x1 x2 x3
 -0.077 -0.169 0.136
の変数を用いて信頼性予測を行うのだが，を統一しなければ信頼性予測の際に正しい結果が得られない．し
たがって, 表 3の結果を考慮しながら の値を変化させる（チューニングする）ことで，これらの変数が正規
分布に従うような を実験的経験に基づいて求めた．また，正規分布に従っているかどうかは Shapiro-Wilk
検定を用いて判断した．


















m0 = (E(x1) = m1;m2;    ;mn) ; (2.4)
V = Cov(xi; xj) = vij ; (2.5)
によって得られる．こうして得られたW を付録 Aの Shapiro-Wilkの検定表と照合することで P 値を求め
た．次に，説明変数の分布変換に用いる を求める過程を示す．
11
1. 各説明変数に式 (2.1)の変換を施した場合の尤度を最大化するような を最尤法により求める．
2. 得られた を用いて各説明変数を Box-Cox変換する．




この計算過程を通して  = 0:1が得られた．表 4は Box-Cox変換と Shapiro-Wilk検定のパラメータをまと
めたものである．
表 4 Box-Cox変換と Shapiro-Wilk検定のパラメータのまとめ．
変数 x1 x2 x3
1 -0.077 -0.169 0.136
W1 0.979 0.984 0.988
P1 0.522 0.719 0.907
2 0.1 0.1 0.1
W2 0.957 0.975 0.987
P2 0.074 0.384 0.852
P < 0.05: 有意水準 5 % の帰無仮説を棄却する．
1：最尤推定量の ．
W1：Box-Cox変換 ( = 1)後の Shapiro-Wilk検定の検定統計量．
P1：W1 の P 値．
2：チューニングされた ．
W2：Box-Cox変換 ( = 2)後の Shapiro-Wilk検定の検定統計量．
P2：W2 の P 値．
表 4の P2 が全て P > 0.05であることから有意水準 5 % の帰無仮説は棄却されず，Box-Cox変換後の説明
変数は「正規分布に従わないとはいえない」と判定することができる．正確には正規分布に従っていると断定
できないが，本研究では正規分布と仮定した．このようにして得られた  = 0:1を用いて Box-Cox変換した
完全データが表 5 である．
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に r1; n1; n2 を代入することで r2 を求めることができる．その結果 r2 = 6:871 となった．r2 はデータ数を表





データの観測有無を示している表 6から，加工済みデータの欠測パターンは (7, 2, 1)と定めた．
表 6 加工済みデータの欠測パターン．
No. ID x1 x2 x3
1 1296 0 1 1
2 1451 0 1 1
3 1511 0 1 1
4 1845 0 1 1
5 1851 0 1 1
6 2098 0 1 1
7 1310 0 0 1
8 1311 1 0 0






ン (7, 2, 1)から欠測を持つデータを 1個除外することでデータ数が 7個となる．このような手順で完全デー
タにマスクするデータ数を決めることができた．データを除外する方法は表 6のデータ No. 1～ 6のうち無
作為に１つのデータを除外する方法と，データ No. 7，データ No. 8を除外する３通りある．本研究ではデー
タ No. 1～ 6のうち No. 1のデータを除外することにした．No. 1は無作為抽出によって選択された．この
方法によって表 7～ 9のように３種類の欠測パターン (6, 1, 1), (6, 2, 1), (7, 1, 0)を得た．
表 7 欠測パターン (6, 1, 1).
No. ID x1 x2 x3
1 1296 0 1 1
2 1451 0 1 1
3 1511 0 1 1
4 1845 0 1 1
5 1851 0 1 1
6 2098 0 1 1
7 1311 1 0 0
欠測パターン 6 1 1
0: 欠測，1: 観測
表 8 欠測パターン (6, 2, 1).
No. ID x1 x2 x3
1 1451 0 1 1
2 1511 0 1 1
3 1845 0 1 1
4 1851 0 1 1
5 2098 0 1 1
6 1310 0 0 1
7 1311 1 0 0
欠測パターン 6 2 1
0: 欠測，1: 観測
表 9 欠測パターン (7, 1, 0).
No. ID x1 x2 x3
1 1296 0 1 1
2 1451 0 1 1
3 1511 0 1 1
4 1845 0 1 1
5 1851 0 1 1
6 2098 0 1 1
7 1310 0 0 1





表 10 表 6を変数に置き換えた表．
No. ID i i i
1 1296 N/A 1 1
2 1451 N/A 2 2
3 1511 N/A 3 3
4 1845 N/A 4 4
5 1851 N/A 5 5
6 2098 N/A 6 6
7 1310 N/A N/A 7
8 1311 8 N/A N/A
欠測パターン 7 2 1
N/A:欠測値
i : 欠測値を含むデータの SLOC (i = 8)．
i : 欠測値を含むデータの計画月数 (i = 1; 2;    ; 6)．
i : 欠測値を含むデータの平均要員数 (i = 1; 2;    ; 7)．
各データに着目すると，少なくとも観測値が１つあることが分かる．表 10の各変数と, 完全データから欠測
値以外の観測値が最も近いデータを探し，該当した完全データに対して加工済みデータの欠測部分をマスクす
ることにした．本研究が定義する最も近いデータとは説明変数 Xi; (i = 1; 2; 3)を
X1 = (x1;1; x1;2;    ; x1;n).
X2 = (x2;1; x2;2;    ; x2;n).
X3 = (x3;1; x3;2;    ; x3;n).






)2 + (1  x3;l
i
)2 (i = 1; 2;    ; 6) ;
(1  x3;l
i
)2 (i = 7) ;
(1  x1;j
i
)2 (i = 8) ;
(2.8)
の di を求める際に採用された x を持つデータのことである．この式 (2.8) を完全データに適用させた．式
(2.8)が最小になった xを持つ加工済みデータと完全データの IDをまとめたのが表 11である．
この表から完全データの ID と加工済みデータの ID は重複しなかったことが分かる．このようにして完全
データ内のマスクする観測値を決めた．完全データを表 11に従ってマスクすることで作成した不完全データ
が表 12である．また，この不完全データは  = 0:1による Box-Cox変換済みである．
16







1 1296 1642 0.045
2 1451 8 0.007
3 1511 3034 0.031
4 1845 1683 0.025
5 1851 11 0.006
6 2098 2827 0.171
7 1310 1800 0.003







まずは元となる不完全データから作成した３種類の不完全データについて述べる．欠測パターン (6, 1, 1),
(6, 2, 1), (7, 1, 0)は加工済みデータの欠測パターンからデータを 1つ除外したものであることから，表 12の
不完全データからデータを１つ除外しなければならない．したがって，不完全データから表 11の No. ７を除
外すると欠測パターン (6, 1, 1)の不完全データが作成できる．他の欠測パターンも同様に No. １を除外する
と欠測パターン (6, 2, 1)の不完全データ，No. 8を除外すると欠測パターン (7, 1, 0)の不完全データが作成
される．こうして得られたデータが表 14～15である．
表 13 欠測パターン (6, 1, 1)の Box-Cox変換済み不完全データ．
18
表 14 欠測パターン (6, 2, 1)の Box-Cox変換済み不完全データ．
19






表 16 欠測パターン (6, 1, 1)に対応した Box-Cox変換済み完全データ．
21
表 17 欠測パターン (6, 2, 1)に対応した Box-Cox変換済み完全データ．
22
表 18 欠測パターン (7, 1, 0)に対応した Box-Cox変換済み完全データ．
欠測パターンに対応した完全データの作成方法は，不完全データと同様である．表 11の No. ７を除外する
と欠測パターン (6, 1, 1)に対応する完全データが作成できる．他の欠測パターンも同様に No. １を除外する
と欠測パターン (6, 2, 1)に対応する完全データ, No. 8を除外すると欠測パターン (7, 1, 0)に対応する完全
データが作成される．作成した完全データは対象データであるが欠測パターンごとに変数を定義しておらず，
不完全データに関しても次の章の欠測代入を経て対象データとなる．したがって対象データを確認したい場合













表 19は計測を目的とした何らかの変数 A;B;C の観測状況を示したものである．表 19のデータを用いて






No. A B C
1 1 1 1
2 1 1 1
3 (1) 0 (1)
4 1 1 1
5 1 1 1
6 1 1 1
7 0 (1) (1)












Missimg Completely at Random (MCAR)
欠測メカニズムMCARのもとでは計測されている変数 X で生じる欠測は完全にランダムである．つ




Missimg at Random (MAR)
欠測メカニズムMCARのもとでは計測されている変数 X で生じる欠測は他の計測されている変数 Y
の値に影響されている．また，この変数 X は計測されていない要因には依存していないと考える．つ




Not Missimg at Random (NMAR)
欠測メカニズム NMARのもとでは計測されている変数 X で生じる欠測は他の計測されている変数 Y
























デルの作成方法について簡単に説明する．ここでは目的変数 y を説明変数 xで予測する単回帰モデル
を考える．この xは欠測値を含む不完全データとした．まず，xの観測値を持つデータのみで
y^ = ^+ ^x ; (3.1)














u^ = y   ^  ^x ; (3.2)
のように求めた後に，得られた残差を用いて標準偏差 u を算出する．これらの変数と標準正規乱数 z
を用いて

















欠測値を考慮したデータのパラメータ ; 2 の決定方法．
副標本の分析結果の統合方法．
M と ; 2 の取り決め方法は第 4章にて説明する．また副標本の分析結果の統合方法に関しては第 6章で触
れる．この節では代表的な多重代入法を簡単に説明する．
28







ステップで構成されている．観測値を持つデータを Yo, 欠測値を持つデータを Ym としたとき，
I-step: P (YmjYo; t)に基づいて Y (t+1)m を作成する．
P-step: P (jYo; Y (t+1)m )に基づいて t+1 を作成する．
である．I-step と P-stepを推定値  が収束するまで繰り返す．また，tは繰り返し回数を意味してい
る．こうして得られた収束値 t が欠測値に代入する値となる．









2. 得られた擬似完全データに対して xi(i = 1; 2;    ; p)のうち，元々欠測値だった値を除外する．
3. 確率的回帰代入法を用いて予測値を求める．
4. 得られた予測値を除外していた xi の欠測値に代入することで擬似完全データを更新する．
5. i = i+ 1とし，2. に戻る．
この計算手順を全ての変数で行ったあともう１度初めの変数に戻ることで計算を繰り返す．この繰り返
し回数を j とすると，この j の回数が欠測値代入済みの擬似完全データの数に相当する．しかし，はじ











ない限りM は 5～10程度でよいとされている [17].しかし，その根拠は示されていないことが多い．一方で
現在のコンピュータの計算速度は飛躍的に向上しており，多重代入法の計算も容易に行えることから副標本の
数，つまりは欠測値代入回数M は数百以上であっても良いという意見もある [13]．以上のような意見を受け，
本研究では副標本の数M は 5つと定めた．このように取り決めた理由は，図 8内の結果の統合方法がM が
100以上になってしまうと計算時間が非常にかかってしまうことから，前者の意見を参考にM を 5と決めた．
このような EMBアルゴリズムの計算はR言語の `Amelia 'というパッケージを用いて行った [18]．Amelia
は２つの前提を設けている．１つ目は完全データは多変量正規分布であること．２つ目は，欠測のメカニズム

















た EMアルゴリズムの計算手順を説明する．EMアルゴリズムの計算は文献 [19, 20]を参照した．
独立に正規分布 N(; 2)に従う確率変数 Xi (i = 1; 2;    ; n)の観測を計画したと考える．このときにラ
ンダムに欠測が発生し，n個の観測予定データのうちm個のみが観測されたとする．標記の簡便化のため，前
半のm個のデータは観測され，後半のm0 (= n m)個については欠測してしまった状態だとする．したがっ
て完全に観測の行われた確率変数ベクトルをX = (X1;    ; Xm; Xm+1;    ; Xn)T とすると実際に観測の行
われた標本に対する確率変数ベクトル Y は，Y = (Y1;    ; Ym)T とし，その実現値を y = (y1;    ; ym)T 　
と表すことにする．また，欠測データに関する確率変数は Z = (Xm+1;    ; Xn)T = (Z1;    ; Zm0)T と表す
ことにした．このとき，適当なパラメータの推定値を初期値 (0) とした．観測の行われたm標本の観測値 y
に基づく対数尤度 l(; y)について






(yi   )2 ; (4.1)
となる．ただし， = (; 2)T である．仮に欠測値が観測されたと想定して得られた完全データ xに関する
対数尤度 lC(;x)は同様に



















となる．式 (4.2)内の z = (z1;    ; zm0)は欠測 Z に関する実際には存在しない仮想した実現値である．ここ
で，EMアルゴリズムの Eステップの k 段階目の計算でパラメータ推定値 (k) が得られたとする．このとき
(k + 1)段階目の Eステップでは，観測値である Y = y のもとでの  = (k) のときの Zの条件分布に基づ
く期待値の計算が必要になる．このデータは独立標本を考えており欠測もランダムであることから，確率変数
Zi の観測 Y = y のもとでの lC(;X)の条件付期待値 Q(;(k))は (k) = ((k); (2)(k))を用いて










































と表すことができる．ここまでの Q(; (k)) を求める操作を E ステップと呼ぶ．次の M ステップでは


























(yi   )2 +m0((k)   )2 +m0(2)(k)
)
377775 ; (4.4)

























また，EMアルゴリズムで求めたパラメータのベクトル (k) = 1; 2;    ; kが収束するまで EステップとM
ステップを繰り返す．収束した場合には十分大きな k で
(k+1) = (k) ; (4.6)


















(yi   ())2 +m0(2)()
)
; (4.8)












(yi   ())2 ; (4.10)





第 4 章では欠測値代入法である EMB アルゴリズムの一般論を説明した．本研究では EMB アルゴリズム























i: 欠測パターン, fi = (6; 1; 1); (6; 2; 1); (7; 1; 0)g.
xi1: 欠測パターン iに対応した完全データの x(b)1 .
xi2: 欠測パターン iに対応した完全データの x(b)2 .
xi3: 欠測パターン iに対応した完全データの x(b)3 .
yi: 欠測パターン iに対応した完全データの y.
j: 欠測パターン毎の擬似完全データの識別番号 (j = I，II，III，IV，V).
xi(1;j): 欠測パターン iに対応した擬似完全データ j の x(b)1 .
xi(2;j): 欠測パターン iに対応した擬似完全データ j の x(b)2 .
xi(3;j): 欠測パターン iに対応した擬似完全データ j の x(b)3 .













正答率を求めることができる．表 20と表 21の表記に従うと，y と y^ を比較することである．この正答率を
モデルの予測精度とする．欠測パターンごとの完全データから得られた予測精度と擬似完全データから同様に
得られた予測値を比較することで予測精度の差を求める．仮に表 20と表 21において n = 10としたときに表
















No. y y^I y^II y^III y^IV y^V y^

















数に依らない．図 10 は本研究のホールドアウト法における y^ の導出過程を示している．38 個の学習
データから作成した１つの予測モデルを作成する．この予測モデルを 10個のテストデータに適用する
ことで y^ を求めている．交差確認法と比べると計算量が少ない．
図 10 ホールドアウト法における y^ の導出過程．
交差確認法
対象データ 48個を 47個の学習データと１個のテストデータに分割し，１個のテストデータに対して
予測モデル適用することで１つの y^ を求めている．この導出をデータが重複しないよう 10回繰り返す
ことでテストデータ 10個の y^ を得ている．図 11は本研究の交差確認法における y^ の導出過程を示し
ている．テストデータはホールドアウト法と同じデータを取り出している．
36
図 11 交差確認法における y^ の導出過程．
37
テストデータは 48個のデータの中からランダムに 10個選んだ．テストデータとなるデータの No. を欠測
パターンごとにまとめたものが表 22である．欠測パターンごとに対象データ No. が異なる理由は，抜きだし
た１つのデータが欠測パターンごとに異なるためである．詳細は第 2.4節を参照．これらのテストデータに対
して欠測パターンごとに予測精度を比較した．
表 22 欠測パターンごとのテストデータ No.．
対象データ No.
テストデータ No. 欠測パターン
(6, 1, 1) (6, 2, 1) (7, 1, 0)
1 2 2 2
2 6 6 5
3 9 9 8
4 15 15 14
5 22 22 21
6 28 27 27
7 30 29 29
8 36 36 36
9 42 42 42




















手順 5, 6を擬似完全データ I～Vまで行う．
手順 8














れらを弱識別器として統合することで分類を行う方法である [21]．学習データを v = (x1; x2; x3; y)としたと






図 12 Random Forestの概要．
本研究では Random Forestを用いるにあたって Rのパッケージ `randomForest 'を用いた [22]．このパッ






の３ステップからなる．nをデータ数とし，データ集合 v = (xn; yn) と決めるとステップ１では目的変数 yn
が K 個のクラス f1;    ; kgのいずれかの値をとるとする．本研究の場合，クラスは「0」，「1+」であるため
40




1(yn = k)=N(t) ; (7.1)
である．また，1(・)は括弧内が真の場合は 1，偽の場合は 0を返す関数である．接点 tにおける y^n は多数決
を用いて











Pr(kjt)(1  Pr(kjt)) ; (7.3)
である．Gini係数を用いて表現した
R(t) = Pr(t)r(t) ; (7.4)
はリスクの再代用推定値として接点 tの分岐関数 st を形成する．分岐関数 st は説明変数 xp; (p = 1; 2; 3)と
するとこの中からランダムに選ばれた説明変数 P 個を分岐基準に組み込む．本研究では P ＝ 2である．こう
して選ばれた説明変数を xq; (q = 1; 2) とすると接点 tで候補となる分岐関数 st の集合を St と決めた．この
とき接点 t以下に形成する子を tL, tR としたとき tに属する個体が分岐関数 st を満たせば tL に送られ，満た
さなかった場合は tR に送られる．分岐関数 st に対する分岐測度は
R(st; t) = R(t) R(tL) R(tR) ; (7.5)
で求められる．このとき St の中で最小の減少量となる分岐関数を
st = arg max
st2St
4R(st; t) ; (7.6)
と決めた．この st が接点 tの分岐を決める．
この分岐が実行されるたびに子が次々に作成される．この分岐は「葉内のデータ数 N(t)が l よりも小さく








b ; (b = 1;    ; B) である．B は作成された決定木の数であり，本研究では B = 500 とした．決定木
T
(max)
b の予測値 y^ を返す予測子を h(x; vb)とし，統合された予測結果を f^RF(B)(x)とすると












ロジスティック回帰とは説明変数 xが量的変数，目的変数 y が２値の質的変数の際に用いられる回帰分析
である．本研究の目的変数 y は「0」，「1+」をとる２値の質的変数であり，説明変数 xp; (p = 1; 2; 3)は量的
変数であるためロジスティック回帰を用いることができた．この節ではロジスティック回帰の予測モデルの導
出について説明する．説明するにあたり文献 [27, 28]を参考にした．
y が 1+のとき y = 1とし，y が０のとき y = 0と決めるとそれぞれの確率を
p = Pr(y =１ jx1; x2;    ; xp) ; (7.8)
1  p = Pr(y = 0jx1; x2;    ; xp) ; (7.9)
と表現できる．このときロジスティック回帰の定数項を b0，偏回帰係数を bp; (p = 1; 2; 3)とすると
p =
exp(b0 + b1x1 + b2x2 +   + bpxp)





1  p = b0 + b1x1 + b2x2 +   + bpxp ; (7.11)
となる．表記の簡便化のため bT = (b0; b1;    ; bp)とすると
log
p
1  p = b
Tx ; (7.12)
となり，式 (7.11)は線形回帰モデルとなった．次にデータ数を n，i = (1; 2;    ; n)とすると p; y; iを用いて

























log(1  pi) ; (7.14)


























である．式 (7.15)の最大値を求めるために推定したい目的のパラメータ bp で偏微分して０とおき，方程式を
解くことで最尤推定量 b^p を得ることができる．次に b^p を式 (7.10)に代入することで pを得る．この pを用








h(x)を作成し，その関数に新たなデータを通すことで得られた関数値が基準値 cに対して h(x) > cの場合で
あれば第１群に，h(x)  cであれば第２群に所属すると判定する．このような分類が判別分析である．判別
分析では判別の成功率が最大になるように判別関数を作成する．本研究の場合，観測値では第１群を y = 0，
第２群を y =1+と決めた．また，新たなデータとはテストデータのことである．本研究では尤度に基づいた
線形判別の場合について考えていく．この節は文献 [27, 29]を参考にした．
変数 xp; (p = 1; 2; 3; 4)とすると




と決めた．この変数ごとの係数を ap; (p = 1; 2; 3; 4)とし，
z = a1x1 + a2x2 +   + apxp ; (7.16)




























































p2    s(1)pp




















p2    s(2)pp
1CCCCA ;
とした．また，x(1) のデータ数を n1，x(2) をデータ数 n2 とすると x(1) と x(2) の共通の分散共分散行列を
S =
(n1   1)S(1) + (n2   1)S(2)



















log jSj   1
2









(x  x(1))TS 1(x  x(1)) >  1
2
(x  x(2))TS 1(x  x(2))
r(x  x(1))TS 1(x  x(1)) >  (x  x(2))TS 1(x  x(2)) ; (7.19)
式 (7.19)を等式変形し，
h(x) =  (x  x(1))TS 1(x  x(1)) + (x  x(2))TS 1(x  x(2)) > 0






> 0 ; (7.20)
となる．したがって，h(x) > 0のときは xを第１群に判別し，h(x)  0のとき第２群に判別する規則が導か






Random Forestを予測モデルとしたときの予測値をデータ分割法ごとにまとめたものが表 23, 24である．












表 23 ホールドアウト法による Random Forestの予測値と予測精度．
欠測パターン
テストデータ 完全データ 擬似完全データ
No. 真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
1 1+ 1+ 1+ 1+ 0 0 0
2 1+ 1+ 1+ 1+ 0 0 0
3 0 1+ 1+ 1+ 1+ 1+ 1+
4 1+ 1+ 1+ 1+ 1+ 0 0
5 0 1+ 1+ 1+ 1+ 1+ 1+
6 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0
9 0 1+ 1+ 1+ 1+ 0 0
10 0 1+ 1+ 1+ 1+ 1+ 1+
予測精度 6 6 6 4 4 4
表 24 交差確認法による Random Forestの予測値と予測精度．
欠測パターン
テストデータ 完全データ 擬似完全データ
No. 真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
1 1+ 0 1+ 1+ 1+ 0 0
2 1+ 0 0 0 0 0 0
3 0 1+ 1+ 1+ 1+ 1+ 1+
4 1+ 0 0 0 1+ 0 0
5 0 1+ 1+ 1+ 1+ 1+ 1+
6 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0
9 0 1+ 1+ 1+ 1+ 0 0
10 0 1+ 1+ 1+ 1+ 1+ 1+




る．表 25から, 完全データの予測精度は全ての欠測パターンにおいて 4割以下であることから信頼性予測の
精度が低いことが分かった．また，擬似完全データの予測精度は欠測パターン (7, 1, 0)においてのみ 6割で
あり，他の欠測パターンでは 5割未満であることから同様に信頼性予測には使えないことが分かる．以上のよ














No. 真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
1 1+ 1+ 1+ 1+ 1+ 1+ 1+
2 1+ 0 0 0 0 0 0
3 0 1+ 1+ 1+ 1+ 1+ 1+
4 1+ 1+ 1+ 1+ 1+ 1+ 1+
5 0 1+ 0 0 1+ 0 1+
6 0 1+ 1+ 1+ 1+ 1+ 1+
7 0 1+ 1+ 1+ 1+ 1+ 0
8 0 1+ 1+ 1+ 1+ 1+ 0
9 0 0 0 0 0 0 0
10 0 1+ 1+ 1+ 1+ 1+ 0




No. 真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
1 1+ 1+ 1+ 1+ 1+ 1+ 1+
2 1+ 0 0 0 0 1+ 0
3 0 1+ 1+ 1+ 1+ 1+ 1+
4 1+ 1+ 1+ 1+ 1+ 1+ 1+
5 0 0 0 0 0 0 1+
6 0 1+ 1+ 1+ 1+ 1+ 1+
7 0 1+ 1+ 1+ 1+ 1+ 1+
8 0 1+ 1+ 1+ 1+ 1+ 1+
9 0 1+ 0 0 1+ 1+ 0
10 0 1+ 1+ 1+ 1+ 1+ 0
予測精度 3 4 4 3 4 4
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8.3 判別分析
判別分析を予測モデルとしたときの予測値をデータ分割法ごとにまとめたものが表 27, 28である．表 27か
ら, 完全データの予測精度は全ての欠測パターンにおいて 7割であることから予測精度は有用性があると判断
できる．しかし予測値が全て 0であることから有効な予測であるかどうか疑問が残る結果となった．また，擬















No. 真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
1 1+ 0 0 0 0 0 0
2 1+ 0 0 0 1+ 0 1+
3 0 0 0 0 0 0 0
4 1+ 0 0 0 0 0 0
5 0 0 0 0 0 1+ 0
6 0 0 0 0 0 0 0
7 0 0 0 0 0 0 1+
8 0 0 0 0 0 0 1+
9 0 0 0 0 1+ 1+ 1+
10 0 0 0 0 0 0 1+




No. 真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
1 1+ 0 0 0 0 0 0
2 1+ 1+ 1+ 1+ 1+ 0 1+
3 0 0 0 0 0 0 0
4 1+ 0 0 0 0 0 0
5 0 1+ 1+ 1+ 1+ 1+ 0
6 0 0 0 0 0 0 0
7 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0
9 0 0 1+ 1+ 0 0 1+
10 0 0 0 0 0 0 1+












欠測パターン (6, 1, 1)のみである．したがって，予測モデルが全く同じ予測値を出力したわけではない．





真値 (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
0 6/7 5/7 5/7 6/7 6/7 5/7




値 0．」，「真値 0 のとき予測値 1+．」，「真値 1+ のとき予測値 1+．」となる場合のことを表す．一方で，消
費者危険とは「真値 1+ のとき予測値 0」となることである．欠測パターン (6, 1, 1) に対応する完全データ
に判別分析を適用した予測精度をまとめたものを表 30 とする．さきほどの考えに照らすと，生産者危険が
(6 + 1 + 1)=10 = 8=10で，消費者危険が 2/10である．








全データと擬似完全データの欠測パターン (6, 2, 1)において若干の誤差が生じてしまったことが分かる．
表 31 交差確認法による判別分析の生産者危険．
完全データ 擬似完全データ
欠測パターン (6, 1, 1) (6, 2, 1) (7, 1, 0) (6, 1, 1) (6, 2, 1) (7, 1, 0)
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表 33 欠測パターン (6, 1, 1)に対応した完全データ．
表 34 欠測パターン (6, 2, 1)に対応した完全データ．
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