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Application of wave function methods to solid-state systems
Malte Lange
This thesis describes the application of wave function-based and perturbative methods to
extended systems, primarily semiconductors. In Chapter 1, I introduce the quantum chemistry
problem along with current progress in the field. I then provide some requisite fundamental
theory associated with the wave function-based methods and periodic boundary conditions.
In Chapter 2, I describe the relationship between the traditional extended system GW method and
the traditionally molecular coupled-cluster formalism through diagrammatic analysis. We find
that the popular coupled cluster singles and doubles (CCSD) method contains most of the
diagrams in GW theory and more, and the more accurate coupled cluster singles and doubles with
perturbative triples (CCSD(T)) method contains all GW diagrams and more. Benchmarking on
the GW100 test set indicates that CCSD and a number of its approximations are more accurate
than GW theory.
In Chapter 3, I evaluate the potential for using composite schemes to reduce the computational
cost of the CCSD method. We use focal point and downfolding techniques for excited state
results for the GW100 along with some sample solids. Using composite methods reduces the cost
of CCSD by reducing the number of orbitals treated at a higher level of theory, which is very
similar to the active space methods used in single- and multi-reference calculations.
In Chapters 4 and 5, I describe how to best treat finite size effects for wave function-based
methods, including the impact of including terms like the Madelung constant and which
extrapolation form to use. After establishing this, we use the prescribed procedure to compare the
equation-of-motion second-order Møller-Plesset (EOM-MP2) method to the MP2 method of
Grüneis and the GW method for a standard test set of 11 solid-state systems. We find that the
MP2 method performs qualitatively and quantitatively poorly for extended systems, but
EOM-MP2 and GW perform qualitatively well, with quantitative MAEs of 0.40 and 0.68eV,
respectively relative to a zero-point corrected electronic band gap.
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As technology and innovation are changing at an accelerating pace, many researchers, compa-
nies, and governments are increasingly turning to computational fields to manage large problem
spaces and the need for high accuracy. Big data and informatics are perhaps the most recognizable
examples, driving hot topics like social media, machine learning, delivery, drug discovery, and
personalized healthcare, to name a few. Due to environmental pressures, there is also increasing
technological innovation and change happening in energy technologies, especially in the solar en-
ergy and battery technology sectors. Computational fields, such as computational chemistry are
becoming more and more important for applications such as drug discovery and energy materials.
To address these issues, computational chemists are faced with making predictions for increas-
ingly larger systems at higher accuracy. This requires ab-initio methods that scale well (or paral-
lelize well for high-performance computing) and exhibit small errors (on the order of 1kcal/mol)
or are at least systematically improvable. Fortunately researchers have been making tremendous
progress on many different types of methods for addressing these needs for a variety of chemistries,
including but not limited to molecules, extended systems, transition metals, and superconductors.
Additionally, advances in hardware capabilities are quickly pushing the feasible system sizes that
can be computed. Thus this is an exciting time for computational chemists, as rapid innovation is
placing computation front and center in novel material discovery.
Traditionally the density functional theory (DFT) and so-called GW theory have been the
workhorses for tackling extended systems due to their relatively good accuracy and low rela-
tive computational cost. While DFT has a formal scaling of $ (#3) and through computational
improvements now an $ (#) scaling, the heavy reliance on the form of the exchange-correlation
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functional has made DFT a poor choice for benchmarking and reliable predictions. These issues
are further inherited by the GW method, resulting in high performance variability based on the
chosen DFT reference. Furthermore, as an excited state formalism, GW itself is formally exact,
but practical implementations fail to easily incorporate higher order (so-called vertex) corrections,
making systematic improvement difficult to achieve. Therefore, while DFT and GW offer rela-
tively good results, their inability to provide theoretically sound benchmarks makes further method
development for extended systems tricky.
This thesis attempts to tackle this reliability issue by adapting well understood and reliable
methods from molecular electronic structure. For a long time now, CC with singles, double, and
perturbative triples [CCSD(T)] has been the "gold standard" of quantum chemistry for purposes
of benchmarking and achieving chemical accuracy with respect to experiment. I will focus on
perturbation theory (Møller-Plesset) and the coupled-cluster formalism, as these complement each
other well and are easily linked through theory. Furthermore, the CC formalism easily supports
systematic improvements through higher orders and excited state formalisms, such as equation-of-
motion (EOM). Unfortunately, applying either perturbation methods or coupled-cluster theory is
computationally very expensive due to their at least $ (#5) scaling.
Some initial attempts of applying wave function methods to solids have looked very promising
for ground state observables such as the cohesion energy and bulk modulus[1, 2] as well as excited
state observables such band structures[1, 3] and neutral excitations[4]. Other efforts have looked
much less promising, showing that second-order perturbation methods can result in qualitatively
incorrect results[5] or unreliable[6]. It seems that the success and failures of these results can be
traced back to finite-size errors and basis set errors which are further compounded by the compu-
tational costs of wave function methods making requisite calculations for addressing these issues
too expensive.
Fortunately, prior work has explored the effect of finite-size effects and possible methods for
amelioration through twist-averaging and extrapolation methods[7]. Much of this has been bor-
rowed from the QMC community[8] where finite-size errors are a primary source of error as
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well. Basis set effects for solids have not been explored as extensively, with the field primarily
using pseudopotential-based basis sets[mcclain2017aa, 3], although some work of introducing
all-electron basis sets is underway[9]. The issue of computational complexity is being addressed
by a variety of approaches. Some progress is being made in purely computational approaches such
as embedding techniques[10, 11, 12], focal point techniques[], and coulomb integral solvers[13].
Other attempts consist of finding low-scaling approximations to CC with singles, doubles (CCSD)
and CCSD(T)[14, 15, 16] or solving the periodic Schrödinger problem using stochastic meth-
ods[17].
My work has helped in improving the practical applications of perturbation theory and coupled
cluster to ground state and excited state observables in solids. I helped in better understanding and
reliably removing finite-size errors by addressing the root cause of finite size errors (an integrable
divergence) and giving best practices for setting up calculations along with the correct conver-
gence behaviors (see Chapter 4). I also explored the potential for using composite and interacting
schemes for lower the computational cost of CCSD calculations with minimal impact on accuracy
(see Chapter 5). The culmination of this work has been a set of benchmarks for a variety of solids
which will aid further method development and bring the field closer to chemically accurate and
reliable methods for solids.
Tangential to progress in the solid state, progress in understanding and addressing computa-
tional cost and basis set errors in molecular systems is the starting point for applying these in
solids. Extensive progress is being made for improved basis sets either through R12/F12 meth-
ods[18, 19, 20, 21, 22] or better extrapolation techniques for achieving the complete basis set
limit[23, 24, 25, 26, 27]. Outstanding challenges for R12/F12 methods include, but are not limited
to choosing the correct correlation factor[28, 29], efficient calculation of multi-electron integrals
with general correlation factors[28], and higher order many-body interactions[30]. For reviews of
progress in addressing finite basis set errors, see[29, 31, 32, 33, 34, 35, 36].
Computational cost has been a long standing issue in the computational chemistry field. Some
of the most promising avenues with possible applications to solids include embedding methods[10,
3
11, 12] and local methods[37, 38, 39, 40, 41], with methods such as the domain-localized pair
natural orbital approach yielding linear scaling for methods such as CCSD and CCSD(T)[42, 43].
Other attempts include composite methods[14, 15, 16] and perturbative approximations to CCSD
and CCSDT[44], such as CC2 and CCSD(T). Similar approaches have been developed for the
equation-of-motion (EOM) excited state formalism, which benefit from reduced scaling in the
ground state reference as well as approximations to the EOM equations themselves[45, 46].
Progress in the GW community is also continuing to push forward the molecular and solid state
fields. Current benchmarks for GW theory on band gaps of extended systems yield mean absolute
errors on the order of 0.5eV relative to experiment, with some materials treated at sub 0.1eV accu-
racy. Current efforts are aiming to include phonon effects for improved band gap accuracy relative
to experiment by using Allen, Heine, and Cardona (AHC) theory along with vertex corrections and
partial self-consistency[47, 48, 49, 50, 51]. GW has also been combined with the dynamic mean
field theory (DMFT) in order to tackle strongly correlated materials[52, 53]. While GW theory is
difficult to improve systematically and has strong sensitivity to its reference (DFT of HF choice),
it has historically performed well for solid state materials and can benefit greatly from improved
benchmarks provided by wave function-based methods.
Although wave function-based methods like MP2 and CCSD are relatively new methods for
extended systems, existing literature and an active community has led to rapid progress in the
adoption of these methods. Borrowing from the DFT and GW communities as well as the existing
molecular results for wave function-methods will continue to push forward efforts in the solid-state.
Improvements to machine learning models may prove useful to heavily reducing computational
cost, improving accuracy, and speeding up material screening. Together these fields are poised to




The electronic structure problem that we are interested in is the time-independent, non-relativistic
Schrödinger equation in the Born-Oppenheimer approximation


















|r8 − r 9 |
, (1.2)
is the Hamiltonian, Ψ is the wave function, and  is the energy. Here we are using atomic units,
8, 9 , ... as electronic indices, , , ... as nuclear indices, " as the nuclear mass, and / as the
nuclear charge, #4 is the number of electrons, and #= is the number of nuclei.
Approximating the exact ground-state wave function with the lowest-energy single Slater de-
terminant Φ defines the Hartree-Fock method. To evaluate the Hartree-Fock energy, we take the
expectation value of the Hamiltonian relative to the trial wave function
 = 〈Φ|̂ |Φ〉 . (1.3)
In practice, we must choose a finite one-particle basis from which to build the wave function.
We choose the linear combination of atomic orbitals (LCAO) method, since this description of
electron behavior appeals readily to chemical intuition. We then build our molecular orbitals (MOs)
from these atomic orbitals. Roothaan and Hall showed that using a finite basis, the Hartree-Fock
equation above could be written as a generalized matrix eigenvalue equation,
FC = SC9, (1.4)
where F is the Fock matrix, C is the coefficient matrix for the AOs, S is the overlap matrix, and
9 is the energy matrix whose diagonal are the MO energies. Because the Fock matrix depends on
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the unknown solution matric C, the eigenvalue equation is solved using the self-consistent field
(SCF) method. Once completed, the self-consistent HF result will yield the canonical HF orbitals
and energies. By the Aufbau principle, the lowest # of these are identified as occupied and the
remainder are unoccupied (virtual) orbitals. While not physical, these virtual orbitals are important
for constructing many-body wave functions beyond the HF Slater determinant.
The correlated methods that we cover in the next section move beyond the mean-field HF
picture and include explicit electron-electron interactions. In quantum chemistry, the correlation
energy is defined to be the difference between the exact energy and the Hartree-Fock energy
2>AA =  −  . (1.5)
We explore the concept of correlation in the next section.
1.3 Electron Correlation and Coupled-Cluster Theory
The lack of correlation in HF comes from choosing only a single determinant to express the
wave function. To rectify this, we include more determinants, thus the #-body trial wave function
becomes a weighted sum of determinants (including the HF determinant). To obtain these addi-
tional determinants, we introduce excitations of the reference HF determinant by moving electrons
from the occupied orbitals into the virtual orbitals. In the limit of performing all permutations
of excitations and weighting them correctly, we recover the true #-body wave function. Wave
function methods that use only the single HF Slater determinant as a reference are referred to as
single-reference methods and are said to recover dynamic correlation. There are also so-called
multi-reference methods which perform excitations on top of multiple reference determinants,
which are necessary to describe static correlation. In this thesis we will focus exclusively on
perturbation and coupled-cluster methods that recover dynamic correlation.
Here we start with the full configuration interaction (FCI) method, which gives a formula for
constructing the full #-body wave function. From there we will truncate the FCI expression to
6
reduce the factorial scaling to a tractable polynomial problem, resulting in truncated CI methods.
Truncated CI schemes however no longer respect necessary size-consistency and size-extensivity,
and so we then show how the CC formalism improves on the trunacted CI methods.
The FCI wave function can be constructed from the HF reference (but also other references),
|Φ0〉 using an excitation operator ̂,
|Ψ〉 = ̂ |Φ0〉 = (1 + ̂1 + ̂2 + ̂3 + ...) |Φ0〉 , (1.6)
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(1.7)
For a given operator order, we remove = electrons from occupied orbitals and place them into =
virtual orbitals to construct new determinants. However, including all of these excitations grows
factorially in # , and so for computational purposes we typically need to truncate the FCI expan-
sion. Typically truncations are limited to singles, doubles (CISD) or singles, doubles, and triples
(CISDT), as even these still scale as $ (#6) and $ (#8), respectively. However, by truncating the
FCI wave function, the energy is no longer size-extensive, which is a critical feature for calcula-
tions on large molecules or extended systems.
Instead we turn to the coupled-cluster (CC) formalism which includes "disconnected" product
terms at each truncation order to approximate higher order interactions. By allowing lower or-
ders to approximate higher orders, CC inherently includes up to infinite-order excitations and thus
solves the size-extensivity issue. In the limit of “full” CC and CI, the two methods converge to the
exact wave function.
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CC theory is usually defined by the exponential ansatz,
|Ψ〉 = 4)̂ |Φ0〉 (1.8)
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We insert the CC wave function into the Schrödinger equation
̂4)̂ |Φ〉 = 4)̂ |Φ〉 . (1.10)
Multiplying on the left with the inverse exponential and then left projecting with the bra, we get,
〈Φ|4−)̂ ̂4)̂ |Φ〉 = , (1.11)
We now have the so-called "similarity-transformed" Hamiltonian, ̄ = 4−)̂ ̂4)̂ . Eq. 1.11 defines
the CC energy equation, but it doesn’t address how to determine the amplitudes of the ) operator
C01...
8 9 ...
. For this we need the amplitude equations, which we obtain through left projecting with
excited determinants,
〈Φ01...8 9 ... |4−)̂ ̂#4)̂ |Φ〉 = 0. (1.12)
The energy equation, Eqs. 1.11, and amplitude equations, 1.12, define CC theory.
Programmable equations for CC theory of arbitrary order can be derived using the tools of
many-body theory, described, e.g. in Ref. [54]. For example, the energy equation is















〈8 9 | |01〉 C08 C19 . (1.13)
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where 580 are matrix elements of the Fock operator and 〈8 9 | |01〉 are antisymmetrized two-electron
integrals. The work in this thesis primarily considers the CCSD level of theory. Solving the CCSD
equations scales as $ (#2>#4E ), where #> is the number of occupied orbitals and #E is the number
of virtual orbitals, or $ (#6) in the system size # .
1.4 Equation-of-Motion Coupled-Cluster Theory
Much of this thesis is focused on the excited state properties of solid-state systems, especially
the ionization potentials (IPs) and electron affinities (EAs) that define the band structure and band
gap. While IPs and EAs can be found by subtracting the energies of two ground state calculations,
this method is complicated, because it invariably requires at least one open-shell calculation and
makes obtaining higher lying IPs and EAs difficult. Thus we are interested in a framework that
allows direct calculation of excited states from a single ground state. This is achieved by equation-
of-motion CC (EOM-CC). The EOM framework builds on top of the ground state results from CC
and is mathematically and intuitively similar to configuration interaction; however, here we use the
CC ground state as a reference rather than the HF determinant. The excited state wavefunction is
written as
|Ψ:〉 = '̂: |Ψ0〉 = '̂:4)̂ |Φ0〉 (1.14)
where '̂: is an excitation operator. When our new wave function Ψ: is inserted in the Schrödinger
equation, we end up with an eigenvalue equation,
̂ |Ψ:〉 = ̂'̂:4)̂ |Φ0〉 = : '̂:4)̂ |Φ0〉 . (1.15)
Left-multiplying by 4−)̂ as we did for the ground state and using the fact that '̂: and )̂ commute,
4−)̂ ̂'̂:4
)̂ |Φ0〉 = 4−)̂ ̂4)̂ '̂: |Φ0〉 = : '̂: |Φ0〉 , (1.16)
9
we see that the EOM problem is the eigenvalue problem of diagonalizing the similarity-transformed
Hamiltonian, ̄ = 4−)̂ ̂4)̂ in the space of excited HF determinants, '̂: |Φ0〉. This is the primary
difference between CI and the EOM-CC framework: in CI one diagonalizes the "bare" Hamilto-
nian, ̂, but in the EOM-CC framework one diagonalizes the "dressed" Hamiltonian, ̄.
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The matrix-vector multiplication used to iteratively find IPs and EAs scales as $ (#3>#2E ) and
$ (#2>#3E ), respectively, or $ (#5) overall.
1.5 Periodic systems
In order to apply the above methods to periodic systems like crystals, we use symmetry-adapted
basis functions and periodic boundary conditions. In the work presented in this thesis, we choose




48k·Tq̃` (r − T) ≡ 48k·TD`k(r), (1.19)
where D`k(r) is a Bloch function fully periodic with respect to all lattice translations T. Another
popular choice for basis functions of periodic systems are plane waves. In the above, k is a crystal
momentum in the first Brillouin zone, which is typically sampled using a uniform mesh. The ther-
modynamic limit is achieved in the limit of infinitely dense sampling of momenta in the Brillouin
zone. The translational invariance of the Hamiltonian leads a conservation of crystal momentum.
The cost of periodic calculations is reduced by explicitly using this symmetry.
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1.5.1 Periodic Hartree-Fock
In the above symmetry-adapted basis, the periodic HF equations are
F(:)C(:) = S(:)C(:)9(:) . (1.20)





where Ω is the volume of the unit cell.
1.5.2 Periodic Coupled-Cluster
For our excitation processes in CC theory, the crystal momenta of the orbitals must be defined,
e.g. ∑
80







8k8 (. . .). (1.22)
Conservation of crystal momentum requires that
(k0 − k8) · a = 2c< (1.23)
for single excitations and
(k0 + k1 − k8 − k 9 ) · a = 2c< (1.24)
for double excitations excitations. Here < is an integer and a is a lattice vector. Although con-
ventional CCSD scales as $ (#6), periodic CCSD scales as $ (#4
:
=6) where #: is the number of
:-points sampled in the Brillouin zone and = is the number of orbitals in the unit cell.
For the ionizaton potentials (IPs) and electron affinities (EAs), we are interested in the quasi-
particle behavior at a given :-points. The IP excitation operator for periodic systems at a given
11
k-point, k%, is written
'̂% (=, k%) =
∑
8







8k8 9k 9 (=)0
†
0k008k80 9k 9 (1.25)
where the primed summation requires that
(k% − k8 − k 9 + k0) · a = 2c<. (1.26)
An analogous excitation operator can be defined for the EA problem. The scaling of periodic




In the first chapter we gave an overview of some of the exciting advances in quantum chem-
istry, ranging from low-scaling methods to applications in the solid state. We then introduced the
quantum chemistry problem and reviewed the theory for ground and excited state Hartree-Fock
and coupled-cluster formalisms. In the following chapters we will delve into the relationship be-
tween CC and GW theories, investigate the performance of lower-scaling and composite methods,
and finally the correct handling of finite-size effects in solid-state systems. By the end, the goal is
to give a promising standard of protocol for how to correctly apply traditional molecular methods
such as HF and CC to solid-state systems in cost-effective ways.
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Chapter 2: Relationship between EOM-CC and GW Theory
The material for this chapter was taken from Reference [55]
2.1 Introduction
The accurate calculation of excited-state properties constitutes one of the major challenges in
modern computational materials science. For charged excitations, namely the ionization poten-
tials and electron affinities as measured by photoelectron spectroscopy, the , approximation has
proven to be a powerful and successful tool in the condensed phase. Formally, the , approxima-
tion (reviewed below) arises as the lowest-order self-energy diagram when the one-particle Green’s
function  is expanded in terms of the screened Coulomb interaction , [56, 57], with screening
treated in the random-phase approximation. Neglected diagrams can be assigned to vertex correc-
tions (appearing both in the self-energy and the polarization propagator), which are a natural target
for post-, theories and an ongoing area of activity [58, 59, 60, 61, 62].
In contrast to time-dependent Green’s function-based diagrammatic theories, wavefunction-
based theories and concomitant time-independent perturbation theory offer an alternative route
towards systematically improvable excited-state calculations [63]. The great variety of wavefunc-
tion ansatzes, combined with the long history of development and benchmarking in the molecular
quantum chemistry community, makes such approaches particularly promising. Unfortunately, the
formal comparison between wavefunction-based and Green’s function-based techniques is com-
plicated by a difference in both the approach and the language. Here, we present such a compari-
son, by analyzing the one-particle Green’s function calculated using equation-of-motion coupled-
cluster theory to that calculated using the , approximation. A relation between the two can be
anticipated based on the known exact relation between total ground-state energies calculated using
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the ring coupled-cluster doubles approach and using the random-phase approximation [64, 65, 66],
the latter of which is at the heart of screening in the , approximation. However, for charged
excitation energies, the equivalence is not so straightforward.
Although this article focuses on the connections between the , approximation and EOM-
CC theory because of their shared connections to the random-phase approximation [64, 65, 66], we
emphasize that a number of other Green’s function techniques have been developed and used suc-
cessfully on molecular problems [67, 68]. A non-exhaustive list of the most popular approaches
include those that are essentially finite-order – such as the outer-valence Green’s function ap-
proach [67], the partial third-order (P3) approach [69], and its renormalized variant (P3+) [70] –
and those that are rigorously infinite-order – such as the two-particle-hole Tamm-Dancoff approx-
imation [71], its extended variant [72], the algebraic diagrammatic construction (ADC) [73], and
the nondiagonal renormalized approach exact to second order (NR2) [74]. Recently there has been
renewed interest in the second-order Green’s function [75], especially in its self-consistent [76, 77]
and finite-temperature [78] variations. We emphasize that many of the above methods exhibit an
attractive #5 scaling, whereas the , approximation and EOM-CCSD both exhibit #6 scaling
(see below), which we identify as the cost needed for a rigorous treatment of RPA physics.
In wavefunction-based techniques, ionization potentials and electron affinities can either be
calculated as a difference in ground-state energies (between the neutral and ionic systems) or via
the equation-of-motion framework, which directly results in an eigensystem whose eigenvalues are
the ionization potentials or electron affinities. Equation-of-motion coupled-cluster (EOM-CC) the-
ory is one such framework, which typically achieves accurate excitation energies when performed
with single and double excitations (EOM-CCSD) [79, 80]. At the intersection of these methods,
Nooijen and Snijders derived a one-particle Green’s function in the CC framework [81, 82], the
poles and residues of which are precisely those of the conventional EOM-CC formalism (in the
bivariational framework). The CC Green’s function has seen a renewed interest in recent years [3,
83, 84, 85, 86, 87, 88]. One of the main goals of the present work is to relate the latter theory to
the , approximation, which is carried out in Sec. 2.3.
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A number of numerical comparisons between Green’s function-based and wavefunction-based
techniques for charged excitation energies have been carried out in recent years. In particular, com-
parisons between the, approximation and wavefunction-based techniques have been performed
for one-dimensional lattice models [89], for a test set of 24 organic acceptor molecules [90], for
oligoacenes [91], and for a test set of 100 molecules [92, 93]; the latter test set is known as the
,100, introduced in Ref.[94], and forms the basis of our numerical study in Sec. 3.3.
In light of recent efforts to bring the systematic improvability of wavefunction-based theories
into the solid state [95, 5, 96, 97, 98, 99, 100, 3, 13, 1], we believe it timely to establish the re-
lationship, both formally and numerically, between popular wavefunction approaches and Green’s
function approaches – the latter of which has dominated solid-state electronic structure. Future
work in both Green’s function-based and wavefunction-based approaches can benefit from the
analysis and results of the present work.
The layout of this article is as follows. In Sec. 2.2, we provide the requisite theoretical back-
ground associated with general features of the one-particle Green’s function, the , approxima-
tion to the self-energy, and equation-of-motion coupled-cluster theory. In Sec. 2.3, we perform a
detailed diagrammatic comparison of the two methods, comparing separately their Green’s func-
tions and self-energies. In Sec. 3.3, we use equation-of-motion coupled-cluster theory to calcu-
late ionizations potentials and electron affinities of the ,100 test set, and evaluate a number of
accurate but efficient approximations, which are straightforwardly analyzed with the previously
introduced diagrammatic description. In Sec. 3.4, we conclude with an outlook for future develop-
ments.
2.2 Theory
2.2.1 The one-particle Green’s function
The one-particle time-ordered Green’s function is defined by [101, 67]
8 ?@ (l) =
∫
3 (C1 − C2)48l(C1−C2) 〈Ψ0 |) [0̂? (C1)0̂†@ (C2)] |Ψ0〉 (2.1)
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where ) is the time-ordering operator, Ψ0 is the exact interacting ground state, and ?, @ index a
complete set of single-particle spin-orbitals. The irreducible self-energy matrix (l) satisfies the
relation G(l) = [l − f − (l)]−1, where f is the matrix associated with some one-body (mean-
field) operator such that  contains the remaining effects of the electronic interactions. Although in
practice, f is commonly the Kohn-Sham matrix of density functional theory, here we consider it to
be the Fock matrix and will let ?, @, A, B index the canonical Hartree-Fock (HF) orbitals, such that
f is diagonal: 5?@ = Y?X?@. Following convention, indices 8, 9 , :, ; are used for the =occ occupied
orbitals in the HF determinant and 0, 1, 2, 3 for the =vir virtual (unoccupied) orbitals; in total there
are " = =occ + =vir orbitals.
2.2.2 The GW approximation
The charged excitation energies (ionization potentials and electron affinities) occur at the poles
of the Green’s function, i.e. they are the self-consistent eigenvalues of a frequency-dependent one-
particle matrix H(l): ∑
@
?@ (l = =)'=@ = ='=?, (2.2)
with







Figure 2.1: Lowest-order time-ordered (Goldstone) ring diagrams appearing in the hole (h) and
particle (p) contributions to the self-energy, for occupied orbitals 8, 9 . The dashed lines only serve
to indicate the connectivity in a Goldstone diagram for the Green’s function.
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 (r1, r2;l + l′)
×,2 (r2, r1;l′),
(2.4)
where ,2 = , − E is the correlation part of the screened interaction; recall that the bare ex-
change term has been included (self-consistently) in the Fock operator f. The dielectric function
that screens the Coulomb interaction is evaluated with the random-phase approximation (RPA),
corresponding to a resummation of all ring diagrams contributing to the polarization propagator;
furthermore, all vertex corrections are neglected. Henceforth, we limit the discussion to the non-
self-consistent 0,0 approximation, where 0 and,0 are evaluated in a “one-shot” manner using
the orbitals and orbital energies of the mean-field problem (in this case, HF). In a finite single-
particle basis set, the frequency integration can be done analytically to show that the self-energy
has separate hole (h) and particle (p) contributions [102, 103, 104],



















l − (Y2 +Ωa) + 8[
]}
,
which are associated with the two possible time orderings (Goldstone diagrams) of the correspond-
ing Feynman diagram for the self-energy, i.e. Σ?@ (C2 − C1) with C2 > C1 or with C2 < C1. Expressed
in terms of time-ordered Goldstone diagrams, the lowest-order ring diagrams appearing in the hole
and particle contributions to the , self-energy are shown in Fig. 2.1, for the single-particle in-
dices 8, 9 in the occupied orbital subspace. The poles of the , self-energy occur at l = Y: − Ωa
and l = Y2 + Ωa, i.e. at sums and differences of the orbital energies Y? and neutral excitation
energies Ωa. For future reference, we note that – in gapped molecules and materials – the particle
contribution to the self-energy of hole states is only weakly dependent on frequency, because the
quasiparticle energy l ≈ Y: is far from the poles at Y2 + Ωa; the separation is roughly twice the
gap.
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The transition amplitudes associated with the poles of the self-energy are given by
"a?@ =
∫
3x13x2 da (x1)A−112 q
∗
? (x2)q@ (x2) (2.6)
where
da (x) = 〈Ψ0 |=̂(x) |Ψa〉 =
∑
?@
q∗? (x)q@ (x)〈Ψ0 |0̂†? 0̂@ |Ψa〉 (2.7)
is the transition density of the neutral excited state Ψa.
The level of theory used to construct the polarizability determines the energies Ωa and wave-
































-a08 〈8? |0@〉 + . a08 〈0? |8@〉
]
, (2.9)




? (x1)q∗@ (x2)A−112 qA (x1)qB (x2)
and x is a combined spin and spatial variable.
Specifically using time-dependent HF theory, the A and B matrices (each of dimension =occ=vir×
=occ=vir) have elements
08,1 9 = (Y0 − Y8)X01X8 9 + 〈0 9 | |81〉, (2.10a)
08,1 9 = 〈8 9 | |01〉. (2.10b)
where the anti-symmetrized two-electron integrals are 〈?@ | |AB〉 ≡ 〈?@ |AB〉 − 〈?@ |BA〉. Using the
more conventional time-dependent Hartree dielectric function yields the same structure, but ne-
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glects the exchange integrals in the A and B matrices; this corresponds to the common version of
the RPA and the one used in the , approximation. The RPA eigenvalues come in positive- and
negative-energy pairs, comprising only =occ=vir distinct eigenvalues; thus there are "=occ=vir poles
in the , self-energy.
In the form given here, the solution of the RPA eigenvalue problem in Eq. (2.8) highlights the
canonical #6 scaling of the , approximation [103, 105], which is identical to that of EOM-
CCSD. This , scaling comes from the need to calculate all RPA eigenvalues in order to reliably
calculate just one quasiparticle energy in Eq. (2.5). Alternative formulations can reduce this scal-
ing.
2.2.3 Equation-of-motion coupled-cluster theory
Equation-of-motion coupled-cluster theories start from the ground-state CC wavefunction, |Ψ〉 =
4)̂ |Φ〉, where the cluster operator )̂ creates neutral excitations with respect to the reference deter-
minant |Φ〉,















0̂ 9 0̂8 + . . . (2.11)
The ground-state energy and cluster amplitudes are determined by the conditions
CC = 〈Φ|̄ |Φ〉 (2.12a)
0 = 〈Φ08 |̄ |Φ〉 (2.12b)
0 = 〈Φ018 9 |̄ |Φ〉 (2.12c)
and so on, where |Φ0
8
〉 = 0̂†0 0̂8 |Φ〉, etc. and ̄ ≡ 4−)̂ ̂4)̂ is a similarity-transformed Hamiltonian.
As seen above, the reference determinant is the right-hand eigenvector of ̄. Because ̄ is non-
Hermitian, it has distinct left-hand and right-hand eigenvectors for each eigenvalue; for the ground
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state, the left-hand eigenvector of ̂ is given by
〈Ψ̃0 | = 〈Φ| (1 + Λ̂)4−)̂ , (2.13)




















0̂1 0̂0 + . . . (2.14)
Charged excitation energies in EOM-CC are calculated as eigenvalues of a ̄ in a finite basis
of (# ± 1)-electron Slater determinants; (# − 1)-electron excitation energies are calculated via
the ionization potential (IP) framework and (# + 1)-electron excitation energies via the electron
affinity (EA) framework [81, 82, 79, 80]. For example, the IP-EOM-CC energies are determined
by
(CC − ̄) '̂#−1(=) |Φ〉 = Ω#−1= '̂#−1(=) |Φ〉 (2.15)
'̂#−1(=) = '̂#−11 (=) + '̂
#−1









A08 9 (=)0̂†0 0̂ 9 0̂8 + . . .
(2.16)




= is the negative of a many-body ionization potential and corresponds to
an exact pole of the one-particle Green’s function. Again, ̄ has distinct left-hand eigenvectors,
〈Φ| !̂#−1(=) (CC − ̄) = 〈Φ| !̂#−1(=)Ω#−1= (2.17)
!̂#−1(=) = !̂#−11 (=) + !̂
#−1












0̂8 + . . .
(2.18)
The left-hand and right-hand eigenstates of the untransformed ̂ are then given by
|Ψ#−1= 〉 = 4)̂ '̂#−1(=) |Φ〉 (2.19)
〈Ψ̃#−1= | = 〈Φ| !̂#−1(=)4−)̂ (2.20)
and form a biorthogonal set. With appropriate normalization, the eigenstates yield a resolution-of-
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4)̂ '̂#±1(=) |Φ〉〈Φ| !̂#±1(=)4−)̂ .
(2.21)
As first done by Nooijen and Snijders [81, 82], this enables an algebraic Lehmann representation
of the Green’s function, which (as usual) separates into IP and EA contributions due to the time-





l −Ω#−1= + 8[
, (2.22a)
k̃@ (=) = 〈Φ| (1 + Λ̂)4−)̂ 0̂†@4)̂ '̂#−1(=) |Φ〉, (2.22b)
k? (=) = 〈Φ| !̂#−1(=)4−)̂ 0̂?4)̂ |Φ〉. (2.22c)
Using conventional many-body techniques for the )̂ , '̂, and Λ̂ operators enables separate di-
agrammatic expansions of the IP and EA contributions to the Green’s function [81, 82], which
is properly size extensive as a sum of connected diagrams. In particular, using IP-EOM-CCSD,
the IP Green’s function is given as the sum over all time-ordered (Goldstone) diagrams for which
cutting the diagram after each endpoint or vertex always leaves a sum of disconnected diagrams
at previous times, each of which has no more than two electron and two hole open propagator
lines. Based on the outcome of this procedure, components of each diagram can be classified as
belonging to the cluster operators )̂=, the EOM operators '̂=, or the de-excitation operators Λ̂= (in
Refs.[81, 82], these operators are designated more precisely as )̂=, (̂
(?)
= (l), and '̂(?@)= (l) respec-
tively). Importantly in this construction, at each order in perturbation theory, all time-orderings
of a given Feynman diagram are not included.
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R1 T2R1 R2 R1 R1 R2 R2 R1 T2 
T2R1 
R2 R1 
R1 R2 R3 Λ2 
(d) (e) 
(a) (b) (c) 
Figure 2.2: The only five third-order Goldstone diagrams contributing to IP
8 9
originating from
Σ8 9 (C1, C2) with C1 < C2, in the , approximation. Only (a), (b), and (c) are included in the
EOM-CCSD Green’s function; all five are included in the EOM-CCSDT Green’s function. Time
increases from left to right.
2.3 Comparing the GW approximation and EOM-CC theory
2.3.1 Comparing the Green’s function
We first compare the time-ordered Goldstone diagrams appearing in the Green’s function of
the , approximation and EOM-CC theory. By construction, the first-order terms in the Green’s
function are vanishing. At second order, there are ten Feynman diagrams arising from six diagrams
for the proper self-energy, only two of which are not accounted for by a self-consistent HF calcula-
tion. The , Green’s function includes only one of these two diagrams, with a single ring, which
translates to 4! = 24 Goldstone diagrams, all of which are included in the EOM-CCSD Green’s
function. However, the EOM-CCSD Green’s function also includes all Goldstone diagrams asso-
ciated with the second-order exchange diagram (another 24 Goldstone diagrams). Therefore, as is
well known, the EOM-CCSD Green’s function is correct through second order, and thus exact for
two-electron problems; the , Green’s function is not.
At third order, the comparison is more complicated. Again, the , Green’s function con-
tains one irreducible Feynman diagram, which includes two rings leading to 5! = 120 Goldstone
diagrams. For simplicity of analysis, we focus on IP diagrams (C1 < C2) in the occupied orbital
subspace, IP
8 9
(C1, C2), generated by the hole part of the self-energy, i.e. Σ8 9 (C1, C2) with C1 < C2.
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The , approximation produces five such Goldstone diagrams, only three of which are included
in the EOM-CCSD Green’s function. When cut after the second interaction, diagrams (d) and (e)
produce, at earlier times, a connected diagram in the 3-hole+2-particle (3h2p) space, which is in-
cluded in the EOM-CCSDT Green’s function, but not the EOM-CCSD one. In contrast, diagrams
(b) and (c) also have a 3h2p configuration, but one that is generated by the disconnected product of
the )2 [2-hole+2-particle (2h2p)] and '1 [1-hole (1h)] operators. Therefore, some of the non-TDA
, diagrams are included in the EOM-CCSD Green’s function, but not all of them.
The above analysis is straightforward to generalize to higher order, and we find that the irre-
ducible part of the EOM-CCSD Green’s function at =th order contains only a vanishing fraction
of the ring diagrams included in the , Green’s function; at =th order, the fraction of diagrams
included is $ (1/=). (Of course, a large number of reducible Green’s function diagrams are in-
cluded at =th order, due to combinations of low-order diagrams.) In spite of this apparent flaw
of EOM-CCSD theory, we emphasize that the EOM-CCSD Green’s function contains many other
non-ring diagrams that are not contained in the , approximation. For example, three third-order
diagrams corresponding to various particle-particle and particle-hole ladders are shown in Fig. 2.3.
Diagrams (a) and (c) include vertex corrections to the self-energy and diagram (b) includes a vertex
correction to the polarization propagator.
The behavior we have described should be compared to the enumeration of Goldstone diagrams
for the correlation energy (the vacuum amplitude): in this context, ground-state CCSD includes
ring diagrams with all possible time orderings, completely encompassing those diagrams contained
R1 R2 R2 R1 
(a) (b) (c) 
R1 R2 R2 R1 R1 R2 R2 R1 
Figure 2.3: Three example third-order Goldstone diagrams contributing to the IP part of the EOM-
CCSD Green’s function with C1 < C2, which are not included in the , Green’s function. All
diagrams shown are generated by the EOM (2h1p) formalism, independent of coupled-cluster
theory. Time increases from left to right.
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in the RPA [64, 66]. Similarly, one of us (T.C.B.) has recently shown that the frequency-dependent
polarizability calculated with neutral-excitation EOM-CCSD encompasses all diagrams contained
in the (dynamical) RPA [106, 107]. The difference observed here for the one-particle Green’s
function can be traced to the need for the EOM-CC operators to simultaneously describe screening
and free-particle propagation, as exemplified in diagrams (d) and (e) in Fig. 2.2. For exactly this
reason, the CCSD correlation energy is not recovered from the EOM-CCSD Green’s function, as










Because of Eq. (2.23), there is no EOM-ring-CCD Green’s function that produces the RPA cor-
relation energy. The above can roughly be viewed as a reminder that although the CCSD energy
is exact to third order in perturbation theory, the EOM-CCSD energies are only exact to second
order. However, the EOM-CCSD Green’s function does yield the CCSD reduced density matrix






# = Tr {1CCSD} . (2.25)
Therefore, despite the error in the individual poles of the EOM-CCSD Green’s function, some
“sum rules” are satisfied.
In this section, we have compared the Green’s functions generated by EOM-CC and the ,
approximation. A more direct connection with the , approximation and related time-dependent
diagrammatic methods can be made by directly targeting an EOM-CC self-energy or polarization
propagator; work along these lines is currently in progress in our group. However, an approximate
algebraic self-energy can be worked out directly from the EOM-CC eigenvalue problem, which we
turn to next.
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2.3.2 Comparing the self-energy
For the remainder of the article, we will only consider IP-EOM-CCSD; the results for EA-
EOM-CCSD are completely analogous. We introduce the normal-ordered Hamiltonian, with re-
spect to the HF reference, ̂N ≡ ̂ − HF and its similarity-transformed variant ̄N ≡ ̄ − CC.




〈Φ8 |̄N |Φ:〉 〈Φ8 |̄N |Φ1:;〉
〈Φ0
8 9
|̄N |Φ:〉 〈Φ08 9 |̄N |Φ1:;〉
ª®®¬ ; (2.26)
In this section, we will show that the , excitation energies are closely related to the eigenvalues
of the approximated matrix
H̄CC, = −
©­­«
〈Φ8 |4−)̂2 5̂N4)̂2 |Φ:〉 〈Φ8 |̄N |Φ1:;〉
〈Φ0
8 9
|̄N |Φ:〉 〈Φ08 9 |N |Φ1:;〉
ª®®¬ , (2.27)
where 5̂N is the normal-ordered Fock operator, )̂1 = 0 everywhere, the )̂2 amplitudes satisfy an
approximate version of Eq. (2.12c) known as “ring-CCD” [64, 66], and the untransformed Hamil-
tonian ()̂2 = 0) is used in the doubles-doubles block.
If desired, antisymmetrization can further be removed from most two-electron integrals leading
to the use of “direct ring-CCD” [64, 66] in the one-hole space combined with a more conventional
TDH treatment of screening in the two-hole+one-particle. However, we keep antisymmetrization
throughout, which makes the theory manifestly self-interaction free, while retaining only the es-
sential ingredients of the , approximation.
Using a Löwdin partitioning [108], the eigenvalues of the Hamiltonian in Eq. (2.27) can be
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found self-consistently for the frequency-dependent matrix









<= |̄ |Φ 9 〉




where 2h1p(l) is a specific time-sequence of the three-particle Green’s function,
[2h1p]01:;<= (l) = −8
∫
3C48lC 〈Φ0 | [0̂†0 0̂: 0̂;] (0) [0̂†1 0̂< 0̂=] (C) |Φ0〉








this Green’s function describes propagation in the 2h1p subspace generated by the projection op-
erator P. The self-consistent eigenvalue problem defined in Eq. (2.28) is analogous to that of the
, approximation defined in Eqs. (2.3) and (2.5). There are two significant differences that orig-
inate from the treatment of time-ordering in EOM-CC theory. First, the particle contribution to
the self-energy of the IP part of the Green’s function Σ̃p
8 9
is frequency-independent; analogously,
in EA-EOM-CC, the hole contribution to the self-energy of the EA part of the Green’s function is
frequency-independent. However, as discussed above, the frequency dependence of these terms –
when calculating the respective excitation energy – is typically very weak. Second, the effective
self-energy in IP-EOM-CC (resp. EA-EOM-CC) only has matrix elements in the occupied (vir-
tual) orbital space; this is in contrast to the self-energy in any proper diagrammatic theory, which
has matrix elements in the entire orbital space. We emphasize that neither of these differences re-
flects an approximation, but only a difference in formalism; diagrammatically-defined self-energy
theories and EOM-CC can both be made exact in their appropriate limits, while retaining their
respective (different) mathematical structures.
To summarize the structure of this effective “self-energy” from an EOM-CC-based theory: for
the IPs, the forward time-ordered self-energy (the hole contribution) arises from coupling between
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Figure 2.4: Goldstone self-energy diagrams arising from the different sectors of the IP-EOM-
CCSD similarity-transformed Hamiltonian. The )̂2-transformed Fock operator in the 1h space
generates a frequency-independent screened-exchange self-energy Σ̃p
8 9
. The )̂2-transformed repul-
sion integral,80:; , which couples the 1h and 2h1p spaces, generates non-Tamm-Dancoff screening
on top of the Tamm-Dancoff ring and ladder diagrams generated in the 2h1p space; this leads to a
frequency-dependent screened-exchange self-energy Σ̃h
8 9
(l).
tion) arises from the similarity transformation of the Fock operator in the 1h subspace; this behavior
is shown schematically in Fig. 2.4. In the , language, both of these effects can be viewed as
giving rise to screening of the quasiparticle excitations. From this point of view, we observe that
the IP-EOM-CISD methodology [109], obtained by setting )̂1 = )̂2 = 0 in IP-EOM-CCSD, only
includes one of the two time orderings, each diagram of which is fully forward-time-ordered in
the TDA sense. Finally, we note that the true CCSD self-energy can be straightforwardly obtained
numerically, by calculating both the IP and EA Green’s functions and using Dyson’s equation,






Naturally, the frequency-dependent matrix l − f − (l) will have eigenvalues given exactly by
the IP/EA-EOM-CCSD excitation energies, as well as the proper analytical (frequency-dependent)
structure.
We now proceed to make the comparison between the approximate IP-EOM-CCSD of Eq. (2.27)
and the , approximation more explicit. First, we consider the frequency-dependent hole contri-
bution Σh
8 9
(l). The 2h1p Green’s function can be expressed in two ways: first, as a perturbative
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] ? |Φ1<=〉 (2.31)
where '̂0(l) =
[
l − (− 5̂N)
]−1
is the resolvent of the Fock operator and +̂N = ̂N − 5̂N is the










where 2h1pa is an eigenvalue of the 2h1p block of the Hamiltonian 〈Φ0:; | (−̄N) |Φ
1
<=〉 with eigen-







〉. Notably, the set of diagrams contained in 2h1p is identically
those included in the two-particle-hole TDA theory of the self-energy [71], mentioned in the intro-
duction. The CC self-energy goes beyond the TDA diagrams via the outer vertices, i.e. the matrix
elements of the similarity-transformed Hamiltonian, which can be evaluated to give












〈80 | |4 5 〉C4 5
:;
(2.33a)
〈Φ1<= |̄ |Φ 9 〉 = 〈<=| | 9 1〉, (2.33b)
leading to the self-energy





,80:; [2h1p]01:;<= (l)〈<=| | 9 1〉. (2.34)
Viewing , as a screened Coulomb interaction leads to the set of diagrams shown in Fig. 2.4. The
construction of the intermediate , has a non-iterative #6 cost, which is usually swamped by the
iterative #5 cost of subsequent matrix-vector multiplies during Davidson diagonalization.
The use of exact CCSD amplitudes in Eq. (2.33a) includes many beyond-, insertions in the
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polarization propagator. However, as discussed, the closest comparison can be made when the )̂2
amplitudes solve the approximate ring-CCD equations,
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Iteration of these equations adds higher-order non-TDA ring diagrams in the self-energy, very
much like in the, approximation. However, consistent with the analysis presented in Sec. 2.3.1,
the non-TDA diagrams are generated in an asymmetric and incomplete manner.
Beyond this issue of non-TDA diagrams on the later-time side of the self-energy, the approx-
imation described so far has three additional qualitative differences from the , approximation.
First, the presence of antisymmetrized vertices generates many exchange diagrams not included in
the conventional , approximation. In particular, the “exterior” antisymmetrization is responsi-
ble for some of the self-energy diagrams that are in the second-order screened exchange (SOSEX)
approach [110] and “interior” antisymmetrization yields particle-hole ladders that improve the
quality of the polarization propagator. Second, the 2h1p Green’s function includes the interaction
between two holes in the intermediate 2h1p state, leading to hole-hole ladder insertions, which are
vertex corrections beyond the structure of the , self-energy. Third, the final term in Eq. (2.33a)
can be shown to produce mixed ring-ladder diagrams that are not included at the , or SOSEX
levels of theory.
Finally, we consider the frequency-independent particle contribution to the self-energy. In IP-









〈8: | |01〉C10: 9 , (2.36)
which can be represented by the single diagram shown in Fig. 2.4. This diagram must be evalu-
ated as a scalar without frequency dependence according to the usual diagrammatic rules of time-
independent perturbation theory [63]. With this interpretation, the iteration of the ring-CCSD
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equations again generates all TDA-screening diagrams plus an asymmetric subset of non-TDA
screening diagrams. Antisymmetrization is responsible for subsets of both , and SOSEX dia-
grams.
2.4 Application of EOM-CCSD to the ,100 test set
Having established the formal relation between EOM-CCSD and the , approximation, we
now present a numerical comparison. In particular, we will study the so-called,100 test set [94],
comprising 100 small- to medium-sized molecules with up to 66 active electrons in 400 spatial or-
bitals. The ,100 test set was introduced by van Setten and co-authors [94] in order to provide
a simple and controlled class of problems with which to compare theoretical and computational
approximations of ,-based implementations. This important research agenda aims to enforce
reproducibility within the community and highlight the successes and limitations of the aforemen-
tioned time-dependent diagrammatic techniques, thereby identifying avenues for future research.
The ,100 has been studied by a number of different groups [94, 92, 93, 111, 112].
In addition to providing results and analysis for conventional IP- and EA-EOM-CCSD exci-
tation energies, we will also consider a number of approximations. These approximations make
the computational cost more competitive with that of the , approximation and – in light of the
previous sections – many of them can be understood as selective inclusion of certain diagrams.
These approximations are described in the next section. Some of these approximations have been
investigated and compared for charged excitations [113, 114, 46] and for neutral electronic excita-
tions [45, 115].
2.4.1 Approximations to EOM-CCSD
As mentioned previously, in their canonical forms, the , approximation and the IP/EA-
EOM-CCSD formalism both scale as #6. For the latter class of methods, this scaling originates
from the solution of the ground-state CCSD equations, while the subsequent ionized EOM eigen-
value problem exhibits only #5 scaling (with relatively cheap, non-iterative #6 steps associated
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with construction of the intermediates). For this reason, a natural target for approximations leading
to reduced cost is the ground-state calculation. Despite the distinction we draw between ground-
state and excited-state approximations, we note that the results of the previous section have shown
that the determination of the )-amplitudes via ground-state CCSD directly affects the diagrams
contributing to the one-particle Green’s function.
MBPT2 ground state. The most severe approximation to the ground state is that of second-
order many-body perturbation theory (MBPT2). For a canonical Hartree-Fock reference, which
we use throughout this work, this is equivalent to second-order Møller-Plesset perturbation theory
(MP2). In this approach, )̂1 = 0 and the )̂2 amplitudes are approximated by
C018 9 ≈
〈01 | |8 9〉
Y8 + Y 9 − Y0 − Y1
. (2.37)
Due to the transformation from atomic orbitals to molecular orbitals, an MBPT2 calculation scales
as #5 and so the use of MBPT2 amplitudes in an IP/EA-EOM calculation leads to overall #5
methods for ionization potentials and electron affinities. Following Refs.[116, 117, 45], we call
this method EOM-MBPT2; the same method has also been referred to as EOM-CCSD(2) [118].
CC2 ground state. A popular approximation to reduce the cost of CCSD is the CC2 model [119].
In this technique, the )̂1 amplitude equations are unchanged from those of CCSD, while the )̂2 am-
plitude equations (2.12c) are changed such that )̂2 only connects to the Fock operator
0 = 〈Φ018 9 |4−)̂1 ̂N4)̂1 + 4−)̂2 5̂N4)̂2 |Φ〉. (2.38)
This leads to approximate )̂2 amplitudes that are very similar to those of MBPT2,
C018 9 ≈
〈01 | |8 9〉
Y8 + Y 9 − Y0 − Y1
, (2.39)
where 〈01 | |8 9〉 ≡ 〈Φ01
8 9
|4−)̂1 ̂N4)̂1 |Φ〉 are )̂1-transformed two-electron integrals. Like MBPT2, the
CC2 approximation removes the )̂2 contractions responsible for #6 scaling and is thus an iterative
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#5 technique. While CC2 treats dynamical correlation at essentially the same level as MBPT2,
the full treatment of single excitations generated by )̂1 allows orbital relaxation, which should be
beneficial in cases where the HF determinant is suboptimal.
Linearized CCSD. The final ground-state approximation that we consider is linearized CCSD
(linCCSD) [120], which is the least severe approximation to CCSD. In this approach, all quadratic
products of the CCSD amplitudes are neglected in the amplitude equations. In diagrammatic lan-
guage, this approximation neglects many – but not all – of the non-TDA diagrams in the Green’s
function; for example, the third-order non-TDA diagrams shown in Fig. 2.2(b) and (c) are included
even when the amplitude equations are linearized. The non-TDA time-ordering is a result of the
combination of '̂1 and )̂2, rather than of nonlinear terms in the )̂2 equations. Although linearized
CCSD still scales as #6, the method is more amenable to parallelization [120], which may be
desirable for large systems or solids [2, 100, 1, 13].
Excited state approximation. After the ground-state calculation, the most expensive contribu-
tion to an EOM-CCSD calculation comes from the large doubles-doubles block of the similarity-
transformed Hamiltonian. A natural approximation then is to replace the doubles-doubles block
by simple orbital-energy differences,
〈Φ08 9 |̄N |Φ1:;〉 ≈ (Y0 − Y8 − Y 9 )X01X8:X 9 ; , (2.40)
leading to a diagonal structure and a straightforward Löwdin partitioning. Naturally, this approach
is only reasonable for principle charged excitations with a large weight in the singles (one-hole or
one-particle) sector.
This partitioned variant of EOM-CCSD theory still exhibits #5 scaling after the )̂-amplitudes
are determined, but requires the construction and storage of far fewer integral intermediates. For-
mally, this approximate partitioning technique can be combined with any treatment of the ground-
state CC equations, though it only makes practical sense for approximate ground-state calcula-
tions whose cost does not overwhelm that of the EOM calculation. We will combine the approxi-
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mate partitioning technique with MBPT2 and CC2 ground states, denoting the results as P-EOM-
MBPT2 and P-EOM-CC2, respectively.
As first discussed in Ref.[116], the P-EOM-MBPT2 method is formally very close to the non-
self-consistent second-order Green’s function technique (GF2), where the self-energy is composed
of second-order ring and exchange diagrams [75, 121]. When applied exactly as described, P-
EOM-MBPT2 actually includes a few third-order self-energy diagrams – as can be seen in Fig. 2.4.
These can be removed by also neglecting the )̂-amplitudes in the screened Coulomb interaction
,80:; that couples the 1h and 2h1p space, given in Eq. (2.33a). However, this additional ground-
state correlation is found to be responsible for a remarkable improvement in the accuracy of P-
EOM-MBPT2 when compared to GF2.
With respect to the hierarchy of linear-response CC2 methods described in Ref.[122], the
EOM-CC2 method described here is equivalent to IP-CCSD[f]CC2 and the P-EOM-CC2 method is
between IP-CCSD[0]CC2 and IP-CCSD[1]CC2.
2.4.2 Numerical details
We have applied the above methods to calculate the first few principle ionization potentials
and electron affinities for the molecules in the ,100 test set. Followings Refs.[92, 93], we
work in the localized-orbital def2-TZVPP basis set [123], using corresponding pseudopotentials
for elements in the fifth and sixth row of the periodic table; core orbitals were frozen in all calcula-
tions. While this choice of basis is a good trade-off between cost and accuracy, our results are not
converged with respect to the basis set and should not be compared directly to experiment or to cal-
culations in other basis sets, such as plane-wave based , calculations [111, 112]. Instead, these
calculations can be directly compared to preexisting ionization potentials in the same basis [92,
93]. More importantly, our calculations are internally consistent; the main purpose of this section
is to benchmark the accuracy of cost-saving approximations to EOM-CCSD and demonstrate the
utility of EOM-CCSD techniques for excited-state properties of benchmark data sets. Extrapola-
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Figure 2.5: Comparison of ionization potentials predicted by IP-EOM-CCSD compared to those
predicted by ΔCCSD(T) from Ref.[92]. Errors with respect to the latter are presented as a scat-
ter plot (left) and histogram (right). Four molecules with errors exceeding 0.5 eV are explicitly
labeled.
future work.
An advantage of the IP/EA-EOM-CCSD approaches is an avoidance of open-shell calculations
for charged molecules. As such, all of our calculations were performed using a spin-free imple-
mentation based on a closed-shell restricted HF reference, and free of spin contamination. All
calculations were performed using the PySCF software package [124].
Recent work [111] has identified two molecules from the original,100 test set with incorrect
geometries: vinyl bromide and phenol. For consistency with previously published results, we have
performed calculations on the original geometries.
2.4.3 Comparison to ΔCCSD(T) ionization potentials
We first aim to establish the accuracy of EOM-CCSD for the ,100 test set. As a ground-
state theory, CCSD with perturbative triples [CCSD(T)] represents the ‘gold standard’ for weakly-
correlated medium-sized molecules [125] and scales as #7, which is more expensive than any
method considered here. At this high level of theory, the first IP of each molecule has been calcu-
lated by Krause et al. [92], as a difference in ground-state energies between neutral and charged
molecules – the so-called ΔCCSD(T) scheme. Higher-energy IPs and EAs, in particular those with
the same symmetry as the first, cannot be calculated using this approach
In Fig. 2.5, we show the comparison between IPs predicted by ΔCCSD(T) and IP-EOM-CCSD.
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The IP-EOM-CCSD values exhibit a signed mean error (ME) of −0.01 eV and a mean absolute
error (MAE) of 0.09 eV. The small mean error indicates that the errors are not systematic. Only
four molecules, identified in Fig. 2.5 have errors larger than 0.5 eV, suggesting that IP-EOM-CCSD
represents a good approximation to ΔCCSD(T), at least for the molecules included in the ,100.
The most fair comparison, based on diagrams generated, is to the 0,0 approximation based on
a HF reference (0,0@HF). As reported by Caruso et al. [93], such an approach overestimates
IPs, leading to a ME of 0.26 eV and a MAE of 0.35 eV. Interestingly, this is significantly better
than the more popular (at least in the solid state) 0,0 approximation based on a PBE starting
point (0,0@PBE), which severely and systematically underestimates IPs, leading to a ME of
−0.69 eV and a MAE of 0.69 eV [93].
2.4.4 Electron affinities and higher-energy excitations
By construction, EOM-CCSD can straightforwardly predict higher-energy ionization poten-
tials, corresponding to more deeply-bound electrons, as well as the first and higher electron affini-
ties. In order to provide a larger set of benchmark data for the , community, in Tab. 2.1 we
report the first three occupied and unoccupied quasiparticle energies (i.e. the negative of the first
three IPs and EAs with large quasiparticle weights) for each molecule in the ,100 test set, as
calculated by IP- and EA-EOM-CCSD, and accounting for their multiplicities.
Formula Name HOMO-2 HOMO-1 HOMO LUMO LUMO+1 LUMO+2
He helium −24.51 (×1) 22.22 (×1) 39.82 (×3) 166.90 (×1)
Ne neon −48.33 (×1) −21.21 (×3) 20.84 (×1) 21.87 (×2) 74.27 (×3)
Ar argon −29.58 (×1) −15.63 (×2) 14.73 (×3) 17.19 (×4) 20.69 (×1)
Kr krypton −27.14 (×1) −13.98 (×3) 10.41 (×2) 12.24 (×4) 18.78 (×1)
Xe xenon −23.67 (×1) −12.23 (×3) 7.72 (×3) 8.91 (×3) 12.29 (×1)
H2 hydrogen −16.40 (×1) 4.22 (×1) 8.05 (×1) 16.04 (×1)
Li2 lithium dimer −63.39 (×1) −63.38 (×1) −5.27 (×1) −0.12 (×1) 0.99 (×2) 1.00 (×1)
Na2 sodium dimer −37.24 (×2) −37.21 (×1) −4.94 (×1) −0.26 (×1) 0.60 (×2) 0.78 (×1)
Na4 sodium tetramer −36.60 (×1) −5.59 (×1) −4.25 (×1) −0.53 (×1) −0.10 (×1) 0.10 (×1)
Na6 sodium hexamer −36.52 (×1) −5.68 (×1) −4.37 (×2) −0.49 (×1) −0.34 (×2) −0.07 (×1)
K2 potassium dimer −23.83 (×2) −23.77 (×1) −4.08 (×1) −0.32 (×1) 0.77 (×1) 0.83 (×2)
Rb2 rubidium dimer −20.09 (×2) −20.02 (×1) −3.93 (×1) −0.37 (×1) 0.18 (×1) 0.35 (×1)
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N2 nitrogen −18.84 (×1) −17.21 (×1) −15.60 (×1) 3.05 (×2) 8.97 (×1) 9.47 (×1)
P2 phosphorus dimer −14.79 (×1) −10.75 (×1) −10.59 (×1) −0.10 (×2) 3.47 (×1) 6.30 (×1)
As2 arsenic dimer −14.64 (×1) −10.14 (×1) −9.91 (×2) −0.26 (×1) 3.31 (×1) 6.88 (×1)
F2 fluorine −21.09 (×1) −18.85 (×1) −15.53 (×1) 0.39 (×1) 15.34 (×1) 15.34 (×1)
Cl2 chlorine −15.98 (×1) −14.41 (×1) −11.46 (×2) −0.19 (×1) 9.10 (×1) 10.03 (×1)
Br2 bromine −14.44 (×1) −12.89 (×1) −10.54 (×1) −0.94 (×1) 7.05 (×1) 7.09 (×1)
I2 iodine −12.76 (×1) −11.38 (×2) −9.55 (×2) −1.50 (×1) 5.10 (×1) 5.15 (×1)
CH4 methane −23.38 (×1) −14.38 (×3) 3.45 (×1) 5.79 (×3) 7.88 (×3)
C2H6 ethane −13.05 (×1) −12.71 (×1) −12.71 (×1) 3.11 (×1) 4.21 (×1) 5.24 (×2)
C3H8 propane −12.25 (×1) −12.12 (×1) −12.05 (×1) 2.95 (×1) 4.13 (×1) 4.32 (×1)
C4H10 butane −11.92 (×1) −11.81 (×1) −11.56 (×1) 2.88 (×1) 3.46 (×1) 4.12 (×1)
C2H4 ethlyene −14.91 (×1) −13.11 (×1) −10.69 (×1) 2.63 (×1) 3.94 (×1) 4.60 (×1)
C2H2 ethyne −19.13 (×1) −17.23 (×1) −11.55 (×2) 3.50 (×2) 3.58 (×1) 4.53 (×1)
C4 tetracarbon −14.65 (×1) −11.46 (×1) −11.27 (×1) −2.36 (×1) −0.01 (×1) 1.71 (×1)
C3H6 cyclopropane −13.14 (×1) −10.86 (×1) −10.85 (×1) 3.46 (×1) 3.96 (×1) 4.10 (×1)
C6H6 benzene −12.14 (×2) −9.32 (×1) −9.32 (×1) 1.78 (×2) 3.11 (×1) 4.00 (×2)
C8H8 cyclooctatetraene −10.01 (×1) −10.00 (×1) −8.40 (×1) 0.79 (×1) 2.52 (×1) 2.54 (×1)
C5H6 cyclopentadiene −12.52 (×1) −11.03 (×1) −8.69 (×1) 1.77 (×1) 3.27 (×1) 4.06 (×1)
C2H3F vinyl fluoride −14.79 (×1) −13.86 (×1) −10.60 (×1) 2.80 (×1) 3.93 (×1) 4.34 (×1)
C2H3Cl vinyl chloride −13.21 (×1) −11.65 (×1) −10.13 (×1) 2.12 (×1) 3.49 (×1) 3.84 (×1)
C2H3Br vinyl bromide −13.38 (×1) −10.71 (×1) −9.29 (×1) 2.02 (×1) 3.55 (×1) 4.27 (×1)
C2H3I vinyl iodide −11.71 (×1) −9.92 (×1) −9.36 (×1) 1.40 (×1) 1.75 (×1) 3.59 (×1)
CF4 tetrafluoromethane −18.35 (×2) −17.37 (×2) −16.24 (×3) 4.89 (×1) 6.86 (×2) 9.20 (×2)
CCl4 tetrachloromethane −13.40 (×2) −12.46 (×3) −11.60 (×3) 0.86 (×1) 2.20 (×3) 5.20 (×1)
CBr4 tetrabromomethane −12.13 (×2) −11.25 (×3) −10.48 (×2) −0.49 (×1) 1.21 (×3) 4.60 (×1)
CI4 tetraiodomethane −9.99 (×2) −9.30 (×2) −1.62 (×1) 0.34 (×2) 4.73 (×2)
SiH4 silane −18.46 (×1) −12.84 (×3) 3.10 (×3) 3.71 (×1) 6.75 (×2)
GeH4 germane −38.07 (×1) −18.69 (×1) −12.53 (×2) 3.16 (×1) 3.54 (×3) 7.04 (×2)
Si2H6 disilane −12.25 (×1) −12.25 (×1) −10.71 (×1) 2.27 (×1) 2.28 (×2) 2.75 (×1)
Si5H12 pentasilane −10.84 (×1) −10.64 (×1) −9.36 (×1) 0.79 (×1) 1.57 (×1) 1.61 (×1)
LiH lithium hydride −64.54 (×1) −7.96 (×1) 0.09 (×1) 2.01 (×2) 3.41 (×1)
KH potassium hydride −24.59 (×2) −24.38 (×1) −6.13 (×1) −0.04 (×1) 1.60 (×2) 1.90 (×1)
BH3 borane −18.35 (×1) −13.31 (×2) 0.33 (×1) 3.36 (×1) 4.32 (×2)
B2H6 diborane −14.00 (×1) −13.48 (×1) −12.29 (×1) 1.20 (×1) 2.51 (×1) 3.46 (×1)
NH3 ammonia −27.78 (×1) −16.52 (×2) −10.77 (×1) 2.84 (×1) 5.26 (×2) 11.18 (×2)
HN3 hydrazoic acid −15.92 (×1) −12.25 (×1) −10.72 (×1) 2.02 (×1) 3.02 (×1) 3.17 (×1)
PH3 phosphine −20.25 (×1) −13.75 (×2) −10.57 (×1) 2.95 (×1) 3.12 (×2) 7.11 (×2)
AsH3 arsine −19.82 (×1) −13.18 (×2) −10.42 (×1) 2.86 (×1) 3.01 (×2) 7.44 (×2)
SH2 hydrogen sulfide −15.65 (×1) −13.39 (×1) −10.35 (×1) 2.79 (×1) 3.20 (×1) 7.25 (×1)
FH hydrogen fluoride −39.30 (×1) −19.84 (×1) −15.90 (×1) 3.07 (×1) 14.20 (×1) 17.24 (×1)
ClH hydrogen chloride −25.44 (×1) −16.65 (×1) −12.64 (×1) 2.70 (×1) 7.91 (×1) 12.18 (×1)
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LiF lithium fluoride −33.11 (×1) −11.76 (×1) −11.28 (×2) −0.02 (×1) 2.74 (×2) 3.51 (×1)
F2Mg magnesium fluoride −14.15 (×1) −13.76 (×2) −13.71 (×1) −0.04 (×1) 1.94 (×2) 4.13 (×1)
TiF4 titanium fluoride −16.86 (×1) −16.29 (×2) −15.69 (×2) −1.06 (×2) 0.07 (×3) 0.98 (×1)
AlF3 aluminum fluoride −16.08 (×2) −15.86 (×2) −15.31 (×1) 0.67 (×1) 1.86 (×1) 3.90 (×2)
BF boron monofluoride −21.27 (×1) −18.16 (×2) −11.20 (×1) 1.51 (×2) 3.29 (×1) 4.70 (×1)
SF4 sulfur tetrafluoride −15.26 (×1) −15.04 (×1) −12.70 (×1) 0.94 (×1) 3.79 (×1) 4.86 (×1)
BrK potassium bromide −19.37 (×1) −8.41 (×1) −8.17 (×2) −0.45 (×1) 1.40 (×2) 1.73 (×1)
GaCl gallium monochloride −14.09 (×1) −11.46 (×2) −9.79 (×1) 0.27 (×2) 2.49 (×1) 6.60 (×1)
NaCl sodium chloride −20.83 (×1) −9.55 (×1) −9.12 (×2) −0.59 (×1) 1.18 (×2) 2.08 (×1)
MgCl2 magnesium chloride −12.52 (×1) −11.88 (×2) −11.76 (×2) −0.19 (×1) 1.40 (×2) 3.91 (×1)
AlI3 aluminum chloride −10.39 (×2) −10.29 (×2) −9.84 (×1) −0.33 (×1) −0.28 (×1) 2.25 (×2)
BN boron nitride −27.96 (×1) −13.69 (×1) −11.93 (×2) −3.16 (×1) 2.65 (×2) 3.69 (×1)
NCH hydrogen cyanide −20.60 (×1) −13.91 (×1) −13.90 (×1) 3.21 (×2) 3.45 (×1) 4.55 (×1)
PN phosphorus mononitride −16.37 (×1) −12.42 (×1) −11.80 (×1) 0.46 (×1) 3.40 (×1) 8.42 (×1)
H2NNH2 hydrazine −15.39 (×1) −11.28 (×1) −9.62 (×1) 2.51 (×1) 3.69 (×1) 4.55 (×1)
H2CO formaldehyde −16.04 (×1) −14.56 (×1) −10.78 (×1) 1.67 (×1) 3.68 (×1) 5.24 (×1)
CH4O methanol −14.32 (×1) −13.33 (×1) −10.18 (×1) 1.91 (×1) 3.14 (×1) 4.00 (×1)
C2H6O ethanol −13.43 (×1) −12.27 (×1) −10.61 (×1) 2.86 (×1) 3.73 (×1) 4.69 (×1)
C2H4O acetaldehyde −14.32 (×1) −13.33 (×1) −10.18 (×1) 1.91 (×1) 3.14 (×1) 4.00 (×1)
C4H10O ethoxy ethane −12.36 (×1) −11.50 (×1) −9.75 (×1) 2.96 (×1) 3.46 (×1) 3.93 (×1)
CH2O2 formic acid −14.94 (×1) −12.55 (×1) −11.42 (×1) 2.70 (×1) 3.07 (×1) 4.29 (×1)
HOOH hydrogen peroxide −15.38 (×1) −12.84 (×1) −11.39 (×1) 3.01 (×1) 3.02 (×1) 4.87 (×1)
H2O water −18.90 (×1) −14.70 (×1) −12.48 (×1) 2.88 (×1) 4.91 (×1) 13.32 (×1)
CO2 carbon dioxide −18.11 (×1) −17.99 (×2) −13.73 (×1) 2.80 (×1) 4.29 (×2) 6.59 (×1)
CS2 carbon disulfide −14.57 (×1) −13.27 (×2) −10.01 (×2) 0.29 (×2) 3.34 (×1) 4.46 (×1)
OCS carbon oxide sulfide −16.12 (×1) −16.12 (×2) −11.24 (×2) 1.85 (×2) 3.13 (×1) 4.78 (×1)
OCSe carbon oxide selenide −15.89 (×2) −15.63 (×1) −10.50 (×2) 1.44 (×2) 2.60 (×1) 4.18 (×1)
CO carbon monoxide −19.42 (×1) −15.49 (×1) −14.37 (×1) 1.22 (×2) 5.30 (×1) 6.59 (×1)
O3 ozone −13.48 (×1) −12.93 (×1) −12.79 (×1) −1.52 (×1) 5.23 (×1) 7.28 (×1)
SO2 sulfur dioxide −13.50 (×1) −13.12 (×1) −12.37 (×1) −0.34 (×1) 3.98 (×1) 4.39 (×1)
BeO beryllium monoxide −26.77 (×1) −10.97 (×1) −9.88 (×2) −2.01 (×1) 2.31 (×1) 2.48 (×1)
MgO magnesium monoxide −24.89 (×1) −8.76 (×1) −8.17 (×2) −1.29 (×1) 1.16 (×2) 2.90 (×1)
C7H8 toluene −11.74 (×1) −9.19 (×1) −8.90 (×1) 1.71 (×1) 1.85 (×1) 2.97 (×1)
C8H10 ethylbenzene −11.57 (×1) −9.15 (×1) −8.85 (×1) 1.76 (×1) 1.76 (×1) 2.85 (×1)
C6F6 hexafluorobenzene −14.09 (×1) −13.12 (×1) −10.15 (×2) 1.08 (×2) 1.15 (×1) 3.66 (×2)
C6H5OH phenol −11.99 (×1) −9.42 (×1) −8.69 (×1) 1.62 (×1) 2.35 (×1) 2.84 (×1)
C6H5NH2 aniline −11.01 (×1) −9.21 (×1) −7.98 (×1) 1.83 (×1) 2.29 (×1) 2.82 (×1)
C5H5N pyridine −10.45 (×1) −9.74 (×1) −9.72 (×1) 1.24 (×1) 1.62 (×1) 3.21 (×1)
C5H5N5O guanine −10.05 (×1) −9.81 (×1) −8.04 (×1) 1.57 (×1) 1.87 (×1) 1.98 (×1)
C5H5N5 adenine −9.59 (×1) −9.39 (×1) −8.33 (×1) 1.28 (×1) 2.06 (×1) 2.51 (×1)
C4H5N3O cytosine −9.66 (×1) −9.54 (×1) −8.78 (×1) 0.92 (×1) 2.29 (×1) 2.51 (×1)
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C5H6N2O2 thymine −10.55 (×1) −10.19 (×1) −9.15 (×1) 0.77 (×1) 2.15 (×1) 2.42 (×1)
C4H4N2O2 uracil −10.65 (×1) −10.29 (×1) −9.57 (×1) 0.70 (×1) 2.10 (×1) 2.35 (×1)
CH4N2O urea −10.65 (×1) −10.52 (×1) −10.08 (×1) 2.33 (×1) 3.51 (×1) 4.09 (×1)
Ag2 silver dimer −11.08 (×2) −10.82 (×1) −7.41 (×1) −0.70 (×1) 1.00 (×2) 1.41 (×1)
Cu2 copper dimer −9.37 (×2) −9.22 (×1) −7.38 (×1) −0.34 (×1) 2.11 (×1) 2.16 (×2)
NCCu copper cyanide −12.17 (×1) −11.21 (×2) −10.69 (×1) −0.98 (×1) 1.92 (×2) 3.08 (×1)
Table 2.1: Quasiparticle energies (negative of the ionization potentials and electron affinities) of
molecules in the ,100 calculated with IP/EA-EOM-CCSD in the def2-TZVPP basis set.
2.4.5 Accuracy of approximate EOM-CCSD
We next assess the accuracy of approximations to EOM-CCSD, using the ,100 test set.
Henceforth, we compare all approximations to EOM-CCSD, and not to ΔCCSD(T), for a number
of reasons. First, the comparison is perhaps the most fair because all approximate techniques
are derived from EOM-CCSD, and so the most we can expect is that they reproduce this parent
method. Second, although EOM-CCSD was shown above to provide an accurate reproduction of
the ΔCCSD(T) values, the latter approach can be challenging for open-shell systems like those
used in the (# ± 1)-electron calculations. For example, while the unrestricted formalism used in
Ref.[92] provides a better approximate treatment of multireference effects, it also suffers from spin
contamination, which can affect the IPs and EAs by up to 0.5 eV, as discussed in Ref.[126]. Third,
it allows us to compare EAs, which are not available in the literature based on ΔCCSD(T).
In Tab. 2.2, we present IP and EA error metrics for a variety of approximate techniques (all 100
molecules were studied by each approach except for CC2-based approaches, because the ground-
state CC2 failed to converge for twelve molecules; the full data set for individual molecules is
given as Supplemental Material). Perhaps most remarkably, we find that all CC-based methods
exhibit MEs of less than 0.13 eV and MAEs of less than 0.16 eV. These results can be compared
to those based on the , approximation, as given in Tab. 2.2. These latter results are taken
from Ref.[93] and include only ionization potentials compared to CCSD(T) data; given the good
agreement between CCSD(T) and IP-EOM-CCSD shown above, we expect similar error metrics
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Method IP ME (eV) IP MAE (eV) EA ME (eV) EA MAE
EOM-linCCSD 0.13 0.14 0.05 0.11
EOM-CC2 0.00 0.14 0.08 0.15
EOM-MBPT2 0.03 0.13 0.08 0.16
P-EOM-CC2 −0.08 0.12 −0.04 0.08
P-EOM-MBPT2 −0.08 0.16 −0.03 0.08
GF2@HF −0.38 0.42 −0.19 0.22
0,0@HF [93] 0.26 0.35
0,0@PBE [93] −0.69 0.69
sc, [93] −0.30 0.32
Table 2.2: Mean error (ME) and mean absolute error (MAE) in eV of ionization potentals (IPs)
and electron affinities (EAs) for molecules contained in the ,100 test set. Error metrics are
calculated with respect to IP/EA-EOM-CCSD without approximation, except for the , results
from Ref. [93], which are calculated with respect to ΔCCSD(T) results from Ref.[92].
if the , results were compared to IP-EOM-CCSD instead. Depending on the choice of mean-
field reference or with full self-consistency, ,-based approximations give errors on the order of
0.3 − 0.7 eV.
Overall, we see that approximations in the ground-state calculation lead to an average increase
in the IP or EA and approximations in the EOM calculation lead to an average decrease in the IP
or EA. This behavior can be understood because most perturbative approximations to CCSD lead
to overcorrelation, which decreases the ground-state energy (increases the IP or EA) or decreases
the excited-state energy (decreases the IP or EA).
Without any partitioning, the EOM-linCCSD, EOM-CC2, and EOM-MBPT2 all perform sim-
ilarly. Although the error incurred by the most expensive linearized CCSD is slightly larger (com-
pared to the other approximate treamtents of the ground state), the error is extremely systematic
with a very small spread; for example, over 50 molecules overestimate the IP by 0.1 eV and an-
other 30 molecules overestimate the IP by 0.2 eV. All #5 approximate methods – based on CC2 or
MBPT2, with or without partitioning – perform impressively well. EOM-CC2 and EOM-MBPT2
exhibit very similar results (even on the level of individual molecules), suggesting that the orbital
relaxation due to )̂1 is not important in many of these cases. With partitioning, the ME becomes
only slightly negative without any significant increase in the MAE.
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The qualitatively similar performance of all approximate EOM-CC methods and their improve-
ment compared to 0,0@HF suggests that the precise details of screening are not important in
molecules, and perhaps second-order exchange is more important. To test this, we also show the
results of IPs and EAs calculated using the second-order Green’s function (GF2); the mean er-
ror is large and negative, −0.38 eV for IPs and −0.19 eV for EAs, which can be compared to
the IP results of 0,0@HF, +0.26 eV. Remarkably, the P-EOM-MBPT2 approach, which has es-
sentially identical cost as GF2, reduces the mean error of the latter to only −0.08 eV. This result
suggests that the combination of second-order exchange with a small amount of screening, beyond
the second-order ring diagram, is important for quantitative accuracy. Given the extremely low
cost, we identify P-EOM-MBPT2 as an attractive low-cost approach for IPs and EAs of larger
molecules, with potential applications in the solid state. However, it must be kept in mind that the
increased importance of screening in solids may preclude the success of perturbative approxima-
tions.
2.5 Conclusions and outlook
To summarize, we have presented a diagrammatic, algebraic, and numerical evaluation of
quasiparticle excitation energies predicted by EOM-CCSD, especially as compared to those of
the , approximation. Although the EOM-CCSD Green’s function includes fewer ring diagrams
than the , approximation, we find that its inclusion of many more diagrams – including ladders
and exchange – produces excitation energies that are much more accurate than those from the ,
approximation. To completely encompass all , diagrams requires the use of non-perturbative
EOM-CCSDT.
We also investigated the accuracy of a number of cost-saving approximations to EOM-CCSD,
many of which reduce the canonical scaling to #5 (which could be further reduced through density-
fitting [127] or tensor hypercontraction [128]). All CC-based approximations considered yield very
small errors on average. For systems where screening is relatively unimportant, such as molecules
or large band-gap insulators, we identify P-EOM-MBPT2 as an accurate and inexpensive #5 ap-
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proach. We attribute the success of P-EOM-MBPT2 to its exact treatment of screening and ex-
change through second order (as in GF2), combined with a small number of third-order diagrams.
We anticipate that the framework and connections laid out here will aid future work on the ,
approximation, through the identification of the most important excluded diagrams. With respect
to IP/EA-EOM-CCSD calculations of band structures in solids [1], the present work motivates
efforts to quantify the error induced by neglecting some of the non-TDA ring diagrams, which
are conventionally thought to be crucial for screening in solids. In the same vein, the inclusion
of triple excitations, perhaps even perturbatively, could be an important ingredient in recovering –
and rigorously surpassing – RPA physics.
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Chapter 3: Composite and Hybrid Methods
The material for this chapter was taken from Reference [129]
3.1 Introduction
The formidable scaling of canonical coupled-cluster theory, which limits its applicability to
large systems, has motivated the development of myriad cost-saving approaches. A nonexhaus-
tive list includes the use of frozen natural orbitals [130, 131, 15], local correlation [132, 41,
133, 134, 135], and F12 theory [20]. Most relevant to the present work are the various hybrid
approaches combining different levels of single-reference coupled-cluster (CC) or perturbation
theory [136, 137], including active-space CC [138, 139], the CC(P;Q) framework [140, 141], par-
titioned equation-of-motion CC [116, 118, 117, 45], and multilevel CC [142, 143, 144].
In the present work, we are motivated by recent applications of CC theory to atomistic solids [96,
145, 1, 146, 147, 148, 4]. Many gapped semiconductors and insulators are only moderately corre-
lated and thus CC theory with single and double excitations (CCSD) has been found to work well.
However, the :-point sampled supercells may contain up to hundreds of electrons in thousands
of orbitals. Therefore, here we limit our discussion to CCSD in both its ground-state [125] and
excited-state equation-of-motion (EOM) [149, 79, 80] frameworks. Extensions to higher-order CC
theories or combinations with other reduced cost approaches are straightforward to imagine.
Moreso than ground-state calculations, a main motivation in this work is to reduce the cost
of subsequent excited-state calculations for ionization potentials (IPs), electron affinities (EAs),
and neutral electronic excitations (EEs). Even though ground-state CCSD has #6 cost, which is
higher than or equal to that of EOM-CCSD for IPs/EAs and EEs – #5 and #6 respectively – many
excited-state calculations are dominated by the EOM step, for a variety of reasons. Ground-state
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calculations require the solution of the C-amplitude equations, which have a (presumed) unique
solution that can be quickly found using a variety of convergence accelerators, commonly leading
to convergence within about ten iterations. By contrast, excited state eigenvalues are commonly
found through a series of matrix-vector multiplications within the Davidson algorithm; here the po-
tential need to find many eigenvalues increases the cost and numerical issues such as root-flipping
frustrate convergence. Again looking ahead to the solid-state, excitation spectra are much more
insightful than a few low-lying eigenvalues, and these spectra require only a single ground-state
calculation but many EOM matrix-vector multiplies.
Seeking efficient EOM-CCSD calculations, the main purpose of this work is to present and
test an EOM technique that partitions double excitations into those that are internal and those
that are external to a predefined active space; the former will be treated by CC theory, the latter
by perturbation theory, and they will be allowed to interact with one another. In the limit where
all double excitations are treated perturbatively, our method will reduce to the ‘partitioned’ EOM
approach first presented in Refs. [116, 117]. Going beyond this partitioned EOM approach, we
will show that the selective nonperturbative inclusion of a few low-lying double excitations can
significantly improve the quality of the results. Within the proposed EOM approach, it is natural
to solve the preceding ground-state CCSD equations at the same level of theory, for both formal
and computational reasons. This leads to a ground-state method first derived by Nooijen [136],
later discussed by Bochevarov and Sherrill [137], and more recently developed by Koch and co-
workers [142, 143, 144] as multilevel coupled-cluster theory. We emphasize that our presentation
of this ground-state method is only review, to lay the foundation for hybrid approaches to excitation
energies, which has been significantly less explored.
The layout of this article is as follows. In Sec. 3.2.1, we define the active space, relevant
excitations, and the use of canonical and natural orbitals. In Sec. 3.2.2, we review the combination
of CC and perturbation theory for ground states. In Sec. 3.2.3, we extend this partitioning of
excitations to the calculation of excited states in the EOM-CCSD framework. In Sec. 3.3, we











Figure 3.1: Orbital partitioning into active and inactive (a) and examples of an internal double
excitation (b) and external double excitations (c).
calculations on solids. In Sec. 3.4, we conclude and provide an outlook.
3.2 Theory
3.2.1 Orbitals and excitations
All of our methods are single-reference in nature and we will assume a Hartree-Fock (HF)
reference throughout. Molecular orbitals that are occupied are indexed by 8, 9 , :, ; and orbitals that
are unoccupied are indexed by 0, 1, 2, 3 (but may not correspond to canonical HF virtuals). We
partition these molecular orbitals into those that are active and those that are inactive (sometimes
called frozen). Following typical active space nomenclature, excitations that involve only active
orbitals will be defined as ‘internal’. Remaining excitations are commonly partitioned into semi-
internal (involving active and inactive orbitals) and external (inactive orbitals only); these two
classes of excitations will be treated equally in our work and so we will refer to both types of
excitations as ‘external.’ A schematic of the active space and associated internal and external
double excitations is shown in Fig. 3.1.
A large improvement in the behavior of methods with truncated basis sets is achieved through
the use of approximate natural orbitals (NOs), which diagonalize the one-electron reduced density
matrix in the virtual space W01, $V = Vn. Here, we use the MP2 density matrix and its associated
NOs. Based on the eigenvalues =0, the set of NOs is divided in two. Following Ref. [15], we
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0=1 =0 and tol. is a user-defined tolerance. A tolerance between 98 and 100% roughly
corresponds to a number of NOs that is 30–100% of the original number of virtual COs. These !
NOs are included in the virtual part of the active space and the remaining  − ! NOs are inactive.
For simplicity, the Fock matrix is typically diagonalized in the active NO basis via a transfor-
mation to semicanonical orbitals. In our calculations that treat active and inactive orbitals simul-
taneously, we will test the use of a split semicanonical basis: we rotate the virtual block of the
Fock matrix into the NO basis and then separately diagonalize it in the truncated NO space and in
the remaining orbital space. This is similar to what is done in the construction of valence virtual
orbitals [150] and and in multilevel CC calculations [151].
We note that Refs. [136, 137], which were early works concerning the hybrid ground-state
approach described here, operated in the CO basis, whereas the multilevel coupled-cluster ap-
proach [142, 143] typically uses localized orbitals and treats physical regions of the molecule at
different levels of theory. In the context of relatively homogeneous extended systems (studied
in Sec. 3.3.2), delocalized orbital partitioning is more straightforward, especially because it al-
lows the most efficient Brillouin zone sampling. However, the use of localized orbital partitioning
would correspond to a kind of periodic embedding (similar to one-shot density matrix embedding
theory [152, 153] or dynamical mean-field theory [154]) that is interesting to consider in future
research.
3.2.2 Ground-state approximations
As discussed in the introduction, our goal is to test a class of methods that partition the exci-
tations into those that are internal and those that are external to an active space of orbitals, to be
treated by CCSD and perturbation theory respectively. Moreover, we seek methods that allow these
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two classes of excitations to interact. Here we review such a method for ground-state calculations,
first presented by Nooijen [136] (who called it CC/PT), later discussed by Bochevarov and Sher-
rill [137] (who called it CCSD-MP2), and most recently developed by Koch and co-workers [142]
(who called it extended CC2 or multilevel CC). However, the idea of internal/external partitioning
in CC theory has naturally appeared in multireference formulations [155], including the use of
perturbative external amplitudes [156].
We write the CCSD excitation operator as a sum of internal and external excitation operators,
) = ) (int) + ) (ext) (3.2)
where the external excitation operator is fixed to its first-order perturbative (MP2) value,










〈01 | |8 9〉
Y8 + Y 9 − Y0 − Y1
(3.4)
where the notation indicates that the excitation (8 901) is an external excitation, i.e. one or more of















and its amplitudes are determined by solving the CCSD equations in the space of single and double
internal excitations
〈Φ08 |4−)4) |Φ〉 = 0, (80) internal (3.6a)
〈Φ018 9 |4−)4) |Φ〉 = 0, (8 901) internal. (3.6b)
This scheme leads to the iterative, infinite-order solution of the internal excitation amplitudes in
the presence of the external excitation amplitudes, fixed to their value from first-order perturbation
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theory. Because the internal amplitudes interact with the external amplitudes, we will refer to
this as an ‘interacting’ method that combines CCSD and MP2, denoted i-CCSD/MP2. The final











 〈8 9 | |01〉
(
C018 9 + 2C08 C19
)
. (3.7)
The i-CCSD/MP2 approach can be considered as an extension of the active space CC approach,
e.g. CCSd. Whereas the latter only includes a select set of internal excitations at a given level,
i-CCSD/MP2 additionally includes their coupling to perturbatively-evaluated external excitations
at the same level. Furthermore the internal-external coupling is present during the CC iterations,
which distinguishes i-CCSD/MP2 from noniterative perturbation theory corrections.
In the limit where the internal amplitudes are completely disconnected from the external ampli-
tudes, the above method reduces to a simple and well-known ‘composite’ method, which we will
call c-CCSD/MP2. This approach combines the results of three calculations: CCSD in an active
space (i.e. with truncated orbitals), MP2 in the same active space, and MP2 in the full orbital space,










Finally, in the extreme limit where we neglect the perturbative correction, we have a ‘truncated’
method, to be referred to as t-CCSD, with correlation energy
 truncc = 
(act)
CCSD. (3.9)
To summarize, we have three different schemes that combine CCSD and perturbation theory –
truncated, composite, and interacting (t-, c-, and i-) – which can be performed in either the CO or
NO basis. The methods have increasing costs that are summarized in Tab. 3.1.
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Method ground-state cost IP cost EA cost
Truncated $2+4 $3+2 $2+3
Composite $2+4, >2E2 $3+2, >3E $2+3, >E3
Interacting $2+2E2 $>2E2 >2E2+
CCSD >2E4 >3E2 >2E3
Table 3.1: Computational scaling of the various methods considered in this work ignoring orbital
transformations. The number of active occupied and virtual orbitals are denoted by $ and + and
the number of total occupied and virtual orbitals is denoted by > and E.
3.2.3 Excited-state approximations
Excitation energies in CC theory are commonly obtained with the EOM framework, which
amounts to finding eigenvalues of the similarity-transformed, normal-ordered Hamiltonian ̄N =
4−)N4) . Here, we consider the ) operator to be determined as above, which may correspond to
using the first-order (MP2) ) , the infinite-order CCSD ) , or a hybrid CCSD/MP2 ) . The similarity
transformed Hamiltonian is diagonalized in a subspace of single and double excitations.
As for the ground state, we partition the excitations in the calculation of excited states. In par-
ticular, all single excitations (internal and external) and internal double excitations will be treated
without approximation. However, external double excitations will be treated perturbatively. In
practice, this perturbative treatment amounts to a dense Hamiltonian block in the internal doubles
space and a diagonal approximation in the external doubles space; for example, for IPs,
〈Φ08 9 |4−)N4) |Φ1:;〉 ≈ (Y8 + Y 9 − Y0)X8:X 9 ;X01 . (3.10)
We have tested including the direct coupling between the internal and external double excitations,
but we find that the results are largely unchanged and so we neglect this coupling; importantly,
the internal and external double excitations still interact indirectly through the single excitations.
Therefore, we refer to this method as i-EOM-CCSD/MP2 and reemphasize that we use the i-
CCSD/MP2 ground-state solution. This approach is similar to that taken in the application of
multilevel CCSD to excitation energies [143] where the use of correlated natural transition orbitals










Figure 3.2: Structure of the similarity-transformed Hamiltonian matrices used in EOM-CCSD (top
left), the partitioned EOM-MP2 approach (top right), the interacting i-EOM-CCSD/MP2 (bottom
left), and the truncated t-EOM-CCSD (bottom right).
tral excitation energies and here we extend approaches of this type to charged excitation energies,
i.e. ionization potentials and electron affinities. In the limit where all double excitations are treated
perturbatively, our approach reduces to the conventional partitioned-EOM-MP2 (P-EOM-MP2)
framework [116, 117, 45]. The structures of the EOM Hamiltonian matrix for these excited-state
methods are shown in Fig. 3.2.
Like for the ground-state one can define schemes that are simpler than i-EOM-CCSD/MP2.
The virtual space can be strictly truncated, leading to EOM-CCSD in an active space, i.e. t-
EOM-CCSD. The resulting excitation energy can be corrected using a lower-level of theory, such
as P-EOM-MP2, leading to the composite method for excitation energies c-EOM-CCSD/MP2.
The computational cost of excited-state calculations is determined by matrix-vector products, also
known as the sigma vector construction. In Tab. 3.1, we list the computational scaling associated
with each of the excited-state methods discussed.
3.3 Results
Here we apply the above methods to a test set of small molecules and to a few solid state
systems. All calculations were performed using PySCF [157]. All occupied orbitals, including
core orbitals, were correlated.
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Figure 3.3: Root mean square error of the correlation energy (left), ionization potential (middle),
and electron affinity (right) of 76 molecules selected from the GW100 test set, using the combina-
tion CCSD/MP2 schemes discussed here. Error is with respect to CCSD or EOM-CCSD. Various






























Figure 3.4: Bond dissociation curve for the HF molecule in the 6-31G* basis with five active virtual
orbitals. Right panel is zoomed into the dissociation region.
3.3.1 Molecules
Our molecular calculations were performed on the 76 smallest molecules from the GW100 test
set [94], excluding H2 and He, using the def2-TZVPP basis set.
In Fig. 3.3, we show the root-mean-square error in the correlation energy, IP, and EA, compared
to CCSD or EOM-CCSD, as a function of the orbital truncation, produced by the composite method
(orange) and by the interacting method (blue) in the CO basis (open bars) and the NO basis (filled
bars). For comparison, we truncate canonical orbitals by keeping the same number of energy-
ordered virtuals as prescribed by the NO truncation. In Fig. 3.3, we also list the average fraction of
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virtual orbitals kept for a given orbital truncation threshold; over the range studied, the calculations
retain about 40% to 75% of the virtuals.
Looking first at the correlation energy, we see that the composite and interacting methods
perform very similarly and that both benefit enormously from a transformation to NOs. This
suggests that the interaction between the internal and external amplitudes is not important. In
fact, the composite method outperforms the more expensive interacting method for most orbital
truncations. The interacting method in the NO basis performs the best when more than about
half of the virtuals are retained. Most importantly, we note that either of the methods performed
in the NO basis yield an average error of less than 0.1 eV (4 millihartree) with only 40% of the
virtuals, which yields an enormous savings in the cost of the calculation due to the high E4 scaling
of canonical CCSD.
This comparable performance in ground-state energies only holds for molecules near their
equilibrium geometries, where both MP2 and CCSD are qualitatively correct. As discussed in
Ref. [137] and shown as an example in Fig. 3.4 (dissociation of the HF molecule), the interacting
method gives improved results over the composite method for molecules at stretched geometries
corresponding to single-bond breaking. This improvement is most significant in the CO basis,
which was the case investigated in Ref. [137], however the performance is more similar in the
NO basis. Looking forward towards condensed-phase systems, we expect to see similar behavior
for three-dimensional metallic systems, where the MP2 energy diverges but the CCSD energy
converges [158].
Next, we move on to the results for the excited-state methods, also shown in Fig. 3.3. For
simplicity, we limit our results to IPs and EAs, but the method can be straightforwardly applied
to neutral excitation energies. For IPs, we see that the interacting method is relatively insensitive
to the basis and significantly outperforms the composite method in the CO basis. In fact, the
interacting method in the CO basis performs about the same as the composite method in the NO
basis. Based on their similar ground-state behavior, we conclude that the superior performance
of the interacting method is due to the (indirect) interaction between internal and external double
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excitations in the EOM Hamiltonian matrix. For EAs, the composite method performs much better
than it did for IPs in the canonical basis; similar behavior has been observed before for neutral
excitation energies [14]. In the NO basis, the interacting method does not perform particularly
well for EAs (not shown), exhibiting errors on the order of 0.3 eV or more. We attribute this to the
inappropriate choice of NOs for EAs, as just mentioned.
3.3.2 Solids
We have performed preliminary applications of the presented methods to two solids: lithium
fluoride (a large gap insulator) and silicon (a small gap semiconductor). All calculations were
performed at the Γ point of the Brillouin zone of a cubic eight-atom unit cell using GTH pseu-
dopotentials [159, 160] and the GTH-DZVP basis set [161]. Sampling the Γ point only allowed us
to use a molecular implementation of the methods. The results here surely have finite-size errors
and future work will be devoted to an implementation of these methods with :-point sampling and
translational symmetry.
First, in Fig. 3.5, we show results for the LiF crystal, including the correlation energy per
formula unit and the quasiparticle band gap (IP+EA). Although the large band gap of LiF may
suggest the relative unimportance of higher-order perturbation theory, we note that MP2 and CCSD
yield correlation energies that differ by 1 eV. Turning to approximate CC methods, we first observe
that a naive truncation of virtuals in the CO basis gives very poor convergence to the full CCSD
result, but freezing in the NO basis gives a significant improvement, as has been already shown
in plane-wave-based CCSD calculations [96]. Correcting the truncated result with the composite
method yields rapid convergence in the NO basis, but less so in the CO basis. Convergence to
0.1 eV can be achieved with the composite method in the NO basis using only about one-third
of the total number of virtuals. This result is quite surprising given the relatively small size of
the GTH-DZVP basis set. Similar to their performance in molecules, we see that the interacting
approaches give smooth convergence that is similar to the composite methods but performs slightly
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Figure 3.5: Correlation energy per formula unit (top) and quasiparticle band gap (bottom) for the
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Figure 3.6: The same as in Fig. 3.5, but for the silicon crystal.
In the bottom panel of Fig. 3.5, we show the convergence of the band gap. First we note that
EOM-CCSD and the much cheaper P-EOM-MP2 differ by about 0.8 eV, corresponding to a 10%
error for the latter. In contrast to its behavior for the correlation energy, the composite method does
not perform particularly well for band gaps, in either the CO or NO basis, exhibiting errors on the
order of 0.3–0.5 eV until the virtual space is nearly exhausted. The interacting method displays
the most systematic behavior and rapid convergence with an increasing number of virtuals. In
particular, the interacting method in the NO basis reliably converges the band gap to within 0.1 eV
using only 15% of the virtuals. For comparison, the experimental band gap of LiF is approximately
14 eV [162], however we emphasize that our results are not in the thermodynamic limit.
In Fig. 3.6, we show the same data but for the Si crystal. Compared to LiF, Si has a much
smaller band gap, which may change the behavior of the methods that combine CCSD and MP2.
Looking at the correlation energy, we see that all methods converge more slowly towards the CCSD
result. Surprisingly, the use of NOs is significantly less drastic, especially for simple truncation.
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The composite and interacting methods perform very similarly and 0.1 eV accuracy is obtained
with about half of the virtual space. Results are similar for the band gap, which is converged by the
interacting method to the same accuracy with roughly the same number of virtuals; the composite
method converges more smoothly than it did for LiF, but still more slowly than the interacting
method. Again, for rough comparison only, the experimental indirect band gap of silicon is about
1.1 eV, which is accurately reproduced by EOM-CCSD in the thermodynamic limit [1].
3.4 Conclusions
We have discussed and compared a number of ground-state and excited-state methods that
combine CC and perturbation theory based on a partitioning of excitations that are internal or ex-
ternal to an active space. We furthermore compared performance in the canonical orbital basis
and the semicanonical natural orbital basis. On a test set of small molecules at their equilibrium
geometries, the composite method and the interacting method yield similar performance; the for-
mer is cheaper but may break down in physical regimes where MP2 fails qualitatively. The use
of semicanonical natural orbitals provides significant improvement in the both the composite and
interacting methods.
We presented the first applications of many of these methods to periodic solids, using lithium
fluoride and silicon as examples with a large and small band gap respectively. The transformation
to natural orbitals was found to be significantly more impactful for the large gap LiF. Nonetheless,
both the composite and interacting methods are able to reproduce the CCSD result to within 0.1 eV
using roughly half of the virtual space. This reduction in the number of retained virtuals leads to
a significant computational savings and should enable the application of periodic coupled-cluster
theory to systems with larger unit cells, bigger basis sets, and more dense Brillouin zone sampling.
However, CCSD may not achieve the necessary precision for some correlated materials and an
approximate treatment of triple excitations using similar active space ideas – such as active-space
CC or CC(P;Q) – is a promising future direction for solid-state CC theory.
Although the composite method gives results that are comparable to the interacting method
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for the ground state and first excited states, it has a number of disadvantages. First, the composite
method does not yield an accurate wavefunction; instead, it relies upon error cancellation in the en-
ergies of various inaccurate wavefunctions. Therefore, it does not provide a natural route towards
the calculation of accurate observables other than the energy (however, see Ref. [14] for a recent
discussion). Second, not all applications of EOM-CCSD require the explicit enumeration of eigen-
values and eigenvectors. In particular, the calculation of frequency-dependent quantities, such as
the Green’s function [81] or other spectra [163], only requires the solution |- (l)〉 of a system
of linear equations, (l − ̄N) |- (l)〉 = |〉, where |〉 is a known state. The solution of this
sytem of linear equations is naturally obtained using iterative algorithms, such as the generalized
minimal residual method method, which only require matrix-vector multiplications. While a com-
posite approach does not provide a natural solution to these calculations (again see Ref. [14]), the
interacting method yields a single, accurate, reduced-cost matrix-vector multiplication. The devel-
opment and testing of such an approach for the the calculation of spectra, especially for solid-state
systems, is now ongoing in our research group.
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Chapter 4: Finite-size effects in post-Hartree-Fock calculations of solids
The material for this chapter was taken from a manuscript currently being written by Tim
Berkelbach, Xiao Wang, and Malte Lange.
4.1 Introduction
Electronic structure calculations of solids are inevitably prone to finite-size effects, although
physically meaningful results are only obtained in the thermodynamic limit (TDL). These finite-
size effects are apparent in the size of clusters used in incremental [164, 165, 166, 167] or embed-
ding [168, 169, 170, 171] schemes and in the density of points sampled from the Brillouin zone in
calculations with periodic boundary conditions [172, 173].
Many correlated electronic structure calculations can be separated into a mean-field part and
a post-mean-field part; examples include the random-phase approximation, the 0,0 approxima-
tion, and most quantum chemical post-Hartree-Fock methods such as Møller-Plesset perturbation
theory and coupled-cluster theory. The mean-field and post-mean-field calculations do not nec-
essarily exhibit the same finite-size behaviors, similarly to their dependence on the size of the
single-particle basis set [174, 175]. Specifically, mean-field calculations that include exact ex-
change (including Hartree-Fock and hybrid density functional theory) can potentially exhibit a
very large finite-size error with slow convergence to the TDL [176]. In contrast, the remaining
electron correlation is expected to be local in space (for gapped materials such as semiconductors
and insulators) such that the finite-size errors are small and quick to converge.
These notes review three approaches for the treatment of leading-order finite-size errors in
Hartree-Fock and post-Hartree-Fock calculations of solids. The three approaches are based on
(1) addressing all integrable divergences; (2) the periodic Ewald potential commonly used in the
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quantum Monte Carlo community; and (3) a shifted Ewald potential that unifies the above two
viewpoints. We emphasize that all three methods lead to the same result. Each is just a different
picture for the same physical result.
4.2 Integrable divergences
We consider a supercell of # electrons and " nuclei with charges /. The supercell has side
length ! and volume Ω = !3. Brillouin zone sampling with #: points is equivalent to the use of
a supercell composed of #: primitive cells such that ! ∝ #1/3: . The properties of such a finite
system can be thought of as having been calculated with an approximate quadrature for Brillouin
zone integration. As long as the integrand is analytic, the quadrature error is $ (!−3) ∼ $ (#−1
:
).
However, in practice, we may face larger finite-size errors of $ (!−1) ∼ $ (#−1/3
:
) in periodic
calculations based on HF, hybrid DFT, and post-HF methods. These errors can be attributed to
non-analytic integrands, i.e. to an integrable divergence that typically occurs at M = 0, where M is
a reciprocal lattice vector in plane-wave expansions.
4.2.1 Hartree-Fock theory
The HF energy, including the nuclear repulsion energy, is given by









[〈8 9 |8 9〉 − 〈8 9 | 98〉] + nuc,
(4.1)
and contains a number of potentially divergent terms due to the long-range nature of the Coulomb

























33A48M ·rq∗? (r)q@ (r). (4.3)
The M = 0 component of the Hartree energy is divergent because d88 (M = 0) = 1. However, due
to charge neutrality, the divergent (M = 0) components of the Hartree energy, the electron-nuclear
attraction energy, and the nuclear repulsion energy sum to zero and can therefore be ignored [177].
In particular, the nuclear repulsion energy can then be evaluated by Ewald summation, for which
the elimination of the M = 0 term is equivalent to the conventional introduction of a neutralizing
background charge density.
The only remaining divergence is in the 8 = 9 terms of the exchange energy (the 8 ≠ 9 terms













In the thermodynamic limit, ! → ∞, the sum over reciprocal lattice vectors becomes an integral,
and the divergence is integrable. Simply neglecting the M = 0 contribution yields a finite-size
(quadrature) error that scales as !−1 per cell or #−1/3
:
in the presence of Brillouin zone sam-
pling. The simplest correction, which can be found by a variety of mathematical and physical



































and is a negative quantity. The total correction to the exchange energy is clearly #EM/2. The
Madelung constant is twice the energy of a periodic array of unit point charges with a compensating
background charge density, which can be efficiently calculated by Ewald summation [181]. The
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Madelung constant of the supercell goes to zero in the thermodynamic limit as !−1 and cancels
the leading-order quadrature error in the exchange energy. The so-corrected exchange energy, and
thus the total HF energy, has a remaining finite-size error that decays as !−3 or #−1
:
[176].
The same technique can be used during the construction of the Fock (or Kohn-Sham) matrix
with eigenvalues (orbital energies) given by
Y? = )?? ++?? +
∑
9
[〈? 9 |? 9〉 − 〈? 9 | 9 ?〉] . (4.7)
Ignoring the electron-nuclear and Hartree terms whose divergence components sum to zero, the
M = 0 divergence is only problematic for the exchange term when 9 = ?, i.e. for occupied orbitals
only. Treating the divergence as above leads to
Y0 = )00 ++00 +
∑
9
[〈0 9 |0 9〉 − 〈0 9 | 90〉] (4.8a)
Y8 = )88 ++88 +
∑
9
[〈8 9 |8 9〉 − 〈8 9 | 98〉] + EM (4.8b)
where all terms are understood to have their M = 0 components neglected. The Madelung constant
is negative and thus the occupied orbitals are all rigidly shifted down in energy by |EM | compared
to their values in the absence of the finite-size correction. The occupied orbital energies converge
to the thermodynamic limit as !−3 and !−1 with and without the correction, respectively. The
unoccupied orbital energies do not have divergence components and therefore stay unaffected and
converge as !−3 in both cases. Apparently, the Fock matrix is corrected by the Madelung constant
only on the diagonal and all crystalline orbital coefficients are unchanged.
In the PySCF package [124], periodic HF and hybrid DFT calculations can be performed
with or without the above correction by supplying the keyword argument exxdiv=’ewald’
or exxdiv=None to the KHF or KDFT constructors.
In Fig. 4.1, we show HF results calculated for the diamond crystal in the gth-dzvp basis cal-




















































































Figure 4.1: HF total energy, valence band maximum, conduction band minimum, and band gap of
diamond in the gth-dzvp basis set. Results are uncorrected (red squares) or corrected (blue circles)
according to a Madelung constant.
valence band maxima, and band gaps clearly scale as #−1/3
:
without the corrections; significant im-
provement of convergence (#−1
:
) is observed after applying the correction scheme. As expected,
the conduction band minima stay unaffected.
4.2.2 Perturbation theory
Using the above finite-size corrected HF energy 0 and orbital energies Y?, we partition the
Hamiltonian in the usual Moller-Plesset form,  = 0 ++ with




















where {· · · } indicates normal-ordering with respect to the HF determinant. The ERIs 〈?@ |AB〉
are potentially problematic and must be handled on a case-by-case basis. As usual, the zeroth-
order energy is exactly the HF one 0 and the first-order energy vanishes. As first pointed out in
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d80 (M)d 9 1 (−M)
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d80 (M)d 9 1 (−M)
2
. (4.13)
Note that Eqs. (4.11) and (4.12) are shared by MP2 and CCSD, while Eq. (4.13) is specific to MP2.
Importantly, none of the terms appearing in the above reciprocal lattice vector sums is divergent at
M = 0, due to the orthogonality of occupied and virtual orbitals. In particular, the Taylor expansion
of ((M) around M = 0 makes it clear that ((M) = 22 at small M such that ((M)/2 = 2 at M = 0;
neglecting this term incurs an error of$ (!−3) ∼ $ (#−1
:
), however the integration over this volume
element can also be treated analytically in order to further reduce the finite-size error [100, 146].
If uncorrected HF orbital energies are used in the MP2 energy expression, then we expect the
$ (#−1/3
:
) error to propagate into the MP2 correlation energy. In Fig. 4.2, we show the MP2 cor-
relation energy for carbon diamond and LiF using uncorrected and corrected orbital energies. The
results show the expected behavior based on the above discussion and clearly the use of corrected
orbital energies is preferred.
4.2.3 Coupled-cluster theory
Using the above normal-ordered Hamiltonian Eq. (4.9), one can readily derive the CC ampli-
tude and energy equations [182, 125]. The C2 amplitude equations have six integrable divergences
(the C1 amplitude equations have none); one from the particle-particle ladder, one from the hole-














































Figure 4.2: MP2 correlation energy of diamond (a) and LiF (b) in the gth-dzvp basis set using HF
orbital energies that are uncorrected (red squares) or corrected (blue circles). Uncorrected MP2
energies have a finite-size error decaying as #−1/3
:
and corrected MP2 energies have a finite-size
error decaying as #−1
:
.
For example, the particle-particle ladder contraction f01
8 9
(pp) is















which has a divergent M = 0 term when 2 = 0 and 3 = 1. Correcting the reciprocal lattice sum in
the usual way leads to a Madelung constant,









C238 9 − EMC018 9 (4.15)
which we can see plays the role of an orbital energy correction, i.e. it is diagonal in the C-amplitude
indices. If we collect the Madelung constants resulting from all six integrable divergences, we find
−2EM + 4EM = 2EM. This term cancels with a correction of −2EM in the sum of two occupied
orbital energies Y8 + Y 9 . Therefore, the CCSD amplitude equations are completely independent of





































(Number of k-points)−1 (Number of k-points)−1
Figure 4.3: CCSD correlation energy of diamond (a) and LiF (b) in the gth-dzvp basis set. Open
symbols at #: = 53 are calculated by a focal point technique combining results obtained with
frozen virtual orbitals and results from #: = 43, i.e.  (53) = frz(53) +  (43) − frz(43).







where ((M) is given by Eq. (4.12) but with the C-amplitudes determined by the CCSD amplitude
equations; as shown above, these C-amplitudes can be determined without !−1 ∼ #−1/3
:
quadrature
error. The function ((M) again goes to zero as 2 and the correlation energy quadrature has an
$ (!−3) ∼ $ (#−1
:
) error despite the neglect of the M = 0 term. The form of ((M) near M = 0 can
be determined by extrapolation and used to estimate the contribution from the neglected volume
element; this gives a useful finite-size correction but one that does not alter the formal scaling of
the finite-size error [xx]. This approach is similar to ones used in the QMC community that correct
the total energy based on the electronic structure factor [183].
In summary, unlike in MP2, the CCSD correlation energy has a finite-size error that scales as
!−3 ∼ #−1
:
independent of whether or not one uses ERI contractions that have been Madelung-
corrected to account for their integrable divergence.
In Fig. 4.3, we show the CCSD correlation energy for carbon diamond and LiF; the results
qualitatively exhibit #−1
:
scaling, although we emphasize that we cannot go to large enough :-
point meshes to unambiguosly see this behavior.
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4.2.4 IP/EA equation-of-motion coupled-cluster theory
Even in the QMC community, the IP, EA, and bandgap have been assumed to exhibit a finite-
size error that scales like !−1 ∼ #−1/3
:
[184, 185, 186], consistent with our previous treatments
in EOM-CCSD [1]. Below we provide a formal proof of the scaling for the finite-size errors in
IP/EA-EOM-CCSD.
The matrix-vector product used in iterative eigensolvers for EOM-CCSD has a number of inte-
grable divergences beyond those of the orbital energies and they only appear in the doubles-doubles
block. In the case of IP-EOM-CCSD, there are three such terms: two from the particle-hole ladders













〈:1 | 92〉A28: −
∑
:2
〈:1 |82〉A2: 9 +
∑
:;
〈:; |8 9〉A1:; + . . . .
(4.17)
As for CCSD, the Madelung constant correction will only occur on the diagonal. Collecting the
Madelung constants, including those from the orbital energies, gives net −EM. The same −EM
occurs on the diagonal of the singles-singles block (due to the orbital-energy term). An identi-
cal analysis for EA-EOM-CCSD finds that the Madelung constant corrections completely cancel.
Therefore all IPs are shifted by −EM compared to their values calculated by neglecting the inte-
grable divergence, all EAs are unshifted, and all IP and EA eigenvectors are completely unchanged;
these are exactly the same conclusions as for the HF eigenvalues and eigenvectors.
In addition to the matrix-vector product, we must also analyze the M = 0 limit of the IP/EA
energy expression to determine the scaling of their finite-size errors. Within EOM-CCSD, this can
be calculated in a linear fashion as






















Unlike for the ground-state energy, the M = 0 limit of the two-body component of the above is an
integrable divergence. In other words,
lim
M→0
[(# ± 1)(#±1(M) − #(# (M)] = (cst) +$ (2). (4.19)
In Ref.[186], a similar expression to Eqs. (4.18) was analyzed leading to the following corrections,


















where the subscript M ≠ 0 indicates all terms are calculated by neglecting the M = 0 component
and n is the dielectric constant of the material. These corrections agree with the above (and those
from HF theory) when n = 1. However, they modify the correction whenever n ≠ 1. The IP and
EA are individually changed, and the band gap correction is EM/n (the terms independent of n are
due to the neutralizing backgrounds and cancel in the band gap calculation). Although derived in
Ref.[186] from a many-body perspective, this dielectric-dependent correction has been known for
a long time based on physical arguments, especially for charged defects in solids [187, 188] and
used in some previous QMC calculations [184, 185].
In Fig. 4.4, we show the IP and EA calculated for diamond and LiF when the results are
uncorrected, corrected with a Madelung constant like for the HF eigenvalues, or corrected with the
additional inclusion of a dielectric constant n . Clearly the results with n-dependent corrections give
the best performance. Furthermore, both the uncorrected and corrected results exhibit a finite-size
error that scales like !−1 ∼ #−1/3
:
. It is unclear whether the n-dependent correction completely



























































Figure 4.4: EOM-CCSD calculations of the IP and EA of diamond and LiF using the correction
schemes described in the text. Calculations were done using the gth-dzvp basis with frozen virtu-
als; 4 virtual orbitals were correlated at each :-point.
4.3 The periodic Ewald potential
Rather than handling the M = 0 divergence on a term-by-term basis, it can be addressed from
the outset in the many-body Hamiltonian. This approach is commonly adopted for quantum Monte
Carlo (QMC) simulations of periodic systems [190]. Again, we consider a periodic supercell of #
electrons and " nuclei with charges / such that the supercell has net charge & =
∑
 / − # .
We then add a positive and negative background charge density, which collectively enforce charge
neutrality. The many-body Hamiltonian in first quantization, neglecting the nuclear kinetic energy,
































where EE(A, B) is commonly called the Ewald potential. Interested readers can refer to Ref. [190]
for the derivation of Eq. (4.21). The Ewald potential is the periodic potential at position A due to
a unit charge at position B along with its uniform neutralizing background. Furthermore, the zero









48M ·(A−B) . (4.22)
In practice, the above sum is conditionally convergent and EE(A, B) is most efficiently computed
by Ewald summation. The above expression should be understood as a distribution, which gives
conditional convergence when used inside an integral, as is always the case in calculations with
basis sets. In particular, the ERIs calculated with the Ewald potential are always well-defined,












d?A (A1) − X?A
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The second equality above emphasizes that the Ewald potential ERIs do not need to be evaluated
with plane waves and alternative schemes are possible such as Gaussian density fitting [157]. The
Madelung constant EM is the same one defined in Eq. (4.6), i.e. it can be equivalently defined
as the potential at the location of a point charge due to its periodic array of images and uniform






|A − B |
)
. (4.24)
In summary, the second, third, and fourth terms in Eq. (4.21) are the pairwise interaction energy
between the charges and their periodic images in a neutralizing background; the fifth and sixth
terms are the interaction energy between each charge and its own periodic images in a neutralizing
background. The fourth and sixth terms sum to nuc, the periodic nuclear repulsion energy as
commonly calculated via Ewald summation.
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4.3.1 Hartree Fock theory
Using the Hamiltonian in Eq. (4.21) as  = el + nuc to calculate the HF energy as the
expectation value of an #-electron determinant gives









[〈8 9 |8 9〉 − 〈8 9 | 98〉] + #EM
2
(4.25)















Importantly, the use of the Ewald potential removes the need for any special treatment of terms
with M = 0. The HF energy is the same as found in the previous section, where the finite-size
correction #EM/2 was due to the special treatment of an integrable divergence. However, the
orbital energies do not agree. Treating the Madelung contribution as an additive constant to the
total energy yields the orbital energies
Y? = )?? ++?? +
∑
8
[〈?8 |?8〉 − 〈?8 |8?〉] , (4.27)
which differs from the previous result because the occupied orbital energies are not modified.
Therefore, the occupied orbital energies will converge slowly to the thermodynamic limit, with
a finite-size error that decays as !−1 ∼ #−1/3
:
. This result would be acceptable if not for the
physical meaning of the occupied orbital energies as approximate ionization potentials according
to Koopmans’ theorem.
We can calculate the energies of the Hamiltonian in Eq. (4.21) with # + 1 and # − 1 electrons
in order to understand this discrepancy, recalling that an additional neutralizing charge density is
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implicitly added in order to compensate the additional charge. The energy obtained from electron
addition, ignoring orbital relaxation, is
 (#+1) = 〈Φ0 |el |Φ0〉 =
#∑
8=1





[〈8 9 |8 9〉 − 〈8 9 | 98〉] +
∑
8
[〈08 |08〉 − 〈08 |80〉]








and from electron removal is (by the same manipulations)




Therefore, when # is treated as a constant, the orbital energies Y? do not satisfy Koopmans’
theorem for electron affinities and ionization potentials. However, this is not the main problem; in
fact, treating # as a one-body operator leads to different orbital energies that do satisfy Koopmans’
theorem but for which both the occupied and the unoccupied orbital energies differ from those of
the previous section and thus converge slowly as !−1.
The main problem is that the periodic Hamiltonian potentially has an undesired interaction
energy for a non-neutral system. The desired thermodynamic limit is # →∞ with a single excess
electron (or hole). Therefore, the interaction energy between the excess charge and its periodic
images, along with the neutralizing background, is artificial. This excess energy is Δ = EM/2 and
should be subtracted from the total energy of both charged systems, giving























The electron affinity and ionization potential are then






IP =  (#)0 − 





= Y8 + EM, (4.31b)
in agreement with the previous section’s treatment of HF finite-size effects due to the integrable
divergence in the exchange energy. For future reference, we emphasize that there are two correc-
tions to the orbital energies (the second and third terms in Eq. (4.31)): the first correction is due to
the uniform background and is identical for occupied and unoccupied orbitals (and cancels in the
band gap); the second is due to the spurious image charge interaction and is opposite in sign for
the occupied and virtual orbitals.
4.3.2 Perturbation theory
The results of perturbation theory depend on the partitioning of the Hamiltonian. The most
natural partitioning of the Hamiltonian in Eq. (4.21) is the usual Møller-Plesset one,  = 0 + +
with






























where {· · · } indicates normal-ordering with respect to the HF determinant. As usual, the zeroth-









|〈8 9 | |01〉|2
Y8 + Y 9 − Y0 − Y1
. (4.33)
This approach to perturbation theory has the appealing property that the Madelung contribution
only affects the HF energy and thus the correlation energy is independent of the Madelung constant.
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Unfortunately, as discussed in the previous sections, the occupied orbital energies calculated in
this way converge slowly as !−1. Because they enter in the denominator, we expect the same
slow convergence in the MP2 correlation energy. In Fig. 4.2, we show the MP2 correlation energy
per primitive unit cell of diamond and lithium fluoride. When uncorrected orbital energies are
used, the correlation energy converges as !−1 i.e. as #−1/3
:
; the scaling becomes #−1
:
when orbital
energies are corrected as discussed in Sec. 4.3.1. Quantitatively, the denominator is too small
without the finite-size correction, compared to its value in the thermodynamic limit, and thus the
MP2 correlation energy is too large in magnitude and converges from below.
An alternative Hamiltonian partitioning can be chosen based on one-electron energies that sat-
isfy Koopmans’ theorem with finite-size corrections,














































|〈8 9 | |01〉|2
2EM + Y8 + Y 9 − Y0 − Y1
. (4.35)
Because the denominator now has a finite-size error that decays as !−3 (due to the cancellation of
leading-order errors in 2EM + Y8 + Y 9 ), we expect faster convergence to the thermodynamic limit.
This behavior is confirmed in Fig. 4.2, which shows that this finite-size corrected MP2 correlation
energy, based on the partitioning in Eqs. (4.34), converges as !−3, i.e. #−1
:
. The correlation energy
of lithium fluoride, a large gap insulator, converges especially quickly when corrected. Impor-
tantly, both approaches give the same correlation energy in the thermodynamic limit. The faster
convergence demonstrates that the corrected approach is to be preferred. These results are in com-
plete agreement with those derived on the basis of integrable divergences. This latter partitioning
is also the one implicitly chosen in MP2 calculations on the finite uniform electron gas [191].
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4.3.3 Coupled-cluster theory
Unlike finite-order perturbation theory, CC theory is invariant to a repartitioning of orbital
energies. In that sense, the two partitionings above can be viewed as a level shift introduced in
the CCSD iterations, which does not change the solution at convergence. However, the second
partitioning above (where 0 and + both have Madelung constant shifts) is perhaps preferable
because the initial guess will yield the improved version of MP2 theory. Numerical results (shown
in Figs. 4.2 and 4.3) also indicate that this version of MP2 theory at a finite :-point grid is in better
agreement with the converged CCSD solution and so presumably fewer iterations are required.
This invariance to Madelung corrections is the same as that determined in the the previous
section on integrable divergences. In particular, this means we can treat the Madelung constant
contibution to the total energy #EM/2 as a part of the HF energy and calculate the correlation
energy separately using integrals evaluated with the Ewald potential, i.e. with the M = 0 term
explicitly removed. This result holds for any “wavefunction” based theory, but clearly not for
perturbation theories.
4.3.4 IP/EA equation-of-motion coupled-cluster theory
The analysis of IP/EA EOM-CCSD with the Ewald potential is very similar to that for the HF
eigenvalues and IPs/EAs. A straightforward treatment of the #EM/2 term will give
EA = (. . . ) + EM
2
(4.36a)
IP = (. . . ) + EM
2
(4.36b)
and a bandgap that is unchanged, where all terms in (. . . ) are calculated with the nondivergent
Ewald potential. Again, a physical argument suggests that the interaction energy between the ex-
cess charges and their periodic images EM/2 is artificial and should be subtracted from the energies
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of the (# ± 1)-electron energies, giving
EA = (. . . ) (4.37a)
IP = (. . . ) + EM. (4.37b)
If we further assume, physically, that the artificial interacting energy is screened by the dielectric
constant of the material, then we should subtract EM/(2n) instead; this gives














in agreement with the more careful analysis of the M = 0 limit presented above.
4.4 The shifted Ewald potential





































where the final term vanishes for a neutral system. The shifted Ewald potential Es(A) ≡ EE(A) − EM
clearly has the Fourier components
Es() =

4c/Ω2  ≠ 0
−EM  = 0.
(4.40)
4.4.1 Hartree-Fock theory
Again we can evaluate the energy of an #-electron determinant,

































where the overline indicates that the pure Ewald interaction is used (without a Madelung constant
shift). There are two terms of $ (#2), #2EM − #2EM/2, arising from the electron-nuclear and the






























we see a third term of $ (#2) that cancels the other two. Thus, the electron-nuclear, nuclear-
nuclear, and Hartree term of the electron-electron interaction produce a sum that is independent of
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whether one uses EE(A, B) or EE(A, B) − EM. Thus we can write
















In this form, it is clear that the correction #EM/2 can be associated with the exchange energy. The
Fock matrix follows simply as
5?@ = )?@ ++ ?@ +  ?@ +  ?@








In the canonical HF basis, we can see that the Madelung constant modifies the occupied and unoc-
cupied orbitals in different ways,
Y 9 = · · · −
∑
8
〈 98 |8 9〉 = · · · −
∑
8
〈 98 |8 9〉 + EM (4.45a)
Y0 = · · · −
∑
8




consistent with the usual picture and all discussions above.
4.4.2 Perturbation theory
It is simple to check that the Madelung shift does not alter the ERIs relevant for MP2 theory,









d80 (M = 0)d 9 1 (M = 0),
(4.46)
because the final term vanishes by orbital orthogonality. Therefore, only the orbital energies are





The analysis of CC theory with the shifted Ewald potential is similar to that in the presence
of integrable divergences because the M = 0 terms need special attention. Like in that case, only
ladder ERIs of the form 〈8 9 |:;〉, 〈01 |23〉, and 〈80 | 9 1〉 are modified by the Madelung shift. Again
if we consider the particle-particle ladder contraction,













C238 9 − EMC018 9
(4.47)
we immediately recover the correction derived above in the section on integrable divergences.
Clearly the shifted Ewald potential naturally “Madelung-corrects” all leading-order integrable di-
vergences while leaving all other terms unchanged. As in all previous CC sections, a full analysis
will show that all Madelung constant corrections cancel in the CCSD C-amplitude and energy equa-
tions.
4.4.4 IP/EA equation-of-motion coupled-cluster theory
For the IP/EA problem, one has to decide whether to include the final term in Eq. (4.39), i.e. the
one that vanishes for neutral systems. However, note that this term adds an energy Δ = EM/2 to
both the negatively and positively charged systems. This is precisely the energy that was argued
to be artificial, representing the interaction between the excess charge and its periodic images.
Make sure this makes sense. Therefore, if this term is kept, one recovers the same answer as
when using the normal Ewald Hamiltonian (uncorrected); if this term is neglected, one recovers
the same answers as when treating integrable diverges or when the results obtained with a normal
Ewald Hamiltonian are corrected based on the physical argument of a fictitious interaction.
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4.5 Conclusions and outlook
We have carried out a detailed discussion on three approaches that correct the leading-order
(!−1 ∼ #−1/3
:
) finite-size errors in HF, MP2, CCSD, and IP/EA-EOM-CCSD calculations of solids.
Mathematical and numerical proofs have been given for the improved scaling, i.e. !−3 ∼ #−1
:
,
leading to faster convergence of energies toward the thermodynamic limit (TDL). The present
manuscript also establishes the equivalence of the three seemingly distinct approaches: despite
their different treatments on Hamiltonian or the energy expression, the three approaches based
on (1) addressing integrable divergences, (2) the Ewald potential, and (3) a shift Ewald potential
actually describe the same physical results.
We would like to emphasize that our analysis of the finite-size errors can be extended to
wavefunction-based methods in general. With a deeper understanding of the finite-size behav-
ior, it is hoped that reliable extrapolation schemes can be applied to more approaches in order to
avoid the necessity for very large super-cell calculations. The development of rigorous correction
schemes for the residual finite-size errors is also of great interest for our future work.
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Chapter 5: Improved MP2 band gaps of semiconductors and insulators
The material for this chapter was taken from Reference [192]
5.1 Introduction
Second-order Møller-Plesset perturbation theory (MP2) is the simplest ab initio treatment of
dynamical electron correlation. Its low cost makes it especially attractive for large systems includ-
ing periodic solids. Although periodic MP2 has been found to perform reasonably well for the
description of ground-state properties [193, 194, 195, 95, 5, 196, 197, 198, 199, 97, 200, 1], its
performance is less satisfactory for charged excitation energies and band gaps [5, 6]. For example,
in Ref. [5], MP2 was applied to thirteen semiconductors and insulators and exhibited average errors
of 0.5% for lattice constants, 4.1% for bulk moduli, and 0.23 eV for cohesive energies, but pre-
dicted negative band gaps for materials that are known to be semiconducting, such as silicon and
silicon carbide. This unsatisfactory performance was attributed to the lack of screening in finite-
order perturbation theory. Indeed, the GW approximation [56, 201, 202] and equation-of-motion
coupled-cluster theory [203, 82, 79, 204, 55] describe excitation energies with infinite-order per-
turbation theory and predict accurate band gaps of semiconductors [202, 205, 1], albeit with a
computational cost that is higher than that of MP2.
Here, we study the performance of a second-order approximation to equation-of-motion coupled-
cluster theory with single and double excitations (EOM-CCSD), first presented in Refs. [116, 117].
Despite making sequential second-order approximations, the method will be seen to be equivalent
to the use of a self-energy containing all second-order diagrams and a few third-order diagrams.
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5.2 Theory
Consider the Møller-Plesset partitioning of the many-body Hamiltonian, leading to the Hartree-
Fock (HF) orbitals q? (r) with orbital energies Y?; as usual, we denote the orbitals occupied in the
HF determinant by 8, 9 , :, ;, those unoccupied by 0, 1, 2, 3, and general orbitals by ?, @, A, B. The





















l + Y3 − Y: − Y;
, (5.1)





? (x1)q∗@ (x2)A−112 qA (x1)qB (x2) (5.2)
and x is a combined space and spin variable. Unlike the GW approximation, the MP2 self-energy
has exact second-order exchange and is therefore free of self-screening error.
(a) (b) (c) (d)
MP2
P-EOM-MP2
Figure 5.1: Self-energy diagrams included in the MP2 and P-EOM-MP2 Green’s function beyond
first-order. All diagrams are time-ordered with time increasing from left to right; hole lines point
towards decreasing time and particle lines point towards increasing time. All Coulomb interactions
(wavy lines) are antisymmetrized, yielding exchange diagrams not explicitly drawn here. The MP2
self-energy includes diagrams (a) and (b) only. The P-EOM-MP2 self-energy includes all four
diagrams shown. The GW self-energy includes the non-exchange versions of diagrams (a), (b),
(c), and many others.
An alternative theory can be obtained by a second-order approximation to EOM-CCSD, lead-
ing to a method originally referred to as EOM-MBPT(2) [116] or EOM-CCSD(2) [118]. In this
method, the ground-state CCSD amplitudes are approximated by their MP2 values, avoiding the
expensive iterative solution of the CCSD amplitude equations. In this work, we consider the ad-
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ditional approximation of partitioning the EOM Hamiltonian into single and double excitation
spaces and perturbatively treating the latter. Under this approximation, the large double excitation
block of the similarity-transformed Hamiltonian is a diagonal matrix of orbital energy differences.
This method has been referred to as DSO-GF [116] and P-EOM-MBPT(2) [117, 45]; because we
always use a Hartree-Fock reference, we will refer to the method as P-EOM-MP2.
Unlike typical Green’s function techniques, the EOM approach yields ionization potentials
(IPs) and electron affinities (EAs) from separate eigenvalue calculations. In practice, these eigen-
values are found iteratively using the Davidson algorithm. As shown by Nooijen and Snijders [116],
the P-EOM-MP2 IPs can equivalently be obtained from the self-consistent eigenvalues of a matrix
with elements Y8X8 9 + ΣEOM8 9 (l), where




















l + Y3 − Y: − Y;
(5.3)
and likewise for the EAs. The above matrix is clearly similar to the MP2 self-energy matrix (5.1),
except for three differences. The first difference is the neglected coupling between the particle
and hole spaces. Within the common diagonal approximation to the self-energy, this coupling is
irrelevant and we have numerically confirmed that it is a negligible difference in this work. The
second difference is the perturbative replacement of l = Y 9 in one of the two terms. When this
replacement is done in the MP2 self-energy, we find that it makes the results slightly worse and is
thus not responsible for the improvement to be shown in the P-EOM-MP2 band gaps (vide infra).
The third and most important difference is the presence of the intermediate
























Y8 + Y 9 − Y0 − Y1
. (5.5)
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Viewed in terms of the similarity-transformed Hamiltonian ̄ = 4−)4) , the first term in Eq. (5.3)
reflects a renormalization of the one-body interactions due to ground-state correlation and the
presence of , in the second term reflects a renormalization of the two-body interactions, i.e. it
is a screened Coulomb interaction. Alternatively, the intermediate , can be understood as the
inclusion of a few third-order self-energy diagrams, with a perturbative evaluation of the frequency
denominator. In Fig. 5.1, we show the time-ordered self-energy diagrams included in the MP2 and
P-EOM-MP2 Green’s functions beyond first-order (i.e. beyond Hartree-Fock).
Assuming =occ occupied orbitals and =vir virtual orbitals with =vir > =occ, then the more ex-
pensive electron affinity EOM-CCSD (EA-EOM-CCSD) has an iterative $ (=2occ=4vir) cost due to
ground-state CCSD and an iterative $ (=2occ=3vir) cost per eigenvalue for excited-state matrix-vector
multiplication. The P-EOM-MP2 method reduces the above to a non-iterative $ (=2occ=2vir) cost due
to ground-state MP2 (ignoring the integral transformation) and an iterative $ (=occ=3vir) cost per
eigenvalue due to excited-state matrix-vector multiplication. This significant cost reduction makes
P-EOM-MP2 an attractive approach for complex materials. (Strictly speaking, P-EOM-MP2 has
a non-iterative $ (#6) step due to the formation of the intermediate (5.4), but this is typically not
the most time-consuming step. If necessary, the one-time intermediate construction can be avoided
but results in an iterative $ (#5) cost.)
5.3 Results and Discussion
We have applied the above two theories to the calculation of the minimum band gaps of eleven
simple, three-dimensional semiconductors and insulators. Seven have a diamond/zinc-blende crys-
tal structure: Si, SiC, GaP, BP, GaN, C, BN; two have a rock-salt crystal structure: MgO and LiF;
and two have a face-center cubic crystal structure: Ar and Ne. Calculations were done with pe-
riodic boundary conditions using the PySCF software package [157, 206]. All calculations were
done without pseudopotentials using the all-electron cc-pVTZ basis set except for Ne and Ar,
which used the aug-cc-pVTZ basis set. Calculations using larger basis sets (not shown) suggest
that our results are close to the basis set limit, consistent with analogous results obtained with
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the GW approximation [9]. Two-electron integrals were calculated by periodic Gaussian density
fitting [207] using JKFIT auxiliary basis sets [208].
For charged excitation energies, finite-size effects are large [1, 186]. Here, we have included
one Madelung constant correction to the occupied orbital energies and another to the final IPs. The
former correction has no impact in wavefunction-based theories such as EOM-CCSD, but does
have an impact in finite-order perturbation theories (similar to the differing behaviors of ground-
state CCSD and MP2); the latter correction is familiar from periodic calculations of charged sys-
tems and can be given a many-body interpretation on the basis of the excited-state structure fac-
tor [186]. We have performed calculations with #: = 23 − 53 :-points sampled uniformly in
the Brillouin zone. Band gaps were then extrapolated to the thermodynamic limit assuming an
$ (#−1/3
:
) finite-size error. Other treatments of finite-size effects are possible, but all are expected
to exhibit finite-size errors with the same scaling.
Figure 5.2: Comparison of calculated band gaps to experimental band gaps (including zero-point
renormalization) for the eleven semiconducting and insulating materials indicated. GW approxi-
mation results were obtained at the G0W0@PBE level of theory.
In Fig. 5.2, we compare the minimum band gaps obtained by MP2, P-EOM-MP2, and the GW
approximation to experimental values at 300 K. Because the calculations do not account for vibra-
tional effects, we have adjusted the experimental values according to calculated electron-phonon
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Material 0 (Å) Reference MP2 P-EOM-MP2 G0W0@PBE
Expt. g el-ph g Error g Error g Error
Si 5.431 1.24 -0.06 -2.13 -3.43 2.26 0.96 1.08 -0.22
SiC 4.350 2.2 -0.17 -1.21 -3.58 2.66 0.29 2.44 0.07
GaP 5.450 2.27 -0.07 -0.93 -3.27 2.96 0.62 2.33 -0.01
BP 4.538 2.4 - -2.25 (-4.65) 3.04 (0.64) 2.15 (-0.25)
GaN 4.520 3.30 -0.18 1.68 -1.80 3.70 0.22 3.13 -0.35
C 3.567 5.48 -0.33 1.57 -4.24 5.70 -0.11 5.52 -0.29
BN 3.615 6.2 -0.41 3.00 -3.61 6.15 -0.46 6.41 -0.20
MgO 4.213 7.67 -0.52 7.70 -0.49 8.52 0.33 7.43 -0.76
Ar 5.256 14.2 ∼ 0 13.80 -0.40 14.38 0.18 13.24 -0.96
LiF 4.035 14.5 -0.59 14.88 -0.21 15.59 0.50 13.27 -1.82
Ne 4.429 21.7 ∼ 0 21.00 -0.70 21.98 0.28 20.01 -1.69
MSE (eV) -2.17 +0.28 -0.62
MUE (eV) 2.17 0.40 0.64
Table 5.1: Minimum band gap g as measured experimentally and as predicted by MP2, P-EOM-
MP2 and G0W0@PBE (from Ref. [9]). Errors in predicted band gaps are calculated with respect
to experimental values with electron-phonon (el-ph) renormalization. All energies are in eV. Mean
signed error (MSE) and mean unsigned error (MUE) are given in eV. percentage. Results on BP
were excluded from error statistics due to the missing electron-phonon renormalization. Exper-
imental band gaps are from Refs. [209, 210, 211], zero-point contributions to electron-phonon
renormalization are from Refs. [47, 212], the thermal contribution to electron-phonon renormal-
ization for LiF is from Ref. [213], and G0W0@PBE results are from Refs. [9, 59].
renormalizations from the literature [47, 212] based on the Allen-Heine-Cardona framework [214,
215, 216]. We only include the zero-point renormalization for all materials except LiF, which has
a sizable thermal contribution to the renormalization at 300 K [213]; for the other materials, this
latter contribution is relatively small. Lattice expansion is already accounted for because our lat-
tice constants are experimental 300 K values. Precise numbers and crystal geometries are given in
Tab. 5.1. We note that experimental band gaps and calculated electron-phonon renormalizations
vary throughout the literature.
Consistent with Ref. [5], we find that MP2 systematically underestimates the band gap and
predicts negative band gaps for Si, GaP, BP, and SiC (our MP2 band gaps are similar to those of
Ref. [5], but some differ by as much as 0.5 eV, which we attribute to differences in the treatment
of core electrons, basis set effects, finite-size effects). Remarkably, the P-EOM-MP2 band gaps
are a significant improvement and show good agreement for all materials. The mean signed error
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(MSE) is +0.28 eV and the mean unsigned error (MUE) is 0.40 eV. The largest signed error is for
Si (+0.96 eV), which has the smallest gap of all materials considered.
In Fig. 5.2 and Tab. 5.1, we also compare results to those calculated by the G0W0 approximation
with a PBE reference. For all materials except LiF, we compare to all-electron, full-frequency
calculations by Zhu and Chan [9], which were performed with PySCF using identical treatments of
core electrons and identical Gaussian basis sets. The result for LiF is from Ref. [59]. Remarkably,
the P-EOM-MP2 and GW approximation perform similarly well, despite their underlying physical
differences. Roughly speaking, the GW approximation performs better for materials with the
smallest gaps while P-EOM-MP2 performs better for those with the largest gaps. The largest errors
for the GW approximation are for the large-gap insulators, whose band gaps are underestimated
by about 1 eV or more, which we attribute to the use of a PBE starting point and the absence of












































Figure 5.3: Convergence and extrapolation to the thermodynamic limit of the MP2 and P-EOM-
MP2 band gaps for four example materials. Experimental values are corrected with a zero-point
renormalization.
We performed additional calculations to estimate the effect of the various diagrams included
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in the P-EOM-MP2 self-energy shown in Fig. 5.1. The HF band gap is always much too large and
the direct second-order diagrams yield a large negative correction, which is largely responsible
for the performance exhibited by MP2. Consistent with Ref. [5], we find that the second-order
exchange diagrams make a small contribution (. 0.2 eV) for small-gap materials but a larger
contribution (& 0.5 eV) for large-gap materials. This can be attributed to the more localized
nature of the electronic states in large-gap insulators. The screening diagram in Fig. 5.1(c) makes
a large contribution (1 eV or more) for all materials and is most responsible for the significant
improvement of P-EOM-MP2 over MP2. The final diagram in Fig. 5.1(d), a vertex correction
beyond the GW approximation, typically raises the gap by about 0.2 eV.
In Fig. 5.3, we show the convergence of the band gap towards the thermodynamic limit for four
of the materials considered here. As mentioned earlier, the finite-size error is large and must be
removed by extrapolation. Interestingly, although MP2 and P-EOM-MP2 give similar band gaps
for small :-point meshes, they exhibit very different convergence to the thermodynamic limit.
This difference is largest for materials with small band gaps. We attribute this behavior to our
use of Madelung constant corrections in the HF orbital energies. These corrections cause the
HF gap to converge to the thermodynamic limit from above, such that the systems with smaller
:-point meshes are more weakly correlated and the importance of third-order diagrams in the self-
energy is diminished. On approach to the thermodynamic limit, the system becomes more strongly
correlated and the results of the two methods deviate.
5.4 Conclusion
In conclusion, we have shown that the P-EOM-MP2 approach, a second-order approximation to
EOM-CCSD, yields solid-state band gaps that are a significant improvement over those predicted
by MP2. The success of P-EOM-MP2 contradicts the conventional wisdom that infinite-order
screening is necessary for quantitative accuracy in band gap prediction. Rather, P-EOM-MP2
represents an affordable balance of low-order screening and exchange, yielding semiquantitative
accuracy for materials with a wide range of band gaps. By starting from Hartree-Fock theory and
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including antisymmetrization in all interaction vertices, the method is completely ab initio and
free of self-interaction and self-screening errors. We note that P-EOM-MP2 is very similar to
CC2 [119] and we therefore expect similar performance from the latter, which also includes some
amount of orbital relaxation. Although P-EOM-MP2 has been found to perform well for three-
dimensional materials, it will be interesting to apply it to low-dimensional semiconductors, where
screening is more complicated.
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