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We consider the nonlinear Sturm–Liouville problem
−uœ(t)+u(t)p=lu(t), u(t) > 0, t ¥ I :=(0, 1), u(0)=u(1)=0,
where p > 1 is a constant and l > 0 is an eigenvalue parameter. To understand the
global structure of the bifurcation diagram in R+×L2(I) completely, we establish
the asymptotic expansion of l(a) (associated with eigenfunction ua with ||ua ||2=a) as
aQ.. We also obtain the corresponding asymptotics of the width of the boundary
layer of ua as aQ.. © 2002 Elsevier Science (USA)
1. INTRODUCTION
We consider the following nonlinear Sturm–Liouville problem
−uœ(t)+u(t)p=lu(t), t ¥ I :=(0, 1), (1.1)
u(t) > 0, t ¥ I, (1.2)
u(0)=u(1)=0, (1.3)
where p > 1 is a constant and l > 0 is an eigenvalue parameter. It is known
by Berestycki [1] and Fraile et al. [7] that for each a > 0, there exists a
unique solution (l, u)=(l(a), ua) ¥ R+×C2(I¯) with ||ua ||2=a. The set
{(l(a), ua), a > 0} gives all solutions of (1.1)–(1.3) and is an unbounded
curve of class C1 in R+×L2(I) emanating from (p2, 0).
The purpose of this paper is to understand the global structure of this
bifurcation diagram in R+×L2(I) completely. To this end, we establish the
asymptotic expansion of l(a) as aQ.. We also establish the corresponding
asymptotics of the width of the boundary layer of ua as aQ..
Equation (1.1)–(1.3) has been extensively investigated by many authors
in the L.-framework from a viewpoint of local and global bifurcation
theory. We refer to Berestycki [1], Fraile et al. [7], Holzmann and
Kielhöfer [11], Rabinowitz [12, 13] and the references therein for the
works in this direction. On the other hand, since (1.1)–(1.3) is regarded as
an eigenvalue problem, it is significant to investigate (1.1)–(1.3) in L2-
framework. For the works in this direction, we refer to Bongers et al. [2],
Chabrowski [3], Chiappinelli [4–6], Heinz [8–10], and Shibata [14] and
the references therein. In particular, Chiappinelli [4, 5] obtained the
asymptotic formula for l(a) as aQ 0. On the other hand, in Shibata [14],
the following asymptotic formula for l(a) as aQ. has been given: There
exists a constant C > 0 such that for a± 1,
C−1a (p−1)/2 [ l(a)−ap−1 [ Ca (p−1)/2. (1.4)
Equation (1.4) gives the optimal estimate for the second term of l(a) as
aQ.. However, the exact second term was not obtained. Our main aim in
this paper is to improve the formula (1.4) to gain a complete picture of the
bifurcation diagram in R+×L2(I).
Now we state our results. Let N0 :={0, 1, 2, ...}.
Theorem 1. For any n ¥ N0, the following asymptotic formula holds as
aQ.:
l(a)=ap−1+C1a (p−1)/2+C
n
k=0
ak(p)
(p−1)k+1
Ck+21 a
k(1−p)/2+o(an(1−p)/2), (1.5)
where
C1=(p+3) F
I
= p−1
p+1
−s2+
2
p+1
sp+1 ds (1.6)
and ak(p) is a polynomial (deg ak(p) [ k+1) which is determined by
a0, a1, ..., ak−1.
For example,
a0(p)=1, a1(p)=
(5−p)(9−p)
24
, a2(p)=
(3−p)(5−p)(7−p)
24
.
The following theorem gives the asymptotic formula for the boundary
layer of ua as aQ..
PRECISE SPECTRAL ASYMPTOTICS 375
Theorem 2. For any n ¥ N0, the following formula holds as aQ.:
u −a(0)
2=u −a(1)
2=
p−1
p+1
ap+1+C1a (p+3)/2
+C
n
k=0
2Ak(p)
(p−1)k+1
Ck+21 a
2+k(1−p)/2+o(a2+n(1−p)/2), (1.7)
where Ak(p) is a polynomial (deg Ak(p) [ k+1) which is determined by
a0, a1, ..., ak−1.
For example,
A0(p)=1, A1(p)=
(9−p)(13−p)
48
, A2(p)=
(5−p)(7−p)(9−p)
48
.
The following theorem gives the relationship between ||ua ||2 and ||ua ||. for
a± 1.
Theorem 3. For any n ¥ N0, the following formula holds as aQ.:
||ua ||
p−1
. =a
p−1+C1a (p−1)/2+C
n
k=0
ak(p)
(p−1)k+1
Ck+21 a
k(1−p)/2+o(an(1−p)/2).
(1.8)
As a corollary of Theorems 1–3, we obtain the analogous results for the
nonlinear Sturm–Liouville problem
−uœ(t)+|u(t)|p−1 u(t)=lu(t), t ¥ I :=(0, 1), (1.9)
u(0)=u(1)=0. (1.10)
For (1.9)–(1.10), it is known that for each a > 0, there exists a unique solu-
tion (l, u)=(l(m, a), um, a) ¥ R+×C2(I¯)(m ¥ N) such that um, a has exactly
m−1 interior simple zeros in I, um, a > 0 near 0, and ||um, a ||2=a (cf.
[1, 7]). Moreover, the set {(l(m, a), ±um, a), a > 0, m ¥ N} gives all solu-
tions of (1.9)–(1.10). {(l(m, a), um, a), a > 0} is called the mth branch of
nodal solutions of (1.9)–(1.10) and is an unbounded curve of class C1 in
R+×L2(I) emanating from ((mp)2, 0). Then clearly, (l(1, a), u1, a)=
(l(a), ua) and it is seen from an easy symmetry argument (cf. [10, p. 313])
that the interior zeroes of um, a(m \ 2) are exactly {1/m, ..., (m−1)/m}.
Therefore, the restriction of um, a to [0, 1/m] corresponds to a positive
solution (with a different eigenvalue) on I via a dilation. We then obtain
the explicit correspondence between l(a) and l(m, a) and obtain the
analogous asymptotic formulas for all the branches of (1.9)–(1.10).
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Corollary 4. Let m ¥ N be fixed. Then for any n ¥ N0, the following
asymptotic formulas hold as aQ.:
l(m, a)=ap−1+mC1a (p−1)/2
+C
n
k=0
ak(p)
(p−1)k+1
(mC1)k+2 ak(1−p)/2+o(an(1−p)/2), (1.11)
u −m, a(0)
2=u −m, a(1)
2=
p−1
p+1
ap+1+mC1a (p+3)/2
+C
n
k=0
2Ak(p)
(p−1)k+1
(mC1)k+2 a2+k(1−p)/2+o(a2+n(1−p)/2), (1.12)
||um, a ||
p−1
. =a
p−1+mC1a (p−1)/2
+C
n
k=0
ak(p)
(p−1)k+1
(mC1)k+2 ak(1−p)/2+o(an(1−p)/2). (1.13)
The remainder of this paper is organized as follows. In Section 2, we
establish the second term of the asymptotics of l(a). In Section 3, we
establish the third and fourth terms of the asymptotics of l(a). This step is
needed to use the mathematical induction in Section 4. In Section 4, we
prove Theorems 1–3 by using the mathematical induction and the argu-
ments developed in Sections 2 and 3. We also give the proof of Corollary 4
at the end of Section 4.
2. SECOND TERM OF l(a)
We begin with notations and the fundamental properties of l(a) and ua.
Let || · ||q (q \ 1,.) be the usual Lq-norm. Ck(k=2, 3, ...) denotes positive
constants independent of a± 1. Let
l2(a) :=l(a)−ap−1, (2.1)
c(a) :=||u −a ||
2
2+
2
p+1
||ua ||
p+1
p+1, (2.2)
c2(a) :=c(a)−
2
p+1
ap+1. (2.3)
It is known by Berestycki [1] and Fraile et al. [7] that (1.1)–(1.3) has a
unique solution ul for a given l > p2,
lim
lQ.
ul
l1/(p−1)
=1 (2.4)
PRECISE SPECTRAL ASYMPTOTICS 377
uniformly on compact subsets on I. Moreover, the mapping lW ul ¥ C2(I¯)
is strictly increasing (i.e., dul/dl > 0 in I) and C1 for l > p2 (cf. [7,
p. 203]). Therefore, we see that a(l)=||ul ||2 is C1 and strictly increasing;
namely, da(l)/l > 0 for l > p2. Therefore, l(a), the inverse of a(l), is also
C1 and dl(a)/da > 0 for a > 0.
Lemma 2.1. ||u −a ||
2
2=2C1(1+o(1)) a
(p+3)/2/(p+3) for a± 1.
Proof. Since (1.1) is autonomous, we know that ua satisfies
ua(t)=ua(1−t), 0 [ t [ 1, (2.5)
ua(
1
2)=max
0 [ t [ 1
ua(t)=||ua ||., (2.6)
u −a(t) > 0, 0 [ t < 12 . (2.7)
Since it follows from (1.1) that
d
dt
51
2
u −a(t)
2−
1
p+1
ua(t)p+1+
1
2
aua(t)26=0 for 0 [ t [ 1,
the expression between brackets is constant in [0, 1], and taking t=0, 1/2,
for 0 [ t [ 1, we obtain
1
2
u −a(0)
2=
1
2
u −a(t)
2−
1
p+1
ua(t)p+1+
1
2
aua(t)2
=−
1
p+1
||ua ||
p+1
. +
1
2
a ||ua ||
2
.. (2.8)
This along with (2.7) implies that for 0 [ t [ 1/2
u −a(t)==l(a)(||ua ||2.−ua(t)2)− 2p+1 (||ua ||p+1. −ua(t)p+1). (2.9)
Then by (2.5), (2.7), (2.9), and putting s=ua(t)/||ua ||., we obtain
||u −a ||
2
2=2 F
1/2
0
=l(a)(||ua ||2.−ua(t)2)− 2p+1 (||ua ||p+1. −ua(t)p+1) u −a(t) dt
=2 ||ua ||. F
1
0
=l(a) ||ua ||2.(1−s2)− 2p+1 ||ua ||p+1. (1−sp+1) ds. (2.10)
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By (1.4) and (2.4), we see that ||ua ||.=l(a)1/(p−1) (1+o(1)) for a± 1. By
this, for a± 1 and 0 [ s [ 1, we obtain
2 ||ua ||.
l(a) (p+3)/(2(p−1))
=l(a) ||ua ||2. (1−s2)− 2p+1 ||ua ||p+1. (1−sp+1) [ C2.
By this, (2.10) and Lebesgue’s convergence theorem, we obtain
lim
aQ.
||u −a ||
2
2
l(a) (p+3)/(2(p−1))
=2 F 1
0
= p−1
p+1
−s2+
2
p+1
sp+1 ds=
2C1
p+3
.
This along with (1.4) implies our assertion. Thus the proof is complete. L
Lemma 2.2. dc2(a)/da=2al2(a) for all a > 0.
Proof. By (1.1) and (2.2), we obtain
dc(a)
da
=2 F
I
u −a(t)
du −a(t)
da
dt+2 F
I
ua(t)p
dua(t)
da
dt (2.11)
=2 F
I
{−u'a (t)+ua(t)
p}
dua(t)
da
dt
=2l(a) F
I
ua(t)
dua(t)
da
dt=l(a)
d
da
F
I
ua(t)2 dt
=2al(a).
By this, (2.1), and (2.3), we obtain our assertion. L
Lemma 2.3. l2(a)=C1(1+o(1)) a (p−1)/2 for a± 1.
Proof. Multiply ua by (1.1). Then integration by parts yields
||u −a ||
2
2+||ua ||
p+1
p+1=l(a) a
2. (2.12)
By this and (2.2), we obtain
c(a)−
2
p+1
l(a) a2=
p−1
p+1
||u −a ||
2
2.
By substituting (2.1) and (2.3) for this, we obtain
c2(a)−
2
p+1
l2(a) a2=
p−1
p+1
||u −a ||
2
2. (2.13)
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Then by this and Lemma 2.2, we find that c2 satisfies the differential
equation
c −2(a)−
p+1
a
c2(a)=h(a) :=−
(p−1) ||u −a ||
2
2
a
. (2.14)
We see from Lemma 2.1 that |h(s)|/sp+1 [ C3s−(p+1)/2 for s± 1. This
implies that for a± 1
F.
a
|h(s)|
sp+1
ds [
2
p−1
C3a (1−p)/2. (2.15)
Then we see that the solution c2 of (2.14) is represented as
c2(a)=I1(a)+I2(a) :=ap+1 F
.
a
−h(s)
sp+1
ds+C4ap+1. (2.16)
We see from (2.15) that I1(a)=o(ap+1) for a± 1. By (1.4) and (2.4), we
obtain ||ua ||
p+1
p+1=(1+o(1)) a
p+1 for a± 1. Therefore, by (2.2) and Lemma
2.1, for a± 1, we obtain
c(a)=
2
p+1
ap+1+o(ap+1). (2.17)
By this and (2.3), we see that c2(a)=o(ap+1). Therefore, we find that
C4=0, and consequently, by (2.16), we obtain
c2(a)=ap+1 F
.
a
−h(s)
sp+1
ds. (2.18)
Then by this, Lemma 2.1 and l’Hopital’s rule, we obtain
lim
aQ.
>.a −h(s)/sp+1 ds
a (1−p)/2
= lim
aQ.
2 ||u −a ||
2
2
a (p+3)/2
=
4
p+3
C1.
This along with (2.18) implies that for a± 1
c2(a)=
4C1
p+3
a (p+3)/2+o(a (p+3)/2). (2.19)
Now, by (2.13) and Lemma 2.1, for a± 1, we obtain
l2(a) a2=
p+1
2
c2(a)−
p−1
2
||u −a ||
2
2=(1+o(1)) C1a
(p+3)/2. (2.20)
This implies our conclusion. Thus the proof is complete. L
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3. THE THIRD AND FOURTH TERMS OF l(a)
Taking (2.1), (2.3), (2.19), and Lemma 2.3 into account, we put
l3(a) :=l(a)−ap−1−C1a (p−1)/2, (3.1)
c3(a) :=c(a)−
2
p+1
ap+1−
4C1
p+3
a (p+3)/2. (3.2)
Then by (2.11), (3.1), and (3.2), we have
dc3(a)
da
=2al3(a). (3.3)
The following estimate for ||ua ||. enables us to repeat the arguments in the
previous section.
Lemma 3.1. For a± 1
(l(a)−e−C5 `l(a))1/(p−1) [ ||ua ||. < l(a)1/(p−1). (3.4)
Proof. Since the second inequality is known by Berestycki [1], we have
only to prove the first inequality. We put va(t) :=l(a)−1/(p−1) ua(t+1/2)
and wa :=1−va. By (1.1) and (2.6), we see that wa satisfies:
w'a (t)=l(a)(1−wa(t)−(1−wa(t))
p), t ¥ (− 12 ,
1
2),
wa(0)=1−||va ||.,
w −a(0)=0.
Since 0 < va < 1 in I by the second inequality of (3.4), we have 0 < wa < 1
in (−1/2, 1/2). By (2.4), we see that va Q 1 and wa Q 0 uniformly on
Id :=[−d, d] as aQ., where 0 < d° 1 is a fixed constant. Therefore, for
a fixed constant 0 < e° p−1, we obtain by Taylor expansion that for
a± 1
l(a)(p−1− e) wa < w
'
a (t) < l(a)(p−1+e) wa, t ¥ Id,
wa(0)=1−||va ||.,
w −a(0)=0.
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SinceW± (a, t) :=(1/2)(1− ||va ||.)(e `(p−1± e) l(a) t+e−`(p−1± e) l(a) t) satisfy
W'± (a, t)=l(a)(p−1± e) W± (a, t), t ¥ Id,
W± (a, 0)=1−||va ||.,
W −± (0)=0,
we easily see that W−(a, t) [ wa(t) [W+(a, t) for t ¥ Id and a± 1. This
implies that as aQ.
1
2 (1− ||va ||.) e
`(p−1− e) l(a) d [W−(a, d) [ wa(d)Q 0.
This yields 1−C6e−d`(p−1− e) l(a) [ ||va ||.. Hence, there exists a constant
C5 > 0 such that for a± 1
(l(a)−e−C5 `l(a))1/(p−1) [ l(a)1/(p−1) (1−C6e−d`(p−1− e) l(a))
[ l(a)1/(p−1) ||va ||.=||ua ||..
Thus the proof is complete. L
Next, we study the asymptotics of l3(a). To this end, we prove the
following lemma.
Lemma 3.2. For a± 1
(p+3) c3(a)−4l3(a) a2=g0(a) a2, (3.5)
where g0(a)Q C
2
1 as aQ..
Proof. For a fixed a > 0, it is easy to see that L(a, t) :=l(a) t2/2
−tp+1/(p+1) is strictly increasing for 0 [ t [ l(a)1/(p−1). Therefore, by
Lemma 3.1, we obtain
L(a, (l(a)−e−C5 `l(a))1/(p−1)) [ L(a, ||ua ||.) [ L(a, l(a)1/(p−1)). (3.6)
First, we study the asymptotics of L(a, ||ua ||.). By (2.2) and (2.12), we have
||u −a ||
2
2=
p+1
p−1
1c(a)− 2
p+1
l(a) a22 , (3.7)
||ua ||
p+1
p+1=
p+1
p−1
(l(a) a2− c(a)). (3.8)
Integrate (2.8) over I. Then by (3.7) and (3.8), we obtain
1
2
u −a(0)
2=
1
2
||u −a ||
2
2−
1
p+1
||ua ||
p+1
p+1+
1
2
l(a) a2
=
p+3
2(p−1)
c(a)+
p−5
2(p−1)
l(a) a2. (3.9)
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By substituting (3.1) and (3.2) for (3.9), we see from (2.8) that
L(a, ||ua ||.)=
1
2
u −a(0)
2
=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+
p+3
2(p−1)
c3(a)
+
p−5
2(p−1)
l3(a) a2. (3.10)
Second, we study the asymptotics of L(a, l(a)1/(p−1)). By (3.1) and Taylor
expansion, for a± 1, we obtain
L(a, l(a)1/(p−1))=
(p−1)
2(p+1)
l(a) (p+1)/(p−1)
=
p−1
2(p+1)
(ap−1+C1a (p−1)/2+l3(a)) (p+1)/(p−1)
=
p−1
2(p+1)
ap+1(1+C1a (1−p)/2+l3(a) a1−p) (p+1)/(p−1)
=
p−1
2(p+1)
ap+1 31+p+1
p−1
(C1a (1−p)/2+l3(a) a1−p)
+
p+1
(p−1)2
(C1a (1−p)/2+l3(a) a1−p)2
+o((C1a (1−p)/2+l3(a) a1−p)2)4 . (3.11)
Note that l3(a)=o(a (p−1)/2) by (3.1) and Lemma 2.3. By using this and
(3.11), we obtain
L(a, l(a)1/(p−1))=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+
1
2
l3(a) a2
+
1
2(p−1)
C21a
2+o(a2). (3.12)
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Finally, we study the asymptotics of L(a, (l(a)−e−C5 `l(a))1/(p−1)). By (1.4)
and Taylor expansion, for a± 1, we have
L(a, (l(a)−e−C5 `l(a))1/(p−1))
=(l(a)−e−C5 `l(a))2/(p−1) 1 p−1
2(p+1)
l(a)+
e−C5 `l(a)
p+1
2
=l(a)2/(p−1) 11−e−C5 `l(a)
l(a)
22/(p−1) 1 p−1
2(p+1)
l(a)+
e−C5 `l(a)
p+1
2
=l(a)2/(p−1) 11− 2e−C5 `l(a)
(p−1) l(a)
+
(3−p) e−2C5 `l(a)
(p−1)2 l(a)2
+o(l(a)−2 e−2C5 `l(a))2
×1 p−1
2(p+1)
l(a)+
e−C5 `l(a)
p+1
2
=
p−1
2(p+1)
l(a) (p+1)/(p−1)−
1
2(p−1)
(1+o(1)) e−2C5 `l(a)l(a) (3−p)/(p−1)
=
p−1
2(p+1)
l(a) (p+1)/(p−1)−O(e−2C7a
(p−1)/2
a3−p)
=
p−1
2(p+1)
l(a) (p+1)/(p−1)−o(a2). (3.13)
Therefore, by (3.10), (3.12), and (3.13), we obtain (3.5). Thus the proof is
complete. L
Lemma 3.3. l3(a)=(1+o(1)) C
2
1/(p−1) as aQ..
Proof. By (3.3) and (3.5), we obtain
c −3(a)−
p+3
2a
c3(a)=−
g0(a) a
2
. (3.14)
By solving this equation, we see that
c3(a)=a (p+3)/2 F
.
a
g0(s)
2s (p+1)/2
ds+C8a (p+3)/2. (3.15)
c3(a)=o(a (p+3)/2) by (2.19) and (3.2). Moreover, the first term of the
right-hand side of (3.15) is also o(a (p+3)/2). Therefore, we see that C8=0.
Moreover, by l’Hopital’s rule, we have
lim
aQ.
>.a g0(s)/(2s(p+1)/2) ds
a (1−p)/2
= lim
aQ.
g0(a)
p−1
=
1
p−1
C21.
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This along with (3.15) implies
c3(a)=
1
p−1
C21(1+o(1)) a
2. (3.16)
Then by (3.5) and (3.16), we obtain
l3(a) a2=
p+3
4
c3(a)−
1
4
(1+o(1)) C21a
2=
1
p−1
C21(1+o(1)) a
2. (3.17)
Thus the proof is complete. L
Taking Lemma 3.3 and (3.16) into account, we put
l4(a) :=l3(a)−
1
p−1
C21, (3.18)
c4(a) :=c3(a)−
1
p−1
C21a
2. (3.19)
Then by (3.3), (3.18) and (3.19), we obtain
dc4(a)
da
=2al4(a). (3.20)
Lemma 3.4. l4(a)=(5−p)(9−p)(1+o(1)) C
3
1a
(1−p)/2/(24(p−1)2) as
aQ..
Proof. By (3.10), (3.18), and (3.19), we obtain
L(a, ||ua ||.)=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+
1
p−1
C21a
2
+
p+3
2(p−1)
c4(a)+
p−5
2(p−1)
l4(a) a2. (3.21)
By the same argument as that used to obtain (3.12), by (3.1), (3.18), and
Taylor expansion, for a± 1, we obtain
L(a, l(a)1/(p−1))=
p−1
2(p+1)
l(a) (p+1)/(p−1)
=
p−1
2(p+1)
1ap−1+C1a (p−1)/2+ 1p−1 C21+l4(a)2 (p+1)/(p−1)
=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+
1
p−1
C21a
2+
1
2
l4(a) a2
+
9−p
6(p−1)2
C31a
(5−p)/2+o(a (5−p)/2). (3.22)
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Therefore, by (3.6), (3.13), (3.21), and (3.22), we obtain
(p+3) c4(a)−4l4(a) a2=
9−p
3(p−1)
(1+o(1)) C31a
(5−p)/2. (3.23)
This along with (3.20) implies
c −4(a)−
p+3
2a
c4(a)=g1(a) a (3−p)/2, (3.24)
where g1(a)Q (p−9) C
3
1/(6(p−1)) as aQ.. Then by the same calcula-
tion as that to obtain (3.15), we obtain
c4(a)=a (p+3)/2 F
.
a
−g1(s)
sp
ds=
9−p
6(p−1)2
(1+o(1)) C31a
(5−p)/2. (3.25)
Then by (3.23) and (3.25), we obtain
l4(a) a2=
p+3
4
c4(a)−
9−p
12(p−1)
(1+o(1)) C31a
(5−p)/2
=
(5−p)(9−p)
24(p−1)2
(1+o(1)) C31a
(5−p)/2. (3.26)
This implies our assertion. L
4. PROOF OF THEOREMS
In this section, for i, k, m ¥ N0, the notation (4.m)i=k means ‘‘(4.m) for
the case i=k’’. By using the arguments in Section 3, we prove Theorem 1
by showing the following Proposition 4.1.
Proposition 4.1. There exist polynomials {Bi(p)}i \ 0 of p(degBi(p) [ i)
such that for any n ¥ N0, the following asymptotic formulas (4.1) and (4.2)
hold as aQ.:
l(a)=ap−1+C1a (p−1)/2+C
n
j=0
aj(p)
(p−1) j+1
C j+21 a
j(1−p)/2+o(an(1−p)/2), (4.1)
c(a)=
2
p+1
ap+1+
4
p+1
C1a (p+3)/2+C
n
j=0
bj(p)
(p−1) j+1
C j+21 a
2+j(1−p)/2
+o(a2+n(1−p)/2), (4.2)
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where
ai(p) :=
4+i(1−p)
2(i+1)
Bi(p) (0 [ i [ n), (4.3)
bi(p) :=
2
i+1
Bi(p) (0 [ i [ n). (4.4)
For example, we know from Lemmas 3.3 and 3.4 that
B0(p)=
1
2
, B1(p)=
9−p
6
, a0(p)=1,
a1(p)=
(5−p)(9−p)
24
, b0(p)=1, b1(p)=
9−p
6
.
To prove Proposition 4.1, we need the following Lemma 4.2, which is the
extension of (3.22). For 1 [ i [ k, we put
li+3(a) :=l(a)−ap−1−C1a (p−1)/2− C
i−1
j=0
aj(p)
(p−1) j+1
C j+21 a
j(1−p)/2, (4.5)
ci+3(a) :=c(a)−
2
p+1
ap+1−
4
p+3
C1a (p+3)/2
− C
i−1
j=0
bj(p)
(p−1) j+1
C j+21 a
2+j(1−p)/2. (4.6)
Lemma 4.2. Let k ¥ N be fixed. Assume that (4.1)n=k−1–(4.4)n=k−1 are
valid. Then there exists a polynomial Bk(p) of p (deg Bk(p) [ k) determined
by a0(p), a1(p), ..., ak−1(p) such that the following asymptotics holds as
aQ.:
L(a, l(a)1/(p−1))=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+
1
2
lk+3(a) a2
+C
k−1
j=0
Aj(p)
(p−1) j+1
C j+21 a
2+j(1−p)/2
+
Bk(p)
(p−1)k+1
Ck+21 a
2+k(1−p)/2+o(a2+k(1−p)/2), (4.7)
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where
Ai(p)=
8+5i−ip
4(i+1)
Bi(p) (0 [ i [ k−1). (4.8)
Proof. We prove the assertion by the mathematical induction with
respect to k ¥ N.
Case k=1. (4.7)k=1 follows from (3.22) with A0(p)=1, B0(p)=1/2
and B1(p)=(9−p)/6. (In this case, we do not have to assume (4.1)n=0–
(4.4)n=0, since they follow from Lemma 3.3 and (3.16).) Thus the proof of
the case k=1 is complete.
Case k \ 2. Assume that (4.1)n=k−1–(4.4)n=k−1 hold. Clearly, (4.1)n=k−1–
(4.4)n=k−1 imply (4.1)n=k−2–(4.4)n=k−2. Therefore, by the induction
assumption, we have (4.7), in which k is replaced by k−1. The proof of
(4.7) is divided into three steps.
Step 1. We define Ak−1(p) by (4.8)i=k−1. Then we obtain by (4.3)0 [ i [ k−1
and (4.4)0 [ i [ k−1 that for 0 [ i [ k−1
Ai(p)=
1
2
ai(p)+Bi(p)=
p−5
2(p−1)
ai(p)+
p+3
2(p−1)
bi(p)=
8+5i−ip
4(i+1)
Bi(p).
(4.9)
This implies (4.8)0 [ i [ k−1. By (4.1)n=k−1 and (4.5)i=k, k−1, for a± 1, we
obtain
lk+3(a)=lk+2(a)−
ak−1(p)
(p−1)k
Ck+11 a
(k−1)(1−p)/2=o(a (k−1)(1−p)/2). (4.10)
Substitute (4.10) for (4.7), in which k is replaced by k−1. Then by
(4.9)i=k−1, we obtain
L(a, l(a)1/(p−1))=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+
1
2
lk+3(a) a2
+C
k−1
j=0
Aj(p)
(p−1) j+1
C j+21 a
2+j(1−p)/2+rk(a), (4.11)
where rk(a)=o(a2+(k−1)(1−p)/2). Therefore, to prove (4.7), it is sufficient to
show that
rk(a)=
Bk(p)
(p−1)k+1
Ck+21 a
2+k(1−p)/2+o(a2+k(1−p)/2). (4.12)
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Step 2. To derive (4.12), we calculate L(a, l(a)1/(p−1)). We put
gk(x) :=1+hk(x) :=1+C1x+C
k−1
j=0
aj(p)
(p−1) j+1
C j+21 x
j+2.
Furthermore, let gk(k+2, x) denote the Taylor expansion of gk(x) (p+1)/(p−1)
of (k+2)th order, which is denoted by
gk(k+2, x)=1+c1(p) x+c2(p) x2+·· ·+ck+2(p) xk+2.
Then by (4.5)i=k and Taylor expansion, we have
L(a, l(a)1/(p−1))
=
p−1
2(p+1)
l(a) (p+1)/(p−1)
=
p−1
2(p+1)
ap+1(1+hk(a (1−p)/2)+lk+3(a) a1−p) (p+1)/(p−1)
=
p−1
2(p+1)
ap+1 31+p+1
p−1
(hk(a (1−p)/2)+lk+3(a) a1−p)
+C
k+2
j=2
(p+1) 2(3−p) · · · (j−(j−2) p)
j!(p−1) j
(hk(a (1−p)/2)+lk+3(a) a1−p) j
+o(a (k+2)(1−p)/2)4. (4.13)
Let 2 [ j [ k+2 be fixed. We denote by {zl, j(a)}l the terms of the expan-
sion of (hk(a (1−p)/2)+lk+3(a) a1−p) j which contain lk+3(a). Then by (4.10),
for a± 1, we obtain
|zl, j(a)| [ Ca (j−1)(1−p)/2 · (lk+3(a) a1−p)=o(a (k+j)(1−p)/2)=o(a (k+2)(1−p)/2).
Then by this and (4.13), we obtain
L(a, l(a)1/(p−1))
=
p−1
2(p+1)
ap+1
×31+p+1
p−1
hk(a (1−p)/2)
+C
k+2
j=2
(p+1) 2(3−p) · · · (j−(j−2) p)
j!(p−1) j
hk(a (1−p)/2) j
+o(a (k+2)(1−p)/2)4+1
2
lk+3(a) a2
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=
p−1
2(p+1)
ap+1{1+c1(p) a (1−p)/2
+c2(p) a2(1−p)/2+·· ·+ck+2(p) a (k+2)(1−p)/2}
+
1
2
lk+3(a) a2+o(a2+k(1−p)/2). (4.14)
Then by noting ap+1 ·a (k+2)(1−p)/2=a2+k(1−p)/2, we see from (4.11) and (4.14)
that
rk(a)=
p−1
2(p+1)
ck+2(p) a2+k(1−p)/2+o(a2+k(1−p)/2). (4.15)
Step 3. (k+2)! ck+2(p) is given by the (k+2)th derivative of
gk(x)(p+1)/(p−1) at x=0. We recall that the nth derivative of a composite
function z(x)=Z(y) and y=k(x) is
dn
dxn
z(x)=C n!
(b1)! (b2)! · · · (bh)!
dmZ
dym
1yŒ
1!
2b1 1yœ
2!
2b2 1yœŒ
3!
2b3 · · ·1y (h)
h!
2bh.
Here, the symbol ; indicates summation over all solutions in nonnegative
integers of the equation b1+2b2+·· ·+hbh=n and m=b1+b2+·· ·+bh.
By using this formula for n=k+2, we obtain
ck+2(p)=
1
(k+2)!
dk+2(gk(x) (p+1)/(p−1))
dxk+2
:
x=0
=C 1
(b1)! (b2)! · · · (bh)!
1p+1
p−1
21 2
p−1
213−p
p−1
21m−(m−2) p
p−1
2
×(C1)b1 1a0(p) C21p−1 2b2 · · ·1ah−2(p) C
h
1
(p−1)h−1
2bh.
Then we first find that the exponent of (p−1) in the denominator of
ck+2(p) is m+b2+2b3+· · ·+(h−1) bh=k+2. Second, ck+2(p) contains
Cb1+2b2+· · ·+hbh1 =C
k+2
1 . Third, since deg Bi(p) [ i for 0 [ i [ k−1, we know
from (4.3)0 [ i [ k−1 that deg ai(p) [ i+1 for 0 [ i [ k−1. Therefore, we see
that the degree of the numerator of ck+2(p) is at most m−1+b2+
2b3+(h−1) bh=k+1. Finally, since the numerator of ck+2(p) contains
the term (p+1), we see that
ck+2(p)=
(p+1) Ck+21 c˜k+2(p)
(p−1)k+2
, (4.16)
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where c˜k+2(p) is a polynomial of p with deg c˜k+2(p) [ k. Then by (4.12),
(4.15), and (4.16), we obtain Bk=c˜k+2/2. Now (4.7) follows from (4.11)
and (4.12). L
Now we prove Proportion 4.1.
Proof of Proposition 4.1. We prove (4.1)–(4.4) by mathematical induc-
tion with respect to n ¥ N0.
Case n=0. By (3.1), (3.2), Lemma 3.3 and (3.16), we see that (4.1)n=0–
(4.4)n=0 are valid with a0(p)=b0(p)=1, B0(p)=1/2. Thus the proof of
the case n=0 is complete.
Case n=k. Assume that (4.1)n=k−1–(4.4)n=k−1 are valid. Then it
follows from (4.3)0 [ i [ k−1 and (4.4)0 [ i [ k−1 that
ai(p)=
4+i(1−p)
4
bi(p) (0 [ i [ k−1).
By this, (2.11), (4.5)i=k, and (4.6)i=k, we obtain
dck+3(a)
da
=2alk+3(a). (4.17)
Substitute (4.5)i=k and (4.6)i=k for (3.9). Then by (3.10) and (4.9)0 [ i [ k−1,
we obtain
L(a, ||ua ||.)=
p−1
2(p+1)
ap+1+
1
2
C1a (p+3)/2+C
k−1
j=0
Aj(p)
(p−1) j+1
C j+21 a
2+j(1−p)/2
+
p+3
2(p−1)
ck+3(a)+
p−5
2(p−1)
lk+3(a) a2. (4.18)
By this, (3.6), (3.13) and (4.7), we obtain
p+3
2(p−1)
ck+3(a)−
4
2(p−1)
lk+3(a) a2=
Bk(p)
(p−1)k+1
(1+o(1)) Ck+21 a
2+k(1−p)/2.
(4.19)
Then by (4.17) and (4.19), we obtain
c −k+3(a)−
p+3
2a
ck+3(a)=gk(a) a1+k(1−p)/2, (4.20)
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where gk(a)Q −Bk(p) C
k+2
1 /(p−1)
k as aQ.. By (4.2)n=k−1 and (4.6)i=k,
we see that ck+3(a)=o(a2+(k−1)(1−p)/2)=o(a (p+3)/2) for a± 1. Therefore, by
solving (4.20), we obtain
ck+3(a)=a (p+3)/2 F
.
a
−gk(s) s (k(1−p)−(1+p))/2 ds. (4.21)
Then by l’Hopital’s rule, we obtain
lim
aQ.
>.a −gk(s) s (k(1−p)−(1+p))/2 ds
a (k+1)(1−p)/2
=
2Bk(p)
(k+1)(p−1)k+1
Ck+21 . (4.22)
This along with (4.21) implies
ck+3(a)=
2Bk(p)
(k+1)(p−1)k+1
Ck+21 (1+o(1)) a
2+k(1−p))/2. (4.23)
By putting bk(p)=2Bk(p)/(k+1), we obtain (4.4)n=k. Then we obtain
(4.2)n=k by (4.4)n=k, (4.6)i=k, and (4.23). Now, by (4.19) and (4.23), we
obtain
lk+3(a) a2=
p+3
4
ck+3(a)−
Bk(p)
2(p−1)k
(1+o(1)) Ck+21 a
2+k(1−p)/2
=
(4+k(1−p)) Bk(p)
2(k+1)(p−1)k+1
(1+o(1)) Ck+21 a
2+k(1−p)/2. (4.24)
By putting ak(p)=(4+k(1−p)) Bk(p)/(2(k+1)), we obtain (4.3)n=k.
Then we obtain (4.1)n=k by (4.3)n=k, (4.5)i=k, and (4.24). Thus the proof is
complete. L
Now we get Theorem 1 from Proposition 4.1. Theorem 2 is a direct con-
sequence of (2.5), (3.6), (3.10), (3.13), (4.7)k=n+1, and (4.24)k=n+1. Finally,
Theorem 3 is a consequence of Lemma 3.1 and Theorem 1. Thus the proofs
of Theorems 1–3 are complete. L
We conclude this section by the proof of Corollary 4. We note that um, a
satisfies
−u'm, a(t)+u
p
m, a(t)=l(m, a) um, a(t), t ¥ (0, 1/m), (4.25)
um, a(t) > 0, t ¥ (0, 1/m), (4.26)
um, a(0)=um, a(1/m)=0. (4.27)
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We put s=mt, b :=m−2/(p−1)a, and wm, b(s)=m−2/(p−1)um, a(t). Then ||wm, b ||2
=b and (l(m, a)/m2, wm, b) satisfies (1.1)–(1.3). Then by Theorem 1, for
a± 1, we obtain
l(m, a)
m2
=bp−1+C1b (p−1)/2+C
n
k=0
ak(p)
(p−1)k+1
Ck+21 b
k(1−p)/2+o(bn(1−p)/2).
(4.28)
This along with the definition of b implies (1.11). Next, by noting
w −m, b(0)=m
−(p+1)/(p−1)u −m, a(0), (4.29)
||wm, b ||.=m−2/(p−1) ||um, a ||., (4.30)
we easily obtain (1.12) by Theorem 2 and (4.29). Finally, (1.13) follows
from Theorem 3 and (4.30). L
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