ABSTRACT. In this paper, we study the differentiability of SRB measures for partially hyperbolic systems.
INTRODUCTION
There is a lot of interest in understanding the ergodic aspect of partially hyperbolic systems. For conservative dynamics, one of the fundamental questions is proving ergodicity. In this direction, we have stable ergodicity conjecture which attempts to describe the generic picture of volume preserving partially hyperbolic systems. For non-conservative dynamics, one tries to describe the dynamics through studying distinguished invariant measures. A prominent role is played by SRB measures. DEFINITION 1. For any C 1 diffeomorphism f : X → X on a compact Riemannian manifold X, a probability measure µ on X is called a SRB measure for f if there exists a subset Y(µ) ⊂ X of positive Lebesgue measure such that for any x ∈ Y(µ), any continuous function φ on X, 1 n ∑ n−1 i=0 φ( f i (x)) converges to φdµ as n tends to infinity.
A satisfactory understanding of SRB measures for generic dynamics is currently lacking, despite of having some deep results in several models, see [2, 8, 12, 21, 24] just to list a few.
For partially hyperbolic systems, the existence of SRB measures is proved for several cases: 1. mostly expanding dynamics in [2] ; 2. mostly contracting dynamics in [9, 12] ; 3. generically for partially hyperbolic surface endomorphisms in [24] . Known uniqueness result of SRB measures, for example in [12, 21] , usually assume some form of transitivity. An even more refine question is the differentiability of SRB measures. In [12] , it is shown that for partially hyperbolic, dynamically coherent, u-convergent mostly contracting f on a three-dimensional manifold, there is a unique SRB measure ν f . If in addition that f is also stably dynamically coherent, then f is stably mostly contracting, and the SRB measure is known to exhibit Hölder dependence on the dynamics. In [12] Question 13.3, Dolgopyat asked whether or not for mostly contracting dynamics f , the map f → ν f is actually smooth ? We refer the readers to [11, 15] for recent advances in the study of mostly contracting dynamics.
The question of the differentiability of SRB measures had been previously studied by several authors. It has its roots in statistical physics, and has applications in averaging theory and the removability of zero Lyapunov exponents. The differentiability of SRB measures were previously known for Axiom A diffeomorphisms by [22] . For a class of rapidly mixing, partially hyperbolic systems with isometric center dynamics, the differentiability is proved by Dolgopyat in [13] . On the other hand, to the best of our knowledge, the non-differentiability of SRB measures ( when the existence and uniqueness is proved ) is unknown for partially hyperbolic systems, despite of having some speculations ( see Problem 4 in [10] ). In fact, the breakdown of the differentiability is poorly understood for multidimensional dynamics in general. For one-dimensional dynamics, Whitney-Hölder dependence is proved for a family of smooth unimodal maps in [4] , with matching upper and lower bounds for the Hölder exponents. For more results on the nondifferentiability of SRB measures for one-dimensional dynamics, we refer the reader to the references in [3] . We mention that in [3] , the study of the breakdown of the differentiability of SRB measures for higher dimensional dynamics was proposed as a future research direction.
One of the purpose of this paper is to prove the existence, uniqueness and differentiability of SRB measures for perturbations of a class of areapreserving endomorphisms which are special cases of those studied in [14] .
We mention a recent work [16] on a similar class of systems. We note that in contrast to [12, 21] , our method does not directly use any form of transitivity for the map in question. On the other hand, we give a method of constructing partially hyperbolic diffeomorphisms and endomorphisms at which the set of uGibbs states ( see Definition 3 and the footnote ) is not differentiable. We can also require our diffeomorphism to be mostly contracting satsfying the conditions in Theorem II [12] , which is known to imply the uniqueness of SRB measure/ uGibbs state. This gives a partial answer to Question 13.3 in [12] : we have an example at which linear response breaks down, but we know no non-trivial example of mostly contracting system where linear response holds. Moreover by Theorem I in [12] , the mostly contracting diffeomorphism we contruct is exponentially mixing with respect to the unique SRB measure, for Hölder observables. On the other hand, we mention that linear response can appear for slowly mixing systems, see [6] . . Assume that for each f ∈ U there exists a unique SRB measure µ f . Then we say that f → µ f is C r ′ restricted to U , if for any C r family { f t } t∈ (−1,1) in U through f , for any φ ∈ C r (M), the map t → φdµ f t is C r ′ at t = 0.
We will prove the existence, uniqueness and differentiability of SRB measures for endomorphisms close to a class of skew-products which we now define.
For any integers r ≥ 2, ℓ ≥ 2, any ϕ ∈ C r (T, R), we define a C r map f : T 2 → T 2 by f (x, y) = (ℓx, y + ϕ(x)), ∀(x, y) ∈ T 2 . We denote by U rot ℓ,r the set of C r maps defined as above for all ϕ ∈ C r (T, R). We say that f is C r −stably ergodic in U rot ℓ,r if all f ′ ∈ U rot ℓ,r in a C r open neighbourhood of f are ergodic. By Theorem 3.4 in [14] , we know that the set of maps in U rot ℓ,r that is C r −stably ergodic in U rot ℓ,r form a C r open and dense subset of U rot ℓ,r . It is obvious that our theorem does not extend to nonergodic f rot , so in this aspect our theorem is optimal. By Theorem 3.3 in [14] , for maps in U rot ℓ,r , being C r −stably ergodic in U rot ℓ,r is equivalent to being infinitesimally nonintegrable, defined in [14] .
Our method for proving Theorem 1 is based on the work of Tsujii in his study of decay estimates. Our new input emphasis on using higher regularity and the weak perturbation theory of transfer operators in [17, 19] . We believe our method for proving the uniqueness of SRB would be of independent interest.
Our next result is on the nondifferentiability of SRB measures. As we mentioned above, the existence of SRB measure in general is already difficult. So in order to state our theorem in a more general context, we recall the following more general notion. DEFINITION 3. Let f : X → X be a C 2 partially hyperbolic system on a compact Riemannian manifold X. We denote by uGibbs( f ) the set of f −invariant Borel probability measure µ ∈ M(X) such that µ has absolutely continuous conditional measures on unstable manifolds. 1 We will establish examples of mostly contracting partially hyperbolic systems stably having a unique SRB measure, while the SRB measures depend on the dynamics in a strictly Hölder fashion. We can even make the Holder exponent to be arbitrarily small.
Theorem 2.
For any r = 2, 3, · · · , ∞, for any θ ∈ (0, 1), there is a C r partially hyperbolic diffeomorphism ( resp. endomorphism ) f : X → X on a compact Riemannian manifold X such that the following is true. There is a C r family { f t } t∈ (−1,1) in the space of C r partially hyperbolic diffeomorphisms ( resp. endomorphisms ) through f , and a C r function φ : X → R such that for any {µ t ∈ uGibbs( f t )} t∈ (−1,1) , the function t → φdµ t is not θ−Holder at t = 0. Moreover we can choose f to satisfy Theorem II in [12] , that is, f can be a stably dynamically coherent, u-convergent, mostly contracting map on T 3 .
The notion u-convergent in Theorem 2 is defined in [12] for 3D partially hyperbolic systems f as follows. We say f is u-convergent if for any ε > 0, there exists an integer n > 0 such that for any two unstable manifolds of length between 1 and 2, denoted by
Our Theorem 2 give an example to Dolgopyat's Question 13.3 in [12] . An interesting aspect of our construction is that this nondifferentiability comes with some form of stability. See Further Aspect 2.
Further Aspect. 1. We will later see that we can choose f in Theorem 2 so that inf f ′ ∈U rot ℓ,r d C 0 ( f , f ′ ) can be made arbitrarily small, and to exhibit lack of transversality. Theorem 1, 2 as stated does not exclude the possible existence of a region where the SRB measures are differentiable at a 1 In some places this notion is also called SRB measure. In our paper, we reserve the term SRB measure for those with a basin of positive Lebesgue measure. generic map, and are non-differentiable at the others ( on a nonempty set ). We think it is very likely that there exists a nonperturbative C r open neighbourhood of U rot ℓ,r with such property. Indeed, we think some form of transversality condition would be necessary for the differentiability of SRB measures. There are other works that explore the relation between transversality and ( fractional ) linear response, for example [4, 5, 20] 2. The non-differentiable example we constructed is a skew product, and is stable under sufficiently localised perturbation preserving the skew product ( See Corollary B ). It would be interesting to construct an open set of diffeomorphisms where the non-differentiability of SRB measures hold.
we have that C 0 is strictly invariant under D f in the sense that
Here and after, for two cones C, C ′ ⊂ R 2 , we denote C ⋐ C ′ if the closure of C is contained in the interior of C ′ except for the origin. For any cone C, we set
Given any ℓ ≥ 2, γ 0 ∈ (ℓ −1 , 1), θ > 0, f satisfying (3.2), for any z ∈ T 2 , any n ≥ 1, any w 1 , w 2 ∈ f −n (z), we say that
By (3.2) , it is direct to see that
Then we have the following easy but important consequence,
The function f → m( f ) is upper semicontinuous in C 1 topology. Using the exponent m( f ), the proof of Theorem 1 splits into two parts.
The proof is very similar to Theorem 1.4 in [25] . We denote f (x, y) = (ℓx, y + ϕ(x)), ∀(x, y) ∈ T 2 and choose any γ 0 ∈ (ℓ −1 , 1), θ > 0 such that (3.1) is true. If m( f ) = 1, then for any n ≥ 1, there exists z n ∈ T 2 such that for any w,
and some constant C independent of n. After passing to a subsequence, we can assume that
We easily verify that W is closed and completely invariant. Moreover, (z, L) ∈ W. This shows that for any z ∈ T 2 there exists Ψ(z) ∈ P(R 2 ) such that (z, Ψ(z)) ∈ W. It is easy to see that the choice of Ψ(z) is unique and depends only on the first coordinate of z.
Then for any two sequences (y n ) n≥0 , (y ′ n ) n≥0 in T such that ℓy n+1 = y n , ℓy ′ n+1 = y ′ n and y 0 = y ′ 0 , we have
But this shows that f does not satisfy the infinitesimal completely nonintegrability condition in Section 3.2 [14] . We then conclude the proof by Theorem 3.3 in [14] .
Proof of Theorem 1: Our theorem follows immediately by combining Proposition 1 and Proposition 2.
We will prove Proposition 1 in Section 4.
SPECTRAL GAP IN ANISOTROPIC BANACH SPACE
Our strategy for proving Proposition 1 is the following. We construct Anisotropic Sobolev spaces W Θ,p,q following Tsujii in [25] . Different from [25] , we consider positive p, q, which corresponds to smaller and smoother spaces. We will consider a filtration of such spaces, and establish LasotaYorke's inequalities for Perron-Frobenius operator P acting on these spaces. These give us control of the essential spectrums of P. Such control is ultimately due to our hypothesis that transversality strongly dominates the possible contraction in the center space. We then use a general theorem of Gouëzel-Liverani in [17] to show the differentiability result.
Throughout this section, we will need to study inequalities associated to f n for f ∈ C r (T 2 , T 2 ) and for different n's. We use C to denote positive constants which are independent of n, and use C n to denote positive constants which may depend on n. Constants C, C n are uniform in a C r open neighbourhood of f , and may vary from line to line. 4.1. Anisotropic Sobolev spaces. In this section, we will collection some basic notions from [25] . Throughout this section, we denote R = (− We say Θ is a polarisation if it is a combination Θ = (C + , C − , ϕ + , ϕ − ) of closed cones C ± in R 2 and C ∞ functions ϕ ± : S 1 → [0, 1] on the unit circle S 1 ⊂ R 2 satisfying C + C − = {0} and
For a function u ∈ L 2 (R), we denote the Fourier modes by
For any open set X ∈ R 2 , any r ∈ (0, ∞], we denote by C r 0 (X) the set of compactly supported C r functions on X. For any p ∈ R, for any u ∈ C ∞ 0 (R 2 ), we denote its Sobolev norm u H p by
It is well-known that for p ∈ N,
For an open set X ⊂ R 2 , we denote by
For a polarisation Θ = (C + , C − , ϕ + , ϕ − ) and a real number p, we define the semi-norms ·
where we set c(+) = p and c(−) = q. We define the anisotropic Sobolev norm · Θ,p,q on C ∞ 0 (R) for real numbers p and q by
For any p, q ∈ R, any polarisation Θ, we denote by W Θ,p,q (R) the completion of C ∞ 0 (R) with respect to the norm · Θ,p,q . In the following two lemmata, we collect some basic properties of anisotropic Sobolev norms.
Proof. The first 3 inclusions in (1) and (2) 
where C does not depend on
where ν is the intersection multiplicity of the supports of the functions g i for
Proof. This is a more general case of Lemma 2.3 in [25] . The proof follows from straightforward adaptions. The first inequality is essentially proved in Appendix C [25] , the only difference being that instead of
The second inequality is essentially proved in Lemma 7.1 [7] .
To exploit the expansion in the unstable direction, we consider the following situation. Let r ≥ 2, ρ ∈ C r−1
The following is essentially contained in the proof of Lemma 2.4 in [25] . We refer the readers to the Appendix for the details
For any p, q ∈ R, any polarisation Θ, we define a norm · Θ,p,q for C ∞ (T 2 ) in the following way. We construct a finite collection of translations of R in T 2 , defined by {R a := κ a (R)} α∈A , where A is a finite set in T 2 and
and we let W Θ,p,q (T 2 ) be the completion of C ∞ (T 2 ) with respect to · Θ,p,q . [7] , and then used by Tsujii in [25] to study a class of suspension semi-flows. Similar ideas also appeared in [1] . In their papers, the dynamics are either uniformly hyperbolic, or have natural invariant measures, so they only studied the case where q ≤ 0 < p in order to be able to prove decay for rough observables. We need to consider 0 < q < p in order to prove our uniqueness of SRB measure.
REMARK 1. The construction of anisotropic Banach spaces adapted to dynamically systems was originally due to Baladi and Tsujii in

4.2.
Transfer operators and Lasota-Yorke's inequality. In the rest of this section, we let r ≥ r ′ ≥ 2, ℓ ≥ 2 and assume that f is C r close to U rot ℓ,r . It is a classical fact and easy to verify that the density ρ (w.r.t. the Lebesgue measure ) of any absolute continuous f −invariant measure µ is a fixed point of the Perron-Frobenius operator P f :
In the following, we briefly denote P = P f .
We define for any n ∈ N, any a, b ∈ A, any u ∈ C r−1
We fix any constants γ 0 ∈ (ℓ −1 , 1), θ > 0 such that (3.2) is satisfied for f , C 0 = C(θ) and γ 0 . This is true if, for example, when f ∈ U rot ℓ,r and (3.1) is satisfied. In the following, m( f ) is defined using cone C 0 .
LetΘ, Θ, Θ ′ ,Θ be polarisations denoted by
Moreover, we always assume that R(0, 1) is contained in the interior ofĈ − . Such choice is possible since by (3.2),
In the following, we fixΘ, Θ ′ , Θ,Θ. For any h ∈ (0, log ℓ), integer N 0 > 0, we let U h,N 0 be the set of C r covering maps g : T 2 → T 2 of degree ℓ satisfying (3.2) and
It is straightforward to check that for any f rot ∈ U rot ℓ,r , for any h > 0, there
and for all H as above, we have
We have the following.
we have
Proof. The proof is an easy adaptation of Lemma 2.6 in [25] using Lemma 3 instead of Lemma 2.4 in [25] . We will only give a sketched proof. The reader is referred to [25] for details. By (4.11), we have e −(2q+3)nhmn > m( f ) n . By (3.3), we can assume that n is sufficiently large, so that m( f , n) < e −(2q+3)nhmn . We will choose a covering of the closure of R by finitely many little open cubes in Q with intersection multiplicity bounded by 10, denoted by {D(ω)} ω∈A . Take a family of C ∞ functions {g ω :
We define functions {g ω,i : 
We can easily verify that 0 ≤ g ≤ 1 and g is C r−1 in the interior of R.
Let u ∈ C r−1 0 (R). We have the following, (1) for any 1 
. By f ∈ U h,N 0 and (4.8), (4.9), (4.10), we have for any n ≥ 1
Then by Lemma 3 and our hypothesis that p, q ∈ [0,
It is possible by i ⋔ ω j, (4.5), (4.7) and (4.12).
It is clear thatΘ
Proof. The proof is similar to that of Lemma 2.7 in [25] .
We have the similar thing for j.
The lemma follows from direct computations. 
Then the rest of the proof follows almost exactly that of Lemma 2.6 in [25] . By Lemma 2, for any u ∈ C r−1
By Lemma 4, Cauchy's inequality and (4.14),
By Lemma 2 and the calculation of g, 
We have
Again by (4.17), (4.18), we obtain
Finally by Lemma 2, Lemma 3 andΘ < Θ(ω, i), (4.14), we have 
If in addition that q ≥ 1, then for anym in (4.11), there exists M > 0 such that for any u ∈ C ∞ (T 2 ), any n ∈ N,
Proof. We choose an arbitrary m ∈ (m 0 ( f , h, p, q),m) ( recall (4.11)). By (4.3) and Proposition 3 we have
and for q ≥ 1,
We fix N to be a large integer so that the coefficient of u Θ,p,q in (4.23) is less thanm N 2 . Let M be a large constant to be chosen later. We will inductively prove that for all integer l ≥ 1, 
The last inequality follows by letting M > 10 max(m 
In this case, we say that
For any integer 1 ≤ k ≤ s, any t ∈ (−1, 1), any ̺ > α and δ > 0, denote
The following theorem in proved in [17] .
Theorem 3 ( Theorem 8.1 in [17] ). Given a family of operators
Let r ≥ r ′ + 2 ≥ 3. Given any C r ′ +1 family in C r (T 2 ), denoted by { f t } t∈ (−1,1) . For any t ∈ (−1, 1), we denote P t = P f t . By Taylor's formula, for each u ∈ C r (T 2 ), for all 1 ≤ k ≤ r ′ + 1, we have 
We need the following lemma. 
Proof. In the following we will consider Θ, Θ ′ , p, q to be fixed, so that we will not express the dependence of varies constants on them.
We prove our lemma by induction on k.
Then for any (n, σ) ∈ N × {+, −}, for any ζ ∈ supp(ψ Θ,n,σ ), we have
follows from (i), (4.30),(4.31), (4.32) and Parseval's identity. Otherwise, assume that our lemma is true for 1, · · · , k − 1. By (4.32) for (ρ β , ∂ β u) in place of (ρ, u) and the induction hypothesis, there exist a constant C ′ 2 depending only on k − 1 and sup β,1≤|β|≤k−1 ρ β C p+|β| such that 
We chooseΘ = (Č ± ,φ ± ),Θ = (Ĉ ± ,φ ± ) such thatČ <Ĉ and satisfy (4.5), (4.6) for f and C 0 = C(θ), and R(0, 1) is contained in the interior ofĈ − except for at the origin. Then there exists an open neighbourhood of f in U 1 , denoted by U 2 , such that properties (4.5), (4.6) are satisfied for any f ′ ∈ U 2 in place of f . Then fix a sequence of polarisations For any integer 1 ≤ k ≤ r ′ + 1, we denote
, where m 0 is defined in (4.11) .
By r ′ ≤ r 2 − 9, we have for any 0
We take an arbitrary
It is direct to verify that
We let N 0 > 0 be sufficiently large so that U h,N 0 contains a C r open neighbourhood of f , denoted by U 3 . We assume that U 3 ⊂ U 2 .
Take any α ∈ (α 1 2 0 , 1). We can apply Corollary A to see that there exist C, M > 1 such that for any f ′ ∈ U 3 , any u ∈ C ∞ (T 2 ), any n ≥ 1 that
Given any C r ′ +1 family in U 3 denoted by { f t } t∈ (−1,1) . Let Q 1,t , · · · , Q r ′ +1,t be defined by (4.27). We then let
We let ∆ 0 (t) = P t for all t ∈ (−1, 1). By (4.25), for any 1 ≤ j ≤ r ′ + 1,
Then by Lemma 5, (4.34), (4.27), (4.28), (4.29) there exists C 1 depending only on { f t } t∈(−1,1) r ′ +1,r , such that
This concludes the proof.
Now we can prove Proposition 1.
Proof of Proposition 1:
Let f be given by Proposition 1. We let B 0 , · · · , B r ′ +1 and U , C, M, α be given by Lemma 6. Then for any f ∈ U , P f extends to bounded operator from B i to B i for all 0
where
, and we assume that d C r ( f , f ′ ) ≪ 1 so that the addition, the right hand side is interpreted as the linear interpolation between two nearby points f (x, y),
. Then by Lemma 6, there exists a constant C 1 > 0 depending only on f and Π such that for any f ′ sufficiently close to f in C r , {P
By Lemma 6 and Hennion's theorem in [18] , for 1 ≤ i ≤ r ′ + 1, Sp(P f : B i → B i ) {z||z| > α} contains isolated eigenvalues of finite multiplicity. By (4.2), 1 − P f is non-invertible in B i for all 1 ≤ i ≤ r ′ + 1. Thus 1 is an eigenvalue of P f with finite multiplicity in B i . By our hypothesis that f is ergodic with respect to the Lebesgue measure on T 2 , we have that for all
Let κ > 0 be a constant such that 1 is the only eigenvalue of P f :
Moreover, this convergence is uniform for all z ∈ ∂B (1, κ) . By Lemma 6, the inclusion B i ⊂ B i−1 is compact for all 1 ≤ i ≤ r ′ + 1. Then using the by-now standard argument in [19] , we see that there exists δ > 0 such that for all f ′ such that d C r ( f , f ′ ) < δ, P f ′ has a unique simple eigenvalue in B (1, κ) .
We now show that any f ′ sufficiently close to f has a unique SRB measure. We define for f ′ sufficiently close to f the spectral projection at 1 by Π f ′ . Then we have
to {B 2 , B 3 }. Then by Theorem 3, we have for all z, |z − 1| = κ that
By Lemma 1 and (4.35), we have
While it is clear that Π f 1 = 1. This shows that for f ′ sufficiently close to f in
2 for all z ∈ T 2 . Then ρ f ′ dLeb is necessarily the unique SRB measure of f ′ . Let U be a sufficiently small C r open neighbourhood of f satisfying all the above conditions for f ′ .
Given a C r ′ +1 family in U denoted by { f t } t∈ (−1,1) . For any ϕ ∈ C r (T 2 ), any t ∈ (−1, 1), we have
Then our proposition follows from Lemma 6 and Theorem 3.
NONDIFFERENTIABILITY OF U-GIBBS STATES
Our construction is inspired by a theorem of Halperin in the study of Anderson-Bernoulli model, stated in the Appendix of [23] . The argument in [23] is of spectral nature, and made essential use of the self-adjointness of the Schrödinger operators. Our argument is purely dynamical and focused on exploiting monotonicity and periodicity. This proof should shed some light on the study of the regularity of the density of states of 1D Schrödinger operators with strongly mixing potentials.
Markov partitions.
In this section, we define for f that is either a partially hyperbolic system, or an Anosov system, or a strictly expanding map, a family of submanifolds that approximate the unstable manifolds of f . Note that for our later purpose, we only need to ensure that for any such submanifold, its image after long iterations can be almost decomposed into submanifolds in the same class. This makes our definition much simpler than the ones used in [13] .
For any compact Riemannian manifold X, any precompact submanifold D ⊂ X, we denote by Vol| D the normalised volume form on D induced by the restriction of the Riemannian metric on D. The normalisation ensures that Vol| D (D) = 1.
Let f : X → X be either a partially hyperbolic or an Anosov system. We denote by E u (x) the unstable subspace at x of dimension d u , and let K = {K(x)|E u (x) ⊂ K(x) ⊂ T x X} x∈X denote a continuous family of cones containing E u (x) such that the closure of D f (K(x)) is contained in the interior of K( f (x)) except for the origin. DEFINITION 5. Let f , K be given as above. For any ε ∈ (0, 1),
It is a standard fact that we can choose K such that for all f ′ sufficiently close to f in C 1 (X, X), the closure of D f ′ (K(x)) is contained in the interior of K( f ′ (x)) except for the origin. Moreover, there exists a constant C 3 depending only on f C 2 such that for any D ∈ A ε,C 2 ,K ( f ), for any n ≥ 1, let ρ be the density of ( f n ) * (Vol| D ) with respect to Vol| f n (D) . Then we have
As a consequence, we have the following result. The proof is a standard exercise, which we omit. 
In the following, for any f that is either a partially hyperbolic system or an Anosov system, we will always choose K, C 2 as in Lemma 7. We will briefly denote A ε,C 2 ,K ( f ) by A ε ( f ). When f denotes a strictly expanding map, we define A ε ( f ) to be the collection of balls in X of radius ε.
Conditions for the construction.
As usual, we let SL(2, R) denote the special linear group acting on R 2 . We have a canonical action of SL(2, R) on P(R 2 ). We use map ψ : P(R 2 ) → T, ψ(R(cos πθ, sin πθ)) = θ to identify P(R 2 ) with T. For any H ∈ SL(2, R), we denote H = ψHψ −1 ∈ Diff ∞ (T). Let H 0 ∈ SL(2, R) be a hyperbolic element with eigenvalues e α , e −α . Let u 0 , s 0 ∈ T be respectively the sink and source of H 0 . Then for all H ∈ SL(2, R) sufficiently close to H 0 , H is still a hyperbolic element. Let u(H), s(H) ∈ T be respectively the sink and source of H. Then we can easily verify that for all H sufficiently close to H 0 the following is true, (HYP) : there exists a constant c > 0 such that for any δ ∈ (0,
We denote byĈ,B : R → R respectively lifts of C 0 , B 0 . Letû 0 ,ŝ 0 ∈ [0, 1) be respectively lifts of u 0 , s 0 . Without loss of generality, we can assume that :
(1)û 0 ,ŝ 0 are both fixed byĈ, (2)B(û 0 ) =ŝ 0 , (3)ŝ 0 <û 0 . Let M be a compact Riemannian manifold. Let map g : M → M be either a C r transitive Anosov diffeomorphism, or a C r strictly expanding map. We denote by m the unique SRB measure of g.
We denote by
where A : M × T → T is a C r map.
We will assume that f satisfies the following, (a) sup z∈M DA(z, ·) is small enough so that f is partially hyperbolic,
and an integer q ≥ 1 such that g q (z) = z and f q (z, s 0 ) = (z, s 0 ).
We take an arbitrary ε 1 ∈ (0, d(z, ∂C)) and denote map D : T → T by
Without loss of generality, we assume that
2 )), where ε 0 is given by Lemma 7. (e) there exists a constant ε ∈ (0, min(ε 1 , ε 2 )/10) such that the following is true. 
LEMMA 8. If we have (a), (d), (e), (g), then we have (f).
Proof. Let ε be in (e). Let z ∈ C, q ∈ N be given by (d). We denote
Indeed, if (5.2) was false, then there would exists a sequence {c n > 0} n≥1 , {µ n , f * µ n = µ n , (p 1 ) * µ n = m} n≥1 such that lim n→∞ c n = 0 and µ n (C ′ × J ′ ) < c n for all n ≥ 1. Let µ be an accumulating point of µ n . It is clear that µ is f −invariant and (p 1 ) * µ = m. Moreover, we have
By the f −invariance of µ, for a generic choice of z ′ , z ′′ as above, we have
This is a contradiction. We claim that there exist arbitrarily large K such that for any
Contradiction. Thus our claim is true.
We let
, where C 2 is in the definition of A ε ( f ). For any K 0 > 0, by our claim above there exists
Then by letting K 0 to be sufficiently large, we can find a neighbourhood of (z ′ ,
This concludes the proof. . Let q > 0 be the period of z, i.e. g q (z) = z, and define
It is direct to verify that D = D n for all n ≥ 1. In particular, constant ε 2 is valid for all f n , n ≥ 1 in place of f .
By Remark 3, (a), (e) are satisfied when we replace g by any sufficiently large power of g. Since the center foliation of g is a C 1 foliation, this is known to imply stably dynamically coherence. Moreover, by the discussion in Example (a), Section 12 [12] , after replacing g by any sufficiently large power of g, f become u-convergent and mostly contracting. Then f satisfifes Theorem II in [12] , thus (g) is verified by Corollary 6.3 in [12] . By Lemma 8, we can replace g by g nq+1 for sufficiently large n, so that f satisfies the conditions of Theorem II in [12] and (a) to (g). 
We let m be the SRB measure of g, let ε be given by (e), let K ∈ N, J 1 ⋐ J ⊂ T be given by (f). We can define f t for t ∈ (−1, 1) by
wherex is any element of π −1
R→T (x). The right hand side of the above equality is independent of different choices ofx. We set φ = φ 0 .
Fix any β > −6 log(1−κ) α . We will construct a sequence of real numbers {t i } i∈N converging to 0, such that for any sequence of measures {µ i ∈ uGibbs( f t i )} i∈N , we have
It is direct to see that |φ t − φ| ≡ |t| for any t ∈ (−1, 1). Thus it suffices to show that there exists a sequence {t i } i∈N converging to 0 such that for any sequence {µ i ∈ uGibbs( f t i )} i∈N , we have
For any t ∈ R, we let R t : T → T be the rigid translation by t, i.e. R t (x) = x + t, ∀x ∈ T. Since by our choice C 0 = H 0 , for any t sufficiently close to 0, C t := R t C 0 is still given by a hyperbolic element. Let u t , s t be respectively the continuations of u 0 , s 0 . By (HYP), there exist c, t 1 > 0 such that for any t ∈ (−t 1 , t 1 ), any δ ∈ (0,
We denoteĈ t =Ĉ + t,B t =B + t. ThenĈ t ,B t are respectively lifts of C t , B t . We letû t ,ŝ t be the fixed point ofĈ t which are respectively the continuations ofû 0 ,ŝ 0 . We have following observation. LEMMA 9. There exists γ 1 > 0 such that for any t sufficiently close to 0, we have
Proof. We omit the proof for it follows from elementary computations.
We define for any (z,
We have for anyx ∈ π
The following lemma is the main step in the proof. LEMMA 
Then by (3) for k and (5.6), we deduce (3) for k + 1. This concludes the induction. In particular, by (2),(3) for k = 2L, we have
Proof. Without loss of generality, we can assume that δ > 0 is sufficiently small, independent of L. We choose an arbitraryx ∈ π
Thus we have the following relations.
. We will prove our lemma assuming the first case J ⋐ (ŝ 0 ,ŝ 0 + 1) happens. The second case is similar. Denoteū
Then by Lemma 9, we havē
Then there exists c 3 > 0, such that for all sufficiently small δ > 0, and for all L,
In particular, for sufficiently large L we have
It is easy to see that for sufficiently large L,
As a consequence, for all sufficiently large L we have
Now Lemma 10 follows from Lemma 11 and (5.7).
We have the following lower bound. LEMMA 12. There exists a constant c 4 
Then it is clear that
By definition, X n ≥ Y n . Then by the monotonicity and the periodicity of f −δ , we have
By Lemma 7 and by ε < min(ε 1 , ε 2 ) 
It is direct to see that for any t ∈ (−1, 1), any µ t ∈ uGibbs( f t ), we have π * µ t ∈ uGibbs(g). By the uniqueness of SRB measure for g, we have π * µ t = m for all µ t ∈ uGibbs( f t ). Then for each t ∈ (0, 1), for any µ t ∈ uGibbs( f t ) and µ −t ∈ uGibbs( f −t ), there exist a subset of M 0 ⊂ M with m(M 0 ) = 1, and for each z ∈ M 0 , there exists x, x ′ ∈ T such that (z, x) is µ t generic, and (z, x ′ ) is µ −t generic. Let E ∈ A 1 (g) be such that almost every z ∈ E with respect to the Lebesgue measure on E belongs to M 0 .
We claim that : for any y ∈ T, we have 
Here X = X(D, 2L + 1 + K, δ) and Y = ⌊X⌋.
Proof of Theorem 2: By combining Proposition 4, Proposition 5.
APPENDIX
Proof of Lemma 3:
The proof is essentially contained in [25] Appendix B. For the convenience of the reader, we recall the proof. As in [25] Appendix B, we let Γ = N × {+, −}. We let (c(+), c(−)) = (p, q) instead of (1, 0) in [25] , and let (c ′ (+), c ′ (−)) = (p − 1, q − 1). We write C for constants that does not depend on S, ρ, Θ, Θ ′ , while C ′ for constants that may depend on them. Let µ be an integer such that
tr (ζ) ≤ 2 µ−6 ζ , ∀x ∈ U, ζ ∈ R 2 let ν ≤ µ − 6 be an integer such that
We write as in [25] We have
Moreover, we have
By (4.1) and straightforward computation, We conclude the proof by (5.9), (5.12), (5.13), (5.14).
