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Abstract
The fact that image datasets are often imbalanced poses
an intense challenge for deep learning techniques. In this
paper, we propose a method to restore the balance in imbal-
anced images, by coalescing two concurrent methods, gen-
erative adversarial networks (GANs) and capsule network.
In our model, generative and discriminative networks play
a novel competitive game, in which the generator generates
samples towards specific classes from multivariate proba-
bilities distribution. The discriminator of our model is de-
signed in a way that while recognizing the real and fake
samples, it is also requires to assign classes to the inputs.
Since GAN approaches require fully observed data during
training, when the training samples are imbalanced, the ap-
proaches might generate similar samples which leading to
data overfitting. This problem is addressed by providing all
the available information from both the class components
jointly in the adversarial training. It improves learning from
imbalanced data by incorporating the majority distribution
structure in the generation of new minority samples. Fur-
thermore, the generator is trained with feature matching
loss function to improve the training convergence. In ad-
dition, prevents generation of outliers and does not affect
majority class space. The evaluations show the effective-
ness of our proposed methodology; in particular, the co-
alescing of capsule-GAN is effective at recognizing highly
overlapping classes with much fewer parameters compared
with the convolutional-GAN.
1. Introduction
Imbalanced data is a common problem in real-world
datasets encountered in a variety of applications such as
medical diagnosis, information retrieval systems, fraud de-
tection and land cover classification in remote sensing im-
ages. The amount of data is increasing day by day which
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Figure 1. Our proposed capsule-discriminator (DC) via ACGAN
[20].
raises the demands for accurate learning systems to clas-
sify and analyze data effectively. Learning from imbal-
anced data cases severe difficulty for accurate classification.
The machine learning classifiers do not perform well on im-
balanced data and mostly require the larger class samples.
However, for deep learning approaches, the issues will be
more complicated because the representation learning de-
grades the performance of the majority class samples [6,16].
The common strategy to handle imbalanced datasets is to
resample the data before training and that includes over-
sampling, under-sampling, or combination [3,4,21].
Generative Adversarial Networks (GAN) [11] is a
deep learning method that builds up several layers of ab-
straction in order to generate real-looking images. Typi-
cally, a GAN model is composed of two neural networks,
a generator that generates synthetic samples (fake) and a
discriminator that decides whether the given samples are
real or fake. Both networks are trained simultaneously by
playing an adversarial game. The generator learns from the
feedback of the discriminator and does not have access to
the real data. Over the last few years, a large number of
GAN methods used in a variety of applications. Most of
these works are based on computer vision problems and
involve image generation and image-to-image translation
[13,14,16,26]. One pioneering work is DCGAN which was
proposed by Radford et al. [15]; it comprises a set of archi-
tectures based on CNNs that have since been widely used
in many GAN approaches. CNNs are able to extract high-
level features from lower level features via convolutions and
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pooling. However, CNNs have limitations in understanding
the complex relationships between lower-level and higher-
level features. This relational issue causes a loss of informa-
tion that may be crucial for the training performance [16].
Capsules were first introduced in [12] and more recently
improved in [18]. This technology offers better perfor-
mance for learning hierarchical relationships and can be a
successful alternative to CNN, especially to change the pose
and spatial relationship. The initial intention of deep learn-
ing was to design a hierarchical model to recognize the fea-
tures from low-level to complex ones. However, the capsule
network (capsule-net) inherently has this property and can
perform more effective than CNN.
Nowadays, researchers who work in data imbalance
problems mainly focused on developing and modifying the
suitable learning classifier to better handle class imbalance
[1,7], and less attention is given to the data generation. De-
spite the remarkable success of GAN in many applications,
it is not appropriate for classifying imbalanced data, due to
its inherent property which requires fully observed data dur-
ing training [35,41,42]. We divide the imbalanced datasets
into two components, majority class-samples, and minor-
ity class-samples. Existing methods in this problem suffer
from the following issues [2,39,42,43]:
If the training samples are imbalanced when the gener-
ated samples from the minority are passed to the discrimi-
nator, they are mostly classified as fake samples. It is due
to the fact, with fewer samples; the discriminator cannot
find the corresponding class. Secondly, if the generator at-
tempts to generate realistic samples to fool the discrimina-
tor, it generally focuses on generating majority class, to op-
timize its loss function; thus, this will cause the collapse
of the model on the minority class. Third, these meth-
ods usually interfere with the distribution of the majority
class space and leading to slight overfitting of the data. To
be viable, GANs need to have sufficient information from
both class components and define an optimal distribution to
tackle these issues. Our proposed Capsule Adversarial Net-
work (CapsAN) has been conceived to address these prob-
lems by using both the majority and minority samples in
the adversarial training and using a multivariate (mixture)
probability distribution. This allows our model to learn the
underlying information from the proposed mixture distribu-
tion and use them to generate a minority class sample with
a higher variety. To achieve this goal, we need to know the
class information in the latent space to generate the samples
for the specific class. Although our model learns informa-
tion from both majority and minority classes, the goal is
to generate the samples for the minority class. Moreover,
using a single generator to generate samples for imbalance
classes may lead to a trivial solution where all the generated
samples are similar to the large class component [2,23,41].
To resolve this problem and generate different visual sam-
ples, capsule-net is used in the design of our discriminator
instead of conventional CNNs. This combination enables
the discriminator to have several embedded clusters in its
output (as multiclass discriminator) and prevent overfitting
of data. In this way, as there are multiple clusters, the gen-
erator is able to generate a high variety of samples from
different classes. We prove that using capsule-net as the
parameterization of the discriminator has a better perfor-
mance than CNN-based GAN, particularly for the imbal-
anced classification task. These comparisons are performed
on several imbalanced image datasets. Although some of
the existing approaches show promising performance, our
models improve upon these methods across various metrics.
The proposed model architecture is given in Figure 2. The
rest of the paper is organized as follows: The next section
discusses related work 2; section 3 provides a brief discus-
sion about GAN and capsule-net. We present our proposed
model in section 4. Quantitative and qualitative analysis is
shown in section 5. Finally, the work is concluded in sec-
tion 6.
2. Related works
To address the imbalanced class problems, a lot of work
is presented in the literature. A comprehensive comparison
of class imbalance and data irregularities problems can be
seen in [10,17]. These articles discuss different approaches
for data irregularities such as class imbalance, small dis-
joints, class askew, missing features, and absent features.
In [28], the authors marking the fifteen-year anniversary of
SMOTE, discuss the present state of affairs with SMOTE,
its applications, and also classify the future challenges to
extend SMOTE for Big Data problems.
Different from the existing GAN-based methods that em-
ploy GAN to generate samples, we aim to use GAN for im-
proving imbalanced image classification. However, GAN-
based imbalanced image classification is still in its infancy
and so far a few works have been proposed. Fiore et al. [27]
utilized a GAN to generate minority class samples (fraud
samples) for credit card fraud detection. Douzas et al. [29]
used GAN to generate synthetic samples for the minor-
ity class over various imbalanced datasets and proved that
GAN results are higher than those of other oversampling
methods. Montahaei et al. [25] proposed ARIC model to
handle the imbalanced problems in the adversarial classi-
fiers. Their model is based on weight adjustment factors,
in which the generator gives weights to the majority class
and the discriminator aims to classify the minority and the
weighted majority samples. However, their model fails to
consider the minority class distribution; they just uniformly
assign the weight to the majority class samples. In addition,
their proposed model is computationally complex and ex-
pensive. Mullick et al. proposed GAMO [30] which is an-
other method for handling class imbalance based adversar-
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Figure 2. The proposed CapsAN architecture. Generated Gz and real data Xreal are fed to the capsule-discriminator (DC). The proposed
Multiclass DC creates several clusters in its output space, thus provide a better means for the discriminator that, along with finding
generated and real distribution, is also required to predict the class label for the input image. The generator G composed of noise z and
class information which uses Multi(pi) distribution to generate minority class.
ial networks. Their model consists of a generator, a classi-
fier, and a discriminator. Samples are scattered in three dis-
tribution structures; majority class, minority class, and gen-
erated minority class distribution. The generator of GAMO
is trained to generated minority samples that are misclassi-
fied from the classifier. The discriminator is trained to find
real and fake data instances. The classifier is trained to cor-
rectly classify the instances as; majority or minority sam-
ples. Their proposed model is ideal and shown a promising
performance on different imbalanced datasets. Compared to
these techniques, our model improves upon these methods
across different metrics, as can be seen in the experiments
section. In fact, our model has a different setting and shows
a new way to generate minority samples, by incorporating
the spatial information of majority class into the newly gen-
erated minority class, which is not commonly used in other
techniques. The proposed CapsAN is in line with [23] in
the sense that we propose a multiclass discriminator, and
similar to [32] we used mixture data distribution in order to
drive the generation process towards minority class. Unlike
the other variation of GANs [30], an additional classifier did
not apply within our network; instead, the capsule discrim-
inator of our model requires classifying incoming vectors
based on the defined conditions in the generator.
3. Convolutional-GANs via Capsule-GANs
Before delving into the presentation of our proposed
model, it is expedient to give a brief description of the ma-
terial concepts needed for proposing our work. GAN [11]
consists of two networks; a generator and a discriminator.
The underlying idea is to train a generator against a dis-
criminator in an adversarial mode. We assume G : Z → X
for generator G, where z is the noise space and X is
the data space. The discriminator D can be defined as
D : X → [0, 1] to distinguish the class of the samples that
can be either 0 or 1. The GAN method can be formulated
as:
min
G
max
D
V (D,G) = ND +NG (1)
x ∈ X is from the data distribution Pdata(x) and z ∈ Z
is from the noise distribution Pz(z) . During training, NG
is optimized to confuse the ND by assigning the label 1
(fake) to samples generated from G. However, if the dis-
criminator could identify the instances that come from the
generator then the observation is: the generator produces
low-quality data which is distinguishable for discriminator
[13]. The original paper of GAN [18] uses a multilayer
perceptron for both the generator and discriminator. Even
though this network has a successful performance in a wide
range of applications, it is not suitable for imbalanced im-
ages. We discuss the challenges of imbalanced datasets in
the next section. More recently, Sabour et al. [18] proposed
a capsule-net, which is an alternative to CNNs with a strong
ability to model the relationships between the image fea-
tures with much fewer parameters. Similar to convolutional
networks, capsules also are a hierarchical image represen-
tation that could pass an image through multiple layers of
the network. The capsule-net consists of several layers and;
each layer is divided into groups of neurons that denoted as
capsules [34]. In contrast to a single neuron, a capsule not
only learns a good weight for the image classification but
also can learn a specific image entity over different viewing
conditions such as rotation, lighting, and thickness. Cap-
sules are considered to be active based on the activation of
the neurons. However, the neuron activation depends on
different features such as pose, position, color, etc, which
allow the capsule to capture a specific object in the images
and if the object exists in the image, then the capsule is acti-
vated. The capsule has the output vectors, where the vector
length is determined by the presence of the entity. In the
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original paper1 , the authors used the squashing function to
shrink the short vectors to zero and large vectors to 1. Fur-
thermore, to compute the output for each parent (Routing
algorithm), the capsule estimates a prediction vector which
can be calculated by multiplying its own output by the cor-
responding weights. In fact, these weights determine the
strength of the connection for each capsule. Later, the scalar
product between the prediction vector and the output of the
possible parent will be computed. The intuitive thought is
that, if the obtained scalar product is enough large, then a
high coupling coefficient is assigned to that parent, whilst
it is decreased for other parents. This mechanism helps to
avoid the overlapping problem in the classification task. If
we assume, capsule i and j in layer l and the layer above
(l + 1), in which ui is the vector output of capsule i and
vj is vector output of capsule j that has sj input vector,
the vj will be defined as vi = squash(sj) =
||sj ||2sj
1+||sj ||2||sj || .
It is worth mentioning that the vector length is limited to
being within zero and one; the short vectors minimum
gets to zero length and long vector maximum gets to one
(while the orientation of the vectors is preserved). The to-
tal input of capsule j is a weighted sum of all vectors uˆj|i;
and uˆj|i is the prediction vector of capsule i connected to
capsule j as: uˆi|j = Wijvi, where the output vi is a vec-
tor of capsule i, and Wij is a weight matrix. Further, the
total input for capsule j is achieved by: sj =
∑
i fij uˆj|i ;
fij is a coupling coefficient and adjusts between capsule i
and all the capsules in the above layer j, and is determined
by the ”routing-by-agreement” technique [18]. In
this way, when the prediction vector is similar to the out-
put, the coefficient will be increased, while it is decreased
when there is dissimilarity. Based on the advantage of the
capsule-net, we propose a new framework for imbalanced
image classification that incorporates capsules within the
GAN framework.
4. Capsule Adversarial Networks
Synthetic data resampling approaches have achieved a
fair amount of success. In this paper, we present a new
way to generate minority class samples based on genera-
tive adversarial networks. The proposed model consists of
a generator and a discriminator. The generator corresponds
to an oversampling technique and generating more classifi-
cation problem to the discriminator. The proposed discrim-
inator acts as a classifier to accurately classify the samples
into several clusters. Before going into the details of our
proposed model, we discuss the main challenges of GANs
in imbalanced datasets. If we train a typical GAN on all
available data and generate many random samples, the gen-
erated samples are mostly from majority class due to the
sufficient number of training samples and also its optimal
1https://arxiv.org/pdf/1710.09829.pdf
loss function [22]. On the other side, training GAN with
minority classes is not a logic due to the fact that, with
the small number of samples the random parameters of our
model may generate similar samples and leads to overfit-
ting problems [24,39]. Another way to handle imbalanced
data is by down-sampling the training data based on ma-
jority class samples. However, random down-sampling will
degrade the classification performance, since the selected
subset of samples may not be informative enough [25,36].
There is another strategy to train GANs on imbalanced data,
jointly using majority and minority class samples. In this
method, the generator is able to generate samples from dif-
ferent classes and force the discriminator to believe that the
samples are a real image of the corresponding class. In-
spired by the work described in [20,36], our generator input
is conditioned to draw a target class. We apply class infor-
mation on the latent space. The generated samples should
be meeting the following essential conditions; firstly, be in-
distinguishable from the original ones, in view of the dis-
criminator; secondly, the discriminator should associate it
with the class c. The third condition implies that, although
our algorithm uses the distribution of majority samples for
the generation of new minority class samples, it does not af-
fect the learning from majority class space. However, there
is some conflict between the first and second conditions of
the minority class samples. For example, when the gener-
ated samples- from minority class- pass to the discriminator,
it is mostly assigned as fake samples, which is due to lack
of training minority samples. We resolve this problem by
designing the discriminator with a multiple cluster as; ei-
ther fake or belongs to the class c; instead of having binary
outputs as in [20,25,29,30]. In this way, we avoid the above
conflict and improve the discriminative accuracy. Figure 1
shows the different sets of our discriminator and other rel-
ative models such as [20,39]. Moreover, to make our dis-
criminative model as effective as possible, and avoid over-
fitting of the data, we incorporate the capsule-net in our pro-
posed setting to stabilize the training process by guiding the
generator to produce better samples. We followed the orig-
inal paper [18] with a minor variation to implement the dis-
criminator. The main difference is in the final layer, which
in our case contains 1×16−dimensionalcapsules and for
the original paper about 10× 16− dimensionalcapsules.
4.1. Generator based oversampling
Generating samples of imbalanced images from a latent
vector z is not simple, and we should find an accurate distri-
bution between the class samples to prevent the overfitting
problem. In this paper, we propose a multivariate proba-
bility distribution from a mixture of majority and minority
data distribution in the adversarial training. The proposed
generative model is capable to generate a high variety of
samples and copes with overfitting of the data. Let xˆ(s+)
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and xˆ(s−) be images drawn from the minority and major-
ity class samples respectively from the real distribution of
pdata(x). Let G be the generative model of our GAN with
pg(x) distribution, which maps a random vector z to im-
ages that have the same support as x. The training dataset
is divided into majority and minority class sample compo-
nents. Our central idea is to learn these components jointly
in order to approximate the data distribution for the minority
samples. We consider the density of data points of random
class c, as pc(f) with a threshold δc, and fc be the subset
of data on the condition, fc = f : pc(k) > δc; δc is positive
(> 0), such that the fc disjoints with the boundary margin
if, (δc)
c
c=1. In practice, it is difficult to access the minor-
ity sample distribution, because there are fewer samples in
the training set. According to [36] using mixture distribu-
tion for the minority class samples will be in the form of
αf(s+) + (1 − α)fc ; where α ∈ [0, 1]. For a finite train-
ing set {s-,s+,G}, where the generated samples are in-
dicated by p(s−) and p(s+), if pg(x) 6= pdata(x), it means
that, the generator distribution is different from the real data
distribution, then it can be considered as mixture data dis-
tribution. Based on the above observation, we can consider
function f as our proposed generator and thus we formu-
late the multivariate distribution for the generative model as
discussed in [32]:
pg(x) = pips+(x) + (1− pi)pdata(x)
Dg(x) =
pips+(x) + (1− pi)pdata(x)
pdata(x)
=
pips+(x)
pdata(x)
+ (1− pi)
(2)
For data imbalanced classification we would like the gener-
ator to drive the generation process towards minority class.
Furthermore, we model a probability distance in the latent
space as: Tc = T (µc,
∑
c), where it contains mean vector
µc and covariance matrix
∑
c. This equation should stand
for each class c, and we compute µc and
∑
c for both ma-
jority and minority classes and then draw a latent vector
Zc from distribution Tc. The fake samples are also gen-
erated by generator G which uses inputs latent vectors Zc.
However, the fake images are usually distributed between
the specific classes (not exactly lie in the class distribution).
The conditional latent vectors Zc are randomly located by
applying mixture distribution on the class sample c. These
obtained vectors are processed by the generator and the out-
put will be fed into the discriminator of our proposed model.
It is worth mentioning that, in our model; the embedding
layer of the generator is randomly initialized and trained.
However, to train such mixture distribution that could gen-
erate minority samples in the low-density region of the real
data `G = (G,DC), we require a loss function to encour-
age the generator to do that.
`G = lossfm (3)
In this paper, we follow the work in [32] and apply feature
matching function as a loss function in the generator. As
proved in [32,37] Feature matching loss enrich the genera-
tor to generate samples from different data distribution but
falls onto the margin, i.e., the generator tries to match the
first-order features between the generator distribution and
the true distribution ptd of both components.
lossfm = min
uG
||Ex∼ptd(x)[f(x)]−Ez∼p(z)[f(G(z;uG))]||
(4)
4.2. Capsule Discriminative Model (DC)
There have been a lot of works on how to address the
imbalanced data learning problem. Our proposed model
improves upon these methods by using a variation of
GAN. The behavior of the convolutional networks for bi-
ased and imbalanced data has been extensively investigated
[29,32,39], whereas the impact of capsule-net has received
little attention so far. In this paper, we incorporate the
capsule-net guideline [18] for the discriminator and used
capsule-layers instead of convolutional layers, for the per-
formance of imbalanced image classification. This way
pushes the discriminator toward creating several clusters in
its output embedding space. Each cluster corresponds to
one of these vertices; belonging to the known set of classes
or does not belong to any known classes (fake). The main
differences between our discriminator and other GAN vari-
ations are; the way to generate the minority samples; stabil-
ity and prevention of any changes in majority class space;
and also, single output with several clusters. For a given
feature vector x with its corresponding groundtruth y, and
a group of capsule vectors v1, v2, , vl we train the model
with f(x) = ||vy||2 > ||vl||2. In fact, we need ||vy||2
that should be larger than the other capsule vectors. If we
assume f(x) as a nonlinear vector function, and wk the
weight vector for class c as the standard-setting in [37],
to train the discriminator-capsule we should minimize the
pd(c|x) = exp(w
T
c f(x))∑c+1
i=1 exp(w
T
i f(x))
. We define `D(G,DC) as
below to train the discriminative model. Note that DC indi-
cates our discriminator that uses a capsule-net.
`DC = Ls+ Lpt (5)
The intuition behind the design of capsule discriminator is
to improve the classification based imbalanced class im-
ages. Given that G generates minority samples from the
mixture data distribution, we need to put forward some
main condition for DC to guarantee the classification accu-
racies; (i) the samples from different components (class c)
should be mapped to their corresponding components, (ii)
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the samples from different distribution which is not from
any known components should be mapped into a particular
cluster termed as fake samples, (iii) different clusters should
be far enough. The most suitable way to satisfy the first and
second conditions is margin loss since the discriminator of
our model is based on a capsule-net. We modified the mar-
gin loss in the discriminator in order to keep the number of
parameters low, to prevent harshly penalizing the generator
hence causing the generator to fail in the training process.
However, since we have c classes and we need to consider
both sample classes, we modify the margin loss [24,40] for
the discriminative model as:
hc = DC(xi)
Ls =
∑
c∈C
Tcmax(0, s
+ − ||hc||)2
+α(1− Tc+1)max(0, ||hc|| − s−)2
(6)
DC indicated as discriminatory based capsule-net, Tc is the
target value, the output of discriminator will be one of c
class components which is shown by value zero, and Tc+1
is fake which is shown by value one; hc is the final output
vector, and xi is the input vector which is received from
the generator. According to [18], we set the parameters
(α, s+, s−) to 0.5, 0.9 and 0.1, respectively. For a classi-
fication task (discriminator D) involving c classes, the final
layer of the network contains c results, each representing
one class. Based on [18,40], the length of each capsule
||hc|| can be viewed as the probability of the image belong-
ing to a particular class c. Furthermore, for condition (iii),
we need to widen density gaps to help classification. There-
fore, we used pull-away-term [38] to fulfill the condition.
lpt =
1
m(m− 1)
∑
i
∑
j 6=i
(
xTi xj
||xi||||xj || )
2
(7)
where xi , xj are batch samples and m is the batch size.
It is worth mentioning that, in our model; the embedding
layer of the generator is randomly initialized and trained.
Finally, the proposed discriminator and generator will be
optimized as:
D∗ = max(Ls(DC(x), Tc = 0)+
maxLs(DC(x), Tc+1 = 1) + Eq.7
then→ G∗ = maxLs(D(G(z)), Tc = 0)
(8)
Note that, here we eliminate α (down weighting factor)
since in the generator model we do not use capsule. We
have given the training details in Algorithm 1. In step 1,
the generator takes a noise vector z and class information
yi as input with a uniform distribution and outputs the same
format of original samples, the generated samples s+i &s
−
i
which can be either positive (minority) or negative (major-
ity). In step 2, once the synthetic samples are generated,
the classifier DC is designed to classify the input samples
based on the known classes or unknown classes. In con-
clusion, the proposed algorithm solves the learning prob-
lem posed by imbalanced image classification by variation
of GAN techniques. This approach can be outlined as fol-
lows: Divide the original samples into a training set and a
test set; use the training set to train the GAN and tune its
hyper-parameters; use the trained generator of the GAN to
generate synthetic samples, and use the discriminator as a
classifier to distinguish the results as fake or class c.
Algorithm 1 : training of our proposed method
Input, a set of minority and majority samples as S+, S− respec-
tively;
Output, DC (assigning the samples as one of the above classes or
fake);
Initialize, ω and u as the training parameters for discriminator
and generators respectively;
K = s+ + s−, where k is the number of samples including mi-
nority and majority class (s− > s+)
Train the generator and discriminator with first t iterations
for number of training, iterations do
sample i minority samples as (x1, x2, ..., xi)s+
sample i majority samples as (x´1, x´2, ..., x´i)s−
sample n noise as (z1, z2, , zn)
calculate the number of samples to be generated n+ =
integer(dist+ × (s− − s+)× ϕ)
(s− − s+) is the difference between the number of majority sam-
ples and the minority samples, ϕ is the level of balance to be gen-
erated (i.e., value 1, means 100%, and 0.5 meaning 50%)
generate samples xˆ← G(z, yi)
update the discriminator by: ω ← ∆ω 1i
∑
c∈C Ls+ lpt
end for the number of training iterations(t steps) do
sample i minority samples as (x1, x2, ..., xi)s
+
sample i majority samples as (x´1, x´2, ..., x´i)s
−
update the generator by: u← ∆u 1i
∑
i lfm
end
until convergence
To summarize, we proposed a new variation of GAN for
imbalanced data learning, to generate minority samples in a
low-density area of the true data by using feature matching
loss that could enrich the generator distribution and using
capsule-discriminator to create several clusters in its output
space. In this proposed way, we can provide better mean-
ing to the discriminator that, not only distinguishes between
fake and real images but also identify the corresponding
class for each input.
4.3. Implementation details
We have incorporated the capsule-net in GAN to learn
from imbalanced data. Similar to DCGAN [15], we used
convention CNN in designing the generator, however, mo-
tivated by [18,34], we designed our discriminator based on
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Table 1. Results of discriminator based on the capsule and convolutional nets on MNIST, CIFAR-10, CelebA, based on the error rate
Datasets MNIST CIFAR-10 CelebA
No. of samples (n) 100 500 1000 100 500 1000 100 500 1000
Caps-discriminator 0.8153 0.7329 0.6953 0.2408 0.2197 0.0698 0.4169 0.3418 0.0940
Conv-discriminator 0.8204 0.7927 0.7536 0.2563 0.2300 0.1150 0.5721 0.4839 0.1007
capsule-net. The main idea behind this implementation is
that, in the proposed CapsAN, the generator acts as the
oversampling, and the discriminator is our classifier. To im-
plement the DC (capsule-discriminator), we followed the
original paper [18]. However, the final layer of our dis-
criminator has a 1 × 16 dimensional capsule, instead of
having 10 × 16. This is the discriminators output which
represents, whether the input image is fake or belonging to
one of the corresponding classes. We initialize the model
with a 5 × 5 convolutional layer. There are 32 primary
capsules with 4 × 4 pose linear transformation. The pri-
mary capsules are followed by another 5× 5 convolutional
layer. The final capsule is the output layer with 16 dimen-
sions. All convolutional layers are composed of kernels of
size 5×5 with a stride 2 followed by spectral normalization
[49]. For each of the 16-dimensional vectors, we compute
the margin loss in Eq. ??. The first layer in G is the latent
samples, which is followed by a fully connected layer. In
addition, the generator involves 5 fractional-convolutional
layers (instead of transpose convolution) which are respon-
sible for upsampling a 512 × 512 dimensional vector. All
fractional convolutional layers are composed of the kernel
of size 3 × 3 with stride 1 followed by conditional batch
normalization [50]. The earlier methods based GANs in or-
der to ease the training difficulties suggested using batch
normalization in both generator and discriminator. How-
ever, these methods usually adapted to eliminate covariate
shifts. In this paper, we used a different setting for the dis-
criminator and substituted the SN (spectral normalization)
[49] with the batch normalization which helps deal with the
training problem. Moreover, we thoroughly set the weight
initialization by using trivial N(0, 1) and explicitly scaled
the weights as: Wl = wic , where c is the normalization in
each layer l and w is the weight; this initializer scenario is
proved by He et al. [7] which helps to be independent of the
scale parameter during the training. To control the magni-
tude in the generator we normalize the feature vector in the
generator after each fractional convolutional layer. We used
LeakyReLU [51] activation function with a leaky slop of
0.2 in the generator and discriminator for all layers, except
for the final layer. We observed the 0.001 learning rate is too
high, thus we set to 0.0002. Also, the momentum term with
the standard value of 0.9 does not match with our parame-
ters and we set the Adam optimizer [12] with value 0.5 in-
stead. The proposed networks were trained on a workstation
equipped with an Intel i7-6850K CPU with a 64 GB Ram
and an NVIDIA GTX Geforce 1080 Ti GPU and the operat-
ing system is Ubuntu 16.04. We used Keras 2.1.2, the deep
learning open-source library and TensorFlow 1.3.0 GPU as
a backend deep learning engine. Python 3.6 is used for all
the implementations. The baselines were implemented us-
ing their source codes.
5. Empirical analysis and discussion
We now present our main contribution of the proposed
model that can effectively tackle the imbalance problem in
real-world images. The proposed model improves learn-
ing form the imbalanced data by exploiting all useful in-
formation from minority and majority class samples in the
generation of new samples. The generated minority sam-
ples are handled in a way to prevent overfitting and outlier
production. We validate the proposed model on the most
popular and recognized image datasets, namely CIFAR10
[45], CelebA [47], Fashion-MNIST [46], GTSRB [48], and
MNIST [44]. CIFAR-10 is well known and used for a wide
range of applications; it contains 60,000 images from a tiny
image dataset with 10 different classes. MNIST (mixed na-
tional institute of standard and technology) is an example
of the imbalanced image that contains a large database of
70,000 digits (0 to 9). GTSRB is a traffic sign recognition
dataset with 51,840 images in 43 classes. All the selected
datasets are already imbalanced; we randomly select one
class from each dataset and follow [5,39] to induce an im-
balance rate of 40%, 20%, 10%, 5% and 2.5% in them. We
label this imbalanced data as Data 1, Data 2, Data 3, Data
4, and Data 5 respectively. In order to create a highly im-
balanced data, we randomly select a class and drop a sig-
nificant amount of its instances from the training set. Since
the aim of this paper is binary classification, we repeat this
process for every two classes and train the proposed mod-
els and the baselines for each obtained imbalanced dataset.
GTSRB dataset is imbalanced; we do not further imbalance
it. The following results shown are averaged over 10 runs.
5.1. Quantitative assessments
The quality of the generated samples will be assessed
based on some criteria. The newly generated samples must
be from the target class (with no overlapping) and not be
repetitive; the newly generated samples must be different
from the real ones in the training set. Failing to meet this
criterion may degrade the quality of the generated images.
However, in order to show the impact of capsule-net in
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Figure 3. Balanced Accuracy with number of imbalance percentage; 40%, 20%, 10%, 5%, 2.5% corresponds to Data1, Data2, Data3,
Data4, Data5, Data6 and Data7 respectively. Higher values are better results
Figure 4. (SSIM)- Similarity with number of imbalance percentage; 40%, 20%, 10%, 5%, 2.5% corresponds to Data1, Data2, Data3, Data4,
Data5, Data6 and Data7 respectively. Lower values are better result.
GAN comparing to convolutional GAN, we follow the work
by Im et al. [33] which introduced new adversarial met-
rics for GAN models by placing each generator against the
opponents discriminator. It means that, if we assume our
proposed model as S2 and the regular GAN as S1, then
S1 = (G1, D1), also, S2 = (G2, D2);G1, engage against
D2, G2 engage against D1. We followed their implemen-
tation 2 , we calculate the ratio of classification accuracy
for real test data and generate samples as:rgeneraated =
AC(D1(G2(z)))
AC(D2(G1(z)))
; rreal =
AC(D1(x´))
AC(D2(x´))
, x´ indicates the test data
samples and AC is the accuracy. To have a better result for
the Capsule-GAN the above equations must be satisfied by
rgeneraated < 1 and rreal = 1. In our experiment based
on CIFAR-10, CelebA , and MNIST datasets, we achieved
rgeneraated = 0.83, 0.78 and rreal = 1.0, 1.0 respectively.
Therefore, the results convey that, capsule GAN win against
Conv-GAN.
We also use the scikit-learn 3 package to randomly
generate 1,000 images using our proposed model and reg-
ular GAN (Conv-GAN). Three set samples have been used
as n ∈ (100, 500, 1000). Table 1 is evaluated on MNIST
and CIFAR-10 datasets. The result is the example to show
that discriminator by adopting a capsule-net consistently
performs better than convolutional GAN for both the im-
age datasets. The error rate is high since we use raw pix-
2https://github.com/jiwoongim/GRAN/battle.py
3http://scikit-learn.org/
els for the classification in order to have a fair evalua-
tion. Our proposed model compares to convention GAN
is capable to generate minority samples with higher vari-
ety which leading to better classification performance. We
used the following metrics [52, 53] to verify that the gen-
erated images by our model are representative of the tar-
get classes and also the predicted classes match the target
class. BA =
∑c
c=1 ncc∑c
c=1,d=1
n
cd
; FM =
2
∑c
c=1 Rc
∑c
c=1 Pc
c
∑c
c=1 Rc
∑c
c=1 Pc
;
Rc =
ncc∑c
d=1 ncd
; and Pc = ncc∑c
d=1 ncd
; where c is the num-
ber of class ; ncc and ncd denote the number of class sam-
ples that are correctly predicted as class c and incorrectly
predicted as class d, respectively; Rc is the recall term and
Pc indicates the precision of class c.
5.2. Accuracy and Variability of the generated im-
age
In order to assess the quality of generated images, we de-
sign the discriminator by using a capsule-net instead of the
convolutional neural network. The methodology for evalu-
ation is as follows: Firstly, we need to create an imbalanced
dataset; thus for each class, we remove some part of that
class (dropping a percentage of images for each class from
the training set) then we create imbalanced dataset by a per-
centage of 40%, 20%, 10%, 5% and 2.5%. By using our
generator, we generate minority samples from novel multi-
variate distribution; train the designed discriminator for the
balanced datasets and measure the balanced accuracy over
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the testing set. The result is given in Figure 3. We observed
the regular GAN has the worst accuracy compared to other
methods. Our proposed model returns better results in most
of the cases for MNIST, CelebA, and CIFAR-10 datasets. In
particular, for severe imbalance ratio (10%, 5%, and 2.5%)
our model is capable to generate high variety samples that
the capsule-discriminator can classify with the highest ac-
curacy. However, a strong imbalancedness ratio can dete-
riorate the quality of generated samples which results in a
low accuracy, this is most evident for GAN [11] and ARIC
[25] on the MNIST and CelebA datasets. We observe again
that, for the small imbalance percentage, the best result is
achieved by ACGAN [20] and CRL [7] approaches. This
implies that, as the imbalance level becomes severe, in prac-
tice from Data3 to Data5, there is a fall in the value of ac-
curacy; thus, the more severe imbalance the less operative
the resampling. Furthermore, in order to show the variabil-
ity of the generated images, we used the SSIM metric [41]
to measure the similarity between two images. The result
is a decimal value between 0 and 1. It returns value 1 if
the set of images has little variability and different from the
original one, whilst, 0 value means, the images are identical
and thus the quality is well preserved. This diversity result
shows in Figure 4. Note that we get a distinct SSIM value
for each class, and then, average these values per sample
SSIMs. We also include the real image value in our evalu-
ation. Generally, the real images have more variables than
the generated version (lower SSIM). We used the real image
value as a reference and analyzed the other results based on
this value. From the results, it observes that our proposed
model exhibits good variability and shows low SSIM, al-
most near to the real image values. However, GAN gives
the best SSIM which is very close to 1. It means that the
generated image by GAN has little variability and different
from the real one.
Table 2. FIDs on different datasets from different methods. Lower
FID represents higher quality for generated images. The lowest
values are better results.
GAN variations MNIST CIFAR-
10
CelebA FASHION-
MNIST
Real image 4 1.25 5.19 2.27 2.60
GAMO [30] 7.53 14.59 12.25 11.47
GAN [11] 17.81 37.73 41.27 30.39
DAGAN [42] 13.29 31.48 44.98 36.10
CapsAN 4.81 9.07 13.06 10.23
5.3. Fre´chet Inception Distance
We used Fre´chet Inception Distance (FID) [35] to quan-
tify the quality of the generated image. The results evalu-
ated with (FID) can be found in Table 2. These results are
4the result is taken from its original paper:
arXiv preprint arXiv:1711.10337
obtained by using GAN variations on different datasets to
demonstrate the abilities to generate a high-quality image.
This is confirmed by the lower FID value between the real
image and its corresponding generated one [43]. We used
real image values as a reference and analyzed our perfor-
mances based on this value. The real image values are ob-
tained from . As it observes, our proposed model achieves
the lowest (best) FID among all baselines on MNIST and
CIFAR10 dataset. GAMO [30] gives better FID for CelebA
and Fashion-MNIST dataset. We also evaluate the quality
of the generated image, in Figure 5, in particular, to show
the impact of using mixture distribution for drawing the
minority-class samples. We follow the structure in the orig-
inal work [35] and use the pre-trained Inception-v3 model.
We used the same number of generated samples as the train-
ing set. We compare all the methods by using different im-
balanced percentage from 10% to 95%. It can be inferred
that, in both the experiments, by increasing the number of
the imbalanced percentages still ensuring the stable training
processes for our proposed model. This leads us to say that,
our model consistently outpaces other methods in all cases,
in particular for a larger number of imbalanced percentages.
Other techniques perform better in low imbalance ratio; this
is most evident for ACGAN [20] and GAMO [30]. We also
found that, for MNIST dataset, the baselines to be quite un-
stable and sensitive to the number of imbalance ratios. As
the level of imbalance become more from 50% to 95%, their
values also gradually are increased.
5.4. Quality of the proposed classifier based on cap-
sule discriminator
We evaluate the effect of our proposed generative model
based on different metrics. The results are given in Fig-
ure 6. Here, we study the basic network parameters on
MNIST and GTSRB datasets: The number of Convolution
layers (denoted as C), the number of Max-pooling layers
(denoted as P), and the number of conditional batch nor-
malization layers (denoted as BN). As presented in Figures
6(a), (b), (d) and (e), larger C or P may boost up the perfor-
mance. This is generally because the network goes deeper
with larger C or P. As our proposed model supports larger
BN, we also realize larger BN Figure 6(c) and Figure6(f) led
to superior performance. Alternatively, the proposed model
with smaller C, P, or BN has lower testing performance.
We also assess the performance of our proposed model
across the test benches. In Figure 7, we evaluate the effect
of the generated sample size on the performance of the dis-
criminator. To this end, we used a different number of gen-
erated samples as training and then used the real images to
test the three metrics of accuracy, G-mean, and F-measure.
The results imply that as the training size increases, the
accuracy also increases in all three image datasets. Simi-
larly, when the number of generated samples increases, the
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Figure 5. Comparison of FID across different imbalancedness percentage. The lower value gives better performance. Left: MNIST data,
Right: CIFAR-10.
Figure 6. Convergence investigation of the proposed generator on two datasets with different values of C, P, and BN.
F-measure is basically consistent with the accuracy. The G-
mean values are slightly lower than accuracy in all cases but
it tries to be consistent overall.
Figure 8 shows CapsAN generated samples. It clearly
observes that our model can generate more realistic and di-
verse images, which is confirmed by the lower Fre´chet In-
ception Distance as shown in Figure 5 and Table 2. We
provide a fair assessment of the different resampling tech-
niques using recall, precision, and f-measure in Table 3.
A high precision score implies that the generated samples
from the model distribution are close to the real data dis-
tribution. Similarly, if the generator generates something
close to any sample from all available data distribution, its
recall is high. A good generative model should be able to
capture all the available variations and generate the train-
ing set [2,32]. The results are averaged over 10 runs. We
first, created imbalanced dataset from MNIST dataset, with
different imbalance ratio as: 50%, 60%, 70%, 80%, 90%,
95% and 98%. These datasets are labeled as Data1, Data2,
Data3, and Data7 respectively. The way to create imbal-
anced data is explained in section 5.1; i.e. Data 1 contains
50% imbalance and Data7, contains 2% imbalance. We
also included the results from the original imbalanced im-
age (without using any resampling technique); the results
clearly show that all the techniques improve upon the orig-
inal imbalanced image. However, the original image has a
good performance on Recall. This is due to the fact that us-
ing standard GAN on the imbalanced original image mostly
prone to the majority class samples and this may increase
the results in the good classification of majority samples.
Also, we can observe that as the level of imbalance in-
creases (Data4 to Data7); the results are decreases mostly
for all the metrics. This leads us to say that, severe imbal-
ance percentage deteriorates the effect of resampling tech-
nique. Based on the results in (Data1 to Data3), we see that
the Recall value of all the techniques sans our model de-
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Figure 7. Performance of discriminator over different training sizes. Left to right: MNIST, CIFAR10, and CelebA dataset. High recall
and precision imply the best performance; high precision but low recall implies that there is a lack in diversity; low precision but high
recall implies that the model can decently reproduce the sharp image but fails to capture convexity; low precision and low recall implies an
undesired performance.
Figure 8. The generated samples by the proposed model.
creases as compared to the original imbalanced data. This
conveys that, our proposed model doesnt take the majority
class space into consideration when generating the minor-
ity class, while, the other resampling techniques in addition
to the minority class space, have an effect on the majority
class space. It is also interesting to note that SMOTE [9,28]
despite being an effective oversampling technique, but have
not received much attention in deep learning.
The reason is, the feature extraction and classification
in deep learning techniques are in an end to end process,
thus, it is difficult to incorporate oversampling similar to
SMOTE in such frameworks. This comparison shows with
respect to the other techniques- our model generally out-
strips the baselines. The other techniques give better per-
formance in a small imbalanced ratio; this is evident for
CLR and ADASYN. The best performances of each met-
ric are marked in blue. The results lead us to confidently
say that the other resampling techniques which are used in
our experiments do not efficiently handle severe imbalanced
datasets and only perform better in (Data1 to Data3). We
can conclude that our model is superior to other methods of
generating a high variety of minority class images. In ad-
dition, discriminator using a capsule-net can be applied to
improve the final accuracy for the data with the multivariate
distribution. Next, we plot the averaged ROC curves in Fig-
ure 9. We showed that the proposed model outperforms the
baselines in MNIST and GTSRB datasets; however, in the
CIFAR-10 dataset, the CRL method performs better than
other methods.
5.5. Discussion
The proposed model is trained to properly classify the
samples from all the classes. The strength of our model
lies in the following components; generating minority sam-
ples with a high variety from the mixture data distribution;
train the generator using feature matching function; incor-
porate capsule-net into the discriminator (DC); train the
multiclass discriminator to create several clusters in its out-
put space, the output of DC will be as the input belongs
to the known set classes (c1, c2, , cn), or Fake. Most of
the imbalance problems are dominated by binary classifi-
cations, but our model is based on multiclass discriminator.
However, we used our datasets for a two-class classifica-
tion problem but the proposed model can also be applied for
the multiclass dataset. We conducted several experiments.
1) Evaluate the quality and variability of the generated im-
ages. 2) Evaluate the quality of the capsule-discriminator as
a classifier. 3) Overall performance of the proposed model.
More imbalanced datasets including a medical dataset, re-
mote sensing dataset can be used to test the efficacy of the
proposed model. We have shown that a generator that is
trained with feature matching loss has an impressive abil-
ity to handle the mixture data distribution. Indeed, the per-
formance of the generative model (quality of the generated
samples) strongly lies in the problem of computing the dis-
tance to the multivariate samples. In the case where a gen-
erator generates samples from a mixture of data distribution
(minority and majority class), we showed that the capsule-
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Figure 9. From left to right, ROC curves of training a model upon different image datasets. The baselines are CRL [7], CBOS [5] and GAN
[11]. True Positive Rate (TPR) value starts from 0 to 1 and False Positive Rate (FPR) value starts from 0 to 1.
Table 3. Comparing the performance of resampling techniques with various evaluation metrics. Note that, in the table, imbalanced refers
to the standard GAN methods without using any resampling technique. The best results are highlighted.
Methods Precision Recall Accuracy F-measure G-mean
Data 1
Imbalanced [11] 0.659 0.916 0.803 0.756 0.769
SMOTE [28] 0.812 0.873 0.809 0.816 0.814
ADASYN [8] 0.893 0.887 0.878 0.917 0.923
CRL [7] 0.919 0.891 0.884 0.912 0.903
CapsAN 0.927 0.921 0.889 0.921 0.915
Data 2
Imbalanced [11] 0.651 0.908 0.785 0.756 0.734
SMOTE [28] 0.788 0.817 0.798 0.803 0.809
ADASYN [8] 0.873 0.869 0.881 0.879 0.883
CRL [7] 0.915 0.897 0.903 0.910 0.898
CapsAN 0.921 0.918 0.891 0.905 0.911
Data 3
Imbalanced [11] 0.637 0.915 0.803 0.744 0.721
SMOTE [28] 0.783 0.833 0.799 0.811 0.802
ADASYN [8] 0.871 0.893 0.871 0.899 0.887
CRL [7] 0.904 0.908 0.884 0.915 0.919
CapsAN 0.909 0.935 0.873 0.929 0.903
Data 4
Imbalanced [11] 0.529 0.893 0.754 0.769 0.716
SMOTE [28] 0.779 0.802 0.787 0.796 0.799
ADASYN [8] 0.882 0.889 0.875 0.886 0.891
CRL [7] 0.893 0.923 0.891 0.879 0.874
CapsAN 0.895 0.914 0.886 0.914 0.882
Data 5
Imbalanced [11] 0.484 0.723 0.715 0.709 0.693
SMOTE [28] 0.736 0.748 0.751 0.743 0.758
ADASYN [8] 0.876 0.893 0.865 0.873 0.889
CRL [7] 0.881 0.878 0.872 0.875 0.881
CapsAN 0.883 0.881 0.874 0.889 0.886
Data 6
Imbalanced [11] 0.407 0.689 0.637 0.659 0.647
SMOTE [28] 0.689 0.665 0.673 0.669 0.661
ADASYN [8] 0.804 0.815 0.793 0.786 0.795
CRL [7] 0.826 0.853 0.849 0.823 0.819
CapsAN 0.847 0.869 0.857 0.836 0.845
Data 7
Imbalanced [11] 0.418 0.625 0.603 0.594 0.618
SMOTE [28] 0.613 0.609 0.618 0.597 0.611
ADASYN [8] 0.779 0.806 0.783 0.774 0.765
CRL [7] 0.806 0.844 0.811 0.795 0.784
CapsAN 0.812 0.849 0.819 0.807 0.823
discriminator can be a powerful multiclass classifier. When
the multiclass discriminator classifies a sample as fake, it
conveys that, most likely this sample is not belonging to
any known classes; otherwise the class with high probabil-
ity will be assigned to the sample. In the future, we would
like to search for new loss functions for the generators that
will enrich the generator distribution and will improve the
classification performance.
6. Conclusion
A lot of works have emerged focusing on class imbal-
ance problems; however, these works mostly affect the ma-
jority class space or even did not consider the majority sam-
ples in data generation. In this work, we proposed a novel
GAN variation called CapsAN, for handling the class im-
balanced problems. To achieve the results, we follow a
new mechanism: Motivated by the success of capsule-net
in complex data, we used its advantages for designing our
discriminator. We incorporate capsule-net into the GAN
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framework to improve the performance of the discrimina-
tor and in addition alleviates the overfitting problem. The
discriminator of our model creates a single output with sev-
eral clusters in its embedding space. This leads the gener-
ator to generate samples with more variety. Our generative
model uses mixture distance distributions between the ma-
jority and minority class to infer the number of new samples
for the minority class while it does not affect learning from
the majority space. The generative model with the mixture
distribution is trained by the Feature matching loss and it
can prevent the generation of an outlier. The central dif-
ferences between our model and other relative techniques
like, GAMO, ACGAN are: the way to generate minority
class, incorporating spatial structure of the majority class in
the generated samples; the way to select how many samples
to be generated; using capsule-net instead of convolutional
network to make the model more stable and prevent of over-
fitting. We believe that incorporating the capsule-net into
the discriminator, makes a powerful classifier in multiclass
imbalanced learning as well.
References
[1] X. Zhang, Q. Song, G. Wang, K. Zhang, L. He, and X. Jia. A
dissimilarity-based imbalance data classification algorithm.
Applied Intelligence, 42(3):544565, Apr 2015.
[2] Eghbal-zadeh, H., Zellinger, W. and Widmer, G., 2019. Mix-
ture density generative adversarial networks. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition (pp. 5820-5829).
[3] Gonzalez, S., Garca, S., Lzaro, M., Figueiras-Vidal, A.R.
and Herrera, F., 2017. Class switching according to nearest
enemy distance for learning from highly imbalanced data-
sets. Pattern Recognition, 70, pp.12-24.
[4] Garca, S., Zhang, Z.L., Altalhi, A., Alshomrani, S. and Her-
rera, F., 2018. Dynamic ensemble selection for multi-class
imbalanced datasets. Information Sciences, 445, pp.22-37.
[5] Naman Deep Singh, Abhinav Dhall., 2018. Clustering and
Learning from Imbalanced Data. arXiv:1811.00972v2 .
[6] Ando, S. and Huang, C.Y., 2017, September. Deep over-
sampling framework for classifying imbalanced data. In
Joint European Conference on Machine Learning and
Knowledge Discovery in Databases (pp. 770-785). Springer,
Cham.
[7] Dong, Q., Gong, S. and Zhu, X., 2018. Imbalanced deep
learning by minority class incremental rectification. IEEE
transactions on pattern analysis and machine intelligence,
41(6), pp.1367-1381.
[8] He, H., Bai, Y., Garcia, E.A. and Li, S., 2008, June.
ADASYN: Adaptive synthetic sampling approach for imbal-
anced learning. In 2008 IEEE International Joint Conference
on Neural Networks (IEEE World Congress on Computa-
tional Intelligence) (pp. 1322-1328). IEEE.
[9] Chawla, N.V., Bowyer, K.W., Hall, L.O. and Kegelmeyer,
W.P., 2002. SMOTE: synthetic minority over-sampling tech-
nique. Journal of artificial intelligence research, 16, pp.321-
357.
[10] Das, S., Datta, S. and Chaudhuri, B.B., 2018. Handling data
irregularities in classification: Foundations, trends, and fu-
ture challenges. Pattern Recognition, 81, pp.674-693.
[11] Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B.,
Warde-Farley, D., Ozair, S., Courville, A. and Bengio, Y.,
2014. Generative adversarial nets. In Advances in neural in-
formation processing systems (pp. 2672-2680).
[12] Hinton, G.E., Krizhevsky, A. and Wang, S.D., 2011, June.
Transforming auto-encoders. In International Conference on
Artificial Neural Networks (pp. 44-51). Springer, Berlin,
Heidelberg.
[13] Zhang, Y., Gan, Z., Fan, K., Chen, Z., Henao, R., Shen,
D. and Carin, L., 2017, August. Adversarial feature match-
ing for text generation. In Proceedings of the 34th Inter-
national Conference on Machine Learning-Volume 70 (pp.
4006-4015). JMLR. org.
[14] Isola, P., Zhu, J.Y., Zhou, T. and Efros, A.A., 2017. Image-
to-image translation with conditional adversarial networks.
In Proceedings of the IEEE conference on computer vision
and pattern recognition (pp. 1125-1134).
[15] Radford, A., Metz, L. and Chintala, S., 2015. Unsupervised
representation learning with deep convolutional generative
adversarial networks. arXiv preprint arXiv:1511.06434.
[16] Shamsolmoali, P., Zareapoor, M., Wang, R., Jain, D.K. and
Yang, J., 2019. G-GANISR: Gradual generative adversarial
network for image super resolution. Neurocomputing.
[17] Fernndez, A., Garca, S., Galar, M., Prati, R. C., Krawczyk,
B., Herrera, F., 2018. Learning from Imbalanced Data Sets.
Springer, ISBN 978-3-319-98073-7, pp. 1-377.
[18] Sabour, S., Frosst, N. and Hinton, G.E., 2017. Dynamic
routing between capsules. In Advances in neural informa-
tion processing systems (pp. 3856-3866).
[19] Kuncheva, L.I., Arnaiz-Gonzlez, ., Dez-Pastor, J.F. and
Gunn, I.A., 2019. Instance selection improves geometric
mean accuracy: a study on imbalanced data classification.
Progress in Artificial Intelligence, 8(2), pp.215-228.
[20] Odena, A., Olah, C. and Shlens, J., 2017, August. Condi-
tional image synthesis with auxiliary classifier gans. In Pro-
ceedings of the 34th International Conference on Machine
Learning-Volume 70 (pp. 2642-2651). JMLR. org.
[21] Gonzlez, S., Garca, S., Li, S.T. and Herrera, F., 2019. Chain
based sampling for monotonic imbalanced classification. In-
formation Sciences, 474, pp.187-204.
[22] Gurumurthy, S., Kiran Sarvadevabhatla, R. and Venkatesh
Babu, R., 2017. Deligan: Generative adversarial networks
for diverse and limited data. In Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition
(pp. 166-174).
[23] Ghosh, A., Kulharia, V., Namboodiri, V.P., Torr, P.H. and
Dokania, P.K., 2018. Multi-agent diverse generative adver-
sarial networks. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition (pp. 8513-8521).
[24] Jimnez-Snchez, A., Albarqouni, S. and Mateus, D., 2018.
Capsule networks against medical imaging data challenges.
In Intravascular Imaging and Computer Assisted Stenting
and Large-Scale Annotation of Biomedical Data and Expert
Label Synthesis (pp. 150-160). Springer, Cham..
13
[25] Montahaei, E., Ghorbani, M., Baghshah, M.S. and Rabiee,
H.R., 2018. Adversarial classifier for imbalanced problems.
arXiv preprint arXiv:1811.08812.
[26] Zareapoor, M., Zhou, H. and Yang, J., 2019. Perceptual im-
age quality using dual generative adversarial network. Neu-
ral Computing and Applications, pp.1-11.
[27] Fiore, U., De Santis, A., Perla, F., Zanetti, P. and Palmieri,
F., 2017. Using generative adversarial networks for improv-
ing classification effectiveness in credit card fraud detection.
Information Sciences.
[28] Fernndez, A., Garcia, S., Herrera, F. and Chawla, N.V.,
2018. SMOTE for learning from imbalanced data: progress
and challenges, marking the 15-year anniversary. Journal of
artificial intelligence research, 61, pp.863-905.
[29] Douzas, G. and Bacao, F., 2018. Effective data generation
for imbalanced learning using conditional generative ad-
versarial networks. Expert Systems with applications, 91,
pp.464-471.
[30] Mullick, S.S., Datta, S. and Das, S., 2019. Genera-
tive Adversarial Minority Oversampling. arXiv preprint
arXiv:1903.09730.
[31] Hendrycks, D. and Gimpel, K., 2016. A baseline for detect-
ing misclassified and out-of-distribution examples in neural
networks. arXiv preprint arXiv:1610.02136.
[32] Dai, Z., Yang, Z., Yang, F., Cohen, W.W. and Salakhutdinov,
R.R., 2017. Good semi-supervised learning that requires a
bad gan. In Advances in neural information processing sys-
tems (pp. 6510-6520).
[33] Im, D.J., Kim, C.D., Jiang, H., Memisevic, R.: Generative
adversarial metric (2016).
[34] Ferrarini B, Ehsan S, Bartoli A, Leonardis A, McDonald-
Maier KD. , 2019. Assessing Capsule Networks with Biased
Data. InScandinavian Conference on Image Analysis. ( pp.
90-100). Springer, Cham.
[35] Heusel, M., Ramsauer, H., Unterthiner, T., Nessler, B. and
Hochreiter, S., 2017. Gans trained by a two time-scale up-
date rule converge to a local nash equilibrium. In Advances
in Neural Information Processing Systems (pp. 6626-6637).
[36] Kliger, M. and Fleishman, S., 2018. Novelty detection with
gan. arXiv preprint arXiv:1802.10560.
[37] Salimans, T., Goodfellow, I., Zaremba, W., Cheung, V., Rad-
ford, A. and Chen, X., 2016. Improved techniques for train-
ing gans. In Advances in neural information processing sys-
tems (pp. 2234-2242).
[38] Zhao, J., Mathieu, M. and LeCun, Y., 2016. Energy-
based generative adversarial network. arXiv preprint
arXiv:1609.03126.
[39] Mariani, G., Scheidegger, F., Istrate, R., Bekas, C. and Mal-
ossi, C., 2018. Bagan: Data augmentation with balancing
gan. arXiv preprint arXiv:1803.09655.
[40] Jaiswal, A., AbdAlmageed, W., Wu, Y. and Natarajan, P.,
2018. Capsulegan: Generative adversarial capsule network.
In Proceedings of the European Conference on Computer
Vision (ECCV) (pp. 0-0).
[41] Juefei-Xu, F., Dey, R., Boddeti, V.N. and Savvides, M.,
2018, December. RankGAN: A Maximum Margin Ranking
GAN for Generating Faces. In Asian Conference on Com-
puter Vision(pp. 3-18). Springer, Cham.
[42] Antoniou, A., Storkey, A. and Edwards, H., 2017. Data aug-
mentation generative adversarial networks. arXiv preprint
arXiv:1711.04340.
[43] Li, S.C.X., Jiang, B. and Marlin, B., 2019. MisGAN: Learn-
ing from Incomplete Data with Generative Adversarial Net-
works. arXiv preprint arXiv:1902.09599.
[44] Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner., 1998. Gra-
dientbased learning applied to document recognition. Pro-
ceedings of the IEEE, 86(11):22782324.
[45] A. Krizhevsky., 2009. Learning multiple layers of features
from tiny images. Technical Report TR-2009, University of
Toronto.
[46] H. Xiao, K. Rasul, and R. Vollgraf., 2017. Fashion-mnist:
a novel image dataset for benchmarking machine learning
algorithms. arXiv preprint arXiv:1708.07747.
[47] Ziwei Liu, Ping Luo, Xiaogang Wang, and Xiaoou Tang.
2015. Deep Learning Face Aributes in the Wild. In Pro-
ceedings of International Conference on Computer Vision
(ICCV).
[48] Stallkamp, J., Schlipsing, M., Salmen, J. and Igel, C., 2012.
Man vs. computer: Benchmarking machine learning algo-
rithms for traffic sign recognition. Neural networks, 32,
pp.323-332.
[49] T. Miyato, T. Kataoka, M. Koyama, Y. Yoshida, 2018.
Spectral normalization for generative adversarial networks,
arXiv:1802.05957 and ICLR.
[50] Harm de Vries, Florian Strub, Jrmie Mary, Hugo Larochelle,
Olivier Pietquin, and Aaron C. Courville. Modulating early
visual processing by language. CoRR, abs/1707.00683,
2017.
[51] Vinod Nair and Geoffrey E Hinton. 2010. Rectified linear
units improve restricted boltzmann machines. In ICML, (pp:
807-814).
[52] C. Huang, Y. Li, C. Change Loy, and X. Tang. Learning deep
representation for imbalanced classification. In Proceedings
of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 53755384, 2016.
[53] Adamu Ali-Gombe, Eyad Elyan. 2019, MFC-GAN: Class-
imbalanced dataset classification using Multiple Fake Class
Generative Adversarial Network. Neurocomputing, Volume
361, Pages 212-221.
14
