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Intisari— Penelusuran minat dan kemampuan (PMDK) 
merupakan salah satu jalur masuk calon mahasiswa baru ke 
suatu perguruan tinggi negeri ataupun swasta yang diinginkan. 
Banyaknya data calon mahasiswa baru yang mendaftar akan di 
seleksi sesuai kuota 10% dari total mahasiswa baru yang 
diterima untuk setiap program studi. Selain itu, calon mahasiswa 
yang sudah diterima di jalur PMDK belum tentu akan 
melanjutkan jenjang studinya di Unjani karena banyak faktor 
yang mempengaruhi pengunduran diri calon mahasiswa. Dengan 
adanya sebuah sistem pendukung keputusan sebagai alat bantu, 
dapat menyelesaikan masalah tersebut. Metode pengambilan 
keputusan yang digunakan adalah metode Analytical Hierarchy 
Process (AHP) untuk perangkingan dan metode ID3 
membandingkan data pendaftaran calon mahasiswa dengan data 
pendaftaran yang sudah lulus atau wisuda, sehingga dapat 
memprediksi calon mahasiswa yang akan lulus atau wisuda di 
Unjani. Dengan adanya sistem ini dapat dihasilkan sebuah 
rekomendasi kelulusan sesuai kriteria yang ada. 
 
Kata Kunci— PMDK, Sistem Pendukung Keputusan, ID3, 
Analytical Hierarchy Process, Calon Mahasiswa. 
 
Abstract— Search interests and abilities (PMDK) is one entry 
point for new students to a community college or private as 
desired. The amount of data of prospective new students who will 
enroll in the selection according to the quota of 10% of the total 
of new students accepted for each course of study. In addition, 
students who have been accepted in PMDK not necessarily going 
to continue his studies in Unjani level because many factors 
affect the prospective student's resignation. With the existence of 
a decision support system as a tool, can solve the problem. 
Decision making method used is Analytical Hierarchy Process 
(AHP) to perangkingan and ID3 method of comparing the 
registration data with registration data of prospective students 
who have graduated or graduation, so it can predict potential 
students who will graduate or graduation in Unjani. With this 
system can produce a recommendation in accordance graduation 
criteria. 
 
Keywords— PMDK, Decision Support Systems, ID3, 
Analytical Hierarchy Process, Candidates. 
 
I. PENDAHULUAN 
Universitas Jenderal Achmad Yani (UNJANI) adalah 
salah satu universitas swasta yang berada di Cimahi-Bandung. 
Pada umumnya universitas memiliki 3 jalur masuk agar calon 
mahasiswa dapat terdaftar sebagai mahasiswa Unjani, yaitu 
jalur PMDK, jalur undangan, dan jalur ujian saringan masuk 
(USM). Penelusuran minat dan kemampuan (PMDK) 
merupakan salah satu jalur masuk ke suatu perguruan tinggi 
negeri ataupun swasta. Bagian yang menentukan memberikan 
keputusan penerimaan calon mahasiswa baru di Unjani adalah 
penerimaan mahasiswa baru (PMB). 
Pada tahun 2011 calon mahasiswa baru yang mendaftar 
di jalur penelusuran minat dan kemampuan (PMDK) sebanyak 
2174 dan kuota jalur PMDK untuk masing-masing program 
studi ditetapkan berdasarkan kapasitas yang tersedia sebesar 
10% dari total mahasiswa baru yang diterima. PMDK di 
Unjani dilihat berdasarkan rata-rata nilai rapor semua mata 
pelajaran kelas X dan kelas XI. Nilai rapor rata-rata ≥80 untuk 
program studi pendidikan dokter, program studi pendidikan 
dokter gigi, program studi farmasi, program studi psikologi 
dan nilai rapor rata-rata ≥75 untuk program studi lainnya. 
Banyaknya jumlah calon mahasiswa baru yang 
mendaftar dan kompleksnya kriteria yang ada, membutuhkan 
waktu yang cukup lama untuk menarik satu kesimpulan 
penerimaan calon mahasiswa baru dari hasil analisis aspek-
aspek yang diperhitungkan, hasil tersebut harus di 
musyawarahkan dalam sebuah rapat agar mendapatkan calon 
mahasiswa yang layak diterima di jalur PMDK. 
Calon mahasiswa yang sudah diterima di jalur PMDK 
belum tentu akan melanjutkan jenjang studinya di Unjani 
karena banyak faktor yang mempengaruhi pengunduran diri 
calon mahasiswa, mulai dari diterima di universitas negeri, 
diterima di akademi militer atau di akademi polisi, tidak 
sesuai dengan kemampuan pada peminatan yang dipilih, 
kemampuan biaya dan faktor lain yang mempengaruhi. Selain 
itu, mahasiswa baru yang sudah mengikuti perkuliahan juga 
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 belum tentu akan menyelesaikan jenjang studinya karena 
faktor tersebut. Oleh karena itu, diperlukan sebuah sistem 
yang dapat memberikan rekomendasi seleksi calon mahasiswa 
yang akan mengikuti perkuliahan sampai lulus atau wisuda. 
Pada penelitian terdahulu metode AHP digunakan 
untuk menentukan mahasiswa lulusan terbaik di perguruan 
tinggi menghasilkan rekomendasi keputusan dengan bobot 
sebesar 0.297 [1], penentuan alokasi dana kegiatan 
mendapatkan hasil yang sama dengan perhitungan secara 
manual oleh pihak bidang kemahasiswaan dan bidang 
keuangan [2], penentuan lokasi pendirian warnet, pemilihan 
karyawan terbaik menghasilkan rekomendasi keputusan 
dengan bobot sebesar 0.2193 [3], pemberian pinjaman uang di 
koperasi simpan pinjam eka mulya dengan tingkat 
keberhasilan sebesar 65,2% [4]. 
Penggunaan ID3 pada penelitian ini untuk mempermudah 
dalam pencarian data yang dapat meminimalkan jumlah akses 
ke disk. Pada penelitian terdahulu metode ID3 digunakan 
untuk pemilihan criteria splitting untuk penentuan kualitas 
beras dengan tingkat akurasi antara 0.90-1.00 [5], penentuan 
penjurusan siswa SMAN 6 Semarang dengan tingkat akurasi 
sebesar 80% [6], klasifikasi kelulusan mahasiswa pada 
Universitas Dian Nuswantoro Semarang dengan tingkat 
akurasi sebesar 80% [7]. Penelitian ini membuat sistem yang 
dapat melakukan pencarian kemiripan data menggunakan 
metode ID3 dan melakukan pengambilan keputusan dengan 
menggunakan metode analytical hierarchy process (AHP). 
II. STUDI PUSTAKA 
2.1. Data Mining 
Data Mining adalah serangkaian proses untuk menggali 
nilai tambah dari suatu kumpulan data berupa pengetahuan 
yang selama ini tidak diketahui secara manual untuk 
mendapatkan sedikit barang berharga dari sejumlah besar 
material dasar. Karena itu data mining sebenarnya memiliki 
akar yang panjang dari bidang ilmu seperti kecerdasan buatan 
(artificial intelligent), machine learning, statistik dan database. 
Data mining adalah proses menerapkan metode untuk data 
dengan maksud untuk mengungkap pola-pola tersembunyi 
dengan kata lain data mining adalah proses untuk penggalian 
pola-pola dari data. Data mining menjadi alat yang semakin 
penting untuk mengubah data tersebut menjadi informasi. Hal 
ini sering digunakan dalam berbagai praktek profil, seperti 
pemasaran, pengawasan, penipuan deteksi dan penemuan 
ilmiah. Telah digunakan selama bertahun-tahun oleh bisnis, 
ilmuwan dan pemerintah untuk menyaring volume data seperti 
catatan perjalanan penumpang penerbangan, data sensus dan 
supermarket scanner data untuk menghasilkan laporan riset 
pasar. 
 
2.2 Algoritma ID3  
Algoritma ID3 atau Iterative Dichotomizer 3 merupakan 
sebuah metode yang digunakan untuk membuat pohon 
keputusan. Input dari algoritma ini adalah sebuah database 
dengan beberapa variabel yang juga dikenal dengan atribut. 
Setiap masukan dalam database menyajikan sebuah objek dari 
domain yang disebut dengan variabel bebas. Sebuah atribut 
didesain untuk mengklasifikasikan objek yang disebut dengan 
variabel tidak bebas. Proses klasifikasi dilakukan dari node 
paling atas yaitu akar pohon (roof). Dilanjutkan ke bawah 
melalui cabang-cabang sampai dihasilkan node daun (leafes) 
dimana node daun ini menunjukkan hasil akhir klasifikasi. 
Sebuah objek yang diklasifikasi dalam pohon harus dites nilai 
entropinya. Entropi adalah ukuran dari teori informasi yang 
dapat mengetahui karakteristik impurity dan homogeneity dari 
kumpulan data. Entropy dapat dihitung menggunakan 
persamaan berikut: 
 ( ) =  − ෍
 
 ୀ1
 ା(  )   2 ି(  ). . . . . . . . . . (1) 
dimana:  
𝑝ା( 𝑠) adalah proporsi kelas ke-i dalam semua data latih 
yang diproses di node s, didapatkan dari jumlah semua baris 
data dengan label kelas i dibagi jumlah baris semua data. 
Sementara m adalah jumlah nilai berbeda dalam data. Dari 
nilai entropi tersebut kemudian dihitung nilai information gain 
(IG) masing-masing atribut independent terhadap atribut 
dependent-nya. Gain digunakan untuk memperkirakan 
pemilihan fitur yang tepat untuk menjadi pemecah pada node 
tersebut. Gain sebuah fitur ke-j dihitung menggunakan 
persamaan berikut: 
𝐺(𝑠, 𝑗) =  𝐸(𝑠)  − ෍
௠
௜ୀଵ
𝑝( 𝑠) ×  𝐸(𝑠௜). . . . . . . . . . (2) 
dimana:  
𝑝( 𝑠) adalah proporsi nilai 𝑣 muncul pada kelas dalam 
node. 𝐸(𝑠௜) adalah entropy komposisi nilai 𝑣 dari kelas ke-j 
dalam data ke-i node tersebut. 𝑛 adalah jumlah nilai berbeda 
dalan node. 
Sistem Pendukung Keputusan 
Sistem pendukung keputusan (SPK) adalah sebuah sistem 
yang dimaksudkan untuk mendukung para pengambil 
keputusan manajerial dalam situasi keputusan semi 
terstruktur. SPK dimaksudkan untuk menjadi alat bantu bagi 
para pengambil keputusan untuk memperluas kapabilitas, 
namun tidak untuk menggantikan penilaian bagi para 
pengambilan keputusan tersebut. 
Analytical Hierarchy Process (AHP) 
AHP (Analytical Hierarchy Process) menyatakan AHP 
merupakan suatu model pendukung keputusan yang 
dikembangkan oleh Thomas L. Saaty. Model pendukung 
keputusan ini akan menguraikan masalah multi faktor atau 
multi kriteria yang kompleks menjadi suatu hirarki. Hirarki 
didefinisikan sebagai suatu representasi dari sebuah 
permasalahan yang kompleks dalam suatu struktur multilevel 
dimana level pertama adalah tujuan, yang diikuti level faktor, 
kriteria, sub kriteria, dan seterusnya ke bawah hingga level 
terakhir dari alternatif. Dengan hirarki, suatu masalah yang 
kompleks dapat diuraikan ke dalam kelompok-kelompoknya 
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 yang kemudian diatur menjadi suatu bentuk hirarki sehingga 
permasalahan akan tampak lebih terstruktur dan sistematis. 
 
2.3. Matriks perbandingan berpasangan 
Saaty menetapkan skala kuantitatif 1 sampai dengan 9 
untuk menilai perbandingan tingkat kepentingan suatu elemen 
terhadap elemen lainnya. 
Skor 1 Menunjukkan dua pilihan mempunyai kepentingan 
yang sama atau tidak ada perbedaan dan skor 9 menunjukkan 
dominansi yang besar sekali dari suatu komponen yang 
dipertimbangkan (komponen baris) terhadap komponen 
pembanding (komponen kolom) [1]. Ketika penilaian skor 
dilakukan untuk suatu pasangan, suatu nilai kebalikan secara 
otomatis merupakan perbandingan kebalikan didalam matrik 
[2]. Urutan pembentukan matrik perbandingan berpasangan 
diuraikan sebagai berikut : 
Tabel 2.1 Pedoman Pemberian Nilai dalam Perbandingan 
Berpasangan 
Kepen
tingan 
Definisi Penjelasan 
1 Kedua kriteria sama penting Kedua kriteria memiliki 
pengaruh yang sama 
3 Kriteria yang satu sedikit 
lebih penting 
Penilaian sedikit lebih memihak 
pada salah satu kriteria di 
banding pasangannya 
5 Kriteria yang satu lebih 
penting dari pada yang 
lainnya 
Penilaian sangat memihak pada 
salah satu kriteria di banding 
pasangannya 
7 Kriteria yang satu jelas 
sangat penting dari pada 
kriteria yang lainnya 
Salah satu kriteria sangat 
berpengaruh dan dominasinya 
tampak secara nyata. 
9 Kriteria yang satu mutlak 
sangat penting dari pada 
kriteria yang lainnya 
Bukti bahwa salah satu kriteria 
sangat penting daripada 
pasangannya adalah sangat jelas 
2,4,6,8 Nilai tengah diantara dua 
pertimbangan yang 
berdekatan 
Nilai ini diberikan jika terdapat 
keraguan diantara kedua 
penilaian yang berdekatan 
Kebali
kan 
Jika kriteria X mempunyai salah satu nilai di atas pada saat 
dibandingkan dengan kriteria Y maka kriteria y mempunyai nilai 
kebalikan bila dibandingkan dengan kriteria X. 
1. Membandingkan seluruh elemen untuk setiap level 
dalam bentuk berpasangan. Perbandingan tersebut 
ditransformasikan ke dalam bentuk matriks. 
2. Perbandingan dilakukan berdasarkan judgment dari 
para pakar pihak-pihak atau yang berkepentingan terhadap 
pengambilan keputusan. 
3. Dilakukan secara langsung (dengan diskusi) atau 
dengan kuisioner jumlah judgment seluruhnya berjumlah 
sebanyak n x.[ n – I ] / 2, n adalah banyaknya elemen yang 
dibandingkan. 
4. Tabel 2.2 Matriks Perbandingan Berpasangan 
C A1          A2          A3        ….       An 
A1 
A2 
A3 
…
. 
A
a11        a12         a13       ……    a1n 
a21        a22         a23       .…..     a2n 
a31        a32         a33       ……    a3n 
…..        ..…        ……      ……     … 
an1        an2         an3       …….   Ann 
n 
Matriks pada Tabel 2 adalah matriks perbandingan 
berpasangan. Matriks tersebut dihasilkan dari perbandingan 
antar elemen terhadap kriteria tertentu (dalam hal ini C). Nilai 
aij adalah nilai perbandingan elemen Ai terhadap elemen Aj 
yang menyatakan hubungan : 
Seberapa jauh tingkat kepentingan Ai bila dibandingkan 
dengan Aj 
Seberapa banyak kontribusi Ai terhadap kriteria C 
dibandingkan Aj 
Seberapa banyak sifat kriteria C terdapat pada Ai 
dibandingkan Aj 
Seberapa jauh dominasi Ai dibandingkan Aj 
 Bila diketahui nilai aij maka secara teoritis nilai aij = 
l/au' Sedangkan nilai aij dalam situasi i = j adalah mutlak 1. 
Nilai numerik yang dikenakan untuk perbandingan di atas 
diperoleh dari skala perbandingan yang dibuat oleh Saaty. 
 
2.4. Perhitungan bobot elemen 
Bobot yang dicari dinyatakan dalam vektor W = [WI, W2, 
W3,...,Wn]. Nilai Wn menyatakan bobot relatif kriteria An 
terhadap keseluruhan set kriteria pada sub sistem tersebut. 
Pada situasi penilaian yang sempurna (teoritis) maka 
didapatkan hubungan seperti pada persamaan (3): 
aik =aij. ajk untuk semua i, j, k...............................(3) 
Matriks yang diperoleh adalah matriks yang konsisten 
dengan demikian nilai perbandingan yang didapatkan dari 
partisipan berdasarkan tabel, yaitu aij dapat dinyatakan di 
dalam vektor W sebagai persamaan (4): 
aij = wi / wj i,j = 1,2,3, . . .n....................................(4) 
Dari persamaan (2) diatas dapat dibuat persamaan (5) (6) (7) : 
 aij.wj /wi=l,              i = 1, 2, 3, ……n............(5) 
∑  ୀ     .   /   =          i = 1, 2, 3, 
……n……..(6) 
∑  ୀ     .   =               i = 1, 2, 3, ……n 
.........(7) 
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 III. PERANCANGAN SISTEM 
Gambaran Umum Sistem 
 
Gambar 3. 1 Gambaran umum sistem 
Terdapat beberapa proses dalam pendukung keputusan 
seleksi calon mahasiswa sesuai dengan data pendaftaran dan 
kuota setiap jurusan, proses pertama yaitu calon mahasiswa 
mendaftar secara online dan bagian PMDK akan memproses 
data pendaftaran yang akan dibandingkan dengan data lulusan 
untuk memprediksi calon mahasiswa yang akan lulus atau 
wisuda berdasarkan histori yang ada. Jika hasil prediksi yang 
sudah didapatkan melebihi kuota pada setiap jurusan maka 
akan dilakukan proses perangkingan untuk mendapatkan calon 
mahasiswa yang layak diterima dan bagian PMDK juga dapat 
mencetak hasil penerimaan calon mahasiswa untuk dijadikan 
sebagai rekomendasi penerimaan mahasiswa baru. Seperti 
pada gambar 3.1. 
 
2.5. Use Case Diagram 
 Fungsi pada sistem ini terdapat aktor yang berperan 
yaitu bagian PMDK sebagai admin. Berdasarkan perancangan 
sistem dengan satu aktor menggambarkan fungsi-fungsi 
sistem yang dipakai dengan menggunakan usecase diagram 
pada penelitian ini dilihat pada Gambar 3.2. 
 
Gambar 3. 2 usecase diagram 
Gambar 3.2 di atas yaitu menggambarkan tentang sistem 
pendukung keputusan seleksi calon mahasiswa. Terdapat dua 
aktor yaitu Bagian PMDK dan calon mahasiswa. 
Contoh Kasus 
Tabel 3. 1 Data Latih 
1 2 3 4 5 6 
N
o Nama Prodi Pilihan 1 P2 P3 Jur 
1 Wahyudin 41. Pendidikan Dokter 33-R 71-R 
IP
A 
2 Gugun Gunawan 34. Informatika 25-R 25-R 
IP
A 
3 Gita Bestari 41. Pendidikan Dokter 42-R 71-R 
IP
A 
4 Ervina Ayu Fitria 
41. Pendidikan 
Dokter 41-R 41-R 
IP
A 
5 Fika Yuliawati 
41. Pendidikan 
Dokter 41-R 41-R 
IP
A 
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 
50 Ellen Perina Nur Dewi 
42. Pendidikan 
Dokter Gigi 71-R 71-R 
IP
A 
Tabel 3. 2 Data Latih (Lanjutan) 
8 9 … 102 
Sekolah Pekerjaan Ortu … Lulus 
Sma Negeri 1 
Rengasdengklok Wiraswasta  …  Tdk 
Sma Negeri 1 
Rengasdengklok Wiraswasta  …  Tdk 
Sma Negeri 1 Cirebon Pns Aktif  …  Tdk 
Sma Negeri 1 Sindang Pns Tni-Ad Pensiun  …  Ya 
Sma Negeri 1 Sindang Pns Aktif  …  Tdk 
⁞ ⁞ … ⁞ 
Sman 2 Tasikmalaya Bumn Aktif  …  Tdk 
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 Pada penelitian ini pencarian kemiripan data berdasarkan 
pembentukan aturan menggunakan metode ID3. Sebelumnya 
akan menghitung entropy dan gain. Seperti pada tabel 3.1 dan 
tabel 3.2. Dimulai dari node akar, harus dihitung terlebih 
dahulu entropy untuk node akar (semua data) terhadap 
komposisi kelas. 
 (          ) =  −(( ((      ) ×    2  (      ) ))
+ ( ((      ) ×    2  (      ) ))) 
                           =  −(( 750  × (   2  
7
50) ) + (
43
50  
× (   2  
43
50) )) 
                           =  −((0,14 × (−2,8365) ) + (0,86 
× (−0,2175) )) 
                           =  0,5841 
Selanjutnya dihitung entropy untuk setiap nilai fitur terhadap 
kelas. Untuk entropy nilai dalam ‘jurusan’ didapat: 
 (          ) =  −(( ((      ) ×    2  (      ) ))
+ ( ((      ) ×    2  (      ) ))) 
                           =  −(( 648  × (   2  
6
48) ) + (
42
48  
× (   2  
42
48 ))) 
                           =  −((0,125 × (−3) ) +  (0,875 × (−0,1926) )) 
                           =  0,5435 
 (              )
=  −(( ((      ) ×    2  (      ) ))
+ ( ((      ) ×    2  (      ) ))) 
                           =  −((11  × (   2  
1
1 ) ) +  (
0
1   × (   2  
0
1 ) )) 
                           =  0 
Entropy tersebut hitung pada setiap fitur kemudian 
dihitung gain untuk setiap fitur. Dari perhitungan didapat gain 
seperti dibawah ini. 
 (     ,       )
=   (     ) − ෍
 
 ୀ1
 (      )
×   (            ) 
    =  (     ) − (( ((      ) ×  (        )))
+ ( ((      ) ×  (        )))) 
                                =  0,5841 − ((4850  ×  0,5435 ) +  (
1
50  × 0 )) 
                                =  0,5841 − ((0,5217 ) + (0)) 
                                =  0,0624 
 (     ,                      1) =  0,0506 
 (     ,                      2) =  0,1523 
 (     ,                      3) =  0,1471 
 (     ,       ) =  0,4297 
 (     ,                  ) =  0,2850 
Berdasarkan hasil diatas gain tertinggi berada di fitur 
‘sekolah’ sehingga dijadikan node akar. Seperti pada gambar 
3.3. 
 
Gambar 3. 3 Decision Tree Sekolah 
 Dalam perhitungan gain dan entropy berikutnya, fitur 
‘sekolah’ tidak dilibatkan. Kemudian menghitung node 
internal di semua anak yang terdapat dalam fitur ‘sekolah’. 
Seperti pada gambar 3.4. 
 
Gambar 3. 4 Decision Tree Prediksi Lulusan 
 
2.6. Pembentukkan Aturan 
Pohon yang dihasilkan juga dapat dinyatakan dalam 
bentuk aturan IF THEN sebagai berikut: 
Tabel 3. 3 Tabel Pembentukan Aturan 
n
o IF AND 
THEN 
lulus 
1 sekolah 
sma negeri 
1 sindang p_ortu pns tni-ad pensiun ya 
2 sekolah 
sma negeri 
1 
sumedang 
p2 fisika ya 
3 sekolah 
sma negeri 
1 
sumedang 
p3 kimia ya 
4 sekolah 
sma negeri 
1 
sumedang 
p_ortu bumn aktif ya 
⁞ ⁞ ⁞ ⁞ ⁞ ⁞ 
26 sekolah 
sma negeri 
1 cirebon - - tdk 
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 2.7. Perangkingan 
Gambar 3. 5 Hirarki Tujuan Proses Seleksi Calon Mahasiswa 
 
Setelah mendapatkan calon mahasiswa mana yang 
diprediksikan akan lulus atau wisuda di Unjani, langkah 
selanjutnya melakukan perangkingan berdasarkan kelompok 
program studi pilihan dengan menentukan kriteria penentuan 
calon mahasiswa kemudian melakukan pembobotan  kriteria 
mengggunakan AHP agar mendapatkan nilai bobot kriteria 
berdasarkan matriks perbandingan berpasangan. Kriteria-
kriteria yang telah dihitung menghasilkan bobot dari setiap 
kriteria. 
Terdapat kriteria tambahan yang diperlukan oleh sistem 
untuk menunjang seleksi calon mahasiswa yang diprediksikan 
akan lulus sampai wisuda di Unjani, yaitu kriteria “lulus” 
yang cukup penting dari sekolah dan sangat penting dengan 
pekerjaan orangtua dan nilai rapor. Berikut ini adalah tabel 
data calon mahasiswa yang mencakup kriteria-kriteria dan 
alternatif. 
 
Tabel 3. 4 Data Calon Mahasiswa 
Alte
rnat
if 
Lulu
s Sekolah 
Pekerjaa
n Ortu 
Rata2 Nilai Rapor 
Semester 
1 2 3 4 
CM 
1 Tdk 
Sma Negeri 1 
Rengasdengklok 
Wiraswa
sta 
72
.3
9 
72
.5
6 
76
.2
9 
77
.0
7 
CM 
2 Tdk 
Sma Negeri 1 
Rengasdengklok 
Wiraswa
sta 
71
.9
4 
72
.4
4 
74
.5 
75
.2
9 
CM 
3 Tdk 
Sma Negeri 1 
Cirebon Pns Aktif 74 
74
.4
4 
76
.8
5 
79
.3
1 
CM 
4 Ya 
Sma Negeri 1 
Sindang 
Pns Tni-
Ad 
Pensiun 
78
.6
9 
80
.4
4 
79
.2
3 
83
.3
8 
CM 
5 Tdk 
Sma Negeri 1 
Sindang Pns Aktif 
79
.5
6 
83
.0
6 
81
.2
3 
84
.8
5 
Selanjutnya mengkonversi nilai kriteria berdasarkan 
nilai entropy yang sudah didapatkan pada proses ID3 
sebelumnya, sedangkan kriteria sekolah didapatkan dari 
perbandingan jumlah lulus asal sekolah / total pendaftar asal 
sekolah. Setelah itu dimasukkan ke dalam tabel data calon 
mahasiswa seperti pada Tabel 3.9 Tabel konversi data calon 
mahasiswa.  
Tabel 3. 5 Konversi Data Calon Mahasiswa 
Alter
natif 
Lulu
s 
Seko
lah 
Pekerjaa
n Ortu 
Nilai Rata2 Semester 
1 2 3 4 
CM 1 0 0 0 0.5841 
0.59
16 
0.59
92 
0.61
52 
CM 2 0 0 0 0.5841 
0.59
16 
0.59
92 
0.61
52 
CM 3 0 0 0 0.5841 
0.59
16 
0.59
92 
0.61
52 
CM 4 0.5841 1/12 0 
0.58
41 
0.59
16 
0.59
92 
0.61
52 
CM 5 0 1/12 0 0.5841 
0.59
16 
0.59
92 
0.61
52 
 
Langkah selanjutnya mencari bobot dari setiap kriteria 
dengan menggunakan metode Analytical Hierarchy Process 
(AHP). Matriks perbandingan dari level dua yaitu kriteria 
dengan memperhatikan keterkaitannya dengan level satu. 
Dalam penyelesaian AHP dilakukan pencarian bobot prioritas 
kriteria yaitu sebagai berikut: 
 
Tabel 3. 6 Pencarian Bobot Prioritas 
Alternatif 
L
ul
us 
Seko
lah 
Nilai Rata2 
Semester Pekerjaan Ortu 1 2 3 4 
Lulus 1 3 5 5 5 5 5 
Sekolah 1/3 1 3 3 3 3 3 
Nilai 
Rata2 
Semester 
1 1/5 1/3 1 1 1 1 1 
2 1/5 1/3 1 1 1 1 1 
3 1/5 1/3 1 1 1 1 1 
4 1/5 1/3 1 1 1 1 1 
Pekerjaan Ortu 1/5 1/3 1 1 1 1 1 
Tiap cell dari kolom dibagi dengan jumlah tiap kolom : 
[
1
2.3333
 
3
5.6665
 
5
13
 
5
13
 
5
13
 
5
13
 
5
13
 
0.3333
2.3333
 
1
5.6665
 
3
13
 
3
13
 
3
13
 
3
13
 
3
13
 
0.2
2.3333
 
0.3333
5.6665
 
1
13
 
1
13
 
1
13
 
1
13
 
1
13
 
0.2
2.3333
 
0.3333
5.6665
 
1
13
 
1
13
 
1
13
 
1
13
 
1
13
 
0.2
2.3333
 
0.3333
5.6665
 
1
13
 
1
13
 
1
13
 
1
13
 
1
13
 
0.2
2.3333
 
0.3333
5.6665
 
1
13
 
1
13
 
1
13
 
1
13
 
1
13
 
0.2
2.3333
 
0.3333
5.6665
 
1
13
 
1
13
 
1
13
 
1
13
 
1
13
 ] 
Hasil pembagian tiap cell dibagi dengan jumlah tiap kolom : 
[0.4285 0.5294 0.3846 0.3846 0.3846 0.3846 0.3846 0.1428 0.1764 0.2307 0.2307 0.2307 0.2307 0.2307 0.0857 0.0588 0.0769 0.0769 0.0769 0.0769 0.0769 0.0857 0.0588 0.0769 0.0769 0.0769 0.0769 0.0769 0.0857 0.0588 0.0769 0.0769 0.0769 0.0769 0.0769 0.0857 0.0588 0.0769 0.0769 0.0769 0.0769 0.0769 0.0857 0.0588 0.0769 0.0769 0.0769 0.0769 0.0769 ]0.4115 0.2103 0.0755 0.0755 0.0755 0.0755 0.0755  
Ju
mla
h 
1 1 1 1 1 1 1 1 
Setelah bobot untuk setiap kriteria diperoleh, 
proses selanjutnya yaitu melakukan perankingan 
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 berdasarkan data setiap alternative  agar 
mendapatkan alternatif dengan nilai tertinggi. 
 
Tabel 3. 7 Perkalian Bobot dan Alternatif 
Alt
ern
atif 
Lul
us 
Sekol
ah 
Peker
jaan 
Ortu 
Nilai Rata2 Semester 
1 2 3 4 
CM 
1 
0 × 
0.41
15 
0 × 
0.2103 
0 × 
0.0755 
0.5841 
× 
0.0755 
0.5916 
× 
0.0755 
0.599
2 × 
0.075
5 
0.615
2 × 
0.075
5 
CM 
2 
0 × 
0.41
15 
0 × 
0.2103 
0 × 
0.0755 
0.5841 
× 
0.0755 
0.5916 
× 
0.0755 
0.599
2 × 
0.075
5 
0.615
2 × 
0.075
5 
CM 
3 
0 × 
0.41
15 
0 × 
0.2103 
0 × 
0.0755 
0.5841 
× 
0.0755 
0.5916 
× 
0.0755 
0.599
2 × 
0.075
5 
0.615
2 × 
0.075
5 
CM 
4 
0.58
41 × 
0.41
15 
0.0833 
× 
0.2103 
0 × 
0.0755 
0.5841 
× 
0.0755 
0.5916 
× 
0.0755 
0.599
2 × 
0.075
5 
0.615
2 × 
0.075
5 
CM 
5 
0 × 
0.41
15 
0.0833 
× 
0.2103 
0 × 
0.0755 
0.5841 
× 
0.0755 
0.5916 
× 
0.0755 
0.599
2 × 
0.075
5 
0.615
2 × 
0.075
5 
 
 
Hasil perkalian bobot dan alternatif 
[0 0 0 0.0440 0.0446 0.0452 0.0464 0 0 0 0.0440 0.0446 
0.0452 0.0464 0 0 0 0.0440 0.0446 0.0452 0.0464 0.2403 
0.0175 0 0.0440 0.0446 0.0452 0.0464 0 0.0175 0 0.0440 
0.0446 0.0452 0.0464]0.1802 0.1802 0.1802 0.4380 0.1977 
Calon mahasiswa 4 mempunyai nilai tertinggi sehingga 
calon mahasiswa 4 berada diurutan pertama dan calon 
mahasiswa 5 berada diurutan kedua. 
IV. KESIMPULAN 
Penelitian ini menghasilkan sebuah sistem pendukung 
keputusan seleksi siswa jalur penelusuran minat dan 
kemampuan menggunakan metode ID3 dan AHP. 
Berdasarkan hasil pengujian pada 200 data set, sistem dapat 
menghasilkan presicion sebesar 50%, recall sebesar 88% dan 
keluaran yang sesuai dengan akurasi sebesar 90%. Dapat 
disimpulkan bahwa sistem pendukung keputusan ini dapat 
membantu bagian PMDK UNJANI dalam seleksi calon 
mahasiswa. 
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