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Zusammenfassung: Eine Vielzahl

okonomischer Entscheidungen ist diskreter Natur und
weist ein intertemporales, sequentielles Element auf. Beispiele sind das Ersatzproblem
f

ur dauerhafte Wirtschaftsg

uter, die Investitionsentscheidung bei endogenem Marktaus-
tritt, die Wahl des Verrentungszeitpunktes sowie die Migrationsentscheidung. Wegen ih-
rer sequentiellen Struktur sollte die Analyse dieser Entscheidungen in ein intertemporales
Optimierungsmodell eingebettet werden; in diesen F

allen spricht man von diskreten dy-
namischen Entscheidungsprozessen. Die strukturelle

okonometrische Analyse derartiger
Modelle ist anspruchsvoll, weil sie eine L

osung des zugrundeliegenden dynamischen Opti-
mierungsmodells erfordert. In den letzten Jahren wurden dazu eine Reihe von Verfahren
entwickelt, die in dieser Arbeit vorgestellt werden sollen. Der Schwerpunkt liegt dabei auf
einem von Rust (1987, 1988) entwickelten Maximum-Likelihood-Verfahren, dem geschach-
telten Fixpunkt-Algorithmus. Dieses Verfahren ist vielseitig einsetzbar, aber numerisch
aufwendig. Praktische Erfahrungen mit diesem Verfahren werden anhand der genannten
vier Anwendungen (Ersatzinvestition, Betriebsschlieung, Ruhestandsentscheidung, Mi-
gration) illustriert.
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1 Einleitung
Eine Vielzahl

okonomischer Entscheidungen ist diskreter Natur und weist ein intertem-
porales, sequentielles Element auf. Beispiele sind das Ersatzproblem f

ur dauerhafte Wirt-
schaftsg

uter, die Investitionsentscheidung bei endogenem Marktaustritt, die Wahl des
Verrentungszeitpunktes sowie die Migrationsentscheidung. In dieser Arbeit stelle ich Me-
thoden zur strukturellen

okonometrischen Analyse dynamischer, speziell diskreter Ent-
scheidungsprozesse vor. Der Schwerpunkt liegt dabei auf Maximum-Likelihood-Verfahren,
die auf einer numerischen L

osung des zugrundeliegenden intertemporalen Optimierungs-
problems basieren. Die Anwendung derartiger Verfahren wird anhand der genannten vier
Anwendungsbeispiele illustriert.
Die Analyse diskreter Entscheidungen auf der Mikroebene hat in den vergangenen Jahren
stark an Bedeutung f

ur die Simulation und Evaluation wirtschaftspolitischer Manahmen
gewonnen (Wolpin (1996)). Daf

ur gibt es verschiedene Gr

unde. Zun

achst einmal wurde
erkannt, da ein genaueres Verst

andnis individuellen Verhaltens erforderlich ist, wenn
die Auswirkungen wirtschaftspolitischer Eingrie simuliert werden sollen. Zum anderen
k

onnen durch eine Analyse auf der Mikroebene Aggregationsprobleme gel

ost werden, die
insbesondere dann eine Rolle spielen, wenn sich die Zusammensetzung der Grundgesamt-
heit in Bezug auf wichtige Merkmale

uber die Zeit

andert. Ein Beispiel daf

ur sind die
Auswirkungen, die die Ver

anderung der Altersstruktur im Zuge des demographischen
Wandels auf die Systeme der sozialen Sicherung und auf gesamtwirtschaftliche Aggregate
wie die Ersparnis hat.
Sollen dynamische Entscheidungen in der angewandten Wirtschaftsforschung untersucht
werden, so wird zun

achst ein exaktes mathematisches Modell intertemporalen Entschei-
dungsverhaltens ben

otigt. In einem zweiten Schritt sind statistisch-

okonometrische Me-
thoden erforderlich, die eine empirische Umsetzung eines Entscheidungsmodells zulassen,
die also eine

Uberpr

ufung der Vereinbarkeit des Modells mit beobachtetem Verhalten und
gegebenfalls dessen Anwendung { beispielweise zur Evaluation und Simulation wirtschafts-
politischer Manahmen { erm

oglichen. W

ahrend die Modellierung intertemporaler Ent-
scheidungen in der

okonomischen Theorie eine lange Tradition hat, wurden leistungsf

ahige

okonometrische Verfahren erst in den letzten 20 Jahren entwickelt.
Im Rahmen dieses Beitrags wird vom Fall multivariater Entscheidungen ausgegangen. Zu
jedem Zeitpunkt hat der Entscheider mehrere Entscheidungen zu treen; es stehen also
mehrere Entscheidungs- oder Kontrollvariablen zur Verf

ugung. Der univariate Fall mit
nur einer Entscheidung ist ein Spezialfall dieses multivariaten Modells. Wie sich sp

ater
zeigen wird, ist es weiter sinnvoll, intertemporale Entscheidungen nach der Skalierung der
Entscheidungsvariablen zu klassizieren. Die Entscheidungsvariablen k

onnen stetig oder
diskret sein; zudem ist auch der Fall gemischt diskret-stetiger Entscheidungen m

oglich. Die
Darstellung des theoretischen Modells in dieser Arbeit ist so allgemein gehalten, da sie al-
le genannten F

alle abdeckt. In der Diskussion

okonometrischer Sch

atzverfahren werde ich
1
mich allerdings auf den Fall diskreter und gemischt diskret-stetiger Entscheidungen kon-
zentrieren. Schlielich beschr

ankt sich dieser Beitrag auf Marko-Entscheidungsprozesse
in diskreter Zeit, die sich in ihrer abstrakten Formulierung aber als hinreichend allgemein
erweisen, um viele intertemporale

okonomische Entscheidungen abbilden zu k

onnen. Die
Dierenzierung zwischen diskreter und stetiger Zeit ist im

ubrigen nicht zu verwechseln
mit der Unterscheidung zwischen diskreten, gemischt diskret-stetigen und stetigen Ent-
scheidungsvariablen.
1
Der Beitrag ist wie folgt gegliedert. Zun

achst stelle ich in Abschnitt 2 das mathematische
Modell des Marko-Entscheidungsprozesses vor, bevor ich mich in Abschnitt 3 Methoden
zur

okonometrischen Analyse derartiger Modelle zuwende.
2
Einige Anwendungsbeispiele
werden in Abschnitt 4 vorgestellt. In Abschnitt 5 diskutiere ich neuere Entwicklungen
sowie oene Forschungsfragen und fasse die Ergebnisse dieses Beitrags zusammen.
2 Mathematische Modellierung intertemporaler diskreter
Entscheidungen
In diesem Abschnitt wird die mathematische Modellierung intertemporaler Entscheidun-
gen dargestellt. Grundlage ist die neoklassische Theorie intertemporaler Entscheidungen
mit einer additiv-separablen Nutzenfunktion und exponentieller Diskontierung; ein sol-
ches Verhaltensmodell leiten beispielsweise Fishburn und Rubinstein (1982) axiomatisch
her. Das in diesem Abschnitt vorgestellte Optimierungsmodell ist eine Anwendung der
Theorie der dynamischen Programmierung bzw. der Marko-Entscheidungsprozesse auf
intertemporale

okonomische Entscheidungen. Diese Theorie geht zur

uck auf Blackwell
(1965) und Furukawa (1972). Der Schwerpunkt liegt in diesem Abschnitt auf dem Fall
diskreter Entscheidungsvariablen; die Darstellung orientiert sich an Rust (1996).
2.1 Das intertemporale Entscheidungsproblem
In jeder Periode (t = 1; : : : ; T ;T  1) wird die Entscheidungssituation charakterisiert
durch einen Vektor von Zustandsvariablen s
t
und einen Vektor von Entscheidungs- oder
Kontrollvariablen a
t
. Die zur Verf

ugung stehenden Werte der Entscheidungsvariablen wer-
den gegeben durch zustandsabh

angige Budgetmengen (Nebenbedingungen) A
t
(s
t
). Das
bei gegebenen Zustands- und Entscheidungsvariablen erreichte Nutzenniveau der lau-
fenden Periode ist gegeben durch die Nutzenfunktion u
t
(s
t
; a
t
). Die Zustandsvariablen
1
Die in dieser Arbeit vorgestellten empirischen Methoden, die auf einer expliziten L

osung des zugrun-
deliegenden dynamischen Optimierungsproblems im Rahmen von Marko-Entscheidungsprozessen be-
ruhen, lassen sich prinzipiell auch auf in stetiger Zeit formulierte Semi-Marko-Prozesse

ubertragen;
siehe dazu An (1995).
2
Eine ausf

uhrlichere Darstellung der theoretischen Modelle und

okonometrischen Methoden ndet sich
bei Winter (1998, Kapitel 3).
2
der n

achsten Periode h

angen von den Zustandsvariablen sowie den Entscheidungen der
laufenden Periode ab. Dieser stochastische

Ubergangsproze wird durch eine Marko-

Ubergangsdichte p
t
(ds
t+1
js
t
; a
t
) vollst

andig beschrieben.
3
Schlielich wird noch angenom-
men, da die zu maximierende Gesamtnutzenfunktion U(s; a) eine intertemporal additiv-
separable Darstellung besitzt. Der Diskontfaktor 
t
(s
t
; a
t
) kann im allgemeinen Fall sowohl
von der Zeit als auch von Zust

anden und Entscheidungen abh

angen; f

ur die Existenz ei-
ner L

osung des Optimierungsproblems ist lediglich erforderlich, da stets  2 [0; 1) gilt.
(Meist wird vereinfachend angenommen, da der Diskontfaktor zeitkonstant und zustand-
sunabh

angig ist.) Die folgende Denition des Marko-Entscheidungsprozesses fat diese
Beschreibung des Entscheidungsproblems zusammen (vgl. Rust (1996), S. 632).
Denition: Marko-Entscheidungsproze
Ein Marko-Entscheidungsproze ist gegeben durch:
einen diskreten Zeitindex t 2 f0; 1; 2; : : : ; Tg; T  1,
eine Folge von Zustandsvariablen und einen Zustandsraum s
t
2 S,
eine Folge von Entscheidungsvariablen und einen Entscheidungsraum a
t
2 A,
eine Folge von Nebenbedingungen A
t
(s
t
)  A,
eine

Ubergangsdichte p
t
(ds
t+1
js
t
; a
t
) = Prob(s
t+1
2 ds
t+1
js
t
; a
t
),
eine Folge von Periodenzielfunktionen u
t
(s
t
; a
t
),
eine Folge von Diskontfaktoren 
t
(s
t
; a
t
) 2 [0; 1) sowie
eine additiv-separable Zielfunktion
U(s; a) = u
0
(s
0
; a
0
) +
P
T
t=1

Q
t 1
=1


(s

; a

)

u
t
(s
t
; a
t
) .
Das intertemporale Optimierungsproblem in der Entscheidungsperiode (t = 0) besteht
nun darin, bei gegebenen Werten der Zustandsvariablen s
0
den erwarteten, auf die lau-
fende Periode diskontierten Wert der k

unftigen Nutzenstr

ome durch Wahl einer geeigneten
Entscheidungssequenz  = f
0
; : : : ; 
T
g zu maximieren:
max

E

(
T
X
t=0

t
u(s
t
; 
t
)js
0
)
: (1)
Dabei bezieht sich der Erwartungsoperator E

auf den durch die optimale Entscheidungs-
sequenz  induzierten stochastischen Proze fs
t
; a
t
g. Damit l

at sich das Optimierungs-
problem auch schreiben als
max

Z
s
0
  
Z
s
T
"
T
X
t=0

t
u(s
t
; 
t
(s
t
))
#
T
Y
t=1
p(ds
t
js
t 1
; 
t 1
(s
t 1
))  p
0
(ds
0
) ; (2)
wobei p
0
die Verteilung des Anfangszustands s
0
ist.
Das hier vorgestellte Modell l

at sowohl diskrete als auch stetige Kontrollvariablen zu. Im
ersten Fall ist der Entscheidungsraum A eine endliche Menge, und es gilt A(s)  A f

ur
3
Die

Ubergangsdichte p
t
(ds
t+1
js
t
; a
t
) bildet B(s), die Borel--Algebra aller mebaren Teilmengen von
S, auf das Einheitsintervall ab.
3
alle s 2 S. Im Falle von stetigen Kontrollvariablen ist A(s) eine kompakte Teilmenge von
IR
jAj
(f

ur alle s 2 S).
2.2 L

osung des intertemporalen Entscheidungsproblems
Im allgemeinen ist die L

osung des intertemporalen Entscheidungsproblems (2) ein Element
des unendlich-dimensionalen Banachraums B(S) aller mebaren, beschr

ankten Funktio-
nen f : S!IR unter der Supremum-Norm jjf jj = sup
s2S
jf(s)j. Im Fall eines endlichen
Planungshorizontes (T < 1) kann die L

osung durch R

uckw

artsinduktion ermittelt wer-
den; im Falle eines unendlichen Planungshorizontes (T =1) mu zum Nachweis der Exi-
stenz und Eindeutigkeit der L

osung auf Fixpunktargumente und zu deren Bestimmung
auf numerische Verfahren zur

uckgegrien werden.
Im Falle eines exogen gegebenen, endlichen Planungshorizontes ergibt sich die L

osung des
Optimierungsproblems in der letzen Periode T durch einfache statische Optimierung als

T
(s
T
) = argmax

T
2A(s
T
)
[u(s
T
; a
T
)] : (3)
F

ur die

ubrigen Perioden t = 0; : : : ; T   1 erh

alt man die L

osungsfunktionen durch
R

uckw

artsinduktion:

t
(s
t
) = argmax

t
2A(s
t
)

u(s
t
; a
t
) + 
Z
V
t+1
(s
t+1
)p(ds
t+1
js
t
; a
t
)

; wobei (4)
V
t
(s
t
) = max

t
2A(s
t
)

u(s
t
; a
t
) + 
Z
V
t+1
(s
t+1
)p(ds
t+1
js
t
; a
t
)

: (5)
Gleichung (5) ist die Bellman-Gleichung im Fall endlichen Zeithorizonts. Aus der Kon-
struktion der L

osung  = (
0
; : : : ; 
T
) durch R

uckw

artsinduktion folgt, da die Wert-
funtion V
0
(s
0
) in der Planungsperiode (t = 0) dem maximalen abgezinsten Wert aller
k

unftigen Periodennutzen entspricht; damit ist  tats

achlich die L

osung des intertempo-
ralen Optimierungsproblems (2) bei endlichem Planungshorizont (siehe dazu auch Rust
(1996), S. 634).
Bei unendlichem Planungshorizont existiert keine wohldenierte letzte Periode, auf die
sich eine R

uckw

artsinduktion beziehen k

onnte. Ohne weitere Annahmen w

urde eine vor-
w

artsgerichtete L

osung des Problems (2) die wiederholte Berechnung (T+1)-dimensionaler
Integrale erfordern. Zur Vereinfachung wird deshalb f

ur den Fall eines unendlichen Pla-
nungshorizonts angenommen, da die konstituierenden Elemente des Entscheidungspro-
blems zeitinvariant sind; man spricht dann von einem station

aren Marko-Entscheidungs-
proze.
4
Denition: Station

arer Marko-Entscheidungsproze
Ein Marko-Entscheidungsproze ist station

ar, falls gilt: Die

Ubergangsdichte der
Zustandsvariablen sowie die Nutzenfunktion sind zeitkonstant, d. h. p
t
(ds
t+1
js
t
; a
t
)
 p(ds
0
js; a); 8t und u
t
(s
t
; a
t
)  u(s; a); 8t: Ferner ist der Diskontfaktor zeitkonstant
und unabh

angig von Zust

anden und Entscheidungen, 
t
(s
t
; a
t
)  ; 8t:
Intuitiv bedeutet die Stationarit

atseigenschaft, da die Zukunft f

ur den Entscheider {
gegeben die Zustandsvariablen der laufenden Periode { zu jedem Zeitpunkt gleich aus-
sieht. Deshalb h

angt auch die L

osung des Optimierungsproblems nur von den laufen-
den Zustandsvariablen ab und ist zeitinvariant. Unter geeigneten Regularit

atsbedingun-
gen l

at sich beweisen, da die L

osung des intertemporalen Optimierungsproblems (2)
durch eine zeitinvariante, nur von den laufenden Zustandsvariablen abh

angige Funktion
 = ((s); (s); : : : ) gegeben ist (Blackwell (1965)).
4
Die L

osung  kann ermittelt werden durch L

osung einer Funktionalgleichung V = ,(V ),
die wieder als Bellman-Gleichung bezeichnet wird (und die der Bellman-Gleichung (5)
des Falls eines endlichen Planungshorizonts entspricht). Dabei ist der lineare Operator
, : B(S)!B(S) gegeben durch
,(V )(s) = max
2A(s)

u(s; a) + 
Z
V (s
0
)p(ds
0
js; a)

: (6)
Die L

osung  ist ein Fixpunkt der Funktionalgleichung V = ,(V ); Existenz und Ein-
deutigkeit lassen sich unter Anwendnung eines Kontraktionssatzes der Funktionalanalysis
leicht zeigen. Auer in sehr einfachen F

allen ist diese L

osung allerdings nicht analytisch
ermittelbar (Rust (1996), S. 636. diskutiert derartige F

alle). Es gibt jedoch eine Klas-
se von stetigen Marko-Entscheidungsproblemen, f

ur die die L

osung durch Bedingungen
erster Ordnung charakterisiert werden kann, die als Euler-Gleichungen bezeichnet wer-
den. In

okonomischen Anwendungen sind solche F

alle mit stetigen Entscheidungsvariablen
durchaus typisch, Beispiele sind Spar- oder Investitionsprobleme. Da sich dieser Beitrag
auf diskrete Entscheidungen konzentriert, gehe ich auf diese Modellklasse hier nicht weiter
ein. Ausf

uhrliche Darstellungen nden sich bei Stokey und Lucas (1989, Kapitel 9 und 10)
und Winter (1998a). In allen anderen F

allen mu auf numerische (Fixpunkt-)Verfahren zur
Bestimmung der L

osung des intertemporalen Entscheidungsproblems zur

uckgegrien wer-
den. Derartige Verfahren f

ur stetige Probleme diskutieren Judd (1996) und Rust (1996);
numerische L

osungsverfahren f

ur dynamische diskrete Probleme werden im n

achsten Ab-
schnitt dargestellt.
4
Neben der angesprochenen Stationarit

atseigenschaft wird noch angenommen, da Zustandsraum S
und Entscheidungsraum A kompakte metrische R

aume und da s!A(s) stetig sowie u(s; a) stetig in
(a; s) sind. Die zus

atzliche Annahme, da u(s; a) beschr

ankt sei, ist f

ur den Nachweis der Existenz der
L

osungsfunktion nicht erforderlich (siehe Bhattacharya und Majumdar (1989)), wird allerdings f

ur die
weiter unten dargestellten numerischen Verfahren zu deren Ermittlung ben

otigt.
5
2.3 Numerische L

osungsverfahren bei diskreten Entscheidungen
Die numerischen L

osungsverfahren, die in diesem Abschnitt dargestellt werden, sollen
letztendlich zur strukturellen

okonometrischen Sch

atzung von dynamischen diskreten Ent-
scheidungsmodellen verwendet werden. F

ur die Eignung eines numerischen Algorithmus
sind deshalb Geschwindigkeit, Genauigkeit und numerische Stabilit

at gleichermaen be-
deutend. Unter den zur Verf

ugung stehenden Verfahren hat sich f

ur die hier interessieren-
de Anwendung deshalb die Klasse der diskreten Approximationsverfahren durchgesetzt,
bei denen der (stetige) Zustandsraum durch ein diskretes Gitter approximiert und die
L

osung dann durch st

uckweise lineare Approximation und Gittersuche ermittelt wird.
5
Im Fall des endlichen Planungshorizonts kann die optimale L

osung durch R

uckw

artsin-
duktion bestimmt werden; die Integration in (2) kann dann durch einfache Summation

uber die Zellen des diskretisierten Zustandraumes geleistet werden. Bei unendlichem Pla-
nungshorizont und Stationarit

at werden dazu haupts

achlich das Verfahren der sukzessiven
Approximation bzw. das Newton-Kantorovich-Verfahren angewendet.
Ziel dieser Verfahren ist, einen Fixpunkt der linearen Operatorgleichung V = ,(V ) zu
nden, also eine Nullstelle des Funktionals F (V ) = 0, wobei F = (I   ,). Das Verfahren
der sukzessiven Approximation wird beschrieben durch
V
i+1
= ,(V
i
) = ,
i+1
(V
0
) ; (7)
wobei V
0
ein beliebiger Startwert ist. Die globale Konvergenz dieses Verfahrens folgt di-
rekt aus dem Kontraktionssatz, der auch beim Beweis der Existenz und Eindeutigkeit
der L

osung verwendet wird. Eine gr

oere Konvergenzgeschwindigkeit besitzt das Newton-
Kantorovich-Verfahren, das allerdings nicht global konvergent ist. Intuitiv kann es ver-
standen werden als Verallgemeinerung des bekannten Newton-Verfahrens zur L

osung ein-
facher Nullstellenprobleme (wobei hier allerdings eine ganze Funktion gesucht wird, die
eine Funktionalgleichung l

ost). Formal wird dieses Verfahren beschrieben durch
V
i+1
= V
i
  [I   ,
0
(V
i
)]
 1
(I   ,)(V
i
) ; (8)
wobei ,
0
(V ) die in V 2 B(S) bewertete Frechet-Ableitung von , ist.
6
Gegeben ein Start-
wert V
0
in einem Attraktionsbecken von V , konvergiert dieses Verfahren mit quadratischer
Rate. Daraus l

at sich ein Polyalgorithmus ableiten, wie ihn Rust (1988) vorgeschla-
gen hat: Man beginnt mit dem Verfahren der sukzessiven Approximation und geht zum
Newton-Kantorovich-Verfahren

uber, wenn man der L

osung hinreichend nahe gekommen
ist. Es gibt im

ubrigen noch Varianten dieser Verfahren, die sich durch bessere Konvergenz-
eigenschaften auszeichnen, beispielweise das Verfahren sukzessiver Approximation unter
Verwendung der Fehlerschranken von McQueen und Porteus. Derartige Varianten werden
5
Bertsekas (1976, S. 180.) diskutiert die Regularit

atsbedingungen, unter denen diskrete Approximati-
onsverfahren anwendbar sind.
6
Die Frechet-Ableitung ist ein beschr

ankter linearer Operator ,
0
(V ) : B(S) ! B(S), und es gilt:
jj,
0
(V )jj
1
  < 1.
6
in

okonometrischen Anwendungen, die eine numerische L

osung dynamischer diskreter Op-
timierungsmodelle erfordern, meist auch eingesetzt, um die Rechenzeit zu verk

urzen. Rust
(1996) sowie Winter (1998a) stellen solche Erweiterungen vor.
7
3

Okonometrische Analyse diskreter Marko-
Entscheidungsprozesse
In diesem Abschnitt werden Strategien zur

okonometrischen Sch

atzung intertemporaler
Entscheidungsprobleme vorgestellt. Alle im folgenden diskutierten Verfahren gehen aus
von einem wohldenierten intertemporalen Entscheidungsproblem, sind also theoriegelei-
tet . Im wesentlichen stehen dabei zwei Vorgehensweisen zur Verf

ugung, die Sch

atzung
reduzierter Formen und die strukturelle Sch

atzung. Im ersten Fall werden die optima-
len Entscheidungsregeln als reduzierte Formen aufgefat und ohne Kenntnis der L

osung
des Optimierungsproblems direkt gesch

atzt; bei einer strukturellen Sch

atzung wird die
L

osung des Optimierungsproblems auf geeignete Weise einbezogen. Strukturelle Sch

at-
zungen weisen gewisse methodische Vorteile auf, die unten diskutiert werden. Diesen Vor-
teilen stehen aber auch praktische Nachteile gegen

uber: Zum einen m

ussen meist sehr
restriktive Hilfsannahmen getroen werden; zum anderen stellen solche Verfahren hohe
numerische Anforderungen. In konkreten Anwendungen schr

anken numerische Probleme
die M

oglichkeiten der Spezizierung des zugrundeliegenden Entscheidungsproblems oft
erheblich ein. Diese methodischen Fragen werden in Abschnitt 3.1 diskutiert.
Die Darstellung in Abschnitt 3.2 konzentriert sich auf die strukturelle Sch

atzung diskreter
und gemischt diskret-stetiger dynamischer Entscheidungsprobleme. Dazu kommen in er-
ster Linie Maximum-Likelihood-Verfahren in Frage, die auf einer numerischen L

osung des
Optimierungsproblems beruhen. Eine Klasse derartiger Sch

atzverfahren basiert auf dem
von Rust (1987, 1988) entwickelten geschachtelten Fixpunktverfahren (nested xed-point
algorithm, NFXP), das in Abschnitt 3.3 dargestellt wird. Dabei werden mithilfe einer
numerischen L

osung die Parameterwerte des zugrundeliegenden intertemporalen Verhal-
tensmodells strukturell gesch

atzt. In Abschnitt 3.4 werden alternative Sch

atzverfahren
kurz dargestellt.
3.1 Theoriegeleitete

okonometrische Analyse intertemporaler
Entscheidungen
Zur

okonometrischen Sch

atzung intertemporaler Entscheidungsprobleme wurden im we-
sentlichen drei Ans

atze entwickelt:
7
Daneben gibt es noch eine Reihe von Verfahren, die die Struktur spezieller Modell ausnutzen. Fair
(1996) stellt numerische Verfahren vor, die zur L

osung makro

okonomischer Modelle verwendet werden
k

onnen.
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 Verfahren, die Entscheidungsregeln als reduzierte Formen sch

atzen
 Verfahren, die Bedingungen erster Ordnung des Optimierungsproblems ausnutzen
 Verfahren, die auf einer numerischen L

osung des Optimierungsproblems beruhen
Die beiden letztgenannten Verfahren erm

oglichen eine strukturelle Sch

atzung des

okono-
mischen Entscheidungsmodells. Sowohl diese strukturellen Verfahren als auch die Sch

at-
zung reduzierter Formen, die im Kontext eines

okonomischen Entscheidungsmodells inter-
pretiert wird, stehen in der Tradition theoriegeleiteter empirischer Wirtschaftsforschung.
Diese Ans

atze haben den Vorteil, da mithilfe

okonometrisch-statistischer Methoden die
G

ultigkeit des zugrundliegenden Verhaltensmodells getestet werden kann. Wenn das Mo-
dell von den Daten nicht zur

uckgewiesen wird, lassen sich die Sch

atzergebnisse zur Simu-
lation alternativer Politikszenarien nutzen. Diese methodische Orientierung angewandter
Wirtschaftsforschung geht ansatzweise zur

uck auf Marschak (1952) und ndet ihren Nie-
derschlag vor allem in der Formulierung der bekannten Lucas-Kritik (Lucas (1976)).
8
Gerade im Zusammenhang mit intertemporalen individuellen Entscheidungen wird diese
Forschungsrichtung allerdings h

aug kritisiert, weil sie auf oft formal sehr anspruchsvol-
len und deshalb als
"
unrealistisch\ empfundenen Entscheidungsmodellen beruhe. Hinzu
kommen Befunde aus experimentellen Untersuchungen, nach denen bestimmte Grundan-
nahmen des Standardmodells intertemporaler Nutzenmaximierung wie die exponentielle
Diskontierung zuk

unftiger Nutzenstr

ome systematisch verletzt werden. Schlielich erfor-
dert die

okonometrische Sch

atzung selbst in der Regel starke, f

ur sich genommen nicht
testbare Hilfsannahmen (so zum Beispiel Annahmen

uber die Verteilung unbeobachtba-
rer, stochastischer Gr

oen). Auf diese methodischen Probleme gehe ich in Abschnitt 5
ein.
F

ur die strukturelle Sch

atzung dynamischer Entscheidungsprozesse stehen die beiden ein-
gangs genannten Ans

atze zur Verf

ugung. Zum einen k

onnen Bedingungen erster Ordnung
des zugrundeliegenden Optimierungsproblems ausgenutzt werden. Diese Eulergleichungen
lassen sich f

ur eine Klasse von Optimierungsmodellen mit stetigen Entscheidungsvariablen
ableiten. Sie stellen eine intertemporale Version des traditionellen Grenznutzenkalk

uls dar.
Aus diesen Eulergleichungen k

onnen Momentenrestriktionen gewonnen werden, auf denen
verallgemeinerte Momentensch

atzer (generalized method of moments, GMM) beruhen.
9
Eine alternative Vorgehensweise ist eine Maximum-Likelihood-Sch

atzung, die explizite
8
Keane und Wolpin (1997) diskutieren in der Einf

uhrung zu einem von ihnen herausgegebenen Sonder-
band des Journal of Business and Economic Statistics (Vol. 15, No. 2) die Vorteile einer strukturellen
Vorgehensweise in der angewandten mikro

okonomischen Forschung. Der von Kapteyn et al. (1995)
herausgegebene Sonderband des Journal of Applied Econometrics (Vol. 10, Supplement) konzentriert
sich ebenfalls auf die strukturelle Analyse intertemporaler Entscheidungsprobleme.
9
Diese Verfahren gehen auf Hansen (1982) und Hansen und Singleton (1982) zur

uck; siehe auch Hall
(1993) sowie Ogaki (1993).
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L
osungsfunktionen der intertemporalen Optimierungsmodelle verwendet. In der Regel
k

onnen diese L

osungsfunktionen allerdings nicht analytisch bestimmt, sondern m

ussen
numerisch berechnet werden. F

ur den Fall stetiger Entscheidungsvariablen wurde dieser
Ansatz erstmals von Hansen und Sargent (1980) verwendet und von Fair und Taylor (1983)
weiterentwickelt. Ein Maximum-Likelihood-Verfahren f

ur diskrete Entscheidungsvariablen
wurde von Rust (1987) vorgestellt. Es wird in den n

achsten Abschnitten diskutiert.
3.2 Sch

atzung diskreter dynamischer Entscheidungsmodelle
Rust (1987) entwickelt ein Maximum-Likelihood-Verfahren, das zur

okonometrischen Ana-
lyse diskreter intertemporaler Optimierungsprobleme verwendet werden kann. Es beruht
auf numerischen Verfahren zur Ermittlung der L

osungsfunktion, wie sie in Abschnitt 2.3
vorgestellt wurden. In diesem Abschnitt diskutiere ich die

okonometrische Spezikation
des Modells; die asymptotischen Eigenschaften des Maximum-Likelihood-Sch

atzers wer-
den im n

achsten Abschnitt abgeleitet.
Wenn Marko-Entscheidungsprozesse

okonometrisch gesch

atzt werden sollen, mu zu-
n

achst ein methodisches Interpretationsproblem gel

ost werden. Die optimale Entschei-
dungsregel (s) ist n

amlich eine deterministische Funktion der Zustandsvariablen, mit
deren Hilfe beobachtetes Verhalten folglich perfekt beschrieben werden kann. Dies ist al-
lerdings weder realistisch noch w

unschenswert. Deshalb ist es erforderlich, in den Daten
beobachteten Abweichungen tats

achlichen Verhaltens von den Vorhersagen des Optimie-
rungsmodells eine sinnvolle Interpretation zu geben. Rust (1994) diskutiert vier M

oglich-
keiten: Optimierungsfehler auf Seiten der Entscheider, Mefehler in den Daten, die beob-
achtetes Verhalten beschreiben, Approximationsfehler bei der Formulierung und L

osung
des Optimierungsmodells sowie die Existenz von Zustandsvariablen, die f

ur das tats

achli-
che Verhalten relevant, aber vom

Okonometriker nicht beobachtbar sind. Eine detaillierte
Diskussion der ersten drei Interpretationsm

oglichkeiten kann an dieser Stelle nicht erfol-
gen, dazu sei auf Rust (1994, S. 3100f.) verwiesen. In dem hier vorgestellten strukturellen
Sch

atzansatz wird die vierte M

oglichkeit gew

ahlt, es wird also ein dynamisches diskretes
Entscheidungsmodell mit unbeobachteten Zustandsvariablen formuliert.
Der in Abschnitt 2 denierte Zustandsvektor s wird nun in zwei Komponenten zerlegt:
eine Komponente x, deren Elemente sowohl dem Entscheider bekannt als auch vom

Oko-
nometriker beobachtbar sind, sowie eine Komponente unbeobachtbarer Zustandvariablen
, die dem Entscheider bekannt sind, aber vom

Okonometriker nicht beobachtet werden
k

onnen. Es gilt also s = (x; ), und die optimale Entscheidungsregel ist gegeben durch
(x; ). Wenn die unbeobachtete Komponente hinreichend speziziert ist, kann jedes beob-
achtete Verhalten f

ur gegebene Werte von  als optimale (deterministische) Entscheidung
interpretiert werden.
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Unter dieser Annahme k

onnen die relevanten Parameter mit einem Maximum-Likelihood-
Ansatz auf Basis der bedingten Wahrscheinlichkeit
P (ajx; ) =
Z
I(a = (x; ; ))q(djx) ; (9)
bestimmt werden, wobei I() die Indikatorfunktion und q(djx) die Wahrscheinlichkeit
der unbeobachteten Komponenten , bedingt auf die beobachteten Zustandsvariablen x,
ist. Die N Elemente des Parametervektors  2 IR
N
parametrisieren dabei sowohl die
Nutzenfunktion u() als auch die

Ubergangsdichte p(); auerdem ist auch der Diskont-
faktor  ein zu sch

atzender Parameter. Die empirische Spezizikation des intertempora-
len Optimierungsproblems ist also das Tupel (u(); p(); ), der Parametervektor lautet
 = (
u
; 
p
; ). Wie im statischen Modell diskreter Entscheidungen (McFadden (1981))
werden nun noch zwei weitere Annahmen getroen, n

amlich additive Separabilit

at und
bedingte Unabh

angigkeit:
Annahme: Additive Separabilit

at
Die Menge der zur Verf

ugung stehenden Alternativen (der Entscheidungsraum)
h

angt lediglich von den beobachteten Zustandsvariablen ab, A(s) = A(x). Die un-
beobachtete Komponente des Zustandvektors hat mindestens soviele Elemente wie
die Menge der zur Verf

ugung stehenden Alternativen. Die Nutzenfunktion besitzt
eine additiv-separable Struktur, das heit u(s; a) = u(x; a) + (a).
Annahme: Bedingte Unabh

angigkeit
Die

Ubergangsdichte des Marko-Prozesses fx
t
; 
t
g kann faktorisiert werden als
p(dx
t+1
; d
t+1
jx
t
; a
t
; 
t
) = q(d
t+1
jx
t+1
)(dx
t+1
jx
t
; a
t
).
Die Annahme bedingter Unabh

angigkeit impliziert, da der Proze der unbeobachteten
Komponenten f
t
g unabh

angig ist von der eigentlichen Dynamik des Modells, die in der

Ubergangsdichte der beobachteten Zustandsvariablen (dx
t+1
jx
t
; a
t
) erfat wird. Insbe-
sondere gilt, da x
t+1
eine hinreichende Statistik ist f

ur 
t+1
, da f
t
g ein IID-Proze
ist, der nicht von den laufenden Zustandsvariablen x
t
abh

angt und da die Wahrschein-
lichkeitsdichte der Zustandsvariablen der n

achsten Periode x
t+1
nur von den laufenden
Zustandsvariablen x
t
abh

angt, nicht aber von den laufenden unbeobachteten Komponen-
ten 
t
.
Unter diesen Annahmen kann nun die in Abschnitt 2 hergeleitete Bellmann-Gleichung f

ur
den Fall diskreter Entscheidungen geschrieben werden als
V

(x; ) = max
a2A(x)
[v(x; a; ) + (a)] ; wobei (10)
v(x; a; ) = u(x; a; 
u
) + 
Z
V

(x
0
; )q(djx
0
)(dx
0
jx; a; 
p
) : (11)
Die Struktur dieses Modells entspricht derjenigen des statischen Modells diskreter Ent-
scheidungen, wobei jedoch die statische Nutzenfunktion u() durch die dynamische Wert-
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funktion v() ersetzt wird. Auch das weitere Vorgehen ist analog zum statischen Modell.
Zun

achst kann nun die bedingte Wahrscheinlichkeit (9) geschrieben werden als
P (ajx) =
@G[fu(x; a); a 2 A(x)gjx]
@u(x; a)
; wobei (12)
G[fu(x; a); a 2 A(x)gjx] =
Z
IR
jAj
max
a2A(x)
[u(x; a) + (a)]q(djx) : (13)
das Analog zur social surplus function (McFadden (1981)) des statischen Modells ist.
Um dieses Modell einer Maximum-Likelihood-Sch

atzung zug

anglich zu machen, mu als
n

achstes eine Annahme

uber die bedingte Verteilung der unbeobachteten Komponenten
getroen werden. Die Annahme einer multivariaten Extremwertverteilung ist analog zum
statischen Logit-Modell:
q(djx) =
Y
a2A(x)
expf (a) + gexp[ expf (a) + g] ; (14)
Damit erh

alt man schlielich folgenden Ausdruck f

ur die bedingten Wahrscheinlichkeiten:
P (ajx) =
expfv(x; a)g
P
~a2A(x)
expfv(x; ~a)g
: (15)
Die dabei verwendete Wertfunktion v() stellt die eigentliche Verbindung des

okonometri-
schen Modells mit dem dynamischen diskreten Entscheidungsmodell dar, denn sie ergeben
sich als Fixpunkt der dieses Optimierungsmodell beschreibenden Operatorgleichung
,(v)(x; a) = u(x; a) + 
Z
log
 
X
a
0
2A(x
0
)
expfv(x; a
0
)g
!
(dx
0
jx; a) : (16)
Sind (nicht notwendigerweise balancierte) Paneldaten der Form fx
i
t
; a
i
t
g, also Beobach-
tungen individueller Zustandsvariablen x
i
t
und der jeweils getroenen diskreten Entschei-
dungen a
i
t
f

ur I Individuen, gegeben, so kann der Full-Information-Maximum-Likelihood-
Sch

atzer des Parametervektors  bestimmt werden. Als Sch

atzer ergibt sich schlielich:
^
 = argmax
2IR
N
L() =
I
Y
i=1
t
i
T
Y
t=t
i
0
P (a
i
t
jx
i
t
; )(dx
i
t
jx
i
t 1
; a
i
t 1
; 
p
) : (17)
Damit stehen nun die beiden wesentlichen Teile der Maximum-Likelihood-Sch

atzung des
dynamischen diskreten Entscheidungsmodells zur Verf

ugung: Das intertemporale Opti-
mierungsmodell selbst und dessen strukturelle

okonometrische Umsetzung, die dem sta-
tischen Logit-Modell entspricht und auf das Konzept unbeobachteter Zustandsvariablen
zur

uckgreift. Im n

achsten Abschnitt wird beschrieben, wie diese Teile in einem einheitli-
chen Sch

atzverfahren verbunden werden k

onnen.
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3.3 Asymptotische Eigenschaften des geschachtelten Fixpunkt-Algorithmus
Der geschachtelte Fixpunkt-Algorithmus erlaubt es, die Parameter eines intertemporalen
Entscheidungsmodells zu sch

atzen. Die asymptotischen Eigenschaften dieses Sch

atzver-
fahrens werden von Rust (1988) hergeleitet; eine erste Anwendung ndet sich bei Rust
(1987). Abbildung 1 zeigt den prinzipiellen Aufbau des Algorithmus: In einer inneren
Schleife wird f

ur gegebene Parameterwerte die L

osung des diskreten Kontrollproblems
numerisch bestimmt, w

ahrend in der

aueren Schleife die Parameterwerte mittels eines
Maximum-Likelihood-Verfahrens berechnet werden k

onnen. Da die partielle Ableitung
der Wertfunktion existiert und eine stetige Funktion von  ist, kann f

ur die Maximum-
Likelihood-Sch

atzung der

aueren Schleife ein Quasi-Newton-Verfahren verwendet wer-
den. Weil zweite Ableitungen allerdings nicht ohne weiteres bestimmt werden k

onnen,
wird der BHHH-Algorithmus (Berndt et al. (1974)) verwendet, in dem die Hesse-Matrix
lediglich approximiert wird.
&%
'$
&%
'$



L
L
L
B
B
B



B
B
B



?
?
?
-
-




J
J
6
6
6
6
6
-  -
6

Start Stop
Parameter-
sch

atzer
^

Innerer Fixpunkt-Polyalgorithmus

Auerer Gradienten-Algorithmus
Daten
Kontraktion
Iteration
Abbruchkriterium?
Newton-Kantorovich
Iteration
Konvergenz?
Speichere Wertfunktion v

k
Berechne @v

k
=@
k
Berechne Likelihood-
Funktion L(v

k
; fx; ag)
Zustands-
variablen x
i
t
Kontroll-
variablen a
i
t
Parametervektor 
k
Wertfunktion v

k 1
Gittersuche?
Gittersuch-
Modul
Newton/BHHH-Iteration
Konvergenz des
ML-Algorithmus?
k = 1 k = k + 1
JA
NEIN
JA
NEIN
NEIN JA
NEIN JA
Abbildung 1: Der geschachtelte Fixpunkt-Algorithmus
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Unter weiteren Regularit

atsannahmen
10
lassen sich die im folgenden Satz zusammenge-
faten Eigenschaften des Full-Information-Maximum-Likelihood-Sch

atzers herleiten, der
mithilfe des geschachtelten Fixpunkt-Algorithms berechnet wird (siehe Rust (1988) und
Rust (1994), S. 3113).
Satz: Asymptotische Eigenschaften des Parametersch

atzers
^

Der durch (17) gegebene Maximum-Likelihood-Sch

atzer
^
 weist folgende asymptoti-
sche Eigenschaften auf:
^
 ist eine wohldenierte Zufallsvariable, die mit Wahrschein-
lichkeit 1 gegen den wahren Wert 

konvergiert, wenn die Anzahl der Individuen
I im Paneldatensatz gegen unendlich geht, und die Verteilung von
p
I(
^
  

) kon-
vergiert (schwach) gegen N(0; H(

)
 1
), wobei H(

) die Informationsmatrix des
Sch

atzers ist.
In bestimmten Anwendungsf

allen ist nicht nur der Parametervektor  von Interesse, son-
dern auch die gesch

atzte Wertfunktion v
^

, die ein B-wertiges Zufallselement ist, also ein
Element des Banachraums B(S). Die asymptotischen Eigenschaften der gesch

atzten Wert-
funktion fat der n

achste Satz (Rust (1988)) zusammen.
Satz: Asymptotische Eigenschaften der gesch

atzten Wertfunktion v
^

Es sei
^
 ein asymptotisch normalverteilter, konsistenter Sch

atzer f

ur 

. Dann gilt:
v
^

ist ein B-wertiges Zufallselement, v
^

konvergiert (schwach) gegen v


mit Wahr-
scheinlichkeit 1, und die Verteilung von
p
I(v
^

  v


) konvergiert gegen ein nor-
malverteiltes Zufallselement von B mit Erwartungswert 0 und Kovarianzoperator
h
@v


@
( H(

)
 1
)
@v


@
0
i
.
Aufgrund der asymptotischen Eigenschaften des Maximum-Likelihood-Sch

atzers k

onnen
zum Test von Parameterrestriktionen die bekannten statistischen Testverfahren (Wald-,
Likelihood-Ratio- und Lagrange-Multiplier-Test) eingesetzt werden. Prinzipiell kann zum
Test der gesamten Modellspezikation { also von (u(); p(); ) { ein 
2
-Anpassungstest
verwendet werden, obwohl dies gewisse praktische Schwierigkeiten mit sich bringt (Rust
(1994), S. 3116.).
Schlielich bleibt festzuhalten, da die Spezikation eines intertemporalen Modells (Nut-
zenfunktion,

Ubergangsdichte und Diskontfaktor) ohne weitere Annahmen nicht identi-
ziert ist, obwohl zur Herleitung des Modells bereits starke Annahmen getroen werden
m

ussen (wie die additiv-separable Form der Nutzenfunktion, die zeitkonstante Diskontie-
10
Eine

okonomisch interessante Regularit

atsbedingung betrit die bedingte Unabh

angigkeit sogenann-
ter Makro-Zustandsvariablen. Dazu wird angenommen, da sich die beobachteten Zustandsvariablen
weiter aufspalten lassen in eine
"
Makro\-Komponente, die f

ur alle Individuen im Datensatz identisch
ist, und in eine idiosynkratische Komponente, die

uber Individuen hinweg variiert. Die Annahme be-
dingter Unabh

angigkeit bedeutet, da individuelle Entscheidungen a
i
t
keinen Einu auf den Proze
der Makro-Zustandsvariablen haben. Siehe dazu Rust (1994), S. 3111.
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rung und das Erwartungsnutzenkalk

ul); siehe dazu auch Rust (1994, S. 3124.). Eine iden-
tizierende Annahme ist beispielsweise eine bestimmte funktionale Form der Nutzenfunk-
tion. Jeder Spezikationstest kann deshalb lediglich gegen die gemeinsame Nullhypothese
rationaler Erwartungen und korrekter Spezikation verwendet werden. Die Annahme ra-
tionaler Erwartungen selbst ist also prinzipiell weder testbar noch h

atte sie empirischen
Gehalt.
3.4 Weitere Sch

atzverfahren
Das im vorangegangenen Abschnitt dargestellte Maximum-Likelihood-Verfahren zur

oko-
nometrischen Sch

atzung von diskreten dynamischen Entscheidungsprozessen wurde herge-
leitet unter bestimmten Separabilit

ats- und Unabh

angigkeitsannahmen f

ur die St

orterme.
Oft erscheint es w

unschenswert, diese Annahmen abzuschw

achen { zum Beispiel, wenn
serielle Korrellation in den unbeobachteten Gr

oen zugelassen werden soll. Leider steht
f

ur diese F

alle kein allgemeines Sch

atzmodell zur Verf

ugung. In der Literatur werden f

ur
bestimmte Spezialf

alle Sch

atzverfahren vorgestellt, die allerdings nicht ohne weiteres auf
andere Anwendungen

ubertragbar sind. Auf eine ausf

uhrliche Darstellung solcher Ver-
fahren wird an dieser Stelle deshalb verzichtet; Rust (1994) stellt einige dieser Modelle
vor.
4 Anwendungsbeispiele
Aus methodischer Sicht ist der entscheidende Vorteil des in Abschnitt 2 dargestellten
Marko-Modells dessen Allgemeinheit, die eine Anwendung auf nahezu alle intertem-
poralen

okonomischen Entscheidungssituationen erlaubt. Die in Abschnitt 3 diskutierten
Methoden wiederummachen diese Modelle einer strukturellen

okonometrischen Sch

atzung
zug

anglich. Diesen Vorteilen stehen aber auch Nachteile gegen

uber. Die praktische Anwen-
dung diskreter Marko-Entscheidungsmodelle erfordert zun

achst eine gewisse Disziplin bei
der Modellformulierung, also bei der Auswahl von Kontroll- und Zustandsvariablen, der
Spezizierung der Zielfunktion und sowie der Modellierung der stochastischen

Ubergangs-
prozesse. Hinzu kommen die ebenfalls in Abschnitt 3 beschriebenen numerischen Proble-
me, die die Freiheit bei der Formulierung des Modells unter Umst

anden einschr

anken.
Schlielich stellen strukturelle Verfahren recht hohe Anforderungen an die Qualit

at der
verwendeten Daten, weil Kontroll- und vor allem Zustandsvariablen aus den vorhandenen
Rohdaten so konstruiert werden m

ussen, da sie den im zugrundeliegenden intertempo-
ralen Entscheidungskalk

ul relevanten

okonomischen Variablen m

oglichst gut entsprechen.
Die Sch

atzung reduzierter Formen erm

oglicht in dieser Hinsicht eine gr

oere { methodisch
allerdings nicht unproblematische { Flexibilit

at.
Wegen dieser praktischen Schwierigkeiten sind Anwendungen der in Abschnitt 3 dar-
gestellten

okonometrischen Methoden zur strukturellen Sch

atzung von intertemporalen
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Optimierungsproblemen noch vergleichsweise selten. Anhand von vier Anwendungsbei-
spielen, je zwei zum Entscheidungsverhalten von Unternehmen und zu individuellen Ent-
scheidungen, werden in diesem Abschnitt M

oglichkeiten der praktischen Anwendung von
diskreten Marko-Entscheidungsmodellen in der empirischen Wirtschaftsforschung illu-
striert. Die wichtigsten Elemente dieser vier Anwendungsbeispiele werden in Tabelle 1
vergleichend dargestellt. Rust (1994) diskutiert weitere Anwendungsbeispiele.
Tabelle 1: Empirische Anwendungen diskreter dynamischer Entscheidungsprozesse
Ersatzproblem f

ur dauerhafte Wirtschaftsg

uter Rust (1987)
Entscheidung Ersatz von Busmotoren bin

ar
Zustandsvariable Laueistung des Busses
Investitionen bei endogenem Marktaustritt Winter (1998a)
Entscheidungen Investitionsh

ohe stetig
Marktaustritt (Verbleib, Verkauf bzw. Schlieung) bin

ar
Zustandsvariablen Kapitalstock, Alter des Betriebs, Produktivit

at
Ruhestands- und Arbeitsangebotsentscheidung Rust / Phelan (1997)
Entscheidungen Beantragung von Rentenleistungen bin

ar
H

ohe des Arbeitsangebots (Voll-, Teilzeit, Null) ordinal
Zustandsvariablen Gesundheitszustand, Sozialversicherungsanspruch,
Arbeitsangebot, Haushaltseinkommen u.a.
Wahl von Wohnort und Arbeitsplatz Winter (1998b)
Entscheidungen Wohnort (Ost-, Westdeutschland) bin

ar
Arbeitsort (Ost-, Westdeutschland) bin

ar
Zustandsvariablen Wohn- und Arbeitsregion, regionale Lohns

atze,
regionale Arbeitslosenquoten
4.1 Das Ersatzproblem f

ur dauerhafte Wirtschaftsg

uter
Die erste empirische Anwendung des geschachtelten Fixpunkt-Algorithmus geht auf Rust
(1987) zur

uck. Rust modelliert das Ersatzproblem f

ur dauerhafte Wirtschaftsg

uter, kon-
kret die Ersatzentscheidung f

ur Busmotoren in der Busotte der Verkehrsbetriebe von
Madison, Wisconsin. Diese Anwendung bietet sich f

ur eine strukturelle Sch

atzung des-
halb an, weil alle relevanten Gr

oen direkt beobachtbar sind { Rust standen detaillierte
monatliche Betriebsdaten von 162 Bussen acht verschiedener Typen

uber einen Zeitraum
von

uber zehn Jahren zur Verf

ugung.
Rust modelliert die bin

are Entscheidung des Werkstattleiters der Verkehrsbetriebe von
Madison, w

ahrend der laufenden Periode (in diesem Fall gemessen in Monaten) einen
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Busmotor zu ersetzen oder ihn f

ur (mindestens) eine weitere Periode im jeweiligen Bus zu
belassen.
11
Diese Entscheidung ist in den dokumentierten Betriebsgeschichten der Busse
direkt beobachtbar. Die zu minimierende Zielfunktion ist der Gegenwartswert der k

unfti-
gen Betriebskosten. In diese Zielfunktion gehen nicht nur die Kosten eines neuen Motors
bzw. die Reparaturkosten eines alten Motors ein, sondern auch diejenigen Kosten, die
wegen der durch Austausch oder Ausfall eines Motors verursachten Standzeiten entste-
hen. Entscheidend f

ur das intertemporale Optimierungsproblem ist also nicht allein die
Abw

agung zwischen den Kosten eines neuen und den Reparaturkosten eines alten Mo-
tors. Auch die im Falle eines ungeplanten Ausfalls h

oheren Kosten der Standzeit m

ussen
ber

ucksichtigt werden, und mit der Laueistung eines Motors steigen nicht nur die Re-
paraturkosten, sondern es nimmt auch die Wahrscheinlichkeit eines ungeplanten Ausfalls
zu. Als (einzige) Zustandsvariable, die den Zustand eines Motors beschreibt, w

ahlt Rust
deshalb die in Meilen gemessene Laueistung.
4.2 Investitionen bei endogenem Marktaustritt
Die theoretische Literatur zu Investitionsentscheidungen hat in den vergangenen Jahren
vor allem zwei Aspekte betont. Zum einen sind Investionsentscheidungen oft an bestimmte
Projekte gekn

upft und weisen damit zumindest bei der Verwendung disaggregierter Daten
ein ausgepr

agt diskretes Element auf. Im Falle von Desinvestitionen mu dabei auch
die M

oglichkeit des v

olligen Marktaustritts ber

ucksichtigt werden. Zum anderen f

uhren
Irreversibilit

aten zu komplizierteren intertemporalen Entscheidungskalk

ulen als in den
traditionellen Investitionsmodellen.
Die empirische Literatur zu beiden Aspekten ist bislang noch vergleichsweise wenig ent-
wickelt. Strukturelle Modelle des Entscheidungsverhaltens des Unternehmens, die neben
der H

ohe der Investitionsausgaben auch diskrete Entscheidungsvariablen ber

ucksichti-
gen, bringen allerdings besondere Probleme bei der

okonometrischen Sch

atzung mit sich;
auf diesem Gebiet besteht noch erheblicher Forschungsbedarf. Nur in bestimmten F

allen
k

onnen aus solchen Modellen Eulergleichungen abgeleitet und GMM-Sch

atzverfahren an-
gewendet werden, wie sie traditionell in strukturellen Modellen des Investitionsverhaltens
verwendet werden. In vielen F

allen existieren Eulergleichungen aber nicht. Ein wichtiges
Beispiel ist die Ber

ucksichtigung eines endogenen Marktaustritts (eine bin

are Entschei-
dung, die zu Beginn jeder Periode getroen werden kann) in einem Investitionsmodell.
Das entsprechende gemischt diskret-stetige Modell des Entscheidungsverhaltens von Un-
ternehmen wurde von Ericson und Pakes (1995) und Pakes (1994) analysiert.
11
Als John Rust an diesem Projekt arbeitete, war er Professor am Department of Economics der Univer-
sity of Wisconsin in Madison. Die Ergebnisse des Projekts diskutierte er intensiv mit Harold Zurcher,
dem Werkstattleiter der Verkehrsbetriebe, der ihm den Datensatz zur Verf

ugung gestellt hatte. Zur-
chers Name erschien auch im Titel des Econometrica-Beitrags (Rust, 1987) und erlangte dadurch unter

Okonometrikern eine gewisse Ber

uhmtheit.
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Eine empirsche Anwendung eines solchen Modells ndet sich bei Winter (1998a). Der ma-
thematischen Modellierung liegt die Verhaltenshypothese zugrunde, da Unternehmen den
Wert des Unternehmens (deniert als die diskontierte Summe aller zuk

unftigen cash ows)
durch Wahl eines optimalen Investitionspfades maximieren. Dem Unternehmen steht ne-
ben den Investitionsausgaben noch eine weitere Entscheidungsvariable zur Verf

ugung,
n

amlich die Entscheidung, aus dem Markt auszutreten. Diese Entscheidung kann das Un-
ternehmen zu Beginn jeder Periode neu treen; hat es den Markt einmal verlassen, kann es
(so die vereinfachende Annahme) nicht wieder eintreten. Formal handelt es sich bei dieser
Kontrollvariable um eine bin

are Variable, denn sie kann nur die Werte
"
Marktaustritt\
oder
"
Verbleiben im Markt f

ur (mindestens) eine weitere Periode\ annehmen. Mit ihr ist
eine ebenfalls bin

are Zustandsvariable verbunden, die angibt, ob das Unternehmen zum je-
weiligen Zeitpunkt noch im Markt aktiv ist. Dabei ist der inaktive Zustand absorbierend,
da Wiedereintritt ausgeschlossen wurde. Die L

osung des skizzierten Entscheidungspro-
blems des Unternehmens f

uhrt zu einem gemischt diskret-stetigen Marko-Proze in den
beiden Kontrollvariablen. Um das geschachtelte Fixpunkt-Verfahren anwenden zu k

onnen,
wird f

ur die empirische Untersuchung die stetige Kontrollvariable (Investitionsausgaben)
diskretisiert. Es entsteht dadurch ein Modell mit ausschlielich diskreten Kontrollvaria-
blen, das mit einer Standard-Version des NFXP-Algorithmus gesch

atzt werden kann.
Winter (1998a) nutzt dieses Modell, um die Auswirkungen nanzieller Restriktionen auf
das Investitionsverhalten von Unternehmen zu untersuchen. Die nanzielle Lage des Un-
ternehmens, die Finanzierungsrestriktionen widerspiegelt, kann dabei durch eine weite-
re Zustandsvariable (neben dem Kapitalstock des Unternehmens) ber

ucksichtigt werden.
Diese Variable kann interpretiert werden als die Wahrscheinlichkeit daf

ur, da das Unter-
nehmen sich einer bindenden Finanzrestriktion gegen

ubersieht. Ein solches Modell wird
dann anhand von sehr detaillierten U.S.-Betriebsst

attendaten f

ur eine Gruppe von 40
Unternehmen gesch

atzt. Wie in der

alteren empirischen Literatur zeigt sich, da nanzi-
elle Restriktionen die Investitionst

atigkeit des Unternehmens reduzieren. Zudem konnte
erstmals gezeigt werden, da nanzielle Restriktionen auch die Wahrscheinlichkeit eines
Marktaustritts (also der Schlieung oder Ver

auerung eines Betriebs) erh

ohen. Neu ist au-
erdem, da sich die genannten Eekte indirekt, das heit von der nanziellen Restriktion
auf Unternehmensebene auf die Investitionsentscheidung auf Betriebsebene, ergeben.
Die empirische Untersuchung schliet mit einer auf den strukturellen Sch

atzergebnissen
beruhenden Simulation der Wachstumsprozesse aller in der ersten Beobachtungsperiode
aktiven Betriebe unter der alternativen Politikannahme, da es in keiner Periode Fi-
nanzierungsrestriktionen gebe. Derartige Bedingungen sind in der Realit

at zwar kaum
vorstellbar, und die Simulation klammert alle damit verbundenen Gleichgewichtseekte
aus. Die Simulation kann aber den grunds

atzlichen Vorteil von strukturellen Ans

atzen
zeigen: Es lassen sich nicht nur die qualitativen Auswirkungen von Politikver

anderungen
absch

atzen, sondern individuelle Anpassungspfade (also der gesamte Proze der Zustands-
und Entscheidungsvariablen der Betriebe) simulieren. Im konkreten Fall w

urde sich oh-
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ne Finanzierungsrestriktionen die Zahl der Betriebsschlieungen deutlich reduzieren, und
auf Betriebsebene w

urde insgesamt mehr investiert. Damit ergibt sich im Modell ohne
Finanzierungsrestriktionen eine Verteilung mit insgesamt gr

oeren Betrieben. Auerdem
ist die Varianz der Gr

oenverteilung der

uberlebenden Betriebe geringer, weil w

ahrend
des Wachstumsprozesses bestimmte externe Schocks, n

amlich die in manchen Perioden
bindenden Finanzierungsrestriktionen, wegfallen.
4.3 Ruhestands- und Arbeitsangebotsentscheidung
Der intertemporale Charakter der Ruhestandsentscheidung zeigt sich in sogenannten Op-
tionswertmodellen. Die Grundidee dieser Modelle ist, da Individuen

uber einen gewis-
sen Zeitraum hinweg (typischerweise mehrere Jahre) den Zeitpunkt ihrer Verrentung frei
w

ahlen k

onnen. So erm

oglicht das deutsche Rentenversicherungssystem unter gewissen
Voraussetzungen einen Vorruhestand ab dem 55. Lebensjahr; andererseits mu die Ver-
rentung sp

atestens im Alter von 65 Jahren erfolgen. Je sp

aterer der Verrentungszeitpunkt
innerhalb dieses Zeitraums, desto h

oher sind die Rentenanspr

uche typischerweise. Aller-
dings kann die Ausgestaltung des jeweiligen Rentenversicherungssytems durchaus dazu
f

uhren, da die Anspr

uche nicht monoton mit dem Verrentungszeitpunkt steigen.
In einem einfachen Optionswertmodell wird deshalb angenommen, da die Individuen
zu jedem Entscheidungszeitpunkt den Gegenwartswert ihrer k

unftigen Rentenanspr

uche
bei sofortiger Verrentung mit den Gegenwartswerten einer Verrentung zu allen m

oglichen
sp

ateren Zeitpunkten vergleichen. F

ur eine sofortige Verrentung entscheidet man sich
dann, wenn diese Entscheidung den h

ochsten Gegenwartswert besitzt; ansonsten schiebt
man die Entscheidung um (mindestens) ein Jahr auf, weil dies einen positiven Options-
wert besitzt. Diese heuristische Formulierung des intertemporalen Entscheidungsverhalten
l

at sich nat

urlich auch explizit im Rahmen eines diskreten Marko-Entscheidungsmodells
untersuchen. Entscheidend ist, da dabei nicht monet

are Gegenwartswerte verglichen wer-
den, sondern diskontierte Nutzenstr

ome, die unter Annahme einer geeigneten funktiona-
len Form der Nutzenfunktion bestimmt werden k

onnen. In dieser Formulierung kann man
dann auch Risikoaversion und Diskontfaktor als sch

atzbare Parameter der Nutzenfunktion
ber

ucksichtigen. Rust (1994, S. 3134.) stellt diese alternativen empirischen Vorgehens-
weisen vergleichend vor.
Im der einfachen Version des strukturellen Modells, das von Rust (1989) vorgestellt wurde,
gibt es nur eine bin

are Entscheidungsvariable { Verrentung sofort oder sp

ater. In einem
allgemeineren Modell des Ruhestandsverhaltens sind aber auch andere Entscheidungen
relevant. So bieten viele Rentenversicherungssysteme die M

oglichkeit einer Teilzeitarbeit
bei verringerten Rentenanspr

uchen. In diesem Fall mu ein Individuum gleichzeitig

uber
Verrentung und die H

ohe des Arbeitsangebots entscheiden. Auf diese Entscheidung hat
die jeweilige Ausgestaltung von Einkommensfreigrenzen einen groen Einu. Rust und
Phelan (1997) sch

atzen ein Modell der gemeinsamen Verrentungs- und Arbeitsangebots-
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entscheidung mithilfe des geschachtelten Fixpunkt-Algorithmus anhand von U.S.-Daten
und verwenden die Sch

atzergebnisse, um verschiedene Politik

anderungen, die die Aus-
gestaltung der Rentenversicherungssystems betreen, zu simulieren. Auch hier zeigt sich
der Vorteil einer strukturellen Sch

atzung: Nur sie erlaubt eine im Sinne der Lucas-Kritik
valide Simulation individueller Entscheidungen bei sich

andernder Politik.
4.4 Wahl von Wohnort und Arbeitsplatz
Nach der deutschen Vereinigung wurde wegen der herrschenden Lohnunterschiede zwi-
schen Ost- und Westdeutschland sowie wegen der rasch ansteigenden Arbeitslosigkeit
allgemein mit starken Wanderungsbewegungen gerechnet. Nach einem sehr fr

uhen H

ohe-
punkt im Jahre 1989 ebbte die Ost-West-Migration aber rasch ab, und sie war dem Aus-
ma nach schon 1993 den Wanderungsbewegungen innerhalb Westdeutschlands vergleich-
bar. Diese Befunde k

onnen allein durch die Erwartung rasch sinkender Lohndierentiale
nicht erkl

art werden. Vielmehr legt die

okonomische Theorie der Entscheidung unter Unsi-
cherheit nahe, da auch im Fall der Ost-West-Migration der Optionswert des Wartens eine
Rolle gespielt haben mag, der entsteht, wenn Investitionsentscheidungen mit (teilweise)
irreversiblen Fixkosten verbunden sind. Dies wird durch die Ergebnisse der strukturellen
Sch

atzung eines dynamischen diskreten Optimierungsmodells der Migrationsentscheidung
mit Individualdaten des Arbeitsmarktmonitors Ost f

ur die Jahre 1990{94 best

atigt (siehe
Winter (1998b)).
Das intertemporale Optimierungsmodell selbst geht auf Winter (1997) zur

uck und ist
dort sehr allgemein formuliert. Die Individuen treen in jeder Periode t zwei diskrete
Entscheidungen f

ur die n

achste Periode t + 1, zum einen

uber die Region l, in der sie
wohnen, zum anderen

uber die Region w, in der sie arbeiten. Die Anzahl der Regionen R
ist dabei beliebig; es gilt a = (l; w) 2 A = R  R, wobei R = f1; : : : ; Rg.
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Es ergeben
sich folgende F

alle:
l
t+1
= l
t
^ w
t+1
= w
t
: Wohnen in der Arbeitsregion
l
t+1
6= l
t
^ w
t+1
6= w
t
: Migration (Umzug)
l
t+1
= l
t
^ w
t+1
6= w
t
: Pendeln
l
t+1
6= l
t
^ w
t+1
= w
t
: Pendeln
Es ist klar, da sich diese Alternativen durch ihre Umzugs- bzw. Wegekosten unterschei-
den, die im Rahmen des intertemporalen Optimierungskalk

uls jeweils mit den erwarteten
Einkommen in den einzelnen Regionen verglichen werden m

ussen. Zus

atzlich kann in die-
sem Modell noch eine dritte diskrete Entscheidung ber

ucksichtigt werden, n

amlich eine
Arbeitsangebotsentscheidung. Darauf wurde angesichts der Anwendung auf Ostdeutsch-
land verzichtet, weil dort das Ph

anomen unfreiwilliger Arbeitslosigkeit wesentlich wich-
12
Bei der Anwendung auf innerdeutsche Migration lie der verwendete Datensatz allerdings nur die
Ber

ucksichtigung zweier Regionen, n

amlich Ost- und Westdeutschland, zu.
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tiger erscheint als die Partizipationsentscheidung und freiwillige Arbeitslosigkeit.
13
Die
M

oglichkeit unfreiwilliger Arbeitslosigkeit wird imModell ebenfalls ber

ucksichtigt, weil die
Individuen bei ihrer Erwartungsbildung

uber regional spezische Einkommen die Wahr-
scheinlichkeit der Arbeitslosigkeit (die f

ur die Population approximiert wird durch die
Arbeitslosenquote) ber

ucksichtigen. Die Einkommenserwartungen selbst sind im vorlie-
genden Modell auf das jeweilige Humankapital (also im wesentlichen die Schulbildung)
bedingte Erwartungswerte. Die zugrundeliegenden Verteilungen werden dabei so parame-
trisiert, da zwei Anpassungsprozesse unterschieden werden k

onnen: Zum einen bilden die
Individuen Erwartungen

uber die Geschwindigkeit der Anpassung des Lohnniveaus, zum
anderen

uber die Geschwindigkeit der Anpassung der Lohnspreizung (also des Abstands
zwischen den L

ohnen f

ur unterschiedliche Qualikationsniveaus).
5 Zusammenfassung und Ausblick
Diskrete dynamische Entscheidungsprozesse sind ein exibles mathematisches Werkzeug,
mit Hilfe dessen sich viele intertemporale

okonomische Entscheidungen modellieren lassen.
Die in diesem Beitrag dargestellten numerischen und

okonometrischen Verfahren erlauben
es, derartige Modelle auch in der empirischen Wirtschaftsforschung unter Verwendung von
Mikrodaten einzusetzen. Eine strukturelle

okonometrische Sch

atzung ist zwar numerisch
anspruchsvoll, nur sie erlaubt aber die valide Simulation der Auswirkungen von Poli-
tik

anderungen auf individuelles Verhalten und damit auch die zuverl

assige Absch

atzung
gesamtwirtschaftlicher Eekte.
Der praktische Wert des zugrundeliegenden normativen Modells der intertemporalen nut-
zenmaximierenden Entscheidung ist jedoch umstritten. So wird oft gesagt, da das den
individuellen Entscheidern unterstellte Ma an vorausschauender Rationalit

at v

ollig un-
realistisch sei. Es sei an dieser Stelle beispielsweise auf experimentelle Untersuchungen in-
dividuellen Entscheidungsverhaltens hingewiesen, die ergeben haben, da die Annahmen
der neoklassischen Theorie intertemporaler Entscheidungen in verschiedener Hinsicht ver-
letzt werden (

ahnlich wie im Falle statischer Entscheidungen systematische Verletzungen
der Erwartungsnutzentheorie dokumentiert wurden). So scheinen Individuen

uber einen
k

urzeren Zeithorizont st

arker zu diskontieren als

uber einen langen, was eher f

ur eine
hyperbolische als f

ur eine exponentielle Diskontierung spricht; siehe dazu auch Camerer
(1995), S. 649. Derartige Befunde haben aber bislang noch nicht zu einer neuen, kon-
sistenten Theorie intertemporaler Entscheidungen gef

uhrt, die in einem empirisch ausge-
richteten Ansatz wie dem hier vorgestellten verwendet werden k

onnte; dies ist jedoch eine
13
Montgomery (1991) untersucht mithilfe eines

ahnlich gelagerten strukturellen Modells Migrationsent-
scheidungen innerhalb von Malaysia und ber

ucksichtigt dabei auch eine Arbeitsangebotsentscheidung,
was angesichts der Anwendung auf ein Entwicklungsland angemessener erscheint.
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wichtige Forschungsrichtung auf dem Gebiet der intertemporalen Entscheidungen unter
Unsicherheit.
Abschlieend bleibt festzuhalten, da die hier dargestellten intertemporalen Optimie-
rungsmodelle nur dann Glaubw

urdigkeit besitzen, wenn sie sich in einer empirischen An-
wendung als konsistent mit beobachteten

okonomischen Entscheidungen erweisen. Dies
kann mit geeigneten Spezikationstests und Simulationen auf Basis des gesch

atzten Mo-
dells

uberpr

uft werden. Grunds

atzlich sind derart komplexe Optimierungsmodelle nur
dann erfolgreich, wenn das zugrundeliegende

okonomische Problem ein explizites inter-
temporales Entscheidungskalk

ul erfordert, das mithilfe weniger, in den zur Verf

ugung
stehenden Datens

atzen verl

alich gemessenen Variablen beschrieben werden kann. Eine
kritiklose Anwendung des hier vorgestellten Ansatzes auf beliebige Entscheidungssitua-
tionen wird hingegen in der Regel nicht erfolgreich sein.
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