This article revisits the question of the role of knowledge externalities in firm productivity.
INTRODUCTION
The literature has greatly emphasized the role played by both knowledge spillovers and agglomeration economies as drivers of firms performance (Audretsch and Feldman, 2004; Döring and Schnellenbach, 2006) . However, while it has been widely accepted that knowledge spillovers have a positive effect on firm productivity, the complete picture of how knowledge agglomeration impacts on a firm productivity remains puzzling (Breschi and Lissoni, 2001; Tappeiner et al., 2008; de Groot et al., 2016) .
Different streams of literature have provided clear evidence that knowledge transmission is limited by distance and therefore bounded in space (Baptista, 2000; Audretsch and Feldman, 2004; Rosenthal and Strange, 2004) . The proximity to knowledge sources encourages the circulation of ideas and the transmission of knowledge thanks to face-to-face contacts and social networks, which allow units operating close to those sources to learn and innovate at a faster rate than rival firms located elsewhere (Baptista, 1999; Storper and Venables, 2004; Fritsch and Kauffeld-Monz, 2010; Lambooy, 2010) .
The presence of knowledge mediators in the local milieu can accelerate this knowledgetransfer by fostering face-to-face contacts between organizations that are not directly linked (Kauffeld-Monz and Fritsch, 2013) . In fact, the local milieu where firms are located clearly matters for transmitting knowledge.
Technologies are path-dependent since they evolve as a historical process along technological trajectories (Nelson and Winter, 1982) . Industry-specific technological regimes strongly determine potential learning effects (Marsili, 2002; Carreira and Teixeira, 2011a) . This implies that firm learning is likely to vary between industries, but it is relatively invariant across firms within the same industry (Klevorick et al., 1995; Malerba and Orsenigo, 1997; Grimpe and Sofka, 2009) . Aside from its academic interest, the question is critical to formulating regional policy because there can be considerable differences regarding the knowledge base and competences between regions and therefore there can be diverse growth regimes in different regions (Baptista and Swann, 1998; Audretsch and Fritsch, 2002; Fritsch and Falck, 2007) .
This article contributes to the debate by studying the role played by regional knowledge spillovers in firm productivity among Portuguese industries. Spillovers occur whenever an individual or organization shares knowledge with its neighbours without having to pay for such knowledge in a market transaction. They have been identified as one of the main explanations of agglomeration externalities, so the productivity of firms should be influenced significantly by the access to these sources of knowledge (Audretsch et al., 2005; Baptista and Mendonça, 2010) . Additionally, it looks at the nonlinearities in the effect of knowledge spillovers on firm-level total factor productivity (TFP), exploring differences among high-, medium-high-, medium-low-and low-technology industries, following the OECD classification of manufacturing industries (OECD 2005) .
The empirical enquiry is based on a large sample of Portuguese manufacturing firms, covering the period 1996-2004. It is worth noting, first, that the use of firm-level data may help when dealing with endogeneity issues that are often found in analyses that rely on city-industry or region-industry aggregate data (van Oort et al., 2012) . Furthermore, as it will be discussed in the next section, it allows us to address the risk of ecological fallacy that can occur when we draw inferences about firms based only on analyses of aggregate data. Second, unlike employment and wages growth, which are observed consequences, TFP is the most direct approach to capture agglomeration advantages at the firm level (Puga, 2010) .
Following Cantwell and Piscitello (2005) and Frenken et al. (2007) , the article distinguishes three potential sources of knowledge that firms experience in their local milieu: (1) at the intra-industry level, from the spatial concentration of firms belonging to the same industry, called specialization (or localization) economies-in essence, they rely on the spread of specialized knowledge through firms within an industry, the increased variety and quality of shared inputs and the specialized labour market pooling (Marshall, 1890 , Arrow, 1962 Romer, 1986) ; (2) at the inter-industry level, from the wide variety of industrial activities outside the own industry involving some type of cross-fertilization between industries, known as diversity economies (Jacobs, 1969) ; 1 (3) at the regional level, from improved access to public and private science-technology institutions, external to industries but internal to the region, such as universities, research laboratories, trade associations and other knowledge-generating and transmitting organizations, which this study will call science-technology economies (Audretsch et al., 2005; Fritsch and Slavtchev, 2007; Cassia et al., 2009; Baptista and Mendonça, 2010; Acs et al., 2013; Fritsch and Aamoucke, 2013) . 2 An important question concerns whether each of these agglomeration economies actually contributes to productivity gains. Given that firms can learn from different sources of knowledge, in theory, all three types of agglomeration economies can occur. However, different sources of spillovers are expected to lead to different effects on productivity among industries because firms learn differently. For example, location economies a priori should be particularly significant for low-tech industries, while access to science-technology institutions should be more important for high-tech industries. Another key question is whether firm productivity benefits most from a given amount of agglomeration. As the amount of spillovers differs between both industries and regions, the question is which precise density in a region-industry creates most spillovers. One should expect there to be certain nonlinearities, such as marginally decreasing/increasing economies, and consequently a peak agglomeration size that maximizes the productivity gains.
This study extends the literature by adding several significant new pieces to the puzzle of regional knowledge spillovers. First, the findings on the effects of agglomeration economies on TFP are not new in the literature. However, presumably due to data constraints, most previous studies have relied on aggregate productivity data. Only a small fraction draws inferences from firm-or plant-level data in a panel context, but even these studies differ widely in the variables and empirical methodology that they use, as can be seen in the next section.
Second, although Combes (2000) and Henderson et al. (2001) , based on analyses of aggregate data, have noted that there are good reasons to believe that the effects of spillovers are not homogeneous across industries, and to the best of our knowledge other comparable articles do not systematically account for cross-industry differences in agglomeration economies (the rare exceptions are Henderson, 2003; Lall et al., 2004; and Ehrl, 2013) .
Third, even if there is no reason to assume a linear relationship between knowledge spillovers and firm productivity, since theory in economic geography and urban economics suggests that agglomeration can lead to both economies and diseconomies, little attention has so far been paid to the potential nonlinear features of such a relationship (the few exceptions are de Lucio et al., 2002, and Au and Henderson, 2006, at aggregate-level; and Martin et al., 2011, and Cainelli et al., 2015, at micro-level) . Addressing potential nonlinearities, the article not only fills an important gap in the literature, but it is also able to estimate the density of spillovers that maximizes productivity gains. Finally, the impact of science-technology economies on firm productivity, in particular the role of knowledgeintensive business services (KIBS), and the question of specialization and diversity economies were never considered simultaneously. Integrating both streams of research 6 allows us to provide a broader perspective of the issue by comparing the impact of each of these sources of knowledge.
To anticipate some of the main findings, this study finds considerable heterogeneity in the sources and magnitudes of regional knowledge spillovers among industries. And, moreover, they are nonlinear.
The remainder of the article is organized as follows. The next section presents an overview of the literature on the role of spatial knowledge agglomeration in firm productivity. The third section discusses the methodology and the main empirical results
and their discussion are presented in the fourth section. Finally, the last section offers some.
The Appendix in the supplemental data online provides a detailed description of dataset, the descriptive statistics of variables, additional econometric issues and some supplementary results.
RELATED LITERATURE AND HYPOTHESES
Most of the previous studies adopt a regional-or city-level perspective. In a seminal work, for example, using a panel of US cities between 1956 and 1987 , Glaeser et al. (1992 found that urban variety has a positive impact on employment growth in industries but regional specialization does not, concluding that knowledge spillovers occur between rather than within industries.
The study of Glaeser et al. (1992) has been replicated to other countries, but with ambiguous results, which can be probably explained by (i) the level of aggregation in data and (ii) the dependent variable used in the analyses (see, for example, Cainelli and Leoncini, 1999; and Forni and Paba, 2002, for Italy; Combes, 2000, for France) . In fact, as discussed by van Oort et al. (2012) , the theories that underlie agglomeration economies are microeconomic in nature, so showing that regional economic performance is higher in regions where agglomeration economies are also higher does not mean that a similar relationship holds at the level of the individual firm (see also Duranton and Puga, 2004) .
As a result, the study of the agglomeration issue has greatly shifted towards the understanding of the operation of micro units (see Audretsch and Feldman, 2004 , Döring and Schnellenbach, 2006 , or Combes and Gobillon, 2015 and Melo et al., 2009, or de Groot et al., 2016 , for a meta-analysis).
Since data on productivity are generally not available at firm level, most of the studies use employment or wage growth as a proxy for productivity growth. Given that knowledge spillovers lead to a change in output that is not fully accounted for by a change in inputs, TFP would be a better measure of performance (Puga, 2010; Combes and Gobillon, 2015 The relevant sources of knowledge may not be limited to industries. Remarkably, however, the previous studies do not address the role of science-technology economies. In fact, while knowledge produced within incumbent firms that spills over to other firms has been extensively analysed, the role of regional science-technology organizations has been mostly neglected. However, favoured by the flourishing endogenous growth theory, empirical evidence seems to support the idea that universities, research laboratories and other local knowledge-generating organizations matter for the innovative activity of firms.
For instance, universities and research laboratories have been described in the literature as crucial sources of knowledge, not only for undertaking knowledge-generating research and development (R&D) activities, but also for training qualified human capital capable of absorbing such knowledge (Audretsch et al. 2005; Fritsch and Slavtchev, 2007; Baptista and Mendonça, 2010; Baptista et al., 2011; Fritsch and Aamoucke, 2013) . The role of KIBS as a key source of knowledge has also been increasingly recognized. Acting as knowledge mediators that facilitate collaboration between actors in a regional innovation system, KIBS significantly affect the production and diffusion of knowledge within a region (Muller and Zenker, 2001 ).
Based on these findings the following hypotheses can be formulated:
Hypothesis 1A Firms benefit from being located near other firms in the same industry.
Hypothesis 1B Firms benefit from being located near other firms from other industries.
Hypothesis 1C Firms benefit from being located near science-technology institutions. Martin et al. (2011) went a step further by testing the existence of nonlinear effects on regional knowledge spillovers. Briefly, the rationale is that based on previous studies it can be concluded that more agglomeration is always better because it increases the productivity of firms, but agglomeration diseconomies such as congestion effects may also exist, besides knowledge spillovers, and these can dominate at a certain level of agglomeration. They concluded that localization economies have the form of a bell-shaped curve with a negative effect for small values of the variable. Cainelli et al. (2015) , using a panel of Italian manufacturing firms over the period 1999-2007, also found a positive and statistically significant effect of specialization and diversity economies, but only above a certain threshold, which seems to contradict the congestion theory. Moreover, diversity seems statistically significant only once nonlinear effects are allowed for. These findings give rise to the following, mutually exclusive, hypotheses:
Hypothesis 2A Agglomeration economies are significant only above a certain critical concentration.
Hypothesis 2B: Congestion effects exist and offset agglomeration economies above a certain threshold.
Very few studies have analysed the effect of local knowledge spillovers across industries, even though we should expect substantial differences in the magnitude of agglomeration economies among industries. Henderson (2003) , using the US census data for 1972-1992 period, found that localization economies have a strong positive effect on productivity in high-tech industries, but not in mechanical industries. He also found little evidence of diversity and region size economies. Based on plant-level data from India for 1994-1995 period, Lall et al. (2004) observe considerable variation in the sources and magnitudes of agglomeration economies across industries. Indeed, while they find no statistically significant agglomeration economies in leather products, basic metals and repair industries, agglomeration economies are quite substantial in the paper products and printing, machinery and equipment, and electronics and computers industries. Looking at the different sources of agglomeration economies, the productivity gains from localization economies are somewhat fewer; they are positive and significant in only two industries, paper products and printing, and non-metallic mineral products. The benefits from urban density are not statistically significant either. Ehrl (2013), using German establishment and employment-level data from 2000 to 2007, also found that agglomeration economies differ substantially between industries. The high-tech industry benefits from diversity and job changes of skilled workers, while the medium-tech industry only benefits from specialized labour market pooling. A rather surprising finding, however, is that for low-tech industries, job changes of more qualified workers generate significant productivity gains. One explanation may be that even though R&D investment is relatively low, knowledge is very important for low-tech firms as they compete for the leadership in technology and design.
Apparently, local productive specialization has no impact on productivity in any industry.
Thus, it will be expected that:
Hypothesis 3 The magnitude and source of agglomeration economies vary between industries.
EMPIRICAL METHODOLOGY

The data
The empirical study is based on an unbalanced panel of Portuguese manufacturing firms [ Figure 1 ]
The model
The empirical analysis is based on a firm-level Cobb-Douglas production function:
where subscripts i and t denote firm and year, respectively. Yit is the real gross output and Kit, Lit and Mit are capital, labour and material inputs, respectively; ,  and  are the output elasticities of each factor; and Ait is the TFP total factor productivity, which is assumed to depend on local milieu:
where jr it LOC , jr it DIV and r it SCI are measures of localization (or specialization), diversity and science-technology economies, respectively, for firm i in year t (which operate in industry j and region r).
Construction of agglomeration variables
working in the same industry (at the two-digit level) within the region (Cingano and Schivardi, 2004; Saito and Gopinath, 2009; Combes and Gobillon, 2015) :
where jr t L and r t L are the number of employees in industry j and in all manufacturing industries, respectively, in region r, in year t.
The diversity economies are proxied by the entropy index of regional employment shares outside the industry j (Frenken et al. 2007; Cainelli et al., 2015) : In fact, for example, if part of regional employment is highly concentrated in a particular industry and if the remaining employment is uniformly distributed over all other industries, the value of both indexes (specialization and diversity) for this industry is high (Combes, 2000 Gobillon (2015) suggest the implementation of a two-step approach where the production function is estimated in a first step without introducing local variables to compute firmlevel TFP. Then, the firm TFP is regressed in a second-step on agglomeration economies dealing with the endogeneity of regional characteristics (Martin et al., 2011; di Giacinto et al., 2014; Cainelli et al., 2015) .
The log-linear transformation of model (1) is estimated using a two-step system Generalized Method of Moments (GMM) estimator to compute consistent estimates (Arellano and Bover, 1995) . Ordinary least squares (OLS) estimates may suffer from endogeneity problems due to simultaneity and selection bias. The equation cannot be estimated using the within estimator (FE) either, since it requires the strict exogeneity of regressors, a non-realistic assumption. In contrast, the system GMM estimator provides consistent estimates in the presence of endogeneity issues .
(More econometric issues and production function results are given in Appendix B.)
After estimating the output elasticity coefficients, the firm-level TFP is computed as the residual:
where lower-case letters denote the log of corresponding upper-case variables in model
(1).
effect of the regional knowledge spillovers, as proposed in model (2), and firm age to control for firm stock of knowledge. 8 The rationale is that older firms are likely to have accumulated more knowledge (Carreira and Teixeira, 2011b). To account for the existence of nonlinear effects, it is introduced in the log-linear specification quadratic terms as follows: 
where t, vj and i are year, industry and firm-fixed effects, respectively; and it is a standard error term. The model cannot disentangle firm and regional fixed effects. A common strategy used to deal with this issue is to include regional-fixed effects in the estimated specification. However, Combes and Gobillon (2015) KIBS , as a result, it is difficult to identify their effect separately form the unobserved, time invariant, characteristics affecting firm productivity across regions. Moreover, if firms do not change region over the year, firm-level local milieu unobserved characteristics can be appropriately dealt with using firm fixed effects.
Industry fixed-effects control both for the technological differences across industries and for the well-known problem of comparing productivity levels of different industries.
Estimating empirical model (6), endogeneity can occur due to both unobserved heterogeneity and simultaneity bias. Some regional characteristics (e.g. public infrastructures, local climate, natural resources, etc.) can affect the propensity to agglomerate, while at the same time agglomeration influences these regional characteristics. Additionally, the likelihood of high-productivity firms being attracted to large markets may not be as a result of agglomeration economies (selection effect). Thus, to deal with this endogeneity problem the model (6) is estimated using the system GMM estimator, as proposed by Combes and Gobillon (2015) .
RESULTS
Results for all manufacturing firms
The descriptive statistics and the correlation matrix of variables, and econometric issues are in the Appendix C and D, respectively. Column (1) of Table 1 reports the results for all manufacturing firms. It shows that the linear localization coefficient is positively signed, while the coefficient of the corresponding squared term is negative (both statistically significant at the 0.01 and 0.05 levels, respectively). On average, a 1% increase in the share of employment in neighbouring firms of the same industry implies a 0.237% ( and Hashiguchi and Tanaka (2015) found positive effects of specialization on firm TFP as well, but the magnitude of elasticities cannot be compared because they use different location proxies.
[ Table 1 ]
The relationship between productivity and localization does not seem to be linearthe greater the specialization, the lower the elasticity. In other words, the marginal effect decreases as the specialization of region increases (Figure 2a ). This suggests that the measured effect is the average net effect of localization economies and congestion effects.
This result may also explain why studies using data from less densely populated regions find positive specialization effects and negative effects on more populated areas (de Groot et al., 2016) . Martin et al. (2011) found that the (net) effect of localization economies has an inverted U-shape pattern, which confirms that concentration generates increasing congestion effects that, after a certain threshold (in our case at about the 90 th percentile), can dominate localization effects. Therefore, in the case of localization economies, there is broad evidence in favour of the hypothesis 2B.
[ Figure 2 ]
In the case of diversity economies, only the squared coefficient is significantly positive (at the 0.1 level). Finally, in the case of science-technology economies, the linear and squared R&D coefficients are both positively and negatively signed (and significant at the 0.1 and 0.05 levels), respectively, while the KIBS coefficients do not seem to have any statistically significant impact, at conventional levels, on TFP. Moreover, the null hypothesis of existence of an inverted U-shaped relationship between R&D and productivity over the range of the data is not rejected at the 0.05 significance level by the Lind-Mehlum U-test. 10 Hence, all else constant, more R&D employment in a region seems to be beneficial for improving firm productivity, but only up to a certain critical level (approximately at the median point, as can be seen in Figure 2b ), which is again a clear confirmation of the hypothesis 2B.
Industry-specific results
In order to ascertain whether the impact of regional knowledge spillovers differs among industries, manufacturing industries are grouped in four sectors according to OECD classification: low, medium-low, medium-high and high technology (see Appendix E).
Columns (2) to (5) of Table 1 show that there is broad evidence in favour of the hypothesis 3 that the effects of agglomeration economies vary considerably among industries. In particular, the low-and medium-low-tech industries seem to benefit from localization economies, while industry specialization does not impact (at conventional significance levels) on the productivity of medium-high-and high-tech firms. In the low-tech industries, a 1% increase in the specialization index implies an increase of 0.140% in firm TFP, on average-the elasticity ranges from 0.199 (10 th percentile) to 0.019 (90 th percentile)-, all else constant; in the medium-low-tech industries, the corresponding increase is 0.386%.
These results are much in line with those reported by Lall et al. (2004) , but do not confirm the significantly positive effect in high-tech industries found by Henderson (2003) .
Regarding diversity economies, they are statistically significant only in the case of medium-high-tech industries, where an inverted U-shaped relationship over the range of the data was observed (the Lind-Mehlum U-test is passed at the 0.1 level). More precisely, the positive effect of regional diversity is observed up to the 70 th percentile, after which there are agglomeration diseconomies, as can be seen in Figure 2f .
Finally, in the case of science-technology economies, the results are quite interesting. The two variables, R&D and KIBS employment, are statistically significant at the 0.05 level in the case of the medium-low-and high-tech industries (the linear R&D coefficient of the medium-low-tech industries, which is significant at the 0.1 level, is the sole exception). In particular, a 1% increase in the R&D (KIBS) regional employment implies a 0.387% (0.031%) increase in firm productivity, on average, in the case of medium-low-tech industries; the corresponding increasing in the case of high-tech industries is 0.055% (0.090%).
Ehrl (2013) also observed a significant effect of science-technology externalities in lower technology industries. One plausible interpretation for this result is that, even though those firms invest relatively less in R&D and are less innovative than high-tech firms, they do nevertheless create new products and techniques to achieve competitive advantage. A vital part of this process is the external technological knowledge (Grimpe and Sofka, 2009; Robertson et al., 2009) .
Surprisingly enough, the data seem to support an inverted U-shaped relationship between regional R&D employment and firm productivity in both industries (the LindMehlum U-test is significant at the 0.05 level). However, the elasticity is always positive over the range of the data in the former case, while it becomes negative at about the 55 th percentile in the latter case (Figures 2d and 2g ). There are two potential explanations for these diseconomies of scale. First, as R&D agglomeration increases, congestion or density costs may eventually offset the benefits to firms. Second, high R&D agglomeration can result in a so-called free-rider problem, that is, under high knowledge spillovers firms may find that imitation is cheaper and less-risky than internal R&D (Yang et al. 2013 ).
In the case of KIBS employment, the negative and positive coefficients on the linear and squared terms, respectively, depicts a U-shaped relationship over the range of the data (the Lind-Mehlum U-test is significant at the 0.05 level). Thus, the medium-low-and hightech firms do benefit from the presence of KIBS activities, but only when the agglomeration of KIBS employment is higher than the median, the sole confirmation of the hypothesis 2A (Figures 2e and 2h ). This impact is higher in the latter case: in the third quartile, the elasticities are 0.367 and 0.093 in the high-and medium-low-tech industries, respectively.
CONCLUSION
This article contributes to the ongoing debate on whether regional environment is beneficial to firm productivity by adding several significant new pieces to the puzzle. In particular, based on a panel of Portuguese manufacturing firms over the period 1996-2004, it sheds further light on whether regional knowledge spillovers have different, nonlinear, effects among industries, this being a critical issue to understanding the impact of regional disparities on economic growth and therefore to promoting and designing new, more assertive, regional policies.
The results are in line with other past studies and support the idea that agglomeration effects vary and depend on the type of externality and on the type of industry. They confirm the hypothesis that local knowledge spillovers play an important role in explaining firm productivity. Moreover, they occur in different combinations for firms belonging to different industries. Indeed, whereas in the case of estimates for all manufacturing sectors pooled together localization economies have a significantly positive effect, in the case of distinct regressions by sector only high-low-and medium-low-tech firms seem to benefit from this source of economies. Diversity externalities, for their part, have an inverted U-shaped relationship with firms TFP in medium-high-tech industriesagglomeration diseconomies are dominant after the 70 th percentile. It is also found an inverted U-shaped relationship between regional R&D employment and firm productivity for all manufacturing firms and firms from medium-low-and high-tech industries-the elasticities become negative for values higher than the median. Finally, medium-low-and high-tech firms benefit from KIBS activities when their employment in the region is higher than the median.
Overall, this study contributes to a better understanding of regional knowledge spillovers at the industry level, which is critical to promoting and designing new, more assertive, regional policies to enhance economic growth. In particular, their findings suggest that differences in the effects between regions imply that the respective policy recommendations may only hold for certain types of industry. Given the heterogeneity of industries among regions, we should be careful about deriving general policy recommendations. The results suggest that policies should be adjusted to the specific characteristics of each region. Moreover, regional policies should take into account potential critical levels of agglomeration of each source of knowledge. For example, in regions where low-tech economic activities are dominant, policies should target new investors of similar industries. On the contrary, policies to promote the diversification tend to be better in regions where medium-high-tech firms predominating. But there is a limit in this policy. Over-diversification can negatively impact on firm productivity.
It is worth noting that this analysis has two main limitations. Firstly, multi-plant firms may affect results if those plants are located in different regions. Secondly, the study does not control for unobserved spatial correlation.
A number of interesting further extensions to this article could shed further light on regional knowledge spillovers. These include the replication of the study to other economies to identify the optimal regional density of the different sources of knowledge.
Furthermore, future research could adopt both efficient instrumental variable quantile regression techniques to control for nonlinear effects with endogeneity and spatial econometric techniques to control for unobserved spatial correlation, two challenging tasks. They could also look more deeply into the role of firm human capital and R&D investment on the absorption of regional knowledge spillovers. 2 Other authors identify a fourth source, the competition economies. However, in highly integrated markets like those in European countries, the effect of local competition does not appear to be statistically significant. This is not so surprising since its marginal impact shrinks under high levels of competition (e.g. Martin et al., 2011; Carreira and Lopes, 2015; Cainelli et al., 2015) .
3 It is assumed that each firm operates in a given industry j and is located in a given region r. Subscripts j and r are omitted to simplify the notation except when it causes ambiguity. 4 Since it is subtracted ith firm employment, LOC variable is firm specific. The knowledge produced by universities and other knowledge-generating organizations is also often measured by, inter al., the amount of money spent on R&D, the number of employees engaged in R&D activities, the number of students in higher degree establishments, the number of articles published in scientific and academic journals or the number of patents (Audretsch et al. 2005; Fritsch and Slavtchev, 2007; Cassia et al., 2009; Baptista and Mendonça, 2010; Baptista et al., 2011; Fritsch and Aamoucke, 2013) .
However, most of these variables are highly correlated due to complementarity. Having a large number of students, for example, means a larger teaching staff and then a greater amount of R&D resources (Fritsch and Slavtchev, 2007) . On the other hand, the number of R&D workers (or the R&D expenditures) is a more general and representative measure.
We have nonetheless estimated the model with the number of students in higher degree establishments and the number of higher degree establishments, but the results were less significant (these results are available from authors upon request). ). 9 The nonlinear effects could also be tested using quantile regression (see, e.g., Fritsch and Slavtchev, 2010) . Because of the endogeneity problem in model (2), however, the ordinary quantile regression estimator is not a robust alternative. The instrumental variable quantile regression method it is not efficient for a large number of endogenous variables either. 10 The U-test was performed using the Stata utest command (Lind and Mehlum, 2010) .
Figure 1
Number of firms by NUTS 3 regions (percentage of total) Figure 2 Elasticity of (significant) dependent variables by percentile (6.1% -15.1%) (2.2% -6.1%) (1.3% -2.2%) (0.5% -1.3%) (0.2% -0,5%) which is a measure of sampling adequacy of GMM instruments. Sargan test is not robust enough to detect heteroskedasticity and autocorrelation (Roodman, 2009) . (1) All manufacturing firms, (2) low tech firms, (3) medium-low tech firms, (4) medium-high tech firms and (5) Figure A1) . Thus, the first drawback of our dataset is that multiplant firms may affect our results if their different plants are located in different regions.
However, we note that the different plants of a corporation are often registered as distinct legal entities, so the multi-plant phenomenon impact on results may be negligible. The IEH survey comprises all firms operating in Portugal with more than 100 employees, plus a representative random sample of firms with 20 to 99 employees. 10 For reasons of confidentiality restrictions, the raw data from industries with a small number of firms (i.e. tobacco products, and coke and refined petroleum products) are not available.
We also excluded from the dataset firms located in the island regions (i.e. Madeira and Azores). Firms with missing observations or unreasonable values (negative values or outliers) were also ignored. 10 After these procedures, our estimation sample comprises an unbalanced panel of 8,074 firms or 32,003 year-firm observations. Table A1 lists the industries covered by the study and the corresponding number of firms. 
Appendix B. Production function results
We use the two-step system GMM approach to estimate the (log-linear) Cobb-Douglas production function at the industry (two-digit) level and compute the firm-level TFP.
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Given that output elasticities may vary significantly across industries due to differences in production technology, we run distinct regressions for each industry. To choose the level of industry disaggregation, we strike a balance between ensuring the homogeneity of the technology within each industry and preserving a significant number of observations by industry.
The gross output (Yit) is given by the sum of total revenues from sales, services rendered and production subsidies. It is deflated by the producer price index at the 3-digit level. The labour (Lit) input is a 12-month employment average. Materials (Mit) include the cost of materials and services purchased and were deflated by the GDP deflator. Capital stock (Kit) is measured as the book value of total net assets excluding financial investments and cash stock (that is, it includes not only tangible and intangible assets but also other elements of the asset side of the balance sheet, such as accounts receivable and inventory, all important to the operation of the firm). Output and input monetary variables are measured in constant 1996 Euro prices. Given that the test of common factor restrictions (COMFAC) is easily accepted in all regressions, we focus on these results henceforth. Estimates of output elasticities range from 0.023 to 0.262 for capital, from 0.109 to 0.248 for labour and from 0.511 to 0.774 for material. They are significant at standard levels, except in the case of capital coefficient for the rubber and plastic products industry that it does not seem to be statistically significant. Constant returns to scale seem to be the prevalent regime in our estimates. They are rejected in favour of decreasing returns for only three industries: textiles and wearing apparel, rubber and plastic products and manufacturing n.e.c.. Tables C1 and C2 show, respectively, the descriptive statistics and the correlation matrix of variables used in our empirical model (6). As can be seen, the standard deviation is about one-third of the respective mean for all variables except that for localization economies, which is two-thirds. Even if the between standard-deviation account for a large part this variability, within variation is not negligible, accounting for about 13 to 31% of the variability (Table C3 ). The minimum value for the localization economies variable is 0 ( 1 0   e ), that is, some firms are the sole representative of their industry in their region.
Appendix C. Descriptive statistics of variables
The heterogeneity in both R&D and KIBS employment across regions is very high: R&D employment ranges from 0 (no R&D employment) to 11, 990 ( 1 392 
Appendix D. Econometric issues
The estimates of model (6) are obtained by applying the two-step system GMM approach.
All regressions include both year and industry dummies. We estimated the system GMM by the two-step estimator because this estimator is robust enough to detect heteroskedasticity (Roodman, 2009a) . The system GMM easily generates numerous instruments that can be mathematically redundant-i.e. containing no new identifying information (Arellano and Bover, 1995; Roodman, 2009a) . To overcome this well-known problem of too many instruments in dynamic panel data GMM, we apply principal components analysis (PCA) to produce a smaller instrument set that is maximally representative of the original (Roodman, 2009b) . 10 The proportion of the variance of GMM instruments explained by extracted principal components varies between 87.5% and 93.1%. Moreover, the Kaiser-Meyer-Olkin (KMO) test statistics indicate that the sampling of GMM instruments is adequate.
All of the GMM-estimates for the lagged dependent variable lie within the bounds set by the OLS and FE (upward-bias and downward-bias, respectively; Roodman, 2009a (Roodman, 2009a) .
Appendix E. Classification of manufacturing industries into categories based on R&D intensities
High-technology industries Medium-high-technology industries Aircraft and spacecraft Electrical machinery and apparatus, n.e.c.
Pharmaceuticals Motor vehicles, trailers and semi-trailers
Office, accounting and computing machinery Chemicals excluding pharmaceuticals Radio, TV and communications equipment Railroad equipment and transport equipment, n.e.c.
Medical, precision and optical instruments Machinery and equipment, n.e.c.
Medium-low-technology industries Low-technology industries
Building and repairing of ships and boats Manufacturing, n.e.c.; Recycling Rubber and plastics products Wood, pulp, paper, paper products, printing and publishing
Other non-metallic mineral products Food products, beverages and tobacco Basic metals and fabricated metal products Textiles, textile products, leather and footwear
