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Abstract. This article presents shell of data mining, called of Orion, that meets 
in development phase.  The Orion is composed for some modules, having itself 
the techniques of classification by means of algorithm ID3, association for the 
Apriori algorithm and clustering for the K-means method.  
Resumo. Este artigo apresenta a shell de data mining, denominada de Orion, 
que encontra-se em fase de desenvolvimento. A Orion é composta por vários 
módulos, tendo-se as técnicas de classificação por meio do algoritmo ID3, 
associação pelo algoritmo Apriori e clusterização pelo método K-means. 
1. Introdução 
A análise de dados tem sido realizada desde seus primórdios por meios estatísticos, mas 
somente esse método matemático não proporciona a descoberta de informações 
desconhecidas em uma base de dados. Neste contexto, surgiu o conceito de Data 
Mining que envolve métodos estatísticos e técnicas da Inteligência Artificial que 
permitem a descoberta de conhecimentos relevantes em grandes bases de dados.   
As ferramentas de DM envolvem técnicas, métodos e algoritmos para que possa 
ser realizada a descoberta de conhecimento em bases de dados. Estas ferramentas em 
sua maioria são de uso comercial, restringindo-se as possibilidades das Shells de Data 
Mining gratuitas. Desse modo, esta pesquisa compreende o desenvolvimento de uma 
  
Shell de Data Mining, denominada Orion, com o intuito de disponibilizá-la 
gratuitamente, podendo-se assim, fornecer uma ferramenta de apoio ao meio acadêmico. 
O projeto de desenvolvimento da Orion é dividido em vários módulos, sendo 
que a pesquisa aqui apresentada compreende as técnicas de: classificação pelo 
algoritmo ID3 para indução das árvores de decisão; associação pelo algoritmo APriori e 
clusterização pelo método de particionamento K-means. 
2. Classificação 
A técnica de classificação é uma atividade preditiva que consiste na análise de dados em 
busca da definição de padrões que descrevem tendências futuras desses dados. 
Segundo Bartolomeu (2002), a técnica de classificação é a tarefa mais comum 
do Data Mining, e sua função é localizar propriedades comuns entre atributos de uma 
base de dados. Alguns exemplos de classificação são: atribuir palavras chaves a artigos 
jornalísticos, classificar pedidos de créditos como baixo, médio e alto risco; esclarecer 
pedidos de seguro fraudulentos, entre outros. 
No desenvolvimento da técnica de classificação na shell Orion, optou-se pela 
implementação do método de árvores de decisão, pois consiste numa forma simples de 
representar o conhecimento e um meio eficiente de construir classificadores que 
predizem as classes dos dados. A indução das árvores de decisão se dá pela utilização 
de determinados algoritmos que constroem a árvore recursivamente, de cima para baixo, 
por meio de divisão e conquista. A idéia geral desse algoritmo é testar o primeiro 
atributo mais importante (atributo de teste), com isso se busca encontrar a classificação 
correta com o menor número de testes, sendo que o desempenho da classificação está 
relacionado com o tamanho da árvore, quanto menor a árvore, melhor o desempenho da 
classificação [Motta 2004].   
Na Orion o algoritmo utilizado para indução das árvores de decisão é o ID3, 
sendo possível classificar um objeto validando seus valores para certas propriedades, 
além de possuir um potencial para o tratamento de dados ruidosos [Luger 2004].   
3. Associação 
As técnicas de associação são responsáveis por grande parte das soluções usadas para 
descoberta de padrões. Essa metodologia é considerada não supervisionada e busca 
encontrar relacionamentos significativos entre os itens de dados armazenados 
[Kantardzic 2003].  
O objetivo é encontrar em grandes bases de dados tendências que ajudem a 
compreender padrões. Onde os algoritmos buscam encontrar relações entre os itens, 
verificando os eventos que ocorrem simultaneamente, possibilitando o entendimento de 
novos modelos e assim atingir melhores resultados [Serra 2002]. 
O módulo de associação da Orion consiste no algoritmo Apriori, utilizado para 
encontrar itemsets em grandes bases de dados, tendo como finalidade extrair regras 
relevantes de bases de dados. 
De modo geral o algoritmo APriori utiliza conjuntos de itens de tamanho K para 
gerar os próximos conjuntos de tamanho K+1. Assim, encontra primeiramente os 
 conjuntos de itemsets com tamanho k=1, denominado L1, a partir dele encontra-se os 
com tamanho k=2, formando L2, assim por diante, até que nenhum conjunto possa ser 
gerado [Souza Filho 2004]. 
O Apriori utiliza duas funções: a Apriori-gen(Lk-1), responsável por gerar os 
conjuntos candidatos e a subset (Ck, t) que aloca os novos itemsets em uma árvore hash, 









Figura 1. Algoritmo APriori 
                                        Fonte: Agrawal (2005) 
4. Clusterização 
A técnica de clusterização classifica um conjunto de elementos em subconjuntos de 
elementos ou classes, observando para isso características conforme critério apropriado. 
Esses sub-conjuntos são chamados de clusters, de forma que os objetos pertencentes a 
um mesmo cluster possuam similares entre si e, ao mesmo tempo, os objetos 
pertencentes a clusters diferentes apresentem alta dissimilaridade [Soares e Ochi 2004]. 
Na shell Orion utiliza-se o método de particionamento que busca encontrar, 
iterativamente, a melhor partição dos n objetos em k grupos, os métodos de 
particionamento mais utilizados são baseados em um ponto central (média dos atributos 
dos objetos - k-means) ou em um objeto representativo para o cluster (k-medoids) 
[Neves, Freitas e Câmara 2001]. 
O algoritmo k-means atribui aleatoriamente os P pontos a K grupos e calcula as 
médias dos vetores de cada grupo. Em seguida, cada ponto é deslocado para o grupo 
correspondente ao vetor médio do qual ele está mais próximo. Com esta reorganização 
dos pontos em K grupos, novos vetores médios são calculados. O processo de re-
alocação de pontos a novos grupos cujos vetores médios são os mais próximos deles 
continua até que se chegue a uma situação em que todos os pontos já estejam nos 
grupos dos seus vetores médios mais próximos [Pimentel, França e Omar 2003]. 
5. Conclusão 
Tem-se observado a realização de várias pesquisas em meio acadêmico ou não sobre a 
técnica de Data Mining. O avanço da chamada Era do Conhecimento, tornou 
indispensável a utilização das várias informações armazenadas em uma base de dados, 
com o intuito de extrair dessa base conhecimentos relevantes. 
L1 = { large 1-itemsets };
for ( k=2; LK-1!=∅; k++ ) do begin 
Ck = Apriori-gen( LK-1 ); // Novos Candidatos forall transactions t Є D do beging 




Lk = { c Є Ck | c.count >= minsup } end 
Answer = UkLk; 
  
Assim, pesquisas referentes ao desenvolvimento de shells para data mining são 
interessantes, à medida que se diponibiliza gratuitamente estas ferramentas e no caso da 
Orion, se compreende melhor o funcionamento das principais técnicas e métodos para 
mineração de dados. A shell Orion encontra-se atualmente em fase inicial de 
desenvolvimento, sendo que a partir destes três módulos outras técnicas e métodos 
serão futuramente implementados. 
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