In this paper, we generalize the Boltzmann-Hamel equations for nonholonomic mechanics to a form suited for the kinematic or dynamic optimal control of mechanical systems subject to nonholonomic constraints. In solving these equations one is able to eliminate the controls and compute the optimal trajectory from a set of coupled first-order differential equations with boundary values. By using an appropriate choice of quasi-velocities, one is able to reduce the required number of differential equations by m and 3m for the kinematic and dynamic optimal control problems, respectively, where m is the number of nonholonomic constraints. In particular we derive a set of differential equations that yields the optimal reorientation path of a free rigid body. In the special case of a sphere, we show that the optimal trajectory coincides with the cubic splines on SO(3).
INTRODUCTION
In this paper, we extend the classical Boltzmann-Hamel equations to kinematic and dynamic optimal control problems, the latter formalism being a fourth-order generalization of these equations. In the analysis of nonholonomic systems, a number of different formalisms have emerged based on a set of quantities known as quasi-velocities, see for example [1] [2] [3] ; and, for a more geometric treatment, [4, 5] . For an n degree of freedom system with m<n nonholonomic constraints, one defines m quasi-velocities u , = n −m +1, . . ., n, in such a way that they span the constraint distribution. In this way the constraints reduce to the relations u = 0 and one only need to solve for the remaining n −m independent quasi-velocities. In addition, the n kinematic relations which define the constraints can be numerically integrated to produce the curve of motion. One requires in total 2n −m differential equations of motion, as opposed to the 2n +m equations initially necessary using the Lagrange-D'Alembert equations [1, 6] . In practice, however, one must often differentiate the constraint equations, yielding a coupled system of n +m second-order differential equations. Numerical instabilities often arise when numerically integrating these equations of motion [1] . [23] .
Summation convention
To aid in notation, we will invoke the summation convention throughout this paper for an n degree of freedom system with m<n nonholonomic constraints. The capital letters I , J , and K run over the unconstrained dimensions 1, . . ., n −m. The Greek letters and run over the constrained dimensions n −m +1, . . ., n. Finally, the lower case letters a, b, i, j, and k run over all dimensions 1, . . . , n ( Table I ).
QUASI-VELOCITIES AND VARIATIONS
In this section, we will present the basic background on nonholonomic constraints and quasivelocities. We will discuss the basic properties of this connection and derive the transpositional relations [1] [2] [3] . We will follow the notation for the geometric formalism laid out in [5] .
Nonholonomic constraints and quasi-velocities
Let Q be the n-dimensional, smooth configuration manifold of our system, L : T Q → R a Lagrangian for the system, where the 2n-dimensional manifold T Q is the tangent bundle of Q, and D is a smooth, (n −m)-dimensional, nonintegrable distribution, which may be described as the null space of a set of constraint one-forms as follows:
The Lagrangian is typically given by the kinetic minus potential energy of the system. A velocity vectorq at q is said to be kinematically admissible ifq ∈ D q ⊂ T q Q. In local coordinates, the constraint one-forms are expressed as = a i dq i , so that the velocity of a curve in the distribution D satisfies the nonholonomic constraints
for = n −m +1, . . . , n. Given a manifold with a constraint distribution, one defines the quasivelocities as follows.
Definition 1
Given a closed curve c :[t 1 , t 2 ] → Q and an open set U ⊂ Q containing c, define the vector fields E = {E 1 , . . ., E n } such that, at each q ∈U , the vectors E 1 , . . ., E n ∈ T q Q are linearly independent and thus form a basis of T q Q. Then the quasi-velocities of the curve c with respect to the basis E are the n scalar functions u i :[t 1 , t 2 ] → R defined such thatċ(t) = u i (t)E i (c(t)), i.e. they are the components of the velocityċ with respect to the moving frame E.
Let E 1 , . . . , E n ∈ T * q Q be the basis dual to the vectors E 1 , . . ., E n ∈ T q Q at q. In practice, the vector fields E are chosen so that, at each q ∈U , the dual one-forms E 1 , . . . , E m ∈ T * q Q coincide with the constraint one-forms; i.e., E = for = n −m +1, . . ., n. Let i j be the matrix whose rows are the one-forms E 1 , . . ., E n and let i j be the matrix whose columns are the vectors E 1 , . . . , E n ; i.e. E i = are therefore inverses of each other. One uses these matrices to convert back and forth from the coordinate to quasi-velocities via the relations
Notice that, by construction, the last m rows of the transformation matrix i j must coincide with the constraint matrix, i.e. i (q) = a i (q). Therefore, in terms of the quasi-velocities, the nonholonomic constraints are u = 0, for = n −m +1, . . . , n.
Given a curve c :[t 1 , t 2 ] → Q with local coordinates q i (t), the velocityċ :[t 1 , t 2 ] → T Q can be represented equivalently in any of the following ways:
Variations Definition 2
Consider a curve c :
that satisfies the following conditions:
Definition 3
The infinitesimal variation c :[t 1 , t 2 ] → T Q corresponding to the variation ϑ is the vector field defined along c by c(t) = *ϑ(s,t) *s | s=0 .
We will denote the components of c with respect to the coordinate basis {*/*q i } as q i , so that c = q i */*q i . With respect to the basis E we have.
Definition 4
The quasi-infinitesimal variations i with respect to the basis E are a set of n scalar functions
Notice that to compute the quasi-infinitesimal variations one can use the transformation relations i (t) = i j (c(t)) q j (t). The quasi-infinitesimal variations are scalar functions defined along the curve c, therefore their time derivatives˙ i are also defined. The velocity of the system is likewise only defined along the curve c, and therefore a 'variation in the velocity' is meaningless without further definition. This was first noted in [2, 24] , and discussed in [1, 3] . To make this rigorous, let us define the following.
Definition 5
Given a curve c :
is an extended velocity field on ϑ if each of the following conditions hold:
, and 3. Q (image(V )) = image(c) ⊂ Q, where Q : T Q → Q is the projection operator.
Definition 6
The infinitesimal variation of the extended velocity field V is a vector field V :[t 1 , t 2 ] → T Q defined along the curve c so that
.
From now on, we will take the quasi-velocities u i to be the quasi-velocities of the extended velocity field V , i.e. V = u i E i . The following set of transpositional relations then hold, regardless of the choice of extended velocity field.
Theorem 1 (First transpositional relations)
where j ab are the Hamel coefficients
For a proof of this theorem, see [1, 2, 24] . A new and more geometric proof that uses the theory of nonholonomic connection is discussed in [5] .
The definition of an extended velocity field is an important one, as there are actually an innumerable set of ways in which one can extend the velocity of the curve to the variation [2] . However, two leading ways have dominated the literature. These are referred to as the transitivity choice of Hamel and the transitivity choice of Suslov. For an exposition on the difference between these two choices, see [3, 5] . The transitivity choice of Suslov is used both in the context of Suslov's principle [1] as well as the context of a fiber bundle approach to nonholonomic mechanics [25] . When considering the Boltzmann-Hamel equations, however, one uses the transitivity choice of Hamel, which we will use throughout the remainder of this paper:
Definition 7
Let c be a curve and ϑ its variation. Then the transitivity choice of Hamel is to define the extended velocity field as the tangents to the varied paths, i.e.
Owing to the continuity of the variation ϑ it immediately follows that, for the transitivity choice of Hamel, V = d( c)/dt. The transpositional relations then reduce to the equations
When using the transitivity choice of Hamel, one cannot have both u j = 0 and˙ j = 0. One must choose between one or the other. The correct dynamical equations of motion are obtained if one chooses the variations so that they satisfy the Lagrange-D'Alembert principle, i.e. so that ≡ 0. If one, on the other hand, chooses the variations to satisfy u = 0, one would obtain trajectories that satisfy Hamilton's principle. Such trajectories are referred to as the vakonomic motion of the system (motion of the variational axiomatic kind), a term introduced in [16] . In Section 4 during our discussion of dynamic nonholonomic control problems, we shall further require the use of quasi-accelerations and quasi-jerks, defined as the time derivatives of the quasivelocities and quasi-accelerations, respectively; i.e. a i =u i , j i =ȧ i . One can easily show that, if one chooses an extended velocity field consistent with the transitivity choice of Hamel, it follows.
Theorem 2 (Second transpositional relation)
Given a curve c, a variation ϑ, and an extended velocity field V that is consistent with the transitivity choice of Hamel (Definition 7), let u i be a set of quasi-velocities of V with respect to some basis
In the next two sections we will show how quasi-velocity techniques may be applied to kinematic and dynamic optimal control problems. Kinematic problems are ones in which one has direct control over an admissible set of velocities. In dynamic problems, one has control over a set of generalized control forces which act on the system.
KINEMATIC OPTIMAL CONTROL
In this section, we present a quasi-velocity-based method for kinematic optimal control problems, where one has direct controls over the velocities. We begin by defining constrained affine kinematic control systems (e.g. [15, 26, 27] ).
Definition 8
A constrained affine kinematic control system is a triple (Q, D, X), where Q is a configuration manifold, D is a smooth, (n −m)-dimensional, nonintegrable distribution, and X = {X I } n−m I =1 is a set of (n −m) independent and kinematically admissible vector fields, called the control vector fields, that span the distribution D.
Given a constrained affine kinematic control system, the controls are a set of (n −m) scalar functions w I :[t 1 , t 2 ] → R (I = 1, . . ., n −m). Given a set of controls and an initial condition q 0 ∈ Q, the resultant trajectory is a curve c :[t 1 , t 2 ] → Q that satisfies the differential equationṡ
where X i I is the ith component of the I th control vector field.
Definition 9
Given a constrained affine kinematic control system (Q, D, X), two fixed endpoints q 1 , q 2 ∈ Q, and a cost functional
where g : Q ×R n−m → R is a smooth function, then the associated kinematic optimal control problem is to determine the control functions w I :[t 1 , t 2 ] → R such that the resultant trajectory c, i.e. the solution of (5), and the controls w, minimize the functional (6) among all kinematically admissible curves.
The idea is to choose the controls as the remaining n −m quasi-velocities. In general, it is always possible to invert the system (5) to solve for the controls as a function of the coordinates and velocities. Though this inversion is not unique, it is typically motivated by the physical system. One can define an (n −m)×n matrix
The significance of these functions is as follows. Suppose the curve c = q i (t) is a solution of the Equation (5) . Then the controls which generate that curve are given by
The I , when evaluated along a kinematically admissible curve, are literally the controls which generate that curve. They also constitute a set of n −m quasi-velocities that are linearly independent from the quasi-velocities which arise due to the constraints. We take as quasi-velocities the following set:
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Notice that the matrix will consist of the matrix b I i stacked on top of the matrix a i , and that the first n −m columns of will coincide with the control vector fields.
We may now rewrite the integrand of the cost function (6) in terms of the quasi-velocities as
Notice that C(q, u I ) only depends on the (n −m) unconstrained quasi-velocities u I = I . We wish to minimize the cost functional (6) out of the class of kinematically admissible curves. To do so we add Lagrange multipliers to enforce the nonholonomic constraints before taking the variations. Consider now the functional
The addition of the multipliers enforces the constraints and the variations can now be taken to be independent. Taking the variation of this function yields
Using the transpositional relations (4) and integrating by parts yields
The variations i are now independent. Since the solution of the optimal control problem is obtained by setting the variation I = 0, one obtains a set of differential equations for the optimal path by equating the coefficients of i to zero. We have therefore proved: 
The solution to these equations is the resultant trajectory of the optimal control problem, and the controls that produce the optimal trajectory is given by
These represent a minimal set of 2n first-order differential equations: the n −m Equations (10) for the unconstrained u I 's, the m Equations (11) for the multipliers 's, and n kinematic relations (12) for the q i 's.
As an interesting aside, if the cost function integrand C(q, u), when expressed in terms of the quasi-velocities, is identical to the constrained Lagrangian, then these equations produce the vakonomic motion associated with the system. See [17] for additional discussion on the coincidence of the vakonomic motion (Lagrange's problem) and the optimal control problem.
DYNAMIC OPTIMAL CONTROL
In this section, we will derive a set of Boltzmann-Hamel equations for the dynamic optimal control problem, which is normally a fourth-order system. We will present a minimal set of 4n −2m first-order differential equations that produces the optimal control. Examples will be discussed in Section 5.
Definition 10
A constrained affine dynamic control system is a quadruple (Q, D, X, L) , where Q is a configuration manifold, D is a smooth, (n −m)-dimensional, nonintegrable distribution, X = {X I } n−m I =1 is a set of (n −m) independent covector fields, called the control covector fields, that span the entire cotangent space T * Q when concatenated with the constraint one-forms, and L is a Lagrangian.
Given a constrained affine kinematic control system, the controls are a set of (n −m) scalar functions w I :[t 1 , t 2 ] → R. Given a set of controls and an initial condition (q 1 ,q 1 ) ∈ T Q, the resultant trajectory is a curve c :
where X I i is the ith component of the I th control covector field.
Definition 11
Given a constrained affine dynamic control system (Q, D, X, L), two fixed endpoints (q 1 ,q 1 ), (q 2 ,q 2 ) ∈ T Q, and a cost functional
where g : T Q ×R n−m → R is a smooth function, then the associated dynamic optimal control problem is to determine the control functions w I :[t 1 , t 2 ] → R such that the resultant trajectory c, i.e. the solution of (13) , and the controls w, minimize the functional (14) among all kinematically admissible curves.
In order to cast this problem in terms of quasi-velocities, we should like to use the classical Boltzmann-Hamel equations, given below, in lieu of (13) . q(q, u) ) be the unconstrained Lagrangian of an n degree of freedom mechanical system subject to m nonholonomic constraints, re-expressed in terms of the quasi-velocities u. Suppose the system is also subjected to the applied force F j dq j , and let W i = j i F j be the components of the applied force expressed with respect to the basis {E i }. Then the curve of motion satisfies the differential equations d dt
Theorem 4 (The Boltzmann-Hamel equations)
For a proof of these equations, we refer the reader to [1, 2] . Notice that Equations (13) are a set of n second-order differential equations coupled with m constraint equations, whereas the Boltzmann-Hamel equations (15)-(16) are a set of (2n −m) first-order differential equations in which the constraints are enforced trivially by setting u = 0. The quasi-velocities should then be taken so that the first (n −m) rows of the matrix coincide with the control covector fields:
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With this choice, the control forces are F j = I j w I and the forces with respect to the basis {E i } are simply W I = j I J j w J = w I and W = 0. Therefore, the controls are precisely identified with the n −m time-varying force functions W I (t) on the right-hand side of (15) .
Utilizing (15) and (16), we can rewrite the integrand of the cost function as an explicit function of the coordinates, quasi-velocities, and quasi- accelerations C(q, u, a) = g(q,q(q, u), W (q, u, a) ). Since the Boltzmann-Hamel equations no longer depend on the constrained quasi-velocities and quasi-accelerations, C(q, u, a) is also independent of u and a . Taking variations yields
Recall that the summation index J runs only over the unconstrained dimensions, J = 1, . . ., n −m. Using the second transpositional relations Theorem 2 for a J and then integrating by parts we obtain
Defining the parameters
and using the first Transpositional relations (4) we obtain
These variations are not free, but subject to the nonholonomic constraints a iq i = 0. We form the augmented cost integrand by replacing C(q, u, a) with C(q, u, a)+ u . Taking variations, the coefficients recover the constraints. Ignoring these terms, we are left with
where the variations are now taken to be unconstrained. Notice the multipliers are not the mechanical multipliers, but a multiplier on the cost function that enforces Hamilton's principle. We thus have the following:
Theorem 5
The solution curve of the dynamic optimal control problem (Definition 11) is generated by the system of differential equation: Figure 1 . Geometry of the vertical rolling disc.
resulting optimal control dynamics are determined, the control forces which produce the optimal trajectory are then given by the n −m algebraic equations (15) . The solution is then found by solving the related boundary value problem, with 4n −2m prescribed boundary conditions: q i (0), u I (0), q i (T ), u I (T ).
EXAMPLES
In this section, we will apply our approach to the kinematic and dynamic vertical rolling disc as well as the dynamic optimal reorientation of a free rigid body. For simplicity, we will restrict our attention to cost functions that minimize the control effort. The procedure, however, can be extended to more general cost functions, though one will not obtain such a clean result.
Kinematic optimal control of the vertical rolling disc
The vertical rolling disc is a basic example of a nonholonomic control system. It is similar in nature to the car-like robot (see [15] ), however, the equations work out more cleanly. The generalized coordinates are given by q = x, y, , , where (x, y) is the contact point of the disc on the x − y plane, is the angle that a reference point on the disc makes with the vertical, and is the angle the disc makes with the x-axis, see Figure 1 . The motion is subject to the nonholonomic constraintṡ x −cos()˙ = 0 andẏ −sin()˙ = 0. The control velocity field is given byq = X 1 w 1 + X 2 w 2 , where X 1 = cos , sin , 1, 0 T and X 2 = 0, 0, 0, 1 T . One might conceivably have direct control over the angular rates, so that the control functions are given by 1 =˙ and 2 =. The quasi-velocities are therefore given by u 1 =˙ , u 2 =, u 3 =ẋ −cos()˙ , and u 4 =ẏ −sin()˙ , so that the transformation matrices and are given by: i X i J is the 2×2 identity matrix. We now consider the following optimal control problem. We wish to determine controls which steer the disc, starting from q 1 = q(t 1 ) and stopping at q 2 = q(t 2 ), along the path that minimizes (10)- (12) then produce the following set of first-order differential equations:
These equations are further discussed in [14] . The solution to this system of differential equations yields the optimal dynamic control equations of the vertical rolling disc. It is equivalent to the following reduced system:ẋ = cos()˙ ,¨ = ( 4 cos − 3 sin ),
where 3 and 4 are constants.
Dynamic optimal control of the vertical rolling disc
Consider the vertical rolling disc with Lagrangian = w 2 ,ẋ =˙ cos andẏ =˙ sin . This is equivalent to a minimal set of six first-order differential equations. Since the control forces are in the and directions, we can take the same quasi-velocities obtained using the matrices (23) used in the kinematic case. Note that the control covector fields are the first two rows of .
We now wish to choose the control forces so as to minimize the cost function ) dt subject to the nonholonomic constraints. Using the dynamic optimal control Boltzmann-Hamel equations (20) and (21), coupled with the dynamical equations of motion above, and eliminating the controls, we have a minimal system of 12 first-order differential equations:
By use of quasi-velocities, quasi-accelerations, and quasi-jerks, we have made the following simplifications: u 3 = u 4 = a 3 = a 4 = j 3 = j 4 = 0, thereby eliminating the necessity of 6 of the 18 first-order differential equations necessary in the standard approach. The solution to this system of differential equations yields the optimal dynamic control equations of the vertical rolling disc. It is equivalent to the following reduced system: 
Dynamic optimal control of the free rigid body
Consider dynamic control of the free rigid body, where the generalized coordinates are given by the Type-I (aircraft) Euler angles ( , , ). As quasi-velocities, choose the body-fixed components of the angular momentum u 1 = x = −˙ sin +, u 2 = y =˙ cos sin +˙ cos , and u 3 = z = cos cos −˙ sin . The transformation matrices are given as: The mechanical Lagrangian is given as L(q, u) = 
where M x , M y , and M z are the control torques applied about the body-fixed principal axes. The cost function integrand 
where j = 1 , 2 , 3 and x is the angular velocity. These provide three differential equations for thej 's. Let I be the moment inertia tensor with respect to the principal axes basisê x ,ê y ,ê z , so that, in dyadic notation, I = I xxêxêx + I yyêyêy + I zzêzêz . Let P := I·x be the body axis angular momentum. Then (25)- (27) can alternatively be re-expressed as:
Finally, by defining k(x,ẋ) = j+P, the dynamic optimal control equations for the free rigid body can be expressed as:
In addition, we have the kinematic relationṡ
as well as the relationsu i = a i ,ȧ i = j i . This is a set of 12 first-order differential equations. Once one solves the corresponding boundary value problem (initial, final Euler angles, angular velocities specified), the controls are determined by the algebraic relations (24) . For the special case when the rigid body is spherical one sees from (29) that j = −P and k = 0. Then the Boltzmann-Hamel equations for the optimal dynamic control of the free rigid body (30) reduce to ... x =ẍ×x. When coupled with the kinematic relations (31)-(33) and the algebraic relations (24) , the optimal control trajectories of the free rigid sphere are produced. Integrating once yields the second-order systemẍ = c+ẋ×x, which coincides with the result of [22, 28] . The optimal solution trajectory of the reorientation of the rigid sphere from q(0) = 0, 0, 0 , x(0) = 0, 0, 0 to the point q(1) = , − /4, /5 , x(1) = 0, 0, 0 is plotted in Figure 2 .
CONCLUSIONS
In this paper, we showed how one can extend quasi-velocity techniques to kinematic and optimal control problems for mechanical systems with nonholonomic constraints. Standard Lagrange multiplier techniques for kinematical optimal control problems produce a set of 2n +m first-order differential equations: n for the coordinates q i , n for the velocitiesq i , and m for the multipliers . On the other hand, by generalizing the dynamic Boltzmann-Hamel equations to the kinematic control setting, we obtain a saving of m first-order differential equations, as one no longer needs to solve the constrained quasi-velocities. Moreover, the differential equations for the multipliers (11) are naturally separated from the differential equations for the quasi-velocities (10) .
For the dynamic optimal control problem, one typically encounters a fourth-order system, plus multipliers, which produces a total of 4n +m first-order differential equations, which require further reduction and elimination. The Boltzmann-Hamel form of the equations (Theorem 5) gives a minimal set of 4n −2m equations of motion, as one no longer need integrate the m constrained quasivelocities, quasi-accelerations, and quasi-jerks, u ≡ 0, a ≡ 0, j ≡ 0, respectively. This approach gives us a total saving of 3m first-order differential equations. Initial and final conditions are then enforced by solving the resulting system of differential equations as a two point boundary value problem.
As a final example, we showed that Euler's equations of rigid body dynamics, a special case of the Boltzmann-Hamel equations, can be generalized to a fourth-order form that yields the optimal reorientation trajectory given a set of body-axis control torques. This set of equations could feasibly be of some benefit to the optimal reorientation problem of the International Space Station, for example. When one takes the rigid body to be a sphere, these equations reduce to the differential equations defining cubic splines on SO (3) .
