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HOLOMORPHIC EXTENSION ASSOCIATED WITH
FOURIER–LEGENDRE EXPANSIONS
E. DE MICHELI AND G. A. VIANO
Abstract. In this article we prove that if the coefficients of a Fourier–Legendre
expansion satisfy a suitable Hausdorff–type condition, then the series converges
to a function which admits a holomorphic extension to a cut–plane. Further-
more, we prove that a Laplace–type (Laplace composed with Radon) transform
of the function describing the jump across the cut is the unique Carlsonian
interpolation of the Fourier coefficients of the expansion. We can thus recon-
struct the discontinuity function from the coefficients of the Fourier–Legendre
series by the use of the Pollaczek polynomials.
1. Introduction
Let us consider the following Fourier–Legendre series
1
4π
∞∑
n=0
(2n+ 1)anPn(cos θ). (1.1)
The classical theory of polynomial expansions, as described by Walsh [10], estab-
lishes for these expansions convergence properties which are closely analogous to
the well–known convergence properties of the Taylor series expansions. In this case
the region of convergence, instead of being circles of radius ρ, are ellipses Eρ with
foci ±1 and radius ρ =(semiminor+semimajor)–axis. The expansion converges in-
side the largest ellipse within which the function being expanded in terms of the
series (1.1) is holomorphic.
The following question quite naturally arises: Is it possible to find suitable condi-
tions on the coefficients an which allow a holomorphic extension of the function (to
which the series (1.1) converges) to the whole complex cos θ–plane except for a cut
along the positive axis? The answer to this question is positive and quite analogous
to that derived in [5] in connection with the Taylor and Laurent series: essentially,
the coefficients {an} are required to satisfy suitable Hausdorff–type conditions.
To prove these results it is convenient to proceed through two steps. First, replac-
ing the complex cos θ–plane (θ ∈ C; θ = u+ iv; u, v ∈ R) by a complex hyperboloid
X(c), which contains as submanifolds the Euclidean sphere S = (iR × R2) ∩ X(c)
which gives the support of the SO(3,R) harmonic analysis, and the real one–sheeted
hyperboloid X = R3 ∩ X(c) that contains the support of the cut (see Fig. 1). In
the second step we consider a fibration on a meridian hyperbola of X(c), which is
obtained through a Radon–type transformation. This fibration allows us to reduce
the harmonic analysis to that associated with a complex one–dimensional hyper-
bola, which contains the Euclidean–circle and the real hyperbola. We are thus led
to regard the series (1.1) as a trigonometrical series on the Euclidean–circle, making
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Figure 1: Horocyclic fibration of the one–sheeted hyperboloid.
it possible to apply several results of the same type as those obtained in [5]. In par-
ticular, we can prove that this trigonometrical series converges to a function which
admits a holomorphic extension to a complex cut–plane if the coefficients an satisfy
a suitable Hausdorff–type condition. Then, by inverting the Radon transform, we
return to the complex θ–plane and, finally, study the holomorphic extension asso-
ciated with the Legendre series (1.1). In addition, we obtain a unique Carlsonian
interpolation of the an’s, denoted by a˜(λ), which turns out to be the composition
of the ordinary Laplace transform with the Radon transform. By inverting these
Laplace and Radon transforms, we are then able to reconstruct the jump function
across the cut using the Pollaczek polynomials.
In a classical article [8], Stein and Wainger have already proved the holomorphic
extension associated with the series (1.1) (see, in particular, Theorem 4 in their
article). However, our work differs from Stein and Wainger’s for several reasons:
i) We associate the holomorphic extension of the Legendre series to the Haus-
dorff condition on the coefficients an, and, accordingly, we introduce the
Carlsonian interpolation a˜(λ) of these coefficients which is the composition
of an ordinary Laplace transform with a Radon transform (called spherical–
Laplace transform in [6]).
ii) The inversion of this Laplace composed with Radon transform allows us to
reconstruct the jump function across the cut starting from the coefficients
{an} of the series (1.1). This procedure is extremely relevant in the inverse
problem in quantum scattering theory for the class of Yukawian potentials
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(see [7]). In fact, from the discontinuity function across the cut the spectral
density associated with the Yukawian potentials can be determined.
iii) For particular values of λ, i.e., λ = −1/2 + iν (ν ∈ R), we obtain from
a˜(λ) the classical Mehler transform, which is precisely the mathematical
tool used by Stein and Wainger for obtaining their results, through the
Plancherel theorem.
iv) Finally, we can give a geometrical interpretation of our results and methods
by introducing the complex hyperboloid X(c) and associating to it, through
a Radon transform, a fibration on a meridian hyperbola.
This paper is organized as follows: in Section 2 we study the Carlsonian interpo-
lation of the Hausdorff moments and, correspondingly, the Hardy spaces to which
this interpolation belongs. In Section 3 we prove that the Legendre expansion can
be regarded as a trigonometrical series. In Section 4 we prove a holomorphic exten-
sion associated with these trigonometrical series in the complex τ–plane using the
same procedure adopted in [5]. The variable τ can then be interpreted as one of
the horocyclic coordinates related to the fibration on the meridian hyperbola Xˆ(c)
(see the Appendix). In Section 5 we study the inversion of the Radon–Abel trans-
formation and we prove the holomorphic extension in the θ–plane associated with
the Legendre series. In Section 6 we show that the Carlsonian interpolation a˜(λ)
of the Hausdorff moments can be represented as the composition of the ordinary
Laplace transform with the Radon transform, and we find an integral representa-
tion of the jump function across the cut; moreover, we show how to reconstruct the
discontinuity function (across the cut) starting from the Fourier–Legendre coeffi-
cients {an}, using the Pollaczek polynomials. Finally, in the Appendix we illustrate
all the geometrical aspects of the method we used.
2. Interpolation of Hausdorff moments and Hardy spaces
Let us consider a sequence {fn}∞0 of (real) numbers fn, and denote by ∆ the
difference operator
∆fn = fn+1 − fn. (2.1)
Then we have:
∆kfn = ∆×∆× · · · ×∆︸ ︷︷ ︸
k
fn =
k∑
m=0
(−1)m
(
k
m
)
fn+k−m, (2.2)
(for every k ≥ 0); ∆0 is the identity operator by definition. Now, suppose that
there exists a positive constant M such that:
(n+ 1)(1+ǫ)
n∑
i=0
(
n
i
)(2+ǫ) ∣∣∆if(n−i)∣∣(2+ǫ) < M (n = 0, 1, 2, . . . ; ǫ > 0). (2.3)
It can be proved [11] that condition (2.3) is necessary and sufficient to represent
the sequence {fn}∞0 as follows:
fn =
∫ 1
0
xnu(x) dx (n = 0, 1, 2, . . .), (2.4)
where u(x) belongs to L2+ǫ[0, 1].
We can prove the following proposition.
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Proposition 1. Let the sequence {fn}∞0 , fn = npan, (p ≥ 1), satisfy condition
(2.3). Then there exists a unique Carlsonian interpolation of the numbers an,
denoted by a˜(λ) (λ ∈ C, [a˜(λ)](λ=n) = an, n = 0, 1, 2, . . .), that satisfies the following
conditions:
i) a˜(λ) is holomorphic in the half–plane Reλ > −1/2, continuous at Reλ =
−1/2;
ii) λpa˜(λ) belongs to L2(−∞,+∞) for any fixed value of Reλ ≥ −1/2: i.e.,
putting λ = σ + iν,∫ +∞
−∞
|(σ + iν)p a˜(σ + iν)|2 dν <∞; (2.5)
iii) λpa˜(λ) tends uniformly to zero as λ tends to infinity inside any fixed half–
plane Reλ ≥ δ > −1/2;
iv) λ(p−1)a˜(λ) belongs to L1(−∞,+∞) for any fixed value of Reλ ≥ −1/2.
Proof. If the sequence {fn}∞0 satisfies condition (2.3), then representation (2.4)
holds true. If we put x = e−t in the integral of (2.4) we obtain:
fn =
∫ +∞
0
e−nte−tu(e−t) dt (n = 0, 1, 2, . . .). (2.6)
Therefore the numbers fn can be regarded as the restriction to the integers of the
following Laplace transform:
F˜ (λ) =
∫ +∞
0
e−(λ+1/2)te−t/2u(e−t) dt. (2.7)
It can easily be verified that [F˜ (λ)](λ=n) = fn. By applying the Paley–Wiener theo-
rem to equality (2.7), and recalling that the function exp(−t/2)u(exp(−t)) belongs
to L2[0,+∞), we can conclude that F˜ (λ) belongs to the Hardy space H2(C−1/2)
(C−1/2 = {λ ∈ C,Reλ > −1/2}). We can thus apply the Carlson theorem [3],
and state that F˜ (λ) is the unique Carlsonian interpolation of the numbers fn. Fur-
thermore, by noting that F˜ (λ) = λpa˜(λ) (p ≥ 1), properties (ii), (iii) and the
analyticity of a˜(λ) in the half–plane Reλ > −1/2 follow. Next let us note that
the function exp(−t/2)u(exp(−t)) belongs to L1[0,+∞); in fact, we can state that∫ +∞
0
| exp(−t/2)u(exp(−t))| dt = ∫ 1
0
|u(x)/√x| dx < ∞, in view of the fact that
u ∈ L2+ǫ[0, 1]. Therefore, from the Riemann–Lebesgue theorem applied to repre-
sentation (2.7) it follows that the function F˜ (−1/2+ iν) (ν ∈ R) is continuous, and
thus property (i) is proved.
Concerning property (iv) we may use the Schwarz inequality and write∫ +∞
−∞
∣∣∣(σ + iν)(p−1)a˜(σ + iν)∣∣∣ dν = ∫ +∞
−∞
∣∣∣∣∣ F˜ (σ + iν)(σ + iν)
∣∣∣∣∣ dν
≤
(∫ +∞
−∞
1
|(σ + iν)|2 dν
)1/2(∫ +∞
−∞
|F˜ (σ + iν)|2 dν
)1/2
<∞,
(2.8)
if σ ≥ −1/2, σ 6= 0, p ≥ 1. In fact, let us note that F˜ (σ + iν) ∈ L2(−∞,+∞)
for any fixed value of Reλ = σ ≥ −1/2. Finally, in view of the regularity and
integrability of the function λ(p−1)a˜(λ) in the neighborhood of Reλ = 0, we can
conclude that λ(p−1)a˜(λ) belongs to L1(−∞,+∞) for any fixed value of Reλ =
σ ≥ −1/2, (p ≥ 1). 
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Remark. In order to prove the continuity of a˜(λ) at Reλ = −1/2 (λ = −1/2+iν, ν ∈
R), it is necessary to use condition (2.3) which is slightly more restrictive than
condition (8) of [5] where the term ǫ was missing.
3. Legendre expansions as trigonometrical series
Let us consider the following Legendre series:
1
4π
∞∑
n=0
(2n+ 1) an Pn(cos u), (3.1)
where Pn denotes the Legendre polynomials. The polynomials Pn satisfy the fol-
lowing integral representation:
Pn(cosu) =
1
π
∫ π
0
(cosu+ i sinu cos η)n dη. (3.2)
Let us now suppose that expansion (3.1) converges to a function f(cos u) but, for
the moment, we shall leave the type of convergence unspecified. We only assume
that f(cos u) is a measurable and integrable function in the interval u ∈ [0, π].
Thus, the Legendre coefficients an can be written as
an = 2π
∫ π
0
f(cosu)Pn(cos u) sinu du. (3.3)
Our goal now is to rewrite expansion (3.1) as a trigonometrical series. For this
purpose, we prove the following proposition.
Proposition 2. The Legendre coefficients {an}∞0 coincide with the Fourier coeffi-
cients of the form:
an =
∫ π
−π
fˆ(t)eint dt (n = 0, 1, 2, . . .), (3.4)
where
fˆ(t) = −2iǫ(t)eit/2
∫ t
0
f(u) [2(cosu− cos t)]−1/2 sinu du, (3.5)
with f(u) ≡ f(cosu), and ǫ(t) being the sign function.
Proof. From the Dirichlet–Murphy integral representation of the Legendre polyno-
mials (see Ref. [9], Ch. III, Section 5.4):
Pn(cosu) = − i
π
∫ (2π−u)
u
ei(n+1/2)t [2(cosu− cos t)]−1/2 dt, (3.6)
and from equality (3.3), we have
ian
2
=
∫ π
0
du f(cos u) sinu
∫ (2π−u)
u
ei(n+1/2)t [2(cosu− cos t)]−1/2 dt. (3.7)
Inverting the order of integration in formula (3.7), we get
ian
2
=
∫ π
0
dt ei(n+1/2)t
∫ t
0
du sinu f(cosu) [2(cosu− cos t)]−1/2
+
∫ 2π
π
dt ei(n+1/2)t
∫ (2π−t)
0
du sinu f(cosu) [2(cosu− cos t)]−1/2 .
(3.8)
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Next, from the second integral in the r.h.s. of formula (3.8), if we perform the
following change of variable, t→ t− 2π, and change u→ −u, we get
eiπ
∫ 0
−π
dt ei(n+1/2)t
∫ t
0
du sinu f(cosu) [2(cosu− cos t)]−1/2 .
Finally, we obtain
ian
2
=
∫ π
0
dt ei(n+1/2)t
∫ t
0
du sinu f(cosu) [2(cosu− cos t)]−1/2
+ eiπ
∫ 0
−π
dt ei(n+1/2)t
∫ t
0
du sinu f(cos u) [2(cosu− cos t)]−1/2 ,
(3.9)
which gives
an =
∫ π
−π
fˆ(t) eint dt, (3.10)
with fˆ(t) given by (3.5).
(For a proof of this result in a more general setting see also [4]III). 
It can easily be verified that (see formula (3.5))
fˆ(t) = −eitfˆ(−t), (3.11)
and, accordingly, from (3.10) and (3.11) we have
an = −a−n−1 (n ∈ Z). (3.12)
We are thus prompted to consider the following trigonometrical series,
1
2π
+∞∑
n=−∞
an e
−int =
1
2π
{
+∞∑
n=0
an e
−int − eit
+∞∑
n=0
an e
int
}
=
1
2π
ei
(t−pi)
2
+∞∑
n=−∞
(−1)nan cos
[(
n+
1
2
)
(t− π)
]
=
1
2π
ei
(t−pi)
2
+∞∑
n=−∞
an sin
[(
n+
1
2
)
t
]
,
(3.13)
and study the holomorphic extension associated with it.
4. Holomorphic extension associated with the trigonometrical series
In the complex plane C of the variable τ = t + iw (t, w ∈ R) we introduce the
following domains: I
(±ξ0)
+ = {τ ∈ C | Im τ > ±ξ0, ξ0 ≥ 0}, and I(±ξ0)− = {τ ∈ C |
Im τ < ±ξ0, ξ0 ≥ 0}. Correspondingly, we introduce the following cut–domains:
I
(ξ0)
+ \ Ξ(ξ0)+ , where Ξ(ξ0)+ = {τ ∈ C | τ = 2kπ + iw, w > ξ0, ξ0 ≥ 0, k ∈ Z}, and
I
(ξ0)
− \Ξ(−ξ0)− , where Ξ(−ξ0)− = {τ ∈ C | τ = 2kπ+ iw, w < −ξ0, ξ0 ≥ 0, k ∈ Z}. We
shall use the notation A˙ = A\2πZ for every subset A of C which is invariant under
the translation group 2πZ. We can then prove the following proposition.
Proposition 3. Let us consider the following trigonometrical series,
1
2π
∞∑
n=0
an e
−inτ (τ = t+ iw; t, w ∈ R), (4.1)
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and suppose that the set of numbers {fn}∞0 , fn = npan, (n = 0, 1, 2, . . . , p ≥ 1)
satisfies condition (2.3). Then:
i) The series (4.1) converges to a function fˆ(τ) holomorphic in I
(0)
− , the con-
vergence being uniform in any compact subdomain of I
(0)
− .
ii) The function fˆ(τ) admits a holomorphic extension to the cut–domain I
(0)
+ \
Ξ˙
(0)
+ , i.e., it is analytic in C \ {τ = 2kπ + iw | k ∈ Z, w > 0}.
iii) The jump function Fˆ (w) (which equals the discontinuity of ifˆ(τ) across the
cuts Ξ˙
(0)
+ ) is a function of class C
p−1, (p ≥ 1), and satisfies the following
bound ∣∣∣Fˆ (w)∣∣∣ ≤ ‖a˜σ‖1 eσw,
(
σ ≥ −1
2
, w ∈ R+
)
, (4.2)
where a˜(σ + iν) (ν ∈ R) is the Carlsonian interpolation of the coefficients
an, and
‖a˜σ‖1 =
1
2π
∫ +∞
−∞
|a˜(σ + iν)| dν,
(
σ ≥ −1
2
)
. (4.3)
iv) a˜(σ + iν) is the Laplace transform of the jump function Fˆ (w): i.e.,
a˜(σ + iν) =
∫ +∞
0
Fˆ (w) e−(σ+iν)w dw,
(
σ > −1
2
)
. (4.4)
v) The following Plancherel equality holds true:∫ +∞
−∞
|a˜(σ + iν)|2 dν = 2π
∫ +∞
−∞
∣∣∣Fˆ (w) e−σw∣∣∣2 dw, (σ ≥ −1
2
)
. (4.5)
Proof. See the proof of Theorem 1 in [5] (see also the remark at the end of Propo-
sition 1). 
Remark. Let us note that the Plancherel equality (4.5) holds true under the milder
condition that the coefficients an (n = 0, 1, 2, . . .) satisfy condition (2.3).
Next, we can state the following proposition.
Proposition 4. If in the trigonometrical series
1
2π
{
∞∑
n=0
an e
−int − eit
∞∑
n=0
an e
int
}
(t ∈ R), (4.6)
the coefficients an satisfy the assumptions required by Proposition 3, then:
i) the series converges to a continuous function fˆ(t), (t ∈ R), the convergence
being uniform on any compact subdomain of the real line.
ii) The function fˆ(t) admits a holomorphic extension to the cut–domain I
(0)
+ \
Ξ˙
(0)
+ ∪ I(0)− \ Ξ˙(0)− : i.e., it is analytic in C \ {τ = 2kπ + iw | k ∈ Z, |w| > 0}.
iii) The jump function across the cuts Ξ˙
(0)
± satisfies conditions analogous to
(iii)–(v) of Proposition 3.
Proof. Statement (i) follows from observing that, in view of the assumptions on the
coefficients an we have:∣∣∣∣∣ 12π
{
∞∑
n=0
an e
−int − eit
∞∑
n=0
an e
int
}∣∣∣∣∣ ≤ 1π
∞∑
n=0
|an| <∞. (4.7)
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Next, by the Weierstrass theorem on the uniformly convergent series of continuous
functions, we obtain the result. Statements (ii) and (iii) can be proved analogously
to the proof of the corresponding statements in Proposition 3. 
Remarks. (i) If the coefficients an in (4.6) are exponentially bounded, i.e., |an| ≤
K exp(−(n−m)ξ0), (n > m, m ∈ R+, ξ0 > 0, K = constant), then fˆ(t) admits a
holomorphic extension to the cut–domain I
(0)
+ \ Ξ˙(ξ0)+ ∪ I(0)− \ Ξ˙(−ξ0)− (see Proposition
5 of [5]). For the sake of simplicity, in the following we shall only consider the case
ξ0 = 0.
(ii) Similarly, we assume hereafter that condition (2.3) is satisfied by the whole
sequence {fn}∞0 ; we could also assume that this condition is satisfied only by the
subset {fn}∞n0 , (n0 > 0), fn = npan, p ≥ 1. In this case the result proved above still
holds but for minor modifications, e.g., that in (4.2) now σ ≥ (n0− 12 ), (n0 > 0), and
likewise in formulae (4.3), (4.4), and (4.5). See also the remark after Proposition 5
in [5].
5. Inversion of the Radon–Abel transformation and holomorphic
extension associated with the Legendre Series
Proposition 2 allows us to regard the Legendre expansions as trigonometrical
series. The function fˆ(t) is the Radon–Abel transformation of the function f(u)
and, moreover, it can be regarded as the restriction of a function fˆ(τ), (τ ∈ C),
which is the Radon–Abel transformation of a function f(θ), (θ ∈ C), when τ = t
and θ = u (t, u ∈ R) (see the Appendix). It is therefore of primary interest to
derive the inversion of the Radon–Abel transformation. We can prove the following
proposition.
Proposition 5. Let us suppose that the sequence fn = n
pan, (p ≥ 2), (the numbers
an being the coefficients of the Legendre expansion (3.1)) satisfies the Hausdorff
condition (2.3). We can then write the following Radon–Abel transformation (see
formula (A.20), and (A.21) of the Appendix),
fˆ(t) = −2eit/2
∫ t
0
f(u) [2(cos t− cosu)]−1/2 sinu du, (5.1)
which admits the following inversion:
f(u) =
1
π sinu
d
du
∫ u
0
e−it/2fˆ(t) [2(cosu− cos t)]−1/2 sin t dt. (5.2)
Proof. In view of the assumptions on the Legendre coefficients an and of Proposi-
tions 2, 3 and 4 we can guarantee that representation (5.1) holds true, and, more-
over, that the function fˆ(t), (t ∈ R), is continuous. Furthermore, since the sequence
npan satisfies the Hausdorff condition (2.3) with p ≥ 2, fˆ(t) is also differentiable.
This fact can easily be proved by differentiating the series at the l.h.s. of formula
(3.13) term by term, and observing that it is majorized by the convergent series:
const.
∑∞
n=0 |nan| <∞.
Let us note that, for the sake of simplicity, we work with representation (5.1) instead
of (3.5) (see also the Appendix, formulae (A.20) and (A.21)).
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Next, we set in formula (5.1) cos t = (1−ρ), (ρ > 0), cosu = (1−ρ′), (0 ≤ ρ′ ≤ ρ).
Thus formula (5.1) can be rewritten as
fˆ(t) = 2ieit/2
∫ ρ
0
f(1− ρ′) [2(ρ− ρ′)]−1/2 dρ′. (5.3)
Then we introduce the Riemann–Liouville integral [Iαφ], which can be written as
[Iαφ](ρ) =
1
Γ(α)
∫ ρ
0
φ(ρ′)(ρ− ρ′)(α−1) dρ′ (α > 0), (5.4)
and we have
fˆ(t) = i
√
2πeit/2[I1/2φ](t), (5.5)
where
φ(ρ′) = f(1− ρ′). (5.6)
If [Iαφ] is α–times differentiable, then the following properties of the Riemann–
Liouville integral can be applied:
i) Iα ◦ Iβ = Iα+β (α, β > 0) (in particular, I1/2 ◦ I1/2 = I1). (5.7)
ii)
(
d
dρ
)α
[Iαφ](ρ) = φ(ρ) (α = 1, 2, . . .). (5.8)
Since fˆ(t) is differentiable we can write, by using properties (i) and (ii):
d
dρ′
[
I1/2[I1/2φ]
]
=
1√
π
d
dρ′
∫ ρ′
0
[I1/2φ](ρ)(ρ
′ − ρ)−1/2dρ = φ(ρ′). (5.9)
By applying the last equalities to our case, and in view of (5.5), we obtain formula
(5.2). 
For what concerns the inversion of the Radon–Abel transformation in a more
general setting see Ref. [1].
Proposition 4 proves that, if the numbers npan (p ≥ 1) satisfy the Hausdorff
condition (2.3), then fˆ(t) is the restriction to the real axis of a function fˆ(τ) holo-
morphic in I˙ =
(
I
(0)
+ \ Ξ˙(0)+
)
∪
(
I
(0)
− \ Ξ˙(0)−
)
. Assuming hereafter that the Hausdorff
condition (2.3) is satisfied by the sequence fn = n
pan with p ≥ 2, we can extend
representation (5.2) uniquely in the following way:
f(θ) =
1
π sin θ
d
dθ
∫
γθ
e−iτ/2fˆ(τ)
sin τ
[2(cos θ − cos τ)]1/2 dτ, (5.10)
where γθ denotes the ray γθ oriented from 0 to θ. We can now prove the following
proposition.
Proposition 6. Let us suppose that the sequence fn = n
pan (n = 0, 1, . . .) satisfies
the Hausdorff condition (2.3) with p ≥ 2, then the function f(θ) represented by
formula (5.10) is even, 2π–periodic, and holomorphic in I˙ (here referred to the
complex plane of the variable θ = u+ iv).
Proof. The assumptions on the Legendre coefficients an allow us to state that fˆ(τ)
is a 2π–periodic function holomorphic in the domain I˙ of the complex τ–plane (see
Proposition 4) that also satisfies the following symmetry property:
fˆ(τ) = −eiτ fˆ(−τ), (5.11)
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which derives from equality (3.11) in view of the uniqueness of the analytic contin-
uation (see also the Appendix, formula (A.17)). The above–mentioned properties
imply that fˆ(τ) is of the following form: fˆ(τ) = exp(iτ/2)(1−cos τ)1/2 b(cos τ), with
b(cos τ) analytic in D = {cos τ ∈ C, τ ∈ I˙}. Through the following parametrization
of γθ: cos τ = 1 + λ(cos θ − 1), (0 ≤ λ ≤ 1) (see also the Appendix), the r.h.s. of
formula (5.10) can be rewritten as
i√
2π
d
d(cos θ)
{
(cos θ − 1)
∫ 1
0
b[1 + λ(cos θ − 1)]λ1/2(1− λ)−1/2dλ
}
, (5.12)
which represents an even, 2π–periodic function, holomorphic in the domain I˙ of the
complex θ–plane. Since in the following we shall prove that this function can be
represented by the Legendre expansion (3.1), then it can properly be denoted by
f(θ). 
Formula (5.10) allows us to compute the boundary values f±(v) (defined by
fǫ(v) = limu→0+ f(ǫu + iv); ǫ = ±; v ≥ 0) on the semiaxis {θ = iv, v ≥ 0} in
terms of the corresponding boundary values fˆ±(w) (with γiv : {τ = iw, 0 ≤ w ≤
v}), provided fˆ±(w) satisfy a C1–type regularity condition; the latter is definitely
necessary in order to perform the inversion of the Radon–Abel transform at the
boundary. The C1–continuity of the boundary values follows from the fact that the
sequence fn = n
pan, p ≥ 2, satisfies the Hausdorff condition (2.3). We thus obtain:
i[f+(v)− f−(v)] = F (v) = 1
π sinh v
d
dv
∫ v
0
ew/2 Fˆ (w)
sinhw
[2(cosh v − coshw)]1/2 dw,
(5.13)
(Fˆ (w) = i[fˆ+(w) − fˆ−(w)]; fˆǫ(w) = limt→0+ fˆ(ǫt+ iw); ǫ = ±).
We can then apply the inverse Radon–Abel transform operator (defined by formula
(5.10)) to the series at the r.h.s. of formula (3.13): i.e.,
fˆ(t) =
1
2π
ei(t−π)/2
+∞∑
n=−∞
(−1)n an cos
[(
n+
1
2
)
(t− π)
]
, (5.14)
and integrate term by term in view of the uniform convergence of this series, which
follows from the Hausdorff conditions on the coefficients an. Next, we introduce
the functions
ψn(cosu) = − i
π sinu
d
du
∫ u
0
cos
[(
n+
1
2
)
(t− π)
]
× sin t
[2(cosu− cos t)]1/2
dt (0 < u < 2π),
(5.15)
which are related to the Legendre polynomials Pn(cosu) as follows (see formulae
(II.79) and (II.91) of [4]II):
ψn(cosu) =
(−1)n
4
(2n+ 1)Pn(cosu). (5.16)
Finally, recalling that an = −a−n−1 (n ∈ Z), we obtain again the original Legendre
expansion (3.1):
f(u) = f(cosu) =
1
π
∞∑
n=0
(−1)nan ψn(cosu) = 1
4π
∞∑
n=0
(2n+ 1)an Pn(cosu). (5.17)
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We can restate the results of Proposition 6 in the more natural geometry of the
cos θ–plane.
Proposition 7. If the sequence fn = n
pan (n = 0, 1, . . .) satisfies the Hausdorff
condition (2.3) with p ≥ 2, then:
i) the series (1.1) converges uniformly to an analytic function f(cosu) (u ≡
Re θ) in any compact domain | cosu| ≤ | cosu0| < 1; and
ii) the function f(cosu) admits a holomorphic extension to the complex cos θ–
plane (θ = u+ iv) cut along the axis [1,+∞).
6. Laplace transformation, representation of the jump function and
its reconstruction by the use of the Pollaczek polynomials
From formulae (4.4) and (A.7) the following equality follows:
a˜(λ) =
∫ +∞
0
e−(λ+1/2)w(AF )(w) dw
(
λ = σ + iν, Reλ > −1
2
)
. (6.1)
Writing explicitly the Abel transform (AF )(w) (see formula (A.7)) yields
a˜(λ) = 2
∫ +∞
0
e−(λ+1/2)w
{∫ w
0
F (cosh v) sinh v
[2(coshw − cosh v)]1/2 dv
}
dw
(
Reλ > −1
2
)
.
(6.2)
If we exchange the integration order, this becomes
a˜(λ) = 2
∫ +∞
0
F (cosh v) sinh v
{∫ +∞
v
e−(λ+1/2)w
[2(coshw − cosh v)]1/2 dw
}
dv(
Reλ > −1
2
)
.
(6.3)
Recalling the integral representation of the second–kind Legendre functionsQλ(cosh v),
i.e.,
Qλ(cosh v) =
∫ +∞
v
e−(λ+1/2)w
[2(coshw − cosh v)]1/2 dw (Reλ > −1, v > 0), (6.4)
we can write formula (6.3) as follows
a˜(λ) = 2
∫ +∞
0
F (cosh v)Qλ(cosh v) sinh v dv
(
Reλ > −1
2
)
. (6.5)
Remark. The second–kind Legendre function presents a logarithmic singularity at
v = 0; then the integral representation (6.4) holds true if v > 0; nevertheless, the
integral in (6.5) converges if F (cosh v) is regular at v = 0.
If Reλ = −1/2 we can split Q−1/2+iν(cosh v) into two terms, Q(E)−1/2+iν(cosh v)
and Q
(O)
−1/2+iν(cosh v), defined as follows:
Q
(E)
−1/2+iν(cosh v) =
∫ +∞
v
cos νw
[2(coshw − cosh v)]1/2 dw (v > 0), (6.6)
Q
(O)
−1/2+iν(cosh v) = −i
∫ +∞
v
sin νw
[2(coshw − cosh v)]1/2 dw (v > 0). (6.7)
Next, we recall the following equality (see [2]):
Pλ(cos θ) = tan(πλ){Qλ(cos θ)−Q−λ−1(cos θ)}, (6.8)
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(where we use a non–standard normalization of the Qλ functions, which is more
appropriate to our joint consideration of Pλ and Qλ; the discrepancy with the usual
notation is a factor 1/π). We thus have the following equality, which will be useful
later on:
P−1/2+iν (cosh v) = P−1/2−iν(cosh v) = 2 tan
[
π
(
−1
2
+ iν
)]
Q
(O)
−1/2+iν(cosh v).
(6.9)
We can now prove the following proposition.
Proposition 8. If the sequence fn = n
pan (an being the Legendre coefficients)
satisfies the Hausdorff condition (2.3) with p ≥ 2, then the jump function F (v) =
F (cosh v) admits the integral representation
F (v) = F (cosh v) =
1
4π
∫ +∞
−∞
a˜(σ + iν)h(σ + iν)Pσ+iν (cosh v) dν
(
σ ≥ −1
2
)
,
(6.10)
where h(σ+ iν) = 2(σ+ iν) + 1, and Pσ+iν (cosh v) denotes the first–kind Legendre
functions.
Proof. In Propositions 3 and 4 we derived the following formula:
Fˆ (w) =
1
2π
∫ +∞
−∞
a˜(σ + iν) e(σ+iν)w dν
(
σ ≥ −1
2
)
. (6.11)
This formula can indeed be obtained by evaluating the discontinuity across τ = iw,
w ≥ 0 of the function g(τ) − exp(iτ)g(−τ), where g(τ) = 12π
∑∞
n=0 an exp(−inτ).
Note, in fact, that the jump of g(−τ) across this half–line is equal to zero; but
its expression through a vanishing Cauchy integral allows us to introduce another
equivalent integral representation of Fˆ (w), i.e.,
Fˆ (w) =
i
π
e−w/2
∫ +∞
−∞
a˜(σ + iν) sin
{[
ν − i
(
σ +
1
2
)]
w
}
dν
(
σ ≥ −1
2
)
.
(6.12)
Applying the inverse Radon–Abel transform to exp(w/2)Fˆ (w) (see formula (5.13))
yields
F (v) = − i
π2
∫ +∞
−∞
a˜(σ + iν)
{
1
sinh v
d
dv
∫ v
0
sin
{[
i
(
σ + 12
)− ν]w} sinhw
[2(coshv − coshw)]1/2
dw
}
dν
(
σ ≥ −1
2
)
.
(6.13)
The r.h.s. of formula (6.13) converges to F (v) if Fˆ (w) is of class C1 and νa˜(σ+ iν)
belongs to L1(−∞,+∞). Both properties follow from the requirement that the
sequence fn = n
pan satisfies the Hausdorff condition (2.3) with p ≥ 2. Finally
we recognize in the integrand of formula (6.13) the first–kind Legendre function
Pσ+iν(cosh v); in fact, we have (see formula (II.86) of [4]II):
1
4π
Pσ+iν(cosh v)[2(σ + iν) + 1]
= − i
π2 sinh v
d
dv
∫ v
0
sin
{[
i
(
σ + 12
)− ν]w}
[2(cosh v − coshw)]1/2
sinhw dw.
(6.14)
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By plugging (6.14) into (6.13), we get the result, i.e., formula (6.10). 
In the particular case of σ = −1/2, in view of the evenness of the function
P−1/2+iν(cosh v) with respect to ν, only the odd component of a˜(−1/2 + iν) con-
tributes to the integral in (6.10). Accordingly, in view of formula (6.9), we can write
the Laplace transform (6.5) in terms of the function P−1/2+iν (cosh v)/ tan[π(−1/2+
iν)], instead of Q−1/2+iν(cosh v). It can easily be verified that, in this case, for-
mulae (6.5) and (6.10) give (up to normalization constants) the classical Mehler
transform (see [2]), which is precisely the tool used by Stein and Wainger [8] for
proving their theorem.
We can now rapidly mention how the discontinuity function can be reconstructed,
starting from the Fourier coefficients, by the use of the Pollaczek polynomials.
Proposition 9. Let us suppose that the sequence of the Fourier–Legendre coeffi-
cients an, (n = 0, 1, 2, . . .) satisfies the Hausdorff condition (2.3); then the function
Fˆ (w)ew/2 (see formula (4.5)), can be represented by the following expansion which
converges in the sense of the L2–norm:
Fˆ (w)ew/2 =
∞∑
ℓ=0
cℓΦℓ(w) (w ∈ R+), (6.15)
where
cℓ =
√
2
∞∑
n=0
(−1)n
n!
anPℓ
[
−i
(
n+
1
2
)]
, (6.16)
Φℓ(w) = i
ℓ
√
2e−w/2Lℓ(2e
−w)e−e
−w
, (6.17)
where Pℓ and Lℓ are the Pollaczek and the Laguerre polynomials [2], respectively.
Proof. Let us note that a˜(−1/2 + iν) and Fˆ (w)ew/2 belong to L2(−∞,+∞) (see
statement (iii) of Proposition 1 and formula (4.5)). We can then write
Fˆ (w)ew/2 = l.i.m.
ν0→+∞
(
1
2π
∫ ν0
−ν0
a˜
(
−1
2
+ iν
)
eiνw dν
)
, (6.18)
and the proof proceeds exactly as in Theorem 2 of [5], where Fˆ (w)ew/2 now plays
the role of F (v)ev/2 (see also the Remark at the end of Proposition 1). 
Remark. The previous result holds true under the condition that the sequence
fn = n
pan, (n = 0, 1, . . .) satisfies condition (2.3) with p ≥ 0; but in the next
proposition, which involves the Abel transform and its inverse, the latter condition
must be satisfied with p ≥ 2 (see formulae (5.13) and (A.7)).
Next we set (see formula (A.7)): cosh v = y, coshw = x; we can rewrite the Abel
transform as a convolution product of the following form
(AF )(x) =
√
2
∫ x
1
F (y)√
(x− y) dy :≡
√
2 (F ∗ χ1)(x). (6.19)
From formula (5.13) we analogously obtain
F (y) =
1
π
√
2
d
dy
∫ y
1
(AF )(x)√
(y − x) dx :≡
1
π
√
2
d
dy
(AF ∗ χ1)(y). (6.20)
We can then prove the following proposition.
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Proposition 10. If the sequence fn = n
pan (n = 0, 1, 2, . . .) satisfies the Hausdorff
condition (2.3) with p ≥ 2, then the following limit holds true:
lim
m→∞
〈(F − ψm), φ〉 = 0, (6.21)
where
ψm =
1
π
√
2
d
dy
[(
m∑
ℓ=0
cℓΦℓ
)
∗ χ1
]
, (6.22)
φ ∈ S∞(R) (S∞(R) being the Schwartz space of the C∞(R) functions φ(x) that
together with all their derivatives decrease, for |x| tending to ∞, faster than any
negative power of |x|), and 〈f, φ〉 denotes the Lebesgue integral ∫ +∞
−∞
f¯φ dx.
Proof. We have from formulae (6.20) and (6.22):
〈(F − ψm), φ〉 = 1
π
√
2
〈
d
dy
[(
AF −
m∑
ℓ=0
cℓΦℓ
)
∗ χ1
]
, φ
〉
= − 1
π
√
2
〈(
AF −
m∑
ℓ=0
cℓΦℓ
)
∗ χ1, φ′
〉
(φ ∈ S∞(R)).
(6.23)
From inequality (4.2) and formula (A.7) it follows that AF has a power–like be-
havior in x. Next, in view of the Fubini theorem, we have:〈(
AF −
m∑
ℓ=0
cℓΦℓ
)
∗ χ1, φ′
〉
=
〈
AF −
m∑
ℓ=0
cℓΦℓ, φ
′ ∗ χ∞
〉
, (6.24)
where
(φ′ ∗ χ∞)(x) =
∫ +∞
x
φ′(y)√
(y − x) dy <∞. (6.25)
From the Schwarz inequality it follows:〈
AF −
m∑
ℓ=0
cℓΦℓ, φ
′ ∗ χ∞
〉
≤
∥∥∥∥∥AF −
m∑
ℓ=0
cℓΦℓ
∥∥∥∥∥
L2[0,+∞)
· ‖φ′ ∗ χ∞‖L2[0,+∞) .
(6.26)
Now, in view of the fact that limm→∞ ‖AF −
∑m
ℓ=0 cℓΦℓ‖L2[0,+∞) = 0 (see Propo-
sition 9) and that ‖φ′ ∗ χ∞‖L2[0,+∞) <∞, statement (6.21) holds true. 
Appendix A. Horocycles and Radon–Abel transformations on the
(real and complexified) one–sheeted hyperboloids
Let X denote the real one–sheteed hyperboloid in R3, with equation:
x20 − x21 − x22 = −1 (x ≡ (x0, x1, x2)), (A.1)
and let Xˆ be the meridian hyperbola, in the x1 = 0 plane, with equation x
2
0 −
x22 = −1 (see Fig. 1). The manifold X can be described by the following polar
coordinates:
x0 = sinh v coshφ (v, φ ∈ R), (A.2a)
x1 = sinh v sinhφ, (A.2b)
x2 = cosh v. (A.2c)
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Figure 2: x1 = 0 section of the one–sheteed hyperboloid.
Hereafter we shall deal more specifically with the following region of X (see Fig.
2):
X+ = {x ∈ X : x0 ≥ 0, x2 ≥ 1}. (A.3)
Besides polar coordinates, another system of local coordinates on X is equally valid
for describing the set X+, namely the horocyclic coordinates:
x0 = sinhw +
1
2
ζ2 ew (ζ ∈ R, w ∈ R+), (A.4a)
x1 = ζ e
w, (A.4b)
x2 = coshw − 1
2
ζ2 ew. (A.4c)
The sections w = const. are parabolae lying in the planes x0 + x2 = e
w, called
horocycles.
Next we introduce the following integral:∫
hw
F
(
coshw − 1
2
ζ2 ew
)
dζ = Fˆ (w), (A.5)
where hw is the oriented segment of horocycle belonging toX+, which is represented
by the arc of the parabola whose apex, which lies on Xˆ , is obtained by setting ζ = 0
in eqs. (A.4) (i.e., with coordinates x0 = sinhw, x1 = 0, x2 = coshw), and whose
endpoints lie on the plane x2 = 1. Moreover, the function F is assumed to satisfy the
regularity conditions that make the integral (A.5) convergent. Since the integrand
is an even function of ζ, the integration domain can be restricted to the part of hw
with x1 ≥ 0, which is given by
h+w :
{
ζ =
[
2e−w (1 − λ)(coshw − 1)]1/2 , (0 ≤ λ ≤ 1), w ∈ R+} . (A.6)
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For λ = 1 we get ζ = 0, i.e., the apex of the parabola representing the horocycle;
for λ = 0 we get ζ = [2e−w(coshw − 1)]1/2, which gives the intersection of the
horocycle with the plane x2 = 1.
Integral (A.5) defines a transformation of Radon–type inX , where the horocycles
play the same role as the planes do in the ordinary Radon transformation. Next, if
we set x2 = cosh v, we have ζ(v) = [2e
−w(coshw − cosh v)]1/2, which varies again
between ζ = 0 for v = w (apex of the parabola) and ζ = [2e−w(coshw − 1)]1/2
for v = 0 (endpoint of the parabola: i.e., x2 = cosh v = 1). Since dζ/dv =
−e−w/2 sinh v[2(coshw − cosh v)]−1/2, integral (A.5) takes the form:
Fˆ (w) = 2e−w/2
∫ w
0
F (cosh v)
sinh v
[2(coshw − cosh v)]1/2 dv
:≡ e−w/2(AF )(w) , (w ∈ R+),
(A.7)
which is an Abel–type integral.
We notice that the set of horocycles {hw; w ≥ 0} defines a fibration with basis
Xˆ on the domain X . We denote by h the projection associated with this fibration;
in particular, all the points of the domain X+ are projected on the basis Xˆ, i.e.,
∀x ∈ X+, (x = (x0, x1, x2)), h(x) = xw is the intersection of Xˆ with the unique
horocycle hw which contains x.
We can now regard the one–sheeted hyperboloid X as a real submanifold of a
complex hyperboloid X(c) (see Fig. 1), whose equation is given by:
z20 − z21 − z22 = −1 (z = (z0, z1, z2), zi ∈ C, i = 0, 1, 2). (A.8)
Accordingly, we introduce the following complex–valued polar coordinates:
z0 = −i sin θ coshφ (θ, φ ∈ C), (A.9a)
z1 = −i sin θ sinhφ, (A.9b)
z2 = cos θ. (A.9c)
If we set θ = iv (v ∈ R) in eqs. (A.9), and assume φ real, we obtain the polar
coordinates (A.2) that describe the real hyperboloid X ; if we set θ = u (u ∈ R)
and φ = iη (η ∈ R), we obtain the Euclidean sphere:
z0 = −i sinu cosη (u, η ∈ R), (A.10a)
z1 = sinu sin η, (A.10b)
z2 = cosu. (A.10c)
We now want to extend the fibration with basis Xˆ, introduced above, to the complex
one–sheeted hyperboloid X(c). For this purpose, we consider the complex meridian
hyperbola Xˆ(c), lying in the z1 = 0 plane, with equation: z
2
0 − z22 = −1. The
intersections of Xˆ(c) with the family of planes Pτ , with equations z0 + z2 = e
−iτ
(τ ∈ C, τ = t+iw) are the points zτ whose coordinates are (zτ )0 = −i sin τ , (zτ )2 =
cos τ . The sections of X(c) by the planes Pτ are complex parabolae (except in the
case z0+z2 = 0) lying in the planes Pτ . These complex parabolae are the geometric
realization of the complex horocycles, which will be denoted by hτ (τ ∈ C). At
this point, it is convenient to introduce the domain X ′(c) = {z ∈ X(c); z0+ z2 6= 0}
(dense in X(c)), which can be parametrized by the horocyclic coordinates (ζ, τ) in
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the following way:
z0 = −i sin τ + 1
2
ζ2e−iτ (ζ, τ ∈ C), (A.11a)
z1 = ζe
−iτ , (A.11b)
z2 = cos τ − 1
2
ζ2e−iτ . (A.11c)
We can now introduce the cut–domain X(c) \Σ(c), where Σ(c) is defined as follows:
Σ(c) = {z ∈ X(c); z2 ∈ [1,+∞)}. (A.12)
The domain Σ(c) ∩X is composed by two sets, i.e. X+ (defined by (A.3)) and X−
defined by (see Fig. 2):
X− = {x ∈ X ; x0 ≤ 0, x2 ≥ 1}. (A.13)
The fibration produced by the horocycles hw can now be extended through the
use of complex horocycles hτ , whose intersections with the meridian (complex)
hyperbola Xˆ(c) are the points zτ with coordinates (zτ )0 = −i sin τ, (zτ )2 = cos τ .
In the following we shall deal with functions that only depend on the coordinate
z2 = cos θ, i.e., f(cos θ) (or, alternatively, f(θ)). Furthermore, we assume that
these even and 2π–periodic functions f(θ) are holomorphic in the cut–domain I˙ =
I
(0)
+ \Ξ˙(0)+ ∪I(0)− \Ξ˙(0)− , and continuous up to the boundaries of this domain (notice that
the notations I
(0)
± and Ξ˙
(0)
± have been introduced in connection with Proposition 3
where they referred to the complex plane of the variable τ). Moreover, we denote by
D ∈ C the domain of analyticity of f(cos θ) in the cos θ–plane. Next, we introduce
the following integral:
2
∫
h+τ
f
(
cos τ − 1
2
ζ2 e−iτ
)
dζ = fˆ(τ), (A.14)
h+τ being the arc of complex horocycle defined by
h+τ :
{
ζ =
[
2 eiτ (1− λ)(cos τ − 1)]1/2 , (0 ≤ λ ≤ 1), τ ∈ C} . (A.15)
For λ = 1, we get ζ = 0: i.e., the point zτ (belonging Xˆ
(c)); for λ = 0, we
get ζ = [2 exp(iτ)(cos τ − 1)]1/2, which gives the intersection of h+τ with the
plane z2 = 1 (in particular, if we set τ = iw, w ∈ R+, we obtain the expres-
sion ζ(w) = [2 exp(−w)(coshw − 1)]1/2, previously established in connection with
formula (A.6)). Then, by setting z2 = cos θ (θ ∈ C, θ = u + iv), we have:
ζ(θ) = [2eiτ (cos τ − cos θ)]1/2, and dζ = eiτ/2[2(cos τ − cos θ)]−1/2 sin θ dθ. Fur-
thermore, since on h+τ we have: cos θ(λ) − 1 = λ(cos τ − 1) (0 ≤ λ ≤ 1), integral
(A.14) can be rewritten in the following form
fˆ(τ) = −2eiτ/2
∫
γτ
f(θ) [2(cos τ − cos θ)]−1/2 sin θ dθ, (A.16)
where γτ denotes the ray γτ oriented from 0 to τ , and γτ : {θ = θ(λ); cos θ(λ)−1 =
λ(cos τ − 1), 0 ≤ λ ≤ 1, θ(0) = 0, θ(1) = τ}. Moreover, the relevant branch of the
function [2(cos τ − cos θ)]−1/2 is specified by the condition that for τ = iw, and
θ = iv (with w > v), it takes the value [2(coshw − cosh v)]−1/2 ≥ 0. In fact, when
τ = iw (w > 0), the horocycle hτ = hiw is real and carried by the hyperboloid
X . Moreover, in this case, transformation (A.16) can be applied to the boundary
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values of f on the opposite sides of the cut (corresponding to the domain X+),
and, in particular, to the corresponding discontinuity function; in this way formula
(A.7) is reobtained, and the function F now represents the jump function across
the cut.
We can now show that if f(θ) is an even 2π–periodic function holomorphic in the
cut–domain I˙, then fˆ(τ) is a 2π–periodic function holomorphic in I˙ that satisfies
the following symmetry relation:
fˆ(τ) = −eiτ fˆ(−τ). (A.17)
In order to prove this statement we rewrite expression (A.16) in the following form
fˆ(τ) = eiτ/2 [2(cos τ − 1)]1/2
∫ 1
0
f(1 + λ(cos τ − 1))(1− λ)−1/2 dλ, (A.18)
where the following parametrization cos θ(λ) = 1 + λ(cos τ − 1) in integral (A.16)
has been used. Since the integral in (A.18) is a function of cos τ analytic in D, fˆ(τ)
can be written as
fˆ(τ) = eiτ/2
(
sin
τ
2
)
a(cos τ), (A.19)
where a(cos τ) is a function holomorphic in D. From representation (A.19) one
recovers that fˆ(τ) is 2π–periodic and, therefore, holomorphic in I˙, and, in addition,
the symmetry relation (A.17) is satisfied.
Finally, by restricting formulae (A.14) and (A.16) to the set of real values of the
variables τ and θ, namely τ = t, θ = u, from (A.16) we obtain:
fˆ(t) = −2 eit/2
∫ t
0
f(u) [2(cos t− cosu)]−1/2 sinu du. (A.20)
By taking into account the relevant branch of the factor [2(cos t− cosu)]−1/2, for-
mula (A.20) can be written in the following more precise form (involving a positive
bracket),
fˆ(t) = −2iǫ(t) eit/2
∫ t
0
f(u) [2(cosu− cos t)]−1/2 sinu du, (A.21)
where ǫ(t) denotes the sign function. Note that formula (A.21) coincides with
formula (3.5).
Acknowledgments. The authors feel deeply indebted to Prof. J. Bros for many
illuminating discussions.
References
[1] Abouelaz, A. and Daher, R. Sur la transformation de Radon de la sphe`re Sd, Bull. Soc. Math.
France, 121, 353–382, (1993).
[2] Bateman Manuscript Project, Higher Trascendental Functions, II, A. Erdelyi, Director,
McGraw–Hill, New York, (1953).
[3] Boas, R.P. Entire Functions, Academic Press, New York, (1954).
[4] Bros, J. and Viano, G.A. Connection between the harmonic analysis on the sphere and the
harmonic analysis on the one–sheeted hyperboloid: an analytic continuation viewpoint I, II,
III, Forum Math., 8, 621–658, (1996); 8, 659–722, (1996); 9, 165–191, (1997).
[5] De Micheli, E. and Viano G.A. Hausdorff moments, Hardy spaces and power series, J. Math.
Anal. Appl., 234, 265–286, (1999).
[6] Faraut, J. and Viano, G.A. Volterra algebra and the Bethe–Salpeter equation, J. Math. Phys.,
27, 840–848, (1986).
HOLOMORPHIC EXTENSION 19
[7] Fioravanti, R. and Viano, G.A. On the solution of the inverse scattering problem at fixed
energy, for the class of Yukawian potentials, J. Math. Phys., 36, 5310–5339, (1995).
[8] Stein, E.M. and Wainger, S. Analytic properties of expansions, and some variants of Parseval–
Plancherel formulas, Ark. Mat., 37, 553–567, (1965).
[9] Vilenkin, N. I. Special Functions and the Theory of Group Representations, Transl. Math.
Monogr., 22, Am. Math. Soc., Providence, RI, (1968).
[10] Walsh, J.L. Approximation by Polynomials in the Complex Domain, Memorial des Sciences
Matematique, Gauthier–Villars, Paris, (1935).
[11] Widder, D.V. The Laplace Transform, Princeton University Press, Princeton, NJ, (1972).
(E. De Micheli) IBF – Consiglio Nazionale delle Ricerche, Via De Marini, 6 - 16149
Genova, Italy
E-mail address, E. De Micheli: demicheli@ge.cnr.it
(G. A. Viano) Dipartimento di Fisica - Universita` di Genova, Istituto Nazionale di
Fisica Nucleare - sez. di Genova, Via Dodecaneso, 33 - 16146 Genova, Italy
E-mail address, G.A. Viano: viano@ge.infn.it
