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Introduction
Optimum control theory has found a great number of applications in many areas of science from engineering to economics. In particular, there exist many studies determining optimal economic policies for econometric models.
Most of these optimum control applications use either algorithms for linear dynamic systems or those that do not take into account the entire stochastic nature of the econometric model. Examples of the former case are Kendrick (1981) , Coomes (1987) , and the references in Amman (1996) , for the latter Chow (1975 Chow ( , 1981 . An algorithm that is explicitly aimed at providing (approximate) solutions to optimum control problems for nonlinear econometric models and other dynamic systems with different kinds of stochastics is OPT-CON as introduced by Matulka and Neck (1992) . However, so far OPTCON was severely limited by resting on very restrictive assumptions about the information available to the decision-maker. In particular, learning about the econometric model during the process of controlling the economy was ruled out by assumption. This means that the original algorithm used an open-loop control scheme for dealing with the stochastic parameters of the econometric model during the computation of optimum control variables. In reality, however, at each period new information arrives, and econometric models are regularly re-specified using this information. Therefore, extensions of the OPTCON algorithm to various possibilities of obtaining and using new information about the system to be controlled are highly desirable.
In the present paper, we extend the OPTCON algorithm from openloop control only (which we label OPTCON1) to the inclusion of passive learning or open-loop feedback control, where the stochastic parameters are updated in each period. The resulting algorithm is called OPTCON2; it can deliver approximately optimal solutions to dynamic optimization (optimum control) problems for a rather large class of nonlinear dynamic systems under a quadratic objective function with stochastic uncertainty in the parameters and in the system equations under both kinds of control schemes. In the open-loop feedback part, it is assumed that in each period new realizations of both random processes occur, which can be used to update the parameters of the dynamic system, i.e., of the econometric model. Following Kendrick's (1981) approach, the updating of the stochastic parameters uses the Kalman filter. By this extension, we expect to arrive at more reliable approximations to the solution of stochastic optimum control problems. Whether this hope will materialize depends upon the comparative performance of open-loop feedback versus open-loop control schemes in actual applications. Here we provide some clue to this issue by performing comparisons of the two control schemes within a control problem for a small econometric model. This serves also to show that the OPTCON2 algorithm and its implementation in C# actually deliver plausible numerical solutions at least for a small problem with real economic data.
The paper has the following structure: In Section 2, we define the class of problems to be tackled by the algorithm. Section 3 briefly reviews the OPTCON1 algorithm. In Section 4, we sketch the theoretical background and explain the OPTCON2 algorithm. In Section 5, we introduce the small econometric model for Slovenia SLOVNL, show the applicability and con- 
The problem
The algorithm OPTCON is designed to provide approximate solutions to optimum control problems with a quadratic objective function (a loss function to be minimized) and a nonlinear multivariate discrete-time dynamic system under additive and parameter uncertainties. The intertemporal objective function is formulated in quadratic tracking form, which is quite often used in applications of optimum control theory to econometric models. It can be written as
with
x t is an n-dimensional vector of state variables that describes the state of the economic system at any point in time t. u t is an m-dimensional vector of control variables,x t ∈ R n andũ t ∈ R n are given 'ideal' (desired, target) levels of the state and control variables, respectively. S denotes the initial and T the terminal time period of the finite planning horizon. W t is the weight matrix, which can be written as 
matrices, respectively. In a frequent special case, W t is a matrix including a discount factor α with
The dynamic system of nonlinear difference equations has the form
where θ is a p-dimensional vector of unknown parameters (parameter uncertainty), z t denotes an l-dimensional vector of non-controlled exogenous variables, and ε t is an n-dimensional vector of additive disturbances (system error). θ and ε t are assumed to be independent random vectors with known expectations (θ and O n , respectively) and covariance matrices (Σ θθ and Σ εε , respectively). f is a vector-valued function, f i (.....), is the i-th component of f (.....), i = 1, ..., n.
OPTCON1
The basic algorithm OPTCON determines approximate solutions of optimum control problems with a quadratic objective function and a nonlinear multivariate dynamic system under additive and parameter uncertainties. It com-bines elements of previous algorithms developed by Chow (1975 Chow ( , 1981 incorporating nonlinear systems but no multiplicative uncertainty and Kendrick (1981) dealing with linear systems and all kinds of uncertainty. The version OPTCON1 is described in detail in Matulka and Neck (1992) ; here its basic idea is presented only.
It is well known in stochastic control theory that a general analytical solution to dynamic stochastic optimization problems cannot be achieved even for very simple control problems. The main reason is the so-called dual effect of control under uncertainty, meaning that controls not only contribute directly to achieving the stated objective but also affecting future uncertainty and hence the possibility of indirectly improving upon the system performance by better information about the system (see, for instance, Aoki (1989); Neck (1984) ). Therefore only approximations to the true optimum for such problems are feasible, with various schemes existing for dealing with the problem of information acquisition.
A useful distinction was adapted from the engineering literature by Kendrick (1981) ; see also Kendrick and Amman (2006) : Open-loop policies neglect the possibility of receiving information (measurements) during the operation of the system; open-loop feedback (or passive learning) policies use actual information to determine the control but do not anticipate future measurements; and closed-loop (or active learning) policies make some use also of information about future measurements. Given the intricacies of the interplay between control and information, even for very simple stochastic control problems (for example, linear scalar system, time horizon of only two periods)
an exact analytical or even numerical solution is impossible, hence numerical approximations are required that make use of simplifying assumptions.
The algorithm OPTCON1 determines policies belonging to the class of open-loop controls. It either neglects the stochastics of the system altogether (deterministic solution, identical to the Chow algorithm) or assumes the stochastics (expectation and covariance matrices of additive and multiplicative disturbances) given once for all at the beginning of the planning horizon (stochastic solution). The problem with the nonlinear system is tackled iteratively, starting with a tentative path of state and control variables.
The tentative path of the control variables for the first iteration is given.
In order to find the corresponding tentative path of the state variables, the nonlinear system is solved numerically using the Newton-Raphson method (or alternatively the Gauss-Seidel method).
After the tentative path is found, the iterative approximation of the optimal solution starts. The solution is searched from one time path to another until the algorithm converges or the maximal number of iterations is achieved. During this search the system is linearized around the previous iteration's result as tentative path and the problem is solved for the resulting time-varying linearized system. The criterion for convergence demands that the difference between the values of actual and previous iterations be smaller than a pre-specified number. The approximately optimal solution of the problem for the linearized system is found under the above-mentioned simplifying assumptions about the information pattern; then this solution is used as the tentative path for next iteration, starting the procedure again.
Every iteration, i.e. every solution of the problem for the linearized system, has the following structure: the objective function is minimized using We generate M C runs (a number, usually between 100 and 1000) different sets of realizations of random noises (ε m t )
T t=S and µ m , m = 1, ..., M C runs.
We assume that there is an unknown 'real' model with the 'true' parameter vectorθ. But the policy-maker (the user of the algorithm) does not know the real parameters and works with the 'wrong' parameters resulting from the estimates using the realization of the random processes. To simulate this, we the use the system error generated in each Monte-Carlo run m (ε m t )
T t=S and create the 'updated' parameter θ m =θ + µ m which is used by the policy maker. After this, the following procedure is run for every random scenario:
We start a forward loop from S to T . In each time period t we determine
an (approximately optimal) open-loop solution for the subproblem, i.e the problem for the time periods from t to T . Then we fix the predicted x * t and u * t for the time period t. We assume to know the realized or actual values of the state variables x a * t at the end of period t, which is, however, disturbed by the additive errors: the difference between Step III-1: For each t from S to T find the open-loop solution for the subproblem (t, ..., T ), i.e. do the steps III-1a-d:
Step III-1a: Nonlinearity loop: repeat the following steps until the stop criterion is fulfilled, i.e., until the difference between the values of the actual and the previous iteration is smaller than a pre-specified number or the maximal number of iterations is achieved.
Step III-1a-i: Initialization for the backward recursion:
Step III-1a-ii: Backward recursion: do steps [1]- [7] for each time period from T until t. This is analogous to the procedure in OPTCON1.
[1] Compute the expected values of the parameters of the linearized system of equations:
where all derivatives are evaluated at the reference values [2] Compute the derivatives of the parameters of the linearized system with respect to θ m :
where all derivatives are evaluated at the same reference values as above.
[3] Calculate the influence of the stochastic parameters: compute all the matrices the cells of which are defined by:
[υ
[4] Convert the objective function from 'quadratic-tracking' to 'general quadratic' format:
[5] Compute the parameters of the function of expected accumulated loss:
[6] Compute the parameters of the feedback rule for T, ..., t:
[7] Compute the parameters of the function of minimal expected accumulated loss:
Step III-1a-iii: Repeat the following steps
for the time periods t, ..., T :
[1] The expected approximately optimal policies are computed using the feedback rule:
-for the time period t: u *
-for the time periods
[2] The approximately optimal values of the state variables are calculated:
-for the time period S: x
-for the time period t:
-for the time periods t ′ = t + 1, ..., T :
Step III-1a-iv: If the stop criterion for the non-linearity loop is not ful-filled, set (
T t=S and start the search for the optimal values again (go to step III-1a-ii).
If the stop criterion is achieved, the approximately optimal solution (x * t , u * t ) T t is found. Then go to the next step III-1b. It should be noted that after several runs of nonlinearity loop only the solution (x * t , u * t ) for the time period t will be taken as the optimal solution. The calculations of the pairs (x * t ′ , u * t ′ ) for other periods have to be done again, taking into account the re-estimated stochastic parameters for all periods.
Step III-1b: Calculate the following for only one time period t:
Step III-1c: Update the stochastic parameters θ m using the Kalman filter and the actual (realized) values of the variables x a * t :
[1] Prediction:
[2] Correction:
Thus the update results in the new values θ m t/t and Σ θθ t/t . The proof of (30) and (31) is given in the Appendix.
Step III-1d: Set θ m = θ Step III-2: Compute the expected welfare loss:
5 An application
The algorithm OPTCON2 was implemented in C#. In order to test its convergence, we use a very simple small macroeconometric model for Slovenia. 
Model equations:
The first four equations are estimated by FIML, the remaining equations are identities.
Standard deviations are given in brackets. 
The objective function penalizes deviations of objective variables from their 'ideal' (desired, target) values. The 'ideal' values of the state and control variables (x t andũ t , respectively) are chosen as follows: We use growth rates (denoted by % in Table 1 ) for calculating the 'ideal' values for most variables, starting from the last given observation (t = S −1).
For P i4 and T axRate, we use constant values; for ST IRLN , we use a linear decrease of 0.25 per quarter.
The weights for the variables, i.e. the matrix W in the objective function, are first chosen as shown in Table 2a ('raw' weights) to reflect the relative importance of the respective variable in the (hypothetical) policy-maker's objective function. These 'raw' weights have to be scaled or normalized according to the levels of the respective variables to make the weights comparable. To do so, the 'raw' weights are multiplied by normalization coefficients 
account. In experiment 2, we compare the quality of the open-loop and the
open-loop-feedback solutions. Our exercise is not meant to determine actually optimal policies for Slovenia during the period considered (for this, the quality of the econometric model is not sufficient); instead, we want to obtain information about the convergence and the applicability of the OPTCON2 algorithm as implemented in C#.
Experiment 1: open-loop control
For experiment 1, we discuss two different open-loop solutions: deterministic and stochastic. The deterministic scenario means that all parameters of the model are known with certainty. In the stochastic case, the covariance matrix of the parameters as estimated by FIML is used but no updating of information occurs during the optimization process.
We show the graphical results for two variables, GDP R and GR. Each formance. An interesting detail is that the deterministic and the stochastic open-loop solutions are very similar, which goes in line with previous findings in related studies Neck and Karbuz (1995) .
In both cases (deterministic and stochastic) the algorithm needs 3 nonlinearity runs to converge. The entire procedure requires 2 seconds for the deterministic case and 4 seconds for the stochastic case on a personal computer with 2 GHz Intel Core 2 Duo CPU and 4GB RAM. The results show that the algorithm OPTCON2 (OL-strategy) is applicable for determining optimal open-loop controls at least for small nonlinear econometric models. • For open-loop controls, outliers seem to be more frequent.
Experiment 2: open-loop feedback control
The last result is somewhat unexpected. Outliers mean that (passive) learning may not improve the quality of the final results; it even may worsen them. One possible way out of this problem is to introduce weights in the update structure. Recalling equation (31), which describes the correction procedure, we extend the correction term for θ by a weighting parameter V t :
Adjusting the updating procedure in this way, we expect to get better results under open-loop feedback control.
Using constant values for V t does not improve the open-loop feedback results much. The main reason for the outliers can be understood from recognizing that we have two kinds of uncertainty in our problem, additive (random system error) and multiplicative error ('structural' error in the parameters). The updating procedure aims at reducing the 'structural' error but can be disturbed by the random system error. Usually, this influence of the random system error can be expected to be especially strong at the beginning of the planning period. Thus, we propose to give less weight to revisions called for by learning during the earlier periods of the planning horizon than during the later periods. Taking this consideration into account, we introduced a time-dependent weighting parameter V t . We tried two different schemes:
T. We can see that in this simulation wOLF control gives better results:
1,
there are more blue diamonds below red squares (44 out of 50) and nearly no wOLF outliers. However, in some simulations we obtain outliers also for wOLF like those shown in Figure 5 . Due to a particular constellation of parameter and system errors, wOLF control fails in the 70th Monte Carlo run. But also here wOLF gives less outliers and in most cases blue diamonds are below red squares (here: 77 out of 100). • Weighted open-loop feedback controls result in less outliers than openloop controls.
Using a weighting scheme for parameter updating increases the number of runs where passive learning controls result in better values of the objective function than the control scheme without learning. Additionally, we could achieve a decrease of the number of outliers by introducing wOLF controls.
Concluding remarks
The objective of our research is an extension of the OPTCON algorithm to make more reliable. We developed the new algorithm, OPTCON2, expectations and hence a non-causal structure in the dynamic system; see Amman and Kendrick (2000) for the linear case.
7 Appendix: Update of stochastic parameters
The update of the parameters in OPTCON2 is performed using the Kalman filter. In our case, the predicted parameter values are corrected using the actual observations of the state (endogenous) variables x a * .
At the start of step III-1c in Section 4.2, the predicted values ofx t/t−1 = x * t are already calculated and θ m t/t−1 = θ m t−1 is known.
Step 1: Get the predicted values of the covariance matrices Σ θθ t/t−1 , Σ xx t/t−1 and Σ θx t/t−1 . Following Kendrick (1981) , we start with the general case
where Y is the set of actual observations.
First we show that
Denote by Σ t−1/t−1 = Σ the known covariance. We consider the system of equations x t = f t (x t−1 , x t , u t , θ, z t ) + ε t and expand it to second order (Taylor expansion) around the path (x a * t−1 , u * t ) = (x t−1/t−1 , u * t ):
where F x and F u are the first derivatives of f with respect to x and u,
∂x 2 are the second derivatives of f . Set u t = u * t in (36) and get
Taking the expected value of (36) with data through period t − 1 and setting
Because of the rule E(x ′ Ax) =xAx+tr(AΣ) we get
Using (39) and (37), we write:
Now we can write Σ t/t−1 in a more detailed way as
With
we obtain
Adapting the rule (see Kendrick (1981, Appendix F) )
to the second term of (42), one obtains
This shows that (35) is true.
(35) can also be rewritten for the augmented systemẑ
and in matrix form:
Notice that
and
Then we obtain 
where Π = 1 2 i∈I j∈I e i e j ′ tr(
Using this result for the system considered in this paper, F θθ = 0 and Σ xx t−1/t−1 = Σ xθ t−1/t−1 = 0, we get Π = 1 2 i∈I j∈I e i e j ′ tr(0) = 0.
Then the component matrices can be rewritten as
Step 2 In order to calculate these three matrices, one can use the Bayesian method (in case of a normal distribution, it is equivalent to the Kalman Filter), adopting either weighted-least-square or maximum-likelihood estimate (see Bryson and Ho (1975, Chapter 12) ).
First, we consider the general case with measurement error. We consider the system of 'real' observations
with E(ζ) = 0 and cov(ζ) = Σ ζζ .
We will later take into account that in our case y t is equal to the actual observation x a * t = f (x t−1/t−1 , x a * t , u * t ,θ, z t ) + ε t and thus applying to (51), we set h t (x t ) = x t and ζ t = 0. We use here ε t as short-hand notation for the generated ε m t .
Since the conditional distribution p(x/y) is Gaussian, the unconditional maximumlikelihood and weighted-least-square estimates coincide and are given by the conditional mean E(x|y) =x t/t . Thus according to Kendrick (1981, Appendix D) , p(x/y) has the following form:
where P =   
 is the covariance of (y, x),x = E(x) andȳ = E(y).
(52) is a normal distribution with mean
and covariance
After some calculations the following can be obtained (see Kendrick (1981, Appendix D, equations (D-39)-(D-41))):
where
h x and h xx are the first and the second derivatives, respectively.
(53) and (54) are the corrections/updates of the mean and the covariance in the general case. We have to adapt the equation (54) to our system.
With the following notations
we obtain the estimate of Σ from (54): 
Moreover, we know that in our case h t (x t ) = Ix t and ζ t does not exist. Therefore the observation relationship for the aug- (55) and (56) can be rewritten for the system in z t :
where 
If one uses the information about h specified above, it yields 
Substitution of (60) into (57) 
44
Then the following holds: 
Step 3: Get the correctedθ t/t .
Use (53) 
where V t is defined in Eq. (56). Training Network COMISEF is gratefully acknowledged.
