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In this paper, we discuss some basic distributional and asymptotic properties of the
Pearson–Kotz Dirichletmultivariate distributions. These distributions, which appear as the
limit of conditional Dirichlet random vectors, possess many appealing properties and are
interesting from theoretical as well as applied points of view. We illustrate an application
concerning the approximation of the joint conditional excess distribution of elliptically
symmetric random vectors.
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1. Introduction
Let Z = (Z1, . . . , Zk)⊤, k ≥ 2, be a mean zero Gaussian random vector with independent components with Var{Zi} =
1, 1 ≤ i ≤ k. If λ/V , where λ ∈ (0,∞), is a gamma distributed random variable with parameters (θ/2, 1/2), with
θ ∈ (0,∞) being independent of Z , then the random vector X = (X1, . . . , Xk)⊤ defined by
Xi
d= √VZi, i = 1, . . . , k
has a generalized (Student) t-distribution with parameters λ and θ , as introduced by Arellano-Valle and Bolfarine [2]. Here,
⊤ and d= denote the transpose sign and equality of the distribution functions, respectively. It is well-known [see [29]] that
the Gaussian random vector Z is a canonical example of a spherically symmetric random vector with radial representation
Z d= R∗U, (1)
whereU is uniformly distributed on the unit sphere of Rk and is independent of the positive random radius R∗ such that R2∗
is chi-square distributed with k degrees of freedom. Consequently, a random vector X with the generalized t-distribution
has the radial representation
X d= RU, with R = λW1/W2, (2)
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whereW1 andW2 are two independent Gamma random variables with parameters (k/2, 1/2) and (θ/2, 1/2), respectively,
being further independent ofU.
The generalized t-distributions, which include as a special case the well-known (Student) t-distribution, possess many
interesting distributional properties and flexibility, and are therefore useful for statistical modeling. An elaborate discussion
on various t-distributions has been provided by Kotz and Nadarajah [30]. One may also refer to [1,8,35,3,9,28,6,31–33,36]
for related discussions.
The radial representation in (2) is with respect to L2-norm. Gupta and Song [14] introduced Person Type VII distributions
with respect to Lp-norm; see also [15,39]. This class of distributions includes the generalized t-distributions for some special
choice of the parameters.
A further generalization,motivated by the aforementionedmodel, is the Pearson Type VII Dirichlet distribution discussed
by Hashorva et al. [21]. One important feature of these distributions is that the marginal distributions need not be identical,
which is the case for the generalized t-distributions. Indeed, the Pearson Type VII Dirichlet distribution is a natural
generalization of the t-distribution motivated as follows: TakingU in (2) as a symmetrized Dirichlet random vector with
parameters α = (α1, . . . , αk)⊤ ∈ (0,∞)k and p ∈ (0,∞) (see Definition 1 below), X in the stochastic representation in (2)
becomes a Lp Dirichlet random vector. For instance, a natural extension of the generalized t-distribution is achieved if in (2)
is considered a symmetrized Dirichlet distribution forU, andW1 independent ofW2 are such thatW1 is gamma distributed
with parameters (
∑k
i=1 αi, 1/p) andW2 is gamma distributed with parameters (θ, 1/p), with θ ∈ (0,∞). This choice ofW1
andW2 is motivated by the beta-independent splitting property of Dirichlet distributions [see (27) in Appendix]. For such X ,
the stochastic representation in (1) holds as well, with Z being a standard Kotz Type I Dirichlet random vector, provided that
U,W1,W2 aremutually independent.We, therefore, propose to refer to the randomvectorX with stochastic representation
in (2) as a Pearson–Kotz Dirichlet random vector.
The class of Pearson–Kotz Dirichlet random vectors inherits the main distributional properties of the t-random vectors,
and at the same time provides for more flexible models since the components of Pearson–Kotz Dirichlet random vectors
need not have the same distribution function.
The principal goal of this paper is the investigation of the main asymptotic properties of Pearson–Kotz Dirichlet random
vectors. We start with the derivation of the marginal and conditional distributions. These are useful for our main result
in which we show that the Pearson–Kotz Dirichlet random vectors possess a crucial asymptotic property. Specifically, in
Theorem 2, we provide a conditional limit result for regularly varying Dirichlet random vectors. The importance of our result
is that even though the distribution function of Dirichlet random vectors can be unknown, in a conditional framework, the
approximating random vector has a known distribution function, viz., the Pearson–Kotz Dirichlet distribution. This fact is
of interest for statistical modeling. We finally illustrate an application concerning the approximation of joint conditional
excess distribution of elliptically symmetric random vectors.
The rest of this paper is organized as follows. In Section 2, we introduce some notation and preliminary results. In
Section 3,wepresent somebasic distributional properties of the Pearson–KotzDirichlet randomvectors,which are thenused
in the derivation of our main results in Section 4 concerning the asymptotic approximation of conditioned Dirichlet random
vectors. For elliptically symmetric random vectors we show further an asymptotic approximation of the joint conditional
excess distribution, while some related results and the proofs omitted in the next sections are presented in the Appendix.
2. Preliminaries
In this section, we first present some notation and then review some key facts about Dirichlet random vectors. Let I be
a non-empty subset of {1, . . . , k}, k ≥ 2. The number of elements in I is denoted by |I|. In the following A denotes a k × k
real matrix. For any k-dimensional vector x = (x1, . . . , xk)⊤ ∈ Rk, let xI := (xi, i ∈ I)⊤ with ⊤ the transpose sign. Similarly,
if J := {1 · · · k} \ I is non-empty we define submatrices AII , AIJ , AJI , AJJ of A, and write A−1II for the inverse of AII if it possesses
an inverse. For k-dimensional vectors x and y, let us define
x+ y := (x1 + y1, . . . , xk + yk),
x > y if xi > yi ∀ i = 1, . . . , k,
xy := (x1y1, . . . , xkyk)⊤,
‖xI‖p :=
−
i∈I
|xi|p
1/p
, ‖xI‖A,p := ‖A−1II xI‖p for p ∈ (0,∞).
Further, we shall denote by beta(a, b) and gamma(a, b) the distribution functions of a beta and a gamma random variable
with positive parameters a, bwith density functions
Γ (a+ b)
Γ (a)Γ (b)
xa−1(1− x)b−1, x ∈ (0, 1), and b
a
Γ (a)
xa−1 exp(−bx), x ∈ (0,∞),
respectively, where Γ (·) is the Euler gamma function.
If a random vector Z/c, c ∈ (0,∞) has the distribution function Q , we will denote it by Z ∼ cQ . Note that if
X ∼ beta(b, a), then Y := (1/X) − 1 has the so-called beta distribution of second kind with parameters (a, b), which is
denoted by beta2(a, b), see [26].
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Throughout the paper, we have α := (α1, . . . , αk) ∈ (0,∞)k, p ∈ (0,∞), and
α :=
k−
i=1
αi, αK :=
−
i∈K
αi with K ⊂ {1, . . . , k}.
Next, we formulate two definitions.
Definition 1. A random vectorU = (U1, . . . ,Uk)⊤ ∈ Rk, k ≥ 2, is said to have a symmetrized Dirichlet distribution with
parameters (α, p) if ‖U‖p = 1 almost surely, and (U1, . . . ,Uk−1)⊤ has the density function
h(u1, . . . , uk−1) := p
k−1Γ (α)
2k−1
k∏
i=1
Γ (αi)

1−
k−1
i=1
|ui|p
αk−1 k−1∏
i=1
|ui|pαi−1, (3)
where
∑k−1
i=1 |ui|p ≤ 1. We shall then use the notationU ∼ SD(α, p).
Definition 2. Let A be a k× k real matrix, and let R ∼ F be a positive random variable independently ofU ∼ SD(α, p). The
random vector X with stochastic representation X d= RAU is referred to as Lp-norm Dirichlet random vector and denoted
by X ∼ GSD(A;α, p; F).
Basic properties of Lp-norm Dirichlet random vectors (for short below simply Dirichlet random vectors) can be found
in [12,21,20]. As in the case of spherical random vectors, Dirichlet random vectors can be defined in terms of a density
generator, provided that F possesses a density function.
If X ∼ GSD(Ik;α, p; F) with Ik ∈ Rk×k the identity matrix, and F possesses a positive density function f , then we can
define the density generator g of X by the following relation
f (r) = 2

2
p
k−1 k∏
i=1
Γ (αi)
Γ (α)
g(rp)rpα−1, ∀ r ∈ (0,∞]. (4)
As shown in [21] X with density generator g has the density function h defined by
h(x) = g

k−
i=1
|xi|pi

k∏
i=1
|xi|piαi−1, ∀ x ∈ Rk. (5)
A canonical example of a density generator is
g(x) = CxN exp(−rxs), x > 0, N ∈ (−α,∞), r > 0, s > 0,
with
C =

p
2
k sr (N+α)/s
Γ ((N + α)/s)
Γ (α)
k∏
i=1
Γ (αi)
.
The Dirichlet random vector X defined by such a g is referred to as Kotz Type I Dirichlet random vector. In view of (5) we
find the expression of the density function h as
h(x) =

p
2
k sr (N+α)/s
Γ ((N + α)/s)
Γ (α)
k∏
i=1
Γ (αi)
‖x‖pNp exp(−r‖x‖psp )
k∏
i=1
|xi|pαi−1, ∀ x ∈ Rk.
In the standard case when N = 0, s = 1 and r = 1/p, the random vector X possesses independent components, and
moreover
|Xi|p ∼ gamma(αi, 1/p), ∀ i = 1, . . . , k. (6)
We shall denote byKα,p the distribution of X in this case. If, in addition, α = 1/p, 1 := (1, . . . , 1)⊤ ∈ Rk, thenKα,p has
been referred to as the Np distribution by Richter [39].
3. Pearson–Kotz Dirichlet random vectors
Given a matrix A ∈ Rk×k, k ≥ 2 and U ∼ SD(α, p), we say that X has a Pearson–Kotz Dirichlet distribution with
parameters A,α, p, λ, θ if
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X d= RAU, R = (λW1/W2)1/p, (7)
whereW1 ∼ gamma(α, 1/p),W2 ∼ gamma(θ, 1/p), p, λ, θ ∈ (0,∞), andU,W1,W2 are mutually independent; we shall
abbreviate this as X ∼ PKD(A;α, p, λ, θ). For notational simplicity, when A is the identity matrix Ik in Rk×k we write
X ∼ PKD(α, p, λ, θ). By the assumptions onW1 andW2 we have Rp d= λbeta2(α, θ) with R independent ofU. It is easy
to see that X with stochastic representation (7) is a scale mixture Kotz Type I Dirichlet random vector, viz.,
X d=RAY , Rp = λ/W2, Y ∼Kα,p, (8)
withR being independent of Y .
The stochastic representation (8) is of certain interest since Y has independent components, which is not the case forU
in (7). When p = 2,α = 1/2 the random vector X has the usual t-distribution if further λ = θ , which is commonly denoted
by Tk,θ,Σ withΣ := AA⊤. In our notation, we have thus
PKD(A; 1/2, 2, θ, θ/2)(x) = Tk,θ,Σ (x), x ∈ Rk. (9)
As shown in the next theorem the Pearson–Kotz Dirichlet random vectors possess interesting distributional properties. For
our main result in Section 4 the particular form of the conditional distributions is crucial.
Theorem 1. Let X ∼ PKD(A;α, p, λ, θ) be a Pearson–Kotz Dirichlet random vector with α ∈ (0,∞)k, k ≥ 2, p, λ, θ ∈
(0,∞) and non-singular matrix A ∈ Rk×k. Then, we have:
(i) X has density generator g given by
g(x) = c(α, p, θ, λ)(1+ x/λ)−α−θ , ∀ x ∈ (0,∞), (10)
with c(α, p, θ, λ) = (p/2)kλ−α Γ (α+θ)∏k
i=1 Γ (αi)Γ (θ)
.
(ii) Let I ⊂ {1, . . . , k} be non-empty with |I| < k, and set J := {1, . . . , k} \ I . If AJI has all elements equal 0, then
XJ ∼ PKD(AJJ;αJ , p, λ, θ). (11)
Furthermore, if A−1JJ exists, then for x ∈ Rk with y := ‖xJ‖pA,p > 0
XI |(XJ = xJ)− AIJA−1JJ xJ ∼ PKD(AII;αI , p, λy, θJ), (12)
where λy := λ+ y, θJ := θ + αJ . If, in addition, either AIJ has all entries equal 0 or U ∼ SD(1/2, 2), and A−1II exists, then‖XI‖A,p
‖XJ‖A,p
p
∼ beta2(αI , αJ). (13)
Remark 1. The density function of the Pearson–Kotz Dirichlet random vectors is derived in a straightforward manner from
(5) and (10).
Remark 2. In view of Theorem 1, if X ∼ PKD(α, p, λ, θ) is a Pearson–Kotz Dirichlet random vector in Rk, then for any
non-empty index set I ⊂ {1, . . . , k}, we have XI ∼ PKD(αI , p, λ, θ), and consequently the distribution function of XI does
not depend on αJ at all. This is not the case in general if X is a Dirichlet random vector.
Remark 3. When p = 2,α = 1/2, we do not need to assume in Theorem 1 that AJI has all elements equal to 0. In this case,
PKD(A; 1/2, 2, λ, θ) is the generalized t-distribution. A generalized t-distribution is not defined by A, but only in terms
ofΣ = AA⊤, see [29]. Moreover, if A is non-singular, then (12) can be rewritten as
XI |(XJ = xJ)−ΣIJΣ−1JJ xJ ∼ PKD(BII , 1/2, λ+ ‖xJ‖22, θ + (k− |I|)/2), (14)
with BII some square matrix satisfying
BIIB⊤II = ΣII −ΣIJ(ΣJJ)−1ΣJI . (15)
If AJI has all elements equal 0, then BII = AII .
4. Main results
Conditional limit results are of certain importance in extreme value theory and for conditional extreme valuemodels; see,
for example, [23,24,37,24,37,5,7] and the references therein. In the framework of regularly varying elliptically symmetric
random vectors conditional limit results were first developed by Hashorva [16]. For some recent results on conditional
limit behavior of Dirichlet random vectors and somemore general classes, one may refer to [21,20,18,19]. Dirichlet random
vectors are in fact easy to deal with due to the following result.
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Let X ∼ GSD(A;α, p; F), with α ∈ (0,∞)k, k ≥ 1, and let I and J be two non-empty disjoint index sets such that
I ∪ J = {1, . . . , k}. We shall now consider F with infinite upper endpoint. For any x ∈ Rk with ‖xJ‖A,p > 0, we have (see
(3.2) of [20]) the stochastic representation
XI |(XJ = xJ) d= RyAIIUI + AIJA−1JJ xJ , UI ∼ SD(αI , p), (16)
withUI independent of Ry ∼ Qy, y := ‖xJ‖pA,p, where Qy := 1− Qy is given by
Qy(x) :=
∞
(xp+y)1/p(r
p − y)αI−1r−pα+p dF(r)∞
y1/p(r
p − y)αI−1r−pα+pdF(r) , ∀x ∈ (0,∞). (17)
In the main result of this section, we show a general conditional limit theorem for a given Dirichlet random vector X
assuming only that the survival function F := 1− F (or the random radius R) is regularly varying with index−γ < 0, i.e.,
lim
x→∞
F(tx)
F(x)
= t−γ , ∀t ∈ (0,∞). (18)
Such a result has been stated by Hashorva et al. [21], and refined by Hashorva [18] for a larger class of distributions. In what
follows, we prove that the limit distribution is indeed a Pearson–Kotz Dirichlet distribution. Our main result in Theorem 2
highlights the important role of the Pearson–Kotz Dirichlet distributions in the approximation of conditional distributions
of regularly varying Dirichlet random vectors.
Theorem 2. Let X ∼ GSD(A;α, p; F), I, J be as above, and let XI;n, n ≥ 1, be a sequence of random vectors defined in the same
probability space with stochastic representation XI;n
d=

XI |XJ = unaJ

, with a ∈ Rk, un ∈ R, n ≥ 1. Suppose that AJI has all
elements as 0, A−1JJ exists, and ‖aJ‖A,p ∈ (0,∞). If (18) holds with γ ∈ (0,∞) and further limn→∞ un = ∞, then we have the
convergence in distribution
XI;n
un‖aJ‖A,p −
AIJA−1JJ aJ
‖aJ‖A,p
d→ YI ∼ PKD(AII;αI , 2, 1, γ /p+ αJ), n →∞. (19)
Remark 4. Let Ry, y ∈ (0,∞) be a positive random variable with underlying distribution function Qy given by (17). If the
distribution function F (appearing in the definition of Qy) possesses the density function f (r) = γ r−γ−1,∀r ≥ 1 with
γ ∈ (0,∞), then, for any x ∈ (0,∞), we have
Qy((xy)1/p) =
∞
(1+x)1/p(r
p − 1)αI−1r−pα+p−γ−1dr∞
1 (r
p − 1)αI−1r−pα+p−γ−1dr .
Consequently,
Rpy
y
∼ beta2(αI , γ /p+ αJ). (20)
Remark 5. If X, a, un, n ≥ 1 are as in Theorem 2 and ‖aJ‖A,p = 1, then we can rewrite (19) as
XI;n
un
d→ X∗I |

X∗J = aJ

, n →∞, (21)
where X∗ ∼ PKD(A;α, p, 1, γ /p). Thus, for any Dirichlet random vector X the random vector X∗ can be used to derive
conditional limit laws, provided thatX is a regularly varying one; see [4,34], or [38] for details on regular variation of random
vectors. We refer to the random vector X∗ in what follows as the Pearson–Kotz attractor of X .
Example 1. Let X = (X1, X2)⊤ be a Dirichlet bivariate random vector as in Theorem 2. We discuss the case A ∈ R2×2 has
elements
a11 = σ ∈ (0, 1), a12 = ρ ∈ (−1, 1), a21 = 0, a22 = 1.
Let Zn, n ≥ 1 be a sequence of random variables defined in the same probability space such that Zn d= X1|(X2 = un), un ∈ R.
Hence, in the notation of Theorem 2 J = {2}, aJ = 1, so that ‖aJ‖A,p = 1. If the distribution function F of the associated
random radius satisfies (18) and limn→∞ un = ∞, then Theorem 2 implies
Zn
un
d→ σZγ + ρ, n →∞,
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with Zγ ∼ PKD(α1, p, 1, γ /p+ α2). Hence for any x ∈ R, ε ∈ [0, 1),
lim
n→∞ P{Zn > xu
ε
n} = P{Zγ > −ρ/σ }. (22)
Note that (22) is of some interest to practitioners as can be seen in the recent article by Stephenson [40, p. 82].
Example 2. Under the setup of Example 1we discuss the tail asymptotics of the conditional random variable Z∗n
d= X1|(X2 >
un), n ≥ 1. Let G2 be the distribution function of X2. By Breiman’s Lemma (see e.g., [25]) he assumption that F is regularly
varying with index−γ < 0 implies that G2 := 1− G2 is regularly varying with index−γ < 0. For any c ∈ R applying (19)
we may write
P{Z∗n > cun} = P{X1 > cun|X2 > un}
=
∫ ∞
un
P{X1 > cun|X2 = y} dG2(y)
=
∫ ∞
1
P{X1/(xun) > c/x|X2 = xun} dG2(xun)/G2(un)
→ γ
∫ ∞
1
P{σZγ > c/x− ρ}x−γ−1 dx, n →∞
= P{(σZγ + ρ)ζγ > c}, (23)
where ζγ is a unit Pareto random variable with density function γ x−γ−1, x ≥ 1 being independent of Zγ . When p = 2, α1 =
α2 = 1/2, c = ρ + z, z ∈ R, the above asymptotic result is derived by another formula in Part (i) of Theorem 1 of [1].
Clearly, the limit holds locally uniformly for c ∈ R, and hence for any y ∈ R
lim
n→∞ P{Z
∗
n > y} = P{(σZγ + ρ)ζγ > 0} = P{Zγ > −ρ/σ },
which is the same as the limit in (22). See Part (i) of Theorem 2 of [1] for the corresponding result in the case of the bivariate
t-distributions.
Various extreme value applications are related to themodeling of joint conditional excess distribution, see for details [37].
Asimit and Jones [3] consider the approximation of the joint conditional excess distribution in a bivariate elliptical setup.
As shown therein the approximating distribution is given in terms of the survival function of the univariate t-distribution
and some parameter γ > 0, provided that the elliptically symmetric random vector is regularly varying with index γ . This
result is of statistical interest since the limiting distribution is known, and the only estimation problem is that of the index
γ , which is a central topic of the univariate extreme value statistics; see [10,11,38].
From an application point of view considering the approximation of joint conditional excess distribution in the
multivariate setup of Dirichlet random vectors is of some interest since more general distributions than the elliptical one
can be dealt with. It turns out that in order to address this problem we can apply our main asymptotic result. Furthermore,
the approximating distribution is the Pearson–Kotz Dirichlet one. This works good for the Dirichlet random vector X ∼
GSD(A;α, p; F) in two cases (a) thematrix A is the identitymatrix Ik, and (b)X is elliptically symmetric. The approximating
distribution function is given in terms of the survival function of Pearson–Kotz Dirichlet distribution and some index
γ ∈ (0,∞) if X is regularly varying with index γ . We consider for simplicity below the case (b) generalizing Theorem
1 of [3] to the k-dimensional setup. A simple formula can be derived for the bivariate Dirichlet framework, see Example 4.
Theorem 3. Let X ∼ GSD(A; 1/2, 2; F) be an elliptically symmetric random vector with A non-singular matrix such that
Σ := AA⊤ has entries 1 in the main diagonal. If (18) holds, then for every c ∈ [1,∞)k we have
lim
t→∞ P{X > tc|X > t1} =
k∑
i=1
c−γi P{Yi +ΣIiJi > cIi/ci}
k∑
i=1
P{Yi +ΣIiJi >1} , (24)
with Ii := {1 · · · k} \ {i}, Ji := {i},1 := (1, . . . , 1)⊤ ∈ Rk−1 and Yi ∼ PKD(BIiIi;1/2, 2, 1, (γ + 1)/2) where the square
matrix BIiIi satisfies (15).
Remark 6. In view of (9) we have that Yi in Theorem 3 satisfies
γ + 1Yi ∼ Tk−1,γ+1,Bi , Bi := BIi,Ii(BIi,Ii)⊤, i ≤ k.
Example 3. Let the matrix A ∈ Rk×k, k ≥ 2 be such that AA⊤ has all off-diagonal elements equal ρ ∈ (−1, 1) and its
diagonal elements equal 1. Under the assumptions of Theorem 3 Eq. (24) holds with
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γρYi ∼ Tk−1,γ+1,B, γρ :=

γ + 1
1− ρ2 , i = 1, . . . , k,
where the matrix B ∈ R(k−1)×(k−1) has off-diagonal elements equal ρ/(1 + ρ) and its diagonal elements equal 1.
Consequently, (24) can be rewritten as
lim
t→∞ P{X > tc|X > t1} =
k∑
i=1
c−γi T k−1,γ+1,B(γρ[cIi/ci − ρ1])
kT k−1,γ+1,B(γρ[1− ρ]1) , Ii := {1 · · · k} \ {i},
with T k−1,γ+1,B(x) = P{γρY1 > x}, x ∈ Rk−1. In the bivariate setup (k = 2) we write T γ+1 for the univariate survival
function of the t-distribution with parameter γ + 1. Setting
ψρ(x, y) := γρ
γ + y
γ + x − ρ

, x, y ∈ (0,∞)
we obtain further
lim
t→∞ P{X1 > (1+ x/γ )t, X2 > (1+ x/γ )t|X1 > t, X2 > t}
= (1+ x/γ )
−γ T γ+1(ψρ(x, y))+ (1+ y/γ )−γ T γ+1(ψρ(y, x))
2T γ+1(ψρ(x, x))
,
which is shown in Theorem 1(a) of [3].
Example 4. We discuss briefly the approximation of the conditional excess distributions retaining the setup and the nota-
tion of Example 2. Applying (23) for any s, t ∈ [1,∞)we obtain
lim
n→∞ P{X1 > sun, X2 > tun|X1 > un, X2 > un} = limn→∞
P{X2 > tun}
P{X2 > un}
P{X1 > sun|X2 > tun}
P{X1 > un|X2 > un}
= t−γ P{(σZγ + ρ)ζγ > s/t}
P{(σZγ + ρ)ζγ > 1} , (25)
with Zγ ∼ PKD(α1, p, 1, γ /p+ α2) being independent of the unit Pareto random variable ζγ .
When (X1, X2) is elliptically symmetric, then p = 2, α1 = α2 = 1/2 and Zγ ∼ PKD(1/2, 2, 1, (γ + 1)/2). Conse-
quently,
√
γ + 1Zγ has the univariate t-distribution with parameter γ + 1.
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Appendix
In this section we first present three lemmas, and then proceed with proofs of the main results stated earlier.
Lemma 4. Let λ, p,W1,W2 be as in Theorem 1, and let Z = λW1/W2. Then, Z d= λbeta2(α, θ), and the density function of Z is
q(x) = Γ (α + θ)
Γ (α)Γ (θ)
λθxα−1(λ+ x)−α−θ , ∀x ∈ (0,∞).
Proof of Lemma 4. By the independence ofW1 andW2, we have
q(x) =
∫ ∞
0
f (x/y)
1
y
dG(y), ∀x ∈ (0,∞),
where f is the density function ofW1 and G is the distribution function of λ/W2. The required result then follows easily. 
Lemma 5. Let R be a positive random variable independently of X ∼ beta(c, d). If Y ∼ beta2(c, b) is independent of R and X
is such that Y d= RX, then R ∼ beta2(c + d, b) holds.
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Proof of Lemma 5. It is well-known that [see e.g., [13]]
Y d= R∗X∗, R∗ ∼ beta2(a, b, ), X∗ ∼ beta(c, d), a := c + d,
with R∗, X∗ being independent of R, X, Y . Consequently, we obtain RX
d= R∗X∗. Applying now the Mellin transform, we
arrive at
MRX (s) = MR(s)MX (s) = MR∗(s)MX∗(s)
for any complex number s (in our notation, MW (s) := E{W s} is the Mellin transform of the random variable W ). Since
X d= X∗, it follows thatMR andMR∗ are identical yielding the required result. 
Lemma 6. Let X be a random vector in Rk, k ≥ 2 with positive density function f and marginal densities fi, i ≤ k. Suppose that
for any x ∈ R we havemaxi≤k P{Xi < x} ∈ [0, 1). Let ηi, i ≤ k be positive measurable functions with derivative η′i which exists
for all large x. If limx→∞ ηi(x) = ∞, i ≤ k and for some non-empty set K ⊂ {1 · · · k}
lim
x→∞
P{Xi > ηi(x),∀i ≤ k}
P{Xi > x,∀i ∈ K} = µK ∈ [0, 1],
then we have
µK = lim
x→∞
k∑
i=1
fi(ηi(x))η′(x)P{Xj > ηj(x), ∀j ≤ k, j ≠ i|Xi = ηi(x)}∑
i∈K
fi(x)P{Xj > x, ∀j ∈ K , j ≠ i|Xi = x} , (26)
where
∑
i∈L(. . .) =: fl(x) if L = {l}, l ≤ k.
Proof of Lemma 6. The claim follows by applying l’Hôpital’s rule. 
Proof of Theorem 1. (i) In view of (4), the density generator g of X is given by
g(x) =

p
2
k
Γ (α)
k∏
i=1
Γ (αi)
hp(x)x1−α, ∀x ∈ (0,∞),
with hp the density function of λW1/W2. SinceW1/W2 ∼ beta2(α, θ), then (10) follows easily.
(ii) First we mention the beta-independent splitting property of Dirichlet random vectors: Let U be a k-dimensional
random vector with independent componentsUI ∼ SD(αI , p) andUJ ∼ SD(αJ , p). If Y ∼ GSD(A;α, p; F), then for any
partition I, J of {1 · · · k} the stochastic representation (see e.g., [17])
YI
d= RW 1/pUI , YJ d= R(1−W )1/pUJ (27)
is valid with R > 0,W ∼ beta(αI , αJ) and R,UI ,UJ being mutually independent.
Next, by Lemma 5, for two independent random variables X and Y with X ∼ beta(c, d) and Y ∼ beta2(a, b), a := c + d,
we have
XY ∼ beta2(c, b),
which, along with (7) and (27), yields (11).
Now, we derive the conditional distribution of YI;y := XI |

XJ = xJ

, with y := ‖xJ‖pA,p > 0. Since (15) holds, and the
distribution function of Ry is given by (16) with F the distribution function of (λW1/W2)1/p, then the fact that F possesses a
density function f implies that also Ry possesses a density function. Then, after some straightforward calculations, we arrive
at (12).
Next, we present another proof of this claim. By the stochastic representation in (16), it is clear that YI;y is a Dirichlet
random vector. Assume for simplicity that A = Ik and denote by g , gJ the density generator of XJ and X , respectively. It
follows easily [see (5)] that the density generator gI|J of YI;y is given by (upon setting z := y = ‖xJ‖pp)
gI|J(s) = g(s+ z)gJ(z) , ∀s ∈ (0,∞). (28)
By Part (i), for any s ∈ (0,∞)we have
gI|J(s) =

p
2
m
Γ (αI + θJ)
m∏
i=1
Γ (αi)Γ (θJ)
λ−αIz (1+ s/λz)−αI−θJ ,
with λz := λ+ z, θJ := αJ + θ andm the number of elements of the index set I .
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Now, if Z ∼Kα,p is a Kotz Type I Dirichlet random vector applying (8), we find
‖A−1II XI‖pA,p
‖A−1JJ XJ‖pA,p
d= ‖ZI‖
p
p
‖ZJ‖pp .
Since Z has independent components and further
‖ZI‖pp ∼ gamma(αI , 1/p), ‖ZJ‖pp ∼ gamma(αJ , 1/p)
(13) follows easily, and thus completing the proof of the theorem. 
Proof of Theorem 2. Applying (16) we have the stochastic representation
XI;n
d= Rn,ξAIIUI + unAIJA−1JJ aJ , n ≥ 1,
where Rn,ξ has the survival function Qcn given in (17) with cn := (unξ)p, ξ := ‖aJ‖A,p. Applying Lemma 5 in [27] for any
sequence vn, n ≥ 1 such that limn→∞ vn/an = a ∈ (0,∞), we have
lim
n→∞
∞
vn
(rp − vpn)αI−1r−pα+pdF(r)
1− F(vn) = γ
∫ ∞
a
(rp − ap)αI−1r−pα−γ−1+p dr.
Consequently,
lim
n→∞ P{Rn,ξ > unξ s} = limn→∞
∞
unξ(1+sp)1/p(r
p − ξ p)αI−1r−pα+p dF(r)∞
unξ
(rp − ξ p)αI−1r−pα+p dF(r)
=
∞
ξ(1+sp)1/p(r
p − ξ p)αI−1r−pα+pr−γ−1 dr∞
ξ
(rp − ξ p)αI−1r−pα+pr−γ−1 dr
=
∞
(1+sp)1/p(r
p − 1)αI−1r−pα+p−γ−1 dr∞
1 (r
p − 1)αI−1r−pα+p−γ−1 dr
= P{R > s}, ∀s ∈ (0,∞),
where (recall (20))R is a positive random variable such thatRp ∼ beta2(αI , αJ + γ /p). Since Rn,ξ , n ≥ 1 is independent of
UI ∼ SD(αI , p)we can easily establish (19).
Alternatively, let X∗ with associated random radius R∗ be the Pearson–Kotz attractor of X . We have that (R∗)p is
regularly varying with index−γ /p, and further if R∗n,ξ is the associated random radius of X∗I;n, then utilizing further (20)
(R∗n,ξ )p
cn
∼ λ+ cn
cn
beta2(αI , αJ + γ /p), n ≥ 1.
Consequently, the assumption limn→∞ cn = ∞ implies
(R∗n,ξ )p
cn
d→ Rp ∼ beta2(αI , αJ + γ /p), n →∞,
and hence the required result follows since X and X∗ have the same asymptotic properties. 
Proof of Theorem 3. By the assumption on A all the components of X have the same distribution function, say Gwith some
positive density function g . The asymptotic behavior as t → ∞ of g is known (see Theorem 4.3 in [22]). In particular, if
c = (c1 · · · ck)⊤ ∈ [1,∞)k we have
lim
t→∞ ci
g(cit)
g(t)
= c−γi .
By Lemma 6 we obtain
lim
t→∞ P{X > tc|X > t1} = limt→∞
k∑
i=1
cig(cit)P{XIi > tcIi |Xi = t}
g(t)
k∑
i=1
P{XIi > t1I1 |Xi = t}
,
where Ii := {1 · · · k} \ {i}. Applying the result of Theorem 2 thus establishes the proof. 
N. Balakrishnan, E. Hashorva / Journal of Multivariate Analysis 102 (2011) 948–957 957
References
[1] B. Abdous, A.-L. Fougères, K. Ghoudi, Extreme behaviour for bivariate elliptical distributions, Canad. J. Statist. 33 (2005) 317–334.
[2] R.B. Arellano-Valle, H. Bolfarine, On some characterizations of the t-distribution, Statist. Probab. Lett. 25 (1995) 79–85.
[3] A.V. Asimit, B.L. Jones, Extreme behavior of bivariate elliptical distributions, Insurance: Math. Econ. 41 (2007) 53–61.
[4] B. Basrak, R.A. Davis, T. Mikosch, A characterization of multivariate regular variation, Ann. Appl. Probab. 12 (2002) 908–920.
[5] A. Charpentier, J. Segers, Tails of multivariate archimedean copulas, J. Multivariate Anal. 100 (2009) 1521–1537.
[6] Y. Chana, H. Li, Tail dependence for multivariate t-copulas and its monotonicity, Insurance Math. Econ. 42 (2008) 763–770.
[7] B. Das, S.I. Resnick, Detecting a conditional extreme value model, Extremes (2010) Available online.
[8] S. Demarta, A.J. McNeil, The t copula and related copulas, Int. Statist. Rev. 73 (2005) 111–129.
[9] S. Demarta, The copula approach to modelling multivariate extreme values, Ph.D. Thesis, ETH, Zurich, 2007.
[10] P. Embrechts, C. Klüppelberg, T. Mikosch, Modelling Extremal Events for Insurance and Finance, Springer-Verlag, Berlin, 1997.
[11] M. Falk, J. Hüsler, R.-D. Reiss, Laws of Small Numbers: Extremes and Rare Events, 2nd ed., in: DMV Seminar, vol. 23, Birkhäuser, Basel, 2004.
[12] K.-T. Fang, B.-Q. Fang, Generalised symmetrised dirichlet distributions, in: K.T. Fang, T.W. Anderson (Eds.), Statistical Inference in Elliptically Contoured
and Related Distributions, Allerton Press, New York, 1990, pp. 127–136.
[13] J. Galambos, I. Simonelli, Products of Random Variables, Marcel Dekker, New York, 2004.
[14] A.K. Gupta, D. Song, Lp-norm spherical distributions, J. Statist. Plann. Inference 60 (1997) 241–260.
[15] E. Hashorva, Sample extremes of Lp-norm asymptotically spherical distributions, Albanian J. Math. 1 (2007) 157–172.
[16] E. Hashorva, Extremes and asymptotic dependence of elliptical randomvectors, in:M. Ahsanulah, S.N.U.A. Kirmani (Eds.), ExtremeValueDistributions,
Nova Science Publishers, New Jersey, 2007, pp. 159–179.
[17] E. Hashorva, Conditional limiting distribution of Beta-independent random vectors, J. Multivariate Anal. 99 (2008) 1438–1459.
[18] E. Hashorva, Conditional limits ofWp scale mixture distributions, J. Statist. Plann. Inference 99 (8) (2009) 1438–1459.
[19] E. Hashorva, Conditional limit results for type I polar distributions, Extremes 12 (2009) 239–263.
[20] E. Hashorva, S. Kotz, On the strong Kotz approximation of Dirichlet random vectors, Statistics 43 (3) (2009) 393–408.
[21] E. Hashorva, S. Kotz, A. Kume, Lp-norm generalised symmetrised dirichlet distributions, Albanian J. Math. 1 (2007) 31–56.
[22] E. Hashorva, A.G. Pakes, Distribution and asymptotics under beta random scaling, J. Anal. Appl. 372 (2) (2010) 496–514.
[23] J.E. Heffernan, J.A. Tawn, A conditional approach for multivariate extreme values, J. R. Stat. Soc., Ser. B 66 (2004) 497–546.
[24] J.E. Heffernan, S.I. Resnick, Limit laws for random vectors with an extreme component, Ann. Appl. Probab. 17 (2007) 537–571.
[25] A.H. Jessen, T. Mikosch, Regularly varying functions, in: Publications de l’Institut Mathématique, in: Nouvelle Série, vol. 80, 2006, pp. 171–192.
[26] N.L. Johnson, S. Kotz, N. Balakrishnan, Continuous Univariate Distributions, vol. 2, 2nd ed., John Wiley and Sons, New York, 1995.
[27] I. Kaj, L. Leskelä, I. Norros, V. Schmidt, Scaling limits for random fields with long-range dependence, Ann. Probab. 35 (2) (2007) 528–550.
[28] C. Klüppelberg, K. Kuhn, L. Peng, Estimating the tail dependence of an elliptical distribution, Bernoulli 13 (2007) 229–251.
[29] S. Kotz, N. Balakrishnan, N.L. Johnson, Continuous Multivariate Distributions, vol. 1, 2nd ed., John Wiley and Sons, New York, 2000.
[30] S. Kotz, S. Nadarajah, Multivariate t Distributions and Their Applications, Cambridge University Press, Cambridge, UK, 2004.
[31] D. Li, L. Peng, Goodness-of-fit test for tail copulas modeled by elliptical copulas, Statist. Probab. Lett. 79 (2009) 1097–1104.
[32] H. Li, Orthant tail dependence of multivariate extreme value distributions, J. Multivariate Anal. 100 (2009) 243–256.
[33] X. Luo, P.V. Shevchenko, The t copula with multiple parameters of degrees of freedom: bivariate characteristics and application to risk management,
To appear Quant. Finance (2009) (in press).
[34] T. Mikosch, How to model multivariate extremes if one must, Stat. Neerl. 59 (2005) 324–338.
[35] S. Nadarajah, D.K. Dey, Multitude of multivariate t-distributions, Statistics 39 (2005) 149–181.
[36] A.K. Nikoloulopoulos, H. Joe, H. Li, Extreme value properties of multivariate t copulas, Extremes 12 (2) (2009) 129–148.
[37] R.-D. Reiss, M. Thomas, Statistical Analysis of Extreme Values: From Insurance, Finance, Hydrology and Other Fields, 3rd ed., Birkhäuser, Basel, 2007.
[38] S.I. Resnick, Heavy-Tail Phenomena: Probabilistic and Statistical Modeling, in: Springer Series in Operations Research and Financial Engineering,
Springer, New York, 2007.
[39] W.-D. Richter, Generalized spherical and simplicial coordinates, J. Math. Anal. Appl. 336 (2007) 1187–1202.
[40] A.G. Stephenson, High-dimensional parametric modelling of multivariate extreme events, Aust. N. Z. J. Stat. 51 (2009) 77–88.
