Abstract-Device-to-device communication underlaying a cellular infrastructure has been proposed as a means of taking advantage of physical proximity of communicating devices, increased resource utilisation and improving cellular coverage. In this work, the system model assumes bursty arrival of packets at the mobile devices and allows each device to act as a relay for other sources. For relaying purpose, each device maintains two buffers, one for queuing exogenous data arriving at that device, and the other for queuing relay data coming from other devices. The rate stability of queues in the network in a D2D scenario with limited interdependence is considered and the system rate region is characterised. An online scheduling algorithm for resource allocation is formulated, taking into consideration energy control, which we show to be throughput optimal.
I. INTRODUCTION
With passage of time, mobile devices and connections are getting smarter in their computational capabilities which has fuelled a phenomenal explosion in mobile applications for multimedia. As a result, traditional cellular networks have to handle increased mobile traffic. It is expected that global mobile data traffic will increase nearly eightfold between 2015 and 2020 which poses a significant challenge for cellular networks [1] . Device-to-device (D2D) communication has recently emerged as a promising technology for supporting the projected increase in mobile traffic. D2D enables direct communication between devices without the data being routed through a base station (BS). The direct communication between devices enhances spectral efficiency, reduces transmission powers and delay, achieves high data rates and extends network coverage [2] - [4] .
Motivated by the above advantages of D2D, there is a lot of effort going on in order to commercialise the technology of D2D communication. The Third Generation Partnership Project (3GPP) has mandated D2D communication to be included for proximity services (ProSe) as a part of fourth generation (4G) Long Term Evolution (LTE)-Advanced standard in 3GPP Release 12 [5] . Furthermore, D2D communication is being seen as an integral part of the future 5G networks in order to offload proximity services from the cellular networks [6] , [7] . The integration of D2D functionality with cellular networks has an immense potential to offload traffic from a congested core network, for example, public gathering or in case of an emergency such as natural disasters. Additionally, D2D functionality can support proximity services by facilitating effective sharing of spectrum, computational power and social contents. Furthermore, D2D communication is being envisioned as a promising solution for the nextgeneration vehicular communication system and machine-tomachine (M2M) communication in Internet of Things (IoT) paradigm.
The modus operandi of D2D communication makes it ideal for supporting cooperative communication among devices in cellular networks. The cooperative D2D communication entails devices to serve as relays for each other. In this work, we will focus upon underlay D2D communication for cooperative communication, that is, cellular spectrum is used for both D2D and cellular communications. In cooperative D2D, resource allocation of available spectrum and appropriate power control for complying with average power constraint or for interference management are key to achieving high throughput. Extensive work has been done to address the issue of resource allocation and power control for cooperative D2D communication. An idea of using idle devices as relays for active devices is explored in [8] for extending the coverage of BS. In [9] , D2D transmitters act as relays for cellular users and also transmit their own data by using superposition coding. In [10] , devices cooperate to form multihop D2D chain to upload their contents to the BS. The devices located farther from the BS relay their content to a nearby device and only the device at the head of the chain is in charge of uploading all the contents to the BS. The authors in [11] introduced incentives so that self-interested users agree to relay for each other in exchange for tokens. Leveraging social behaviours, such as intimacy in social network service, for relay selection in setting up D2D communication is explored in [12] - [15] . For instance, stronger the social trust level, the relay user is more willing to relay source user's data packets with a larger power and hence improve the performance of cooperative D2D relaying [13] . The authors in [16] investigate joint relay selection and related subchannel and power allocation problem using iterative Hungarian method. In [17] , energy efficiency is introduced as incentive to stimulate the cooperation among users in D2D communication underlying cellular network. In [18] , [19] , network coding is considered for D2D communication as it enables users to cooperate more efficiently under dynamically varying channels [20] .
It is to be noted that above existing literature assumes source devices to be saturated with infinite backlog. However, in practice, traffic arrivals are dynamic and hence, bursty in nature. To account for this bursty traffic, it is crucial to consider finite backlog in source devices. Considering finite backlog is particularly critical for performance analysis of real-time and delay-tolerant services such as voice conversation, video streaming and interactive gaming [21] . Moreover, existing works on resource allocation and power control in cooperative D2D communication presume that relays have no buffer. It has been shown that buffer-aided relaying leads to significant gains in performance of cooperative relay networks in terms of throughput and outage probability compared to conventional relaying [22] - [24] . To the author's best knowledge, there is no work that jointly handles resource allocation and power control in cooperative D2D communication involving both source and relay to have buffer along with bursty nature of the traffic.
Addressing resource allocation and power control jointly for delay-aware applications is non-trivial involving both queueing theory (to model the queue dynamics) and information theory (to model the PHY-layer dynamics). One solution is to formulate a cross-layer design that incorporates both channel state information (CSI) and queue state information (QSI). The cross-layer design considers instantaneous transmission requirements in addition to their transmission capabilities. Nevertheless, there has been few works on delay-aware resource allocation policy and power control [25] - [31] . A major performance metric in these works is system rate region of the queues. The system rate region is defined as the set of packet arrival rates at each device such that queue length in each device remains finite. In [25] , imposing statistical queueing constraint at the source, the maximum constant arrival rate is characterised and a channel matching algorithm is proposed for mode selection and channel allocation for each user that maximises system throughput. Bounds on service rate, delay and backlog are derived in [28] using network calculus for a multi-priority model that characterises the access control of cellular and D2D communications in a single cell. Considering stochastic arrivals and time-varying channel conditions, the authors in [30] formulated energy efficiency-delay tradeoff as a stochastic optimisation problem to optimise energy efficiency subject to average power, interference control and network stability constraints. In [31] , a general constrained Markov Decision Process framework for the dynamics of mode selection and resource allocation over frequency-selective fading channel under bursty traffic model is provided.
It is to be noted that the above literature on delay-aware resource allocation and power control do not allow relays to have buffer, which is not optimal, as mentioned before. On the other hand, existing works investigating the topic of buffer-aided relaying assumes source to be saturated with infinite backlog and hence, always have data to transmit [32] . Furthermore, in a cooperative D2D, relays can have their own exogenous arrivals which complicates the designing of throughput optimal policies for resource allocation and power control. Additionally, mobility of devices is projected to become a paramount feature in cooperative D2D which will significantly affect the achievable performances in a wireless network [33] . One best example of upcoming omnipresence of mobility is the usage of smartphones as relays as demonstrated in [34] and [35] . The increasing prominence of mobility can be implied from the fact that many applications in vehicular or sensor networks like intelligent transportation, robotic networks, smart industrial plants, and e-health need mobility support [36] .
The goal of this work is to achieve stability of the queues in each device that satisfies the average power constraint for every arrival rate vector lying in stability region. Towards that end, a delay-aware resource allocation policy and power control for a cooperative D2D communication is formulated. Our network model features multiple devices where each of them can act as both source and relay. Each device is assumed to be mobile with bursty arrivals and have buffers for storing the arriving packets. For brevity, hereinafter, each device will be referred to as Mobile Station (MS). In summary, our contributions are as follows:
• We propose a new queueing model for cooperative D2D communication with mobility modelled as a generalised reflected random walk. Each MS maintains two queues: One queue for buffering the exogenous arrivals while the other queue is for buffering packets arriving from other MSs that are meant to be relayed. In every slot, an MS needs to make a choice on whether to transmit directly to the BS or to transmit its data to another MS. Moreover, an MS needs to decide packets from which queue it should transmit.
• We employ Lyapunov optimisation to evaluate the system rate region of our proposed network model under the relaxation that topology of locations of MSs changes in an IID fashion in every slot. The relaxation helps in appropriating the Law of Large Numbers.
• We develop an online scheduling policy for resource allocation under mobility modelled as a random walk. This scheduling policy is shown to be −optimal w.r.t. the system rate region evaluated above. The remainder of the paper is organised as follows. We describe the proposed network model for underlay D2D communication in Section II. The section III will quantify the system rate region. An online throughput policy will be described in section IV. In the Appendix A, fluid model of the system processes have been explained and associated theorems are stated. Appendix B contains the proof of the theorem that quantifies the system rate region. Appendix C has the proof of the theorem that shows the throughput optimality of our proposed online throughput policy. 1, ..., N represent MSs in the network and node 0 represents BS. The coverage area of the BS is divided into a uniform square grid. Each MS i is on a grid point in every slot. To model mobility, we assume that each MS performs generalised reflected random walk on the grid points, i.e. each MS stays at the current position or move to one of the adjacent grid points. The probability with which a MS moves may vary from MS to MS and may also depend on the current position of the MS. However, we assume that the movements of various MSs are independent, and mobility process for each MS is an irreducible and aperiodic Markov chain. Let S(n) denote the network topology in slot n. Let S denote the set of all possible network topologies, i.e. S(n) ∈ S with probability (w.p.) 1 for every t. Also, let [π s ] s∈S denote the steady state distribution of the Markov chain modelling the evolution of network topology.
At each node i ∈ [N ], exogenous packets arrive as per arrival process {A i (n)} ∞ n=1 , where A i (n) is the number of packets arriving at MS i at slot n. We assume that the arrivals are independent and identically distributed (IID) across slots for every MS i. Moreover, arrivals are independent across MSs. Let
denote the arrival rate vector. At each MS, we allow for transmit power selection and thereby rate adaptation. Specifically, we assume that each MS can pick one of the finitely many possible power levels available to it. A transmit power vector is an N 2 -dimensional vector in which (i, j) th element, for i, j ∈ [N ], denotes the power expended by MS i to transmit packets to MS j over the link (i, j). An assumption is made that in each slot, an MS can transmit to only one receiver. This can be written as:
where ij is the power expended by MS i for transmitting to MS j and i0 is the power expended by MS i for transmitting (1). We assume that the cardinality of L is M < ∞. Denote by µ ij (s, ) the transmission rate (in packets per slot) on the link (i, j) in network topology s ∈ S with power vector ∈ L. Additionally, suppose that each MS i complies with average power constraint. Mathematically, we can write
In our network model, each MS maintains two queues, one to store packets arriving exogenously to it and the other to store the packets arriving from other MSs that is supposed to be relayed to BS. For convenience, we will refer to the queue buffering own data as own queue and the queue buffering data that is meant for relaying as relay queue. As mentioned before, our network is a two-hop network and thus, packets from the relay queue have to be transmitted directly to the BS. Fig. 2 illustrates this interaction between the queues of transmitter and receiver. For MS i, let X i (n) and Y i (n) represent the current queue backlog in the own queue and relay queue at slot n, respectively. The queues' dynamics is described as follows: For every i ∈ N and n ∈ Z + {0},
where µ ij (s, ) is the rate function of the link (i, j) under network topology s ∈ S with power vector ∈ L for given physical layer modulation and coding strategies. Alternately, (3) and (4) can be rephrased as follows:
where A i (n) is the total exogenous arrivals in MS i till slot n, D ij (n) is the total number of packets transmitted by MS i to MS j until slot n, D iO (n) (D iR (n)) denotes the number of departures to BS from the own (relay) queue until slot n.
B. Scheduling Policy
Because of mobility of MSs in the grid, an MS can have good channel to the BS at one slot and can have poor channel to the BS at another slot. The MS can conveniently transmit its data to an another MS that have good channel with the BS. The second MS can buffer the received packets in its relay queue. The second MS can later transmit the packets buffered in relay queue depending on availability of appropriate channel state and queue state. Hence, a resource allocation policy must be made at the beginning of each time slot to allocate PRBs to appropriate MS for establishing wireless communication links with appropriate receivers at appropriate transmit power.
Definition 1 (Resource Allocation Policy).
A resource allocation policy ∆ is an algorithm that chooses a power vector ∆ (n) ∈ L in every slot n.
Note that the decisions made by a policy can be based on the entire past and future information. It is implicit in this definition that the power vector selected by policy ∆ should comply with (1).
C. Stability
In this part, we will provide the details on the notion of rate stable by relating the scheduling policies to the queue level dynamics and the average power expended. To this end, we will first put forward the notion of average power consumed by an MS and average transmission rate on a link. We define the average power consumed by MS i under policy ∆ by
where ∆ ij (n) is the transmit power on link (i, j) under policy ∆ in slot n. Also, the average transmission rate on link (i, j) is defined as
where Fig. 2 , when an MS sends data to the BS, i.e. on link (i, 0), it can either transmit packets backlogged at its own queue or in the relay queue. Let I ∆ i (n) denote the indicator function such that I ∆ i (n) = 1 if MS i transmits its own traffic to the BS in slot n under ∆, and 0 otherwise. Now, we define the following for each MS i:
µ ∆ iD and µ ∆ iR are the service rates for the own queue and the relay queue of MS i, respectively, under resource allocation policy ∆. Now, we give a precise definition of rate stability associated with a resource allocation policy ∆ for a given arrival rate vector λ:
Condition (b) states that the sum of average service rate for the packets in the own queue of each MS to the BS and to every other MS is greater than the average exogenous arrival rate. Condition (c) implies that the average service rate for relay queue at an MS is greater than the sum of average arrival rates for the traffic coming from the own queue of other MSs.
It is desired that the system be stable for a wide range of arrival rates. We quantify the performance of a resource allocation policy by its rate region.
Definition 3 (Rate region). Rate region C
∆ of policy ∆ is the set of arrival rate vectors λ for which ∆ is rate stable. System rate region C is ∪ ∆ C ∆ .
The set C contains all arrival rate vectors for which there exist a rate stable resource allocation policy ∆. We wish a policy to have a large rate region. Roughly speaking, larger the rate region the better the policy is. In this regard, we define the following.
Definition 4 (Throughput optimal policy). Policy ∆ is throughput optimal if C ∆ = C.
In the next section, we will quantify the system rate region, defined above.
III. QUANTIFICATION OF RATE REGION
Our target is to provide a resource allocation policy for the network under generalised random walk of the MSs that guarantees throughput optimality. It is to be remarked that the individual generalised random walk of each MSs collectively implies that network topology also evolve as generalised random walk. Towards this end, we first characterise the rate region under the assumption that relaxed condition that network topology instead evolves in an IID fashion. This assumption helps us in appropriating Strong Law of Large Numbers. Assume that in each slot, topology s ∈ S is selected at random according to the probability distribution π s . Let Λ denote the set of arrival rate vectors λ such that there exists some randomised policy identified by constants w sk and q isk for i ∈ [N ], s ∈ S and k = 1, ..., M satisfying
Intuitively, w sk is the probability that power vector k ∈ L is selected given that the network topology is s ∈ S, q isk is the probability that MS i opts to transmit the packets in the own queue to BS given that power vector k ∈ L is selected and the network topology is s ∈ S. ijk is the power level of the link (i, j), if it is active under the power vector k . Equation (13) and (14) says that under the randomised policy identified by w sk and q isk for i ∈ [N ], s ∈ S and k = 1, ..., M , average departure rate from the own queue and relay queue of MS i, respectively, should be greater than their respective average arrival rate. Meanwhile, (15) guarantees that average power expended by the randomised policy satisfies the average power constraint. We show that Λ is the same as C under relaxed assumption that network topology changes in IID fashion. Formally, we have the following. Theorem 1. The system rate region C = Λ.
See Appendix B for the full proof. The proof involved showing C ⊆ Λ and Λ ⊆ C. For the former, we took a λ ∈ C satisfying Definition 2 and then showed that there exists w sk and q isk for i ∈ [N ], s ∈ S and k = 1, ..., M which are fulfilling constraints (11) and (12), for which λ satisfies constraints (13) , (14) and (15) . The latter involved defining a Lyapunov function and then using it to show that for each λ ∈ Λ, there exists a randomized policy which is rate stable for that λ, which by Definition 3 implies that λ ∈ C. As a side note, C is basically union of rate region of all randomized policies for our system model. In the next section, we will describe our proposed online throughput policy.
IV. ONLINE THROUGHPUT POLICY
Before we go forward with our description of online throughput policy, we would like to elucidate the reason for the difficulty in working with randomized policy. They are implemented in centralized fashion. They are computationally expensive as we would need to determine appropriate probability distributions. Moreover, the search for probability distribution requires one to know all system parameters in advance, which is impossible to have unless we seek to know upto a bounded time in future. But this would require more frequent computation, thus increasing the cost of the implementation. So, we desire an online throughput policy.
On the lines of [37] , we first establish a virtual power queue for each MS i with backlog U i (n) equal to the maximum excess power expended beyond the average power constraint over any interval ending at slot n. Defining U i (0) = 0, its dynamics is as follows:
The U i (n) process acts as a single-server queue with constant departure in each slot given by the average power allocation P i , with 'arrivals' given by the total power allocated for outgoing transmissions of MS i in the current time slot. The intuition behind this construction is that if a resource allocation policy ∆ with power vector ∆ ∈ L stabilises queues X i (n), Y i (n) and the virtual queue U i (n) for every i ∈ [N ], then the policy also satisfies the average power constraint for each MS. Let A U i (n) and D U i (n) be the total arrivals and departures, respectively, that takes place in the virtual queue of MS i till slot n. Then, (16) can be rewritten as:
where
j ij (k). Also, it can be seen that D U i (n) ≤ nP i . Consider a policy ∆ that solves the following optimization in each slot n.
Maximize:
The BS acts as a sink and so we can assume that queue length at BS is zero. The objective function can be interpreted as follows. Inside the summation over i, the first term is summation of products of back-pressure involving own queue at i th MS with respect to the relay queue at any other MS that first MS can relay its data to, and transmission rate of the link connecting both the MS. The second term is the product of the maximum of the back-pressure of own queue and relay queue with respect to BS(sink) and the link connecting MS with the BS. The third term is the product of instantaneous token queue length with arrivals in that queue.
Theorem 2. The policy ∆ is throughput optimal.
See Appendix C for the proof.
V. NUMERICAL RESULTS
Here we present simulation results of our network control algorithms.
A. Capacity improvement
In this section, we evaluate the performance of the performance of the proposed throughput optimal policy for resource allocation and power control in cooperative D2D communication. Towards this end, we simulated a 2-D grid with vertices of the form (a, b) such that a ∈ {0, 10, 20, ..., 2000},b ∈ {0, 10, 20, ..., 2000} in metres. Thus, two adjacent grid points are 10 metres away from each other. The MSs are restricted to move along the grid. Assume that the BS is located at (1000, 1000). In this simulation, 60 MSs are present in the grid. These MSs move in a generalised random walk fashion with each MS in each slot equally likely to go to any of its neighbouring grid point or stay at the same grid point. For convenience, assume that when any two MSs in the same grid point, they are separated by a distance of 1 metre. Each MS can assume power level from the set P = {20, 23.01, 24.77, 26.02, 26.99, 27.78, 28.45, 29.03, 29.54, 30} (in dBm) in each slot. The average power constraint at each MS is 28 dBm. The carrier frequency is taken to be 3.5 GHz. Applying OFDMA, there are 50 PRBs to be assigned to various links amounting to total bandwidth of 10 MHz. For simplicity in simulation, it is assumed that each PRB can be assigned to only one MS in each slot, thereby, effectively removing interference. However, we emphasise that that the theory developed in this work applies for any general interference scenario. Find P ∈ P that maximises
Find P ∈ P that maximises
We evaluate the performance of our policy described in (18) in two scenarios: (a) D2D network model with bufferaided relaying as proposed in System model and (b) cellular network with no relays. Note that in the scenario (b), each MS just maintains own queue that backlogs the packets to be sent directly to the BS. Thus, for scenario (b), (18) 
modifies to
Maximize:
For evaluation of transmission rate µ T x,Rx (S(n), P ), we use alpha-beta-gamma (ABG) path loss model for 5G urban micro and macro-cellular scenarios [38] . For scaling purpose, assume that 1 packet = 25000 bits. For brevity, we assume that all MSs have symmetrical arrival rate. Fig. 3 illustrates the average delay per node for symmetric arrival rates of 18, 20, 25, 28 packets/slot. Each of this simulations were run for 50000 slots. It is important to note that for the scenario where relays are present, we have to calculate the sum of delay in own queue and relay queue whereas in the scenario where relays are absent, we have to calculate delay in own queue only. Clearly, from Fig.3 , in both scenarios (a) and (b), the average delay increases with arrival rate. Furthermore, it can be inferred that for the scenario (b), where relays are absent, the maximum symmetric arrival rate lies between 18 packets/slot and 20 packets/slot while for scenario (a), where relays are present, the maximum symmetric arrival rate lies between 25 packets/slot and 28 packets/slot. Using relay increases the maximum symmetric arrival rate by at least 25%. Observe that when arrival rate lies within the system rate region for the network with no relays, it outperforms the network with relay in terms of delay as shown in Fig 3. However, as made clear in the theory, the proposed resource allocation policy is effective in situations involving large queue backlog which is what we are concerned with. To implement proposed throughput optimal policy, we refer to Algorithm 1. We construct a weighted bipartite graph where the end-points of an edge represent a particular MS and a particular PRB. The edge symbolises assignment of the PRB to the MS. For finding the weight of an edge between a MS, say i, and a PRB, say prb, first evaluate the value of the following weights:
1.For a link from MS i to any other MS j, obtain
2.For a link from MS i to the BS, obtain
Note that µ i,j (S(n), P ) or µ i,BS (S(n), P ) are evaluated over PRB prb. Then, due to assumption (1), we just need to determine the link from MS i that gives highest weight. The corresponding weight is the weight of the edge between MS i and PRB prb. One can apply suitable algorithm to find the maximum weighted bipartite matching of the above constructed bipartite graph to obtain an assignment of PRBs to the MSs such that objective in (18) is satisfied.
B. Effect of V
To realise the variation in performance of the proposed policy with change in V , we simulated the allocation of 20 PRBs among 25 MSs for different values of V as shown in Fig 4. The arrival process is a Poisson process with average arrival rate of 25 packets/slot. Each simulation was run for 50000 slots. Fig 4 illustrates the delay in virtual queue per MS and combined delay in own queue and relay queue per MS averaged across last 10000 slots. One can observe in Fig 4a that there is a sharp drop in delay in virtual queue with marginal increase in V after which it converges asymptotically. On the other hand, the combined delay in own and relay queue increases with increase in V .
VI. CONCLUSION
This paper quantifies the system rate region of an ad-hoc network in terms of the rate region of randomized scheduling algorithms. An online throughput optimal scheduling algorithm was proposed which selects appropriate power vector in each slot with the help of instantaneous queue length and 
APPENDIX A FLUID LIMITS
We now introduce the fluid limits for the system model specified in Section II. Suppose the set of non-negative integers and reals are denoted by N and R, respectively. The domain of the functions
We define these functions for arbitrary t ∈ R by using a piecewise linear interpolation. The piecewise linear interpolation of a function is defined as: For any function f with N as its domain, t ∈ (n, n + 1],
Suppose that for any scheduling policy, the number of packets that can be transmitted across any link in a slot is bounded by µ max . Also, as mentioned before, the maximum number of exogenous arrivals at each MS i in a slot is bounded by A max . Further, each MS i can utilize at most P max power in each slot. For a random process f (t) t≥0 , we show the randomness of the sampling path ω by denoting its value at time t along the sample path ω by f (t, ω). For every ω, ∀i ∈ [N ] and t ≥ 0, we can easily show that
are all Lipschitz functions. Now, let us define fluid scaling of any given functions f (.) as follows:
It follows that for every r > 0
Thus, all the above functions are Lipschitz continuous, and hence uniformly continuous on any compact interval. Clearly, the above functions are also bounded on any compact interval. Fix a compact interval [0, t]. Now, consider any sequence r n such that r n → ∞ as n → ∞. Then, by Arzela-Ascoli theorem [39] , there exists a subsequence r n k and continuous functions X i (.) such that for every i, ω 
, respectively. We will now define fluid limits.
are called fluid limits if there exists r n k such that all the aforementioned convergence relations are satisfied. Now, we state some important properties of the fluid limits. Lemma 1. Every fluid limit satisfies, A i (t) = λ i t w.p. 1 for every MS i and t ≥ 0.
Proof: Since A i (t) is a fluid limit, thus, by Definition 5, there exists a sequence r n k such that lim k→∞ r n k = ∞ and
(by Strong Law of Large Numbers).
Lemma 2. Any fluid limit X i (.), A i (.), D iO (.), D ij (.) satisfies the following equality for every MS i and t ≥ 0 w.p. 1:
and D ij (.) are fluid limits, there exists a sequence r n k such that lim k→∞ r n k = ∞ and they are obtained as a uniform limits of functions X
, respectively. Now, from (5) it follows that for every r n k and t ≥ 0
The results follow from Lemma 1 after taking the limit k → ∞ on both sides of the above equality.
Proof: The lemma can be proved in a similar way as Lemma 2.
Note that D U i (t) ≤ P i t, as shown below:
Proof: The proof is done in two stages: (a) C ⊆ Λ and (b) Λ ⊆ C using the supplementary results from Appendix A.
First we prove stage (a). Suppose, there exists λ ∈ C. By Definition 3, there exists a policy ∆ such that λ is rate stable under ∆. Fix any such ∆ and let us define the following quantities:
• Define indicator I s (n) = 1 if S(n) = s, and 0 otherwise.
• Define indicator I ∆ k (n) = 1 when ∆ (n) = k , and 0 otherwise.
• I ∆ i X (n) = 1, when the packets from the own queue of MS i is served on link (i, 0) in slot n, and 0 otherwise.
Additionally,
Assume that the system is ergodic such that the above limits exist. Equation (21) refers to fraction of time network topology of system is s and power vector k has been selected by policy ∆. Equation (22) refers to fraction of time own queue of MS i has been selected when topology is s and power vector k is selected by policy ∆. Equation (23) refers to similar fraction for relay queue of MS i. Equation (24) refers to power consumed at MS i under policy ∆.
Let w ∆ sk be the fraction of time power vector k has been selected under policy ∆ given that network topology is s. Thus,
Similarly, let q isk be the fraction of time own queue has been selected for transmission given that power vector is k and topology is at s.
. (26) Then, 1 − q isk the fraction of time packets from relay queue has been selected for transmission under same condition.
Recall that we assumed that λ ∈ C. So, from Definition 2 and Definition 3, the policy ∆ is feasible, i.e., P ∆ i ≤ P i . Now,
. Doing the analysis in a similar way, we get
Hence, we have shown that there exists w ∆ sk and q isk which satisfy the constraints for Λ and thus λ ∈ Λ. So, C ⊆ Λ. Now, we have to prove Λ ⊆ C. For any λ ∈ Λ, we have a randomized resource allocation policy with appropriate w sk and q isk , ∀s ∈ S, k ∈ L and i ∈ [N ] satisfying (11), (12), (13), (14) and (15) . We will try to show that this randomized policy is rate stable. Assume that
Then, we will try to show that X i (t) = Y i (t) = U i (t) = 0 for every t > 0. Towards this end, in order to measure the aggregate network congestion, we define a Lyapunov function V (t) as a sum of the squares of the individual queue backlogs:
From our assumption, V (0) = 0. Our task will be to show V (t) = 0, ∀t > 0. To achieve that, we just need to show that V (t) ≤ 0, ∀t > 0 after which we appeal to the following lemma from [40] .
be an absolutely continuous function with f (0) = 0. Assume that whenever f (t) > 0 and f is differentiable at t, f (t) ≤ 0 for almost every t (wrt Lebesgue measure). Then f (t) = 0 for almost every t ≥ 0.
The fact that fluid limits are Lipschitz continuous guarantees V (t) to be differentiable almost everywhere. Applying Leibniz's rule for differentiation to (27) and taking only right-hand limit, we have
Suppose V (0) = 0. We will try to prove that V (t) = 0 for some t > 0. Assume that V (t) > 0 for some t > 0. Now, we have the following cases:
1) Only one of the three queues is non-zero.
2) Any two of the three queues is non-zero.
3) All of the three queues are non-zero.
1) Case 1:
Assume that X i (t) > 0 for some t > 0. W.l.o.g., we take
for some > 0. Let a = min t ∈[t,t+ ] X i (t ) > 0. Thus, for large enough k, we have
Since we are guaranteed that minimum queue length in this interval is µ max , so we can write
Then, by (29) 
which is a contradiction as we have assumed that λ ∈ Λ. Similarly, we can prove that Y i (t ) is decreasing for every t . Suppose
Same as before, for large enough k, we can have U i (r n k t ) ≥ P i ∀t ∈ [t, t + ]. So, we can always expect departure from token queue to take place at maximum capacity every instant in this interval. Then,
Then, by (30), we have
which is a contradiction as we assumed λ ∈ Λ. Thus, V (t) ≤ 0 ∀t > 0.
2) Case 2: Again, w.l.o.g, assume that queues X i (t) and Y i (t) are non-zero for some t > 0. From case 1, we have
So, V (t) ≤ 0 ∀t > 0. Similarly, we can take other possible combinations of queues, two at a time, and we can show the same result.
3) Case 3: Again, w.l.o.g, assume that queues X i (t), Y i (t) and U i (t) are non-zero for some t > 0. From case 1, we have
Thus, V (t) ≤ 0 ∀t > 0 for every case.
Hence, by Lemma 5, V (t) = 0 for t ≥ 0. However, X i (t), Y i (t) and U i (t) are non-negative reals. Therefore, X i (t) = 0, Y i (t) = 0 and U i (t) = 0 ∀i ∈ [1, .., N ]. Then using Lemma 1, 2, 3 and 4, we get
Writing the expression for the fluid limits and making appropriate manipulations, we get
We have Average Departure rate = Average Arrival rate for every queue. But, its a fact that Average Departure rate ≤ Average Service rate for any queue. Let µ ∆ ij , µ ∆ iO and µ ∆ iR be the average service rate of link (i, j), and of link (i, 0) for own and relay queue of MS i, respectively as defined in (8), (9) and (10) under the randomised resource allocation policy ∆. Then, by Strong law of large numbers and assuming large queue backlog, we have
Thus, conditions (a) and (b) of Definition 2 are met. Furthermore, (31) can be written as:
A U i (t) t = P ∆ i ≤ P i (due to Strong law of large numbers).
This implies the randomized policy is feasible. Hence, for any λ ∈ Λ, we have shown the existence of a randomized policy which is rate stable for that λ. Then using Definition 3, λ ∈ C and hence, Λ ⊆ C. Thus, Λ = C. 
For optimal policy opt , at any n ∈ [KT, (K + 1)T − 1], we have W (X(n), Y(n), U(n), s IID (n), l(n))
We will use following relations to show relation between W (X(KT ), Y(KT ), U(KT ), s IID (n), l(n)) and W (X(n), Y(n), U(n), s IID (n), l(n)). 
Similarly, we can write
Using the inequalities max (a + b, c) ≤ max (a, c) + b and max (a − b, c) ≥ max (a, c) + b, we have max (X i (n), Y i (n))µ i0 (s IID (n), l(n)) ≤ max (X i (KT ), Y i (KT ))µ i0 (s IID (n), l(n))
max (X i (n), Y i (n))µ i0 (s IID (n), l(n))
Also, we have 
