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“The test of all knowledge is experiment.  
Experiment is the sole judge of scientific ‘truth’.”
Richard P. Feynman (1918 – 1988),
Nobel Prize in Physics, 1965 
“No amount of experimentation can ever prove me right; 
 a single experiment can prove me wrong.” 
Albert Einstein (1879 – 1955)  





The main purpose of this work, focusing on the phase equilibria of complex systems 
containing thermodynamic gas inhibitors, is to give a modest, although solid contribution 
in bridging the existing gaps in what experimental data is concerned. This was achieved 
not just with the measurement of new data, but through the development of new 
experimental equipment for the study of multi-phase equilibria, by means of different 
methods. This experimental effort was complemented by the modelling of a number of 
systems of interest. 
In the second part of the work, the attention is driven to the prominent topic of 
carbon dioxide capture, more specifically to the absorption of carbon dioxide in aqueous 
solutions of alkaline salts of amino-acids. An experimental study for a number of relevant 
systems was performed using one of the apparatus developed in the first part of the work. 
After a brief introduction to the central themes of this work, presented in Chapter 1, 
the subsequent chapters are organised as following:
In Chapter 2, the result of a thorough literature survey focusing on the phase 
equilibria of systems containing gas inhibitors is presented, allowing the acknowledgment 
of the lack of experimental data verified for particular systems and in specific conditions of 
temperature and pressure. Furthermore, examples of discrepancy between different sets of 
data available for the same system are provided. 
In Chapter 3, a comprehensive categorisation of the experimental methods available 
for the measurement of phase equilibria, with emphasis on the methods applicable at high 
pressures, is presented, together with a description of each of the methods and recent 
examples of their application taken from the literature. A comparison between the different 
methods, underlining the advantages and disadvantages inherent to each one of them is 
also performed. 
Chapter 4 deals with the design, assembling and testing of a new experimental 
apparatus for the measurement of multiphase equilibrium by using an analytical method. 
Firstly, a general insight on the processes behind the development of new equipment is 
given, followed by the complete description of the apparatus developed in this work, 
initially with an overall presentation and subsequently focusing on the most important parts 
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and components, emphasising the grounds for its design or for its selection. The results 
obtained in the study of reference systems are also presented, confirming the quality of the 
equipment and its potential for the attainment of high quality data.        
In Chapter 5, a second experimental apparatus is described, developed using a 
decommissioned equilibrium cell, for use with a synthetic method. As in the previous 
chapter, a complete description of the apparatus is made, and the results obtained in the 
study of reference systems presented, confirming the quality of the equipment. 
Chapter 6 is dedicated to the application of an associative model, the simplified  
PC-SAFT equation of estate, to a number of relevant systems, in an attempt to verify the 
applicability of this model to the systems under consideration. 
In Chapter 7, the results obtained in the experimental study and in the modelling of a 
multiphase complex system are presented. 
In Chapter 8, a short introduction to the subject of carbon dioxide capture by 
absorption is provided, preceding the presentation of the experimental results obtained in 
the study of the solubility of carbon dioxide in a number of different solvents. 
Finally, in Chapter 9, some brief conclusions are drawn regarding the 





Dette arbejde fokuserer på faseligevægte af komplekse systemer, der indeholder 
termodynamiske gas-hydrat inhibitor. Det vigtigste formål med arbejdet, er at give et 
beskedent, men solidt bidrag til eksisterende eksperimentelle data, med henblik på at 
udfylde huller i den nuværende viden. Dette blev opnået ikke blot med måling af nye data, 
men også gennem udvikling af nyt eksperimentelt udstyr til undersøgelse af multi-
faseligevægte, ved forskellige metoder. Det eksperimentelle arbejde blev suppleret med 
modellering af en række systemer af interesse.  
I anden del af arbejdet, er opmærksomheden fokuseret på det stadigt voksende emne, 
nemlig kuldioxid fangst fra røggas, mere specifikt absorptionen af kuldioxid ved hjælp af 
vandige basiske opløsninger af aminosyrer salte. En eksperimentel undersøgelse af en 
række relevante systemer blev udført ved hjælp af et af de eksperimentelle udstyr, som 
blev udviklet i den første del af arbejdet.
Efter en kort introduktion til arbejdes centrale temaer som præsenteres i Kapitel 1, er 
de næste kapitler organiseret som følgende:  
Kapitel 2 præsenterer et grundig litteratur-studie med fokus på de førnævnte emner, 
herunder uddybes det hvilke eksperimentelle data, som mangler på nuværende tidspunkt 
for de forskellige systemer ved specifikke temperaturer og tryk. Desuden gives eksempler 
på uoverensstemmelse mellem forskellige sæt af litteraturdata for det samme system. 
I Kapitel 3 gives en omfattende kategorisering af de eksperimentelle metoder til 
måling af faseligevægte, med vægt på metoder, der anvendes ved høje tryk. Samtidig 
beskrives hver af metoderne og de seneste eksempler fra litteraturen angående deres 
anvendelse præsenteres. Ydermere sammenlignes metoderne specielt med henblik på 
fordele og ulemper forbundet med hver enkelt metode.  
Kapitel 4 omhandler design konstruktion og testning af et nyt eksperimentelt 
apparatur til måling af multifase ligevægte ved hjælp af en analytisk metode. Først gives 
der indsigt i processerne omkring udvikling af nyt udstyr. Herefter gives en fuldstændig 
beskrivelse af apparaturet, indledningsvis med en samlet præsentation, hvilken efterfølges 
af en beskrivelse, der fokuserer på de vigtigste dele og komponenter, hermed understreges 
grundene til det specifikke design og udvælgelsen af de enkelte komponenter. Ydermere 
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præsenteres opnåede resultater fra studiet af referencesystemer, hvilke bekræfter kvaliteten 
af udstyret og dets potentiale til at opnå data af høj kvalitet.
I kapitel 5, præsenteres endnu et eksperimentel apparatet, som er udviklet ved hjælp 
af en gammel ligevægt celle, til anvendelse med en syntetisk metode. Ligesom i det 
foregående kapitel, gives en komplet beskrivelse af apparatet, og de opnåede resultater fra 
studiet af referencesystemer præsenteres, hvilke igen bekræfter kvaliteten af udstyret.  
Kapitel 6 er dedikeret til anvendelsen af en associativ model, den ”simplified  
PC-SAFT” på en række relevante systemer, med formålet at verificerer om modellen kan 
anvendes på de systemer, som undersøges i dette arbejde. 
I kapitel 7 præsenteres opnåede resultater fra den eksperimentelle undersøgelse og 
modellering af en multifase komplekst system.  
Kapitel 8 giver først en kort introduktion til emnet kuldioxid fangst med kemisk 
absorption, efterfulgt af en præsentation af eksperimentelle resultater fra studiet af 
opløseligheden af kuldioxid i en række forskellige opløsningsmidler.  
Endelig, i Kapitel 9 drages konklusioner på det nuværende arbejde, og overvejelser 
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Vast quantities of so-called "production chemicals" are used by the natural gas 
industry, in order to facilitate production from reservoirs and transport in pipelines. 
Examples of such chemicals are hydrate inhibitors, such as methanol or glycols, which are 
injected to the natural gas well stream, in order to prevent the formation of gas hydrates 
during transportation and further processing. 
Hydrates, or clathrates, are crystalline solid compounds formed when water assumes 
a cage-like structure around smaller guest molecules such as the ones present in natural 
gas, and their discovery is usually credited to Sir Humphrey Davy, in 1810 [1]. Hydrates 
remained a mere chemical curiosity until the mid-1930s, when it was discovered that 
pipelines and processing equipment used in the natural gas industry were becoming 
plugged with what appeared to be ice, at temperatures above the formation temperature of 
ice. It was Hammerschmidt [2] who demonstrated that this "ice" was in fact gas hydrates. 
The relevance of the problem is increasing with the exploration of arctic fields and the 
tendency towards longer offshore pipelines, placed on the seabed. The blocking of a 
pipeline due to the formation of hydrates translates into high economic losses, not only due 
to the need to remediate the situation, but also due to the consequent disruption in the 
production.
Compounds like methanol or ethylene glycol are good thermodynamic inhibitors, 
lowering the temperature of hydrate formation for a given pressure. But due to the 
occurrence of problems with the formation of hydrates under conditions in which  
problem-free operation would be expected, especially in places of peaks of flow such as 
choke valves, the tendency in the use of hydrate inhibitors has gone in the direction of 
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2applying considerable safety margins, with an excess of inhibitors being regularly used in 
the processes, with economical and environmental consequences.  
With the trend towards long distance multiphase flow pipelines, a considerable 
amount of money is spent on these chemicals. In the case of offshore production, these 
inhibitors are transported through pipelines to the well. In the Statoil Hammerfest LNG 
(liquefied natural gas) plant in Norway, for example, ethylene glycol (MEG) is transferred 
in its own pipeline from land and injected offshore into the well stream at the choke [3,4]. 
A mixture of gas, condensate, water and ethylene glycol (MEG) arrives onshore after a 143 
km long pipeline, with a diameter of 680 mm, with all the components distributed through 
all the phases. At the process plant, at the island of Melkøya, the phases are separated for 
further processing. The gas undergoes further treatment, in which triethylene glycol (TEG) 
is used to promote the dehydration of the gas, since the presence of water could lead to the 
plugging of pipelines and process equipment and contributes to corrosion problems. TEG 
is also used in the drying of the recovered carbon dioxide, before this can be liquefied and 
piped back to the Snøvit field for injection in a different formation, for storage. MEG is 
treated in order to remove solid particles, salt and most of the water, before it can be 
recycled back to the field with about 10% of water, through a dedicated pipeline. For the 
optimization of all these treatment processes, the precise knowledge of the phase equilibria 
involving these compounds is critical, even in the cases of very low concentrations. It is 
essential to evaluate the amount of glycol lost in the gas phase and in the condensate and to 
determine the solubility of aromatics in the glycol rich phase, due to possible emissions 
during the regeneration process of the glycol. It is also desirable to have a better 
understanding of the hydrate formation conditions for such complex systems, allowing a 
reduction in the safety margins. 
 In order to provide an idea of the amount of money spent on hydrate inhibitors, 
Sloan [5] cites the example of the Canyon Express project, a joint development in the Gulf 
of Mexico with a combined tieback gas production of 500 million standard cubic feet per 
day and 1000 barrels per day of water. The costs involved in the use of methanol as 
hydrate inhibitor are approximately 18 million USD per year, taking into account a saving 
of 4 to 5 million USD per year supported by the recovery and recycling of the methanol. A 
reduction of 5% in the amounts of methanol used would lead to additional savings close to 
1 million USD per year.       
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predictions of the conditions for hydrate formation, even for some complex systems, but 
the results are still poor for high pressure systems (above 30 MPa), systems with high 
concentrations of acid gas or for estimating the partition of the inhibitor between the 
aqueous and the organic phases [5]. In the prediction of phase equilibrium, there is still 
much room for improvement in the different methods, especially concerning the 
characterisation of complex systems such as the aforementioned example of the Statoil 
Hammerfest LNG plant. In some cases, only precise and accurate experimental data from 
“real-life” systems can provide the necessary basis, not only to optimize the different 
processes, but also to reduce safety margins, leading to a reduction in the amounts of 
inhibitors used. Using only the amount of inhibitor that is strictly necessary for risk-free 
operation has inherent economic and environmental advantages.  
The need for high-quality experimental phase equilibria data is true for the chemical 
industry in general. Examples include pharmaceutical processes, the food industry, 
chemical separation processes, refrigeration, reservoir simulation, gas processing, 
applications involving supercritical fluids or chromatography, and new fields such as ionic 
liquids, carbon dioxide sequestration and storage or “green solvents”. All these areas deal 
with processes whose optimisation is dependent on phase equilibria data. The importance 
of reliable and precise experimental phase equilibrium data is recognised by the scientific 
community as well as by industry. Richon [6] has documented statements by several 
prominent scientists and engineers, unanimously of the opinion that more high quality data 
is necessary. 
Despite the fact that computational methods for prediction of phase equilibria have 
made considerable progress lasting recent years, the experimental measurement of phase 
equilibrium remains an indispensible source of data, especially where theoretical methods 
fail, for example for high pressures, or in complex systems. The continuous developments 
in science and industry require data for new types of compounds, or simply for new 
temperature and pressure ranges. The oil and gas industry is a good example of this. As oil 
prices increase, new locations become profitable for drilling, often meaning new product 
compositions and/or new climatic conditions. In especially sensitive areas, environmental 
regulations may impose limitations on emissions, requiring higher efficiency separation  
35
4processes, or may even prohibit the use of some of the common production chemicals, 
which have then to be replaced with new and more environmentally friendly compounds.  
Even for simpler systems, which have been studied at various times over the years by 
different researchers, the data is sometimes scarce in particular ranges of pressure and 
temperature. In other cases, the abundance of data reveals considerable discrepancies in the 
results obtained by different research groups, as recently demonstrated for example by 
Folas et al. [7], who gathered several published values concerning the solubility of 
methane in water. 
Computational models, molecular simulations and correlation methods can however 
be used in order to reduce the number of experimental data points to be measured. 
Ultimately, a combination of both experimental measurements and computational methods 
is desirable, but experimental data will always have a decisive role in the validation of 
theoretical methods and in the adjustment of parameters in correlations [8]. 
Despite the overwhelming importance of experimental data, reliable and precise 
measurements can be difficult to achieve and are often expensive and relatively slow, 
representing a serious investment, not only concerning the acquisition of equipment or the 
development of custom-made experimental set-ups, but also regarding human resources. 
However, the costs for a company of using imprecise data can be much higher, and may 
have serious consequences where safety is concerned. Also, young researchers are 
sometimes influenced by the idea that performing calculations or simulations in an office is 
more comfortable than tedious hours spent in the lab, and that theoretical work will bring 
them more recognition and possibly publishable results at a faster rate. This may be the 
cause of the worrying lack of experimentalists, lamented in some of the cited statements in 
the article by Richon [6].
Another serious problem is the existence of experimental data of dubious quality. 
Either because the lack of experimental data prompts researchers with little or no 
experimental experience to go into the laboratory in order to produce data which they can 
use to back-up their models, or because of a lack of understanding of the sensitivity of 
some experimental aspects, there exist in the literature several works in which a simple 
analysis of the apparatus used or of the experimental procedure, reveals the existence of 
important sources of errors. These are either neglected or not quantified, as noticed in the 
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5preparation of two recent works which involved the analysis of approximately 1500 
articles containing experimental high-pressure phase equilibrium data, published between 
2000 and 2008 [9,10].
In some cases, it is verified that the real accuracy of published experimental data is 
much lower than the accuracy claimed by the authors for the apparatus used. Often, this 
can be explained by the fact that less experienced staff has overlooked sources of errors in 
the experimental procedure. Quality measurements are not easy to perform and many 
mistakes can be made. In many cases, the quality of the staff performing and supervising 
the experiment has a higher impact on the results than details of the equipment, as recently 
demonstrated in an example provided in Fonseca et al. [10]. Experience is very important, 
since experimental difficulties and mistakes are rarely published, though they are an 
essential part of the know-how for measuring high-quality data. This knowledge can be 
developed and maintained within the research group, but only if a certain level of ongoing 
experimental activity exists. A survey of the European Federation of Chemical Engineering 
on industrial needs for thermodynamics and transport properties [11] showed that there is a 
clear need for qualified laboratories with experienced staff to provide experimental 
measurements. 
The present work, included in a broader research project under the title “Gas 
Hydrates - from Threat to Opportunity”, financially supported by the Danish Technical 
Research Council, sets out to provide a modest yet solid contribution to bridging the 
abovementioned gaps in experimental data, not only by measuring new data, but by 
developing new experimental equipment for the study of phase equilibria through the use 
of different methods.  
The work was particularly challenging as it involved developing custom-made  
set-ups in an area in which the laboratory has little or no experimental experience. The 
development of new apparatus comprises invariably a number of time consuming steps, 
such as designing, procuring parts, machining, building and testing the equipment, some of 
them depending on the work of third parties. In the present work, some of these steps took 
much longer than anticipated, with the consequence that it was only possible to generate 
data in the latter part of the project. A considerable amount of time was equally spent on 
setting-up, calibrating and on acquiring the necessary expertise in gas chromatography 
methods, since these are not routinely used in the laboratory at present. 
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von Solms et al. [12] and already applied to a number of complex systems [13,14], was 
used in the modelling of mixtures containing hydrocarbons, water and thermodynamic 
hydrate inhibitors. Such systems, containing associating compounds, are challenging from 
a theoretical point of view since the components form hydrogen bonds and often exhibit an 
unusual thermodynamic behaviour. 
An additional part of the work focused on the topic of carbon dioxide capture, 
through the experimental study of the sorption of this gas in amine and amino-acid salts 
solutions. The removal of carbon dioxide and other acidic gases has been an important 
operation in several industries for a long time. In the production of natural gas for example, 
carbon dioxide is often present in the production gas mixtures, as in the case of the Snøvit 
field already mentioned, and the extraction of this gas is one of the first steps of the gas 
processing at the Statoil LNG plant, in the island of Melkøya, close to Hammerfest [3]. 
Removing this gas is essential, as its presence would contribute to the occurrence of 
corrosion in pipes and other equipment, due to its acidic nature. Furthermore, the presence 
of carbon dioxide in the final product would decrease the heating value of the natural gas.
Over the last decades, the removal of CO2 from flue gas streams became potentially 
advantageous from an economic point of view, due to its applications in enhanced oil 
recovery, its applications in supercritical processes and in many other industrial 
applications such as the carbonation of brine, as an inert gas in welding, food and beverage 
carbonation, dry ice, urea production and soda ash industry [15,16]. More recently, the 
problem of climate change has led to concerns about the emission of greenhouse gases. 
Although having a global warming potential lower than that of methane and other 
hydrocarbons, carbon dioxide is estimated to account for 60% of the enhanced greenhouse 
effect due to the volume of emissions [17], a fact that has placed this gas in the centre of 
many environmental policies, leading consequently to a substantial intensification of the 
research around carbon dioxide capture and sequestration, with attempts to improve the 
existing technologies and the development of innovative ones. 
Several technologies are available for the separation and capture of carbon dioxide,  
from absorption techniques to adsorption, membrane separation, cryogenic separation or 
biological capture [15,18]. Capture by absorption is currently one of the most common 
technologies, and it is regarded by some authors as the most viable solution, at least for the 
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7near future, when compared with other methods [19]. Nevertheless, further developments 
and optimisations are still necessary, in order to reduce the cost associated with the process 
[20]. One of the possible improvements is related to the use of new solvents, and several 
options have recently been considered. Currently the most common sorbents used are 
aqueous solutions of alkanolamines, mainly monoethanolamine (MEA), which presents 
several advantages over other alkanolamines, but which also presents some disadvantages, 
as recently pointed out by Ma’mun et al. [17], therefore opening possibilities for 
improvements. 
The search for new solvents has included, amongst others, aqueous solutions of 
different amines, newly developed compounds such as ionic liquids and solutions of 
amino-acid salts. It is on this last option that this work focused, as a contribution to a 
project currently going on in our research group, also involving two members of the energy 
industry.
Due to the innovative aspects of their application, both the use of ionic liquids and 
aqueous solutions of amino-acid salts as sorbents, again constitute good examples of areas 
for which new and accurate experimental data is essential, in order to supply the basis for 
an eventual subsequent establishment of theoretical predictive methods.  
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for Systems Related to
Hydrate Inhibition – a Review
Phase equilibrium is a very broad subject, of great importance in many industrial and 
scientific areas. It is, therefore, not surprising to find that large collections of experimental 
data on phase equilibrium have been gathered over the years, some more general, and some 
focusing on specific areas or on special types of compounds. The DECHEMA Chemistry 
Data Series for example, from DECHEMA e.V., Germany, is a collection of 15 volumes, 
each dedicated to a specific type of data, such as vapour-liquid equilibrium (VLE),  
liquid-liquid equilibrium (LLE), solid-liquid equilibrium (SLE), critical data, electrolytes, 
polymers, etc. Another renowned collection of data is the IUPAC Solubility Data Series, a 
set of 88 volumes published since 1979, with the data appearing also in the Journal of 
Physical Chemistry and Reference Data since volume 66, published in 1998. 18 of these 
volumes are also integrated in an IUPAC-NIST Solubility Database, available online.
Set aside these large databases, it is also possible to find a great number of books and 
reviews in the literature, published over the years by several authors. Hála et al. [1] 
presented in 1967 an extensive list of systems for which experimental VLE data at 
moderate pressures had been published up to May of 1965 inclusive. The total number of 
references found by the authors in the literature was 2656, with an even higher number of 
systems considered. Hála et al. [1] also mentioned several other existing reviews and books 
which can be used as a source of data. Books frequently constitute good indirect sources of 
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references for experimental works. On the subject of gas hydrates, for example, several 
books can be mentioned, such as the work of Sloan [2], the book of Carroll [3], or the book 
by Maurer [4], among others. However, nowadays, it is often more practical to search for 
data online, in scientific journals, which allow access to more recent data, and often to the 
direct sources of experimental data.  
Countless reviews on phase equilibrium can be found in the literature, and being 
such an extensive topic, most of the reviews available are restricted to certain pressure 
ranges [1], or to certain pressure ranges and specific periods of time [5-9], or more 
commonly, limited to a specific topic, for instance, the solubility of particular compounds 
on supercritical carbon dioxide, such as the review of Bartle et al. [10] focusing on solids 
and liquids of low volatility, the works of Gücli-Üstündag and Temelli [11-13] on the 
solubility of lipids, the work published by Higashi and co-workers [14] focusing on high-
boiling compounds, or the work by Lucien and Foster [15] on solid mixtures. Esperança et 
al. [16] recently presented a review on the volatility of aprotic ionic liquids for the period 
2003-2008. Among other recent reviews, the publications of Keskin et al. [17] on the phase 
behaviour of ionic liquids with supercritical fluids, of Marsh et al. [18,19] focusing the 
critical properties of elements and compounds, and of Sawamura [20] on the solubility of 
inorganic and organic compounds in liquids at high pressures can also be mentioned. 
Loveday and Nelmes recently presented a review on gas hydrates for pressures above 0.5 
GPa [21]. Additional reviews published over the last years can also be mentioned, some 
more general [22,23], others of a more restricted objective, focusing on the phase equilibria 
of long chain n-alkanes in supercritical ethane [24], on phase equilibria in systems with 
esterification reactions [25] or on the extraction of metal ions using supercritical carbon 
dioxide [26]. Other reviews focus on the phase equilibria measurements of one particular 
system or substance, such as the case of the one by Diamond and Akenfiev [27] and the 
review by Spycher et al [28], both for the binary system carbon dioxide + water, or the 
work of Loerting [29] for phase transitions in ice. 
Also for the literature survey presented in this work, it was necessary to impose some 
restrictions, in order to unequivocally define its boundaries. This chapter will focus on the 
phase equilibrium in systems containing exclusively light hydrocarbons, more precisely  
n-alkanes with a number of carbon atoms up to 10, water and hydrate inhibitors such as 
methanol and ethylene glycols, ranging from monoethylene glycol (MEG) to tetraethylene 
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glycol (TeEG). Some works referring to the phase equilibria in systems containing water 
with salts are also mentioned.  
Since it is virtually impossible to collect all the existing references for this specific 
area, it should be understood that the aim of this literature review is to gather a significant 
amount of data sets for the types of systems under consideration, representative enough to 
provide a clear overview of the existing data and its gaps, as well as to compare and, 
whenever possible, evaluate the quality of the available data sets. Furthermore, it is a clear 
objective of this work to mention the publications where the original raw data can be 
found, avoiding reviews, and works presenting only fitted equations or other smoothed 
data. Only by accessing the original sources of data, has the reader the possibility to make 
his own evaluation on the quality and precision of the data, with information on the 
scattering of individual points, on the experimental method used, and on the apparatus 
employed in the measurements, avoiding the simple indiscriminate use of “numbers” 
which in some cases are already the product of extrapolations or correlations.
In addition, this literature search focuses only on data published in widely available 
international journals. For almost every particular area of interest it is possible to find a 
considerable amount of data in smaller and very specific publications, such as the GPA 
(Gas Processors Association) reports in natural gas production. Besides the limited 
availability of this type of publications, much of the data is frequently published in the 
major international journals as well, although in some cases with some delay.  
The search for relevant works started with a systematic search for articles published 
over the last 6 years in the most relevant journals in the thermodynamics and phase 
equilibria areas, and continued with an analysis of the references cited in those articles. 
Some of the general phase equilibria reviews previously mentioned [5-9], were also used in 
the search for relevant articles. Additionally, around 30 recent articles focusing on the 
modelling of phase equilibrium by means of equations of state and a few works based on 
molecular simulation were also used in this literature search, as these sometimes constitute 
excellent sources of references for articles containing experimental data. 
In an internal report presented by the author [30], a total of 442 experimental 
references were provided, referring to experimental data on systems of interest, related to 
the gas hydrate inhibition. The report was the result of a literature search focusing on the 
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aforementioned compounds, but also comprises other references found during the survey, 
referring to systems containing other components, also of relevance for this area of work. 
Therefore, references to hydrate containing systems, systems containing the  
so-called “BTEX” compounds (benzene, toluene, ethylbenzene, and xylenes), systems 
including electrolytes, and other hydrocarbons were also mentioned. The report also 
includes references to literature sources of limited availability, such as GPA reports, 
industrial reports, PhD thesis, etc.
To the works mentioned in this internal report, a significant number of additional 
references were subsequently added, making up for a total of almost 700 references. In 
order to simplify the consultation of this amount of gathered information, a database was 
developed, using commonly available software, Microsoft Office ExcelTM, allowing the 
user to select a series of parameters, such as the number and the nature of the components 
of interest, so as to easily obtain a selection of experimental references for the desired 
system(s), from the bulk of more than 650 references.
This database was used to generate the tables presented in Appendix 1, which 
contain references to a number of experimental studies, presenting for each case the 
composition of the system, the temperature and pressure ranges of the study, as well as the 
reference to the respective work. These 22 tables are structured in terms of the types of 
systems they refer to. Thus, Table A1.1 and Table A1.2 present a series of references for 
systems containing respectively, mixtures of methane and of ethane with other light 
hydrocarbons. Tables A1.3 to A1.13 refer to mixtures of hydrocarbons and water, while 
tables A1.14 to A1.16 deal with mixtures of the mentioned thermodynamic hydrate 
inhibitors with hydrocarbons. Tables A.17 and A.18 refer to mixtures of inhibitors with 
water, Tables A1.19 and A1.20 contain information regarding mixtures of hydrocarbons, 
water and hydrate inhibitors. Table A1.21 presents a series of references to systems 
consisting of hydrocarbons, water and salts, and finally, Table A1.22 comprises 
information on a small number of additional systems, not included in the previous tables.  
In total, more than 250 references are given in these tables, for articles containing 
experimental results for systems containing exclusively light n-alkanes, water and hydrate 
inhibitors. The articles cited often also contain data for other systems not mentioned in the 
tables, as they are not of relevance for the present work. For the same reason, many articles 
included in the database referring to systems containing hydrates were also not presented 
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in the tables, even when the data is not directly related to the hydrate phase itself, such as 
the case of studies on the solubility of gas in the aqueous liquid phase, in equilibrium with 
gas hydrates.
Aside from the systematic citation of the experimental works, given in the tables, it is 
worth mentioning a number of particular works. A notable example, although not focusing 
exclusively on the systems considered of interest for this work, is the series of 
experimental works on high pressure phase equilibria published by the late Erwin Brunner, 
over a period of several years [31-40]. 
The simpler systems considered in this work consist of mixtures of hydrocarbons.  
Uribe-Vargas and Trejo [41] presented a review on systems consisting mostly of methane 
and several different heavier hydrocarbons. The authors present an extended list of 
references for the solubility of methane and of mixtures of gaseous hydrocarbons in liquid 
hydrocarbons.
Also relatively simpler type of systems considered in this work are the mixtures 
containing water and hydrocarbons. Several articles can be found in the literature, mainly 
for the systems methane + water and ethane + water, simple systems of great interest for 
the natural gas industry, which also constitute good test systems for the evaluation of 
thermodynamic models. From an experimental point of view however, these are 
challenging systems, due the very low solubility of the gas in water, and even lower 
amounts of water in the gas phase, especially for high pressure systems.  
The first study of the solubility of methane in water was performed by Bunsen, in the 
year of 1855 [42], in a work which included the measurement of the solubility of various 
gases in water under atmospheric pressure, using a synthetic method (see Chapter 3 for the 
categorization of experimental methods). The same method was also used by Winkler in 
1901 [43]. Data for high pressure solubility of pure methane in water were first reported by 
Frohlich et al. in 1931 [44]. These and several other sources of data for the solubility of 
this gas in water are mentioned by Lekvam and Bishnoi [45], who presented a small review 
for this binary system, in conjunction with new data relative to pressures up to 10 MPa at 
different temperatures. In a work containing new data for the solubility of natural gas 
components in water with and without hydrate inhibitor, Wang et al. [46] also presented a 
small review on the solubility of methane in water, emphasising the lack of consistency 
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between the different data sets existing in the literature, justified by the author as being 
mainly due to the difficulties in quantifying such low solubility values. 
Even lower solubilities are found for water in the gaseous hydrocarbon phase, 
especially when high pressures are considered. Mohammadi et al. [47] recently presented a 
work on the experimental measurement of the water content in methane and ethane. In this 
work, the authors included a review on the experimental methods commonly used in the 
determination of the low water content or water dew point in gases. Parallel to this, a 
review on the water content in major constituents of natural gas is also presented. Folas et 
al. [48] also focused on the water content of high pressure gases, particularly nitrogen, 
methane and natural gas. In this work, the authors presented a table containing the 
concentrations of water in methane and in nitrogen at high pressures, obtained by different 
authors and different methods, underlining the observable discrepancy between the 
different values. In the case of water in methane, for instance, the value obtained by 
Chapoy et al. [49] for a temperature of 283 K and a pressure around 6 MPa, is about one 
half of the values found by the authors, which are in agreement with other sets of data 
found in the literature [50,51]. Concerning the values for the binary system nitrogen and 
water, the disparity between the different values found in the literature for the same 
experimental conditions is also noticeable. 
Jou et al. [52] presented a work on the phase equilibria in the system n-butane + 
water + methyldiethanolamine (MDEA), in which the authors included an analysis of the 
available literature data for the binary system n-butane + water. According to the authors, 
the various literature sources are in good agreement where the pressure and temperature 
along the three-phase line is concerned. However, significant differences are found in the 
results for the compositions of the different phases in equilibrium at the mentioned 
conditions, particularly in the compositions of the co-existing liquid phases. 
Other noteworthy publications concerning mixtures of water and hydrocarbons, is for 
example, the work of Tsonopoulos [53], who presents an analysis on the mutual 
solubilities for systems of water and n-alkanes with a number of atoms of carbon between 
2 and 16. Énglin et al. [54] presented an experimental work in which new data for the 
solubility of water in nearly 60 different hydrocarbons is presented, while McAuliffe [55] 
presented a work containing the results for the measurements of the solubilities of 65 
hydrocarbons in water, at room temperature, by means of a gas-liquid partition 
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chromatographic technique. Also worth mentioning is the review of Wilhelm et al. [56], 
focusing on the low-pressure solubility of gases in liquid water. 
 For the systems containing hydrate inhibitors, a large number of references can be 
found for the systems containing methane or ethane + methanol, largely due to its 
application in the natural gas industry as hydrate inhibitor. Among the four glycols 
considered in this work, TEG was studied more frequently, a fact that can be justified by 
its wide application in the dehydration of natural gases and other hydrocarbons in general. 
Studies on mixtures involving methanol and heavier hydrocarbons such as n-hexane or  
n-heptane are also relatively common, due to the interest in these systems for fuel 
substitution, mainly in countries such as South Africa or Brazil for example, in which 
petrol is blended with methanol [57,58].
Nevertheless, and as verified before for the systems containing hydrocarbons and 
water mentioned in the last paragraphs, the existence of various sets of data does not 
necessarily imply a lower uncertainty in the knowledge of the systems in question, as often 
the existing data are in clear disagreement with each other. This was verified by Hradetzky 
and Lempe [57] who re-measured the LLE (liquid-liquid-equilibrium) for the system 
methanol + n-hexane after verifying the existence of divergences between the values 
previously presented [59] and literature data [60-62]. Also Cordray et al. [63] mention the 
existence of discrepancies for the literature values of the freezing line (SLE, solid-liquid 
equilibrium) of the system MEG + water at concentrations of glycol ranging from 55 wt% 
to 85 wt%, a type of measurements which, in principle, should be reasonably simple and 
exempt from problems. 
In addition to the disparities between the existing data, another important feature of 
the analysis of the tables presented in Appendix I, is the limited existence of data for 
particular ranges of temperatures and pressures. This can be easily demonstrated if for 
instance, the study of the system methane + water at a temperature of 298.15 K and 
moderate pressures, between atmospheric pressure and 1 MPa, is considered. From the 56 
references mentioned in Table A.3, only 4 of them can be used for comparison in the 
experimental conditions considered. Furthermore, the data available in the majority of the 
works mentioned in this table refer either to solubilities of water in the gas phase, or to the 
solubility of the gas in water. An analysis of the data available for other systems leads  
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frequently to the same conclusion, and this situation is even more significant for more 
complex systems, for which the number of existing data is reduced. 
In conclusion, what the result of this thorough literature survey indicates, is the need 
for more experimental data, accurate, reliable, in extended ranges of experimental 
conditions, and whenever possible including a characterisation of the system in equilibrium 
as complete as possible.   
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Experimental Methods for the 
Measurement of Phase Equilibria
A wide variety of methods and techniques are currently available for application to 
experimental studies of phase equilibria. The author previously presented an extensive 
overview of methods and techniques available for the determination of very low vapour 
pressures, down to 10-5 Pa [1]. The present work, however, focuses on the high-pressure 
range, as mentioned in the last chapter. Several reviews available in the literature, some of 
them mentioned in Chapter 2, include a description and classification of the different 
methods available for such experimental studies [2-18]. While most of these reviews are 
general, some others focus on specific types of methods, such as the work of Smith and 
Fang [5] focusing on the use of diamond anvil cells, or the review presented by Richon [4], 
centred on the equipments developed in his laboratory, using analytical methods with 
sampling. Robinson [19] has also presented a review on the experimental techniques used 
by him and his co-workers in their laboratories. Ruffine et al. [20] mention briefly a 
number of experimental set-ups used in phase equilibria studies at low temperatures and 
high pressures, in a work where the authors also present a new apparatus. Other reviews 
are directed to a specific type of study, such as the work presented by Mohammadi et al. 
[21] focusing on the experimental methods commonly used in the determination of the 
water content or water dew point in gases, or the work of Ng and Robinson [22,23], who 
reviewed the experimental methods commonly used in the determination of hydrate 
formation conditions.  
Although focusing on moderate pressures, the work of Hála et al. [18] is worth 
mentioning. In addition to the description and classification of experimental methods, the 
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authors focus on important experimental details such as the correct measurement of 
temperature and pressure, presenting also a collection of experimental VLE data from a 
total of 2656 references, published up to May 1965. Obviously, being a work published in 
1967, many of the considerations made by the authors concerning the measurements are 
currently out of date, due to technological progress and by the increase in the use of 
electronic systems, but nevertheless, some are still valid, and the work in general stands up 
for its completeness.  
The existence of a wide variety of methods for phase equilibria studies at high 
pressure is related to the fact that there is not a single method that is suitable for all the 
different types of measurements. In some cases it is not even possible to assert which 
method is the most appropriate for a specific determination, with different methods 
presenting both advantages and disadvantages, as will be shown below. It is therefore 
helpful to make a categorisation of the experimental methods available. This is especially 
important in the present work, which involved the development of two new experimental 
set-ups, in order to allow a better understanding of the reasons behind the choices made for 
the new equipments.  
The categorisation of the methods is not consensual, with different classifications 
proposed by different authors. Expressions such as “static” and “dynamic” are often used 
with different meanings by different authors, creating further confusion. Furthermore, the 
classification of a specific apparatus is not always straightforward, since combinations of 
different techniques may be used in different methods. The nomenclature adopted in this 
work, and represented schematically in Figure 3.1, is similar to that presented in two recent 
works [2,3], consisting in the refinement of the classification used in previous reviews of 
the same series [7,10].  
Two fundamental classes of methods are considered, analytical and synthetic 
methods, depending on whether the composition of the phases in equilibrium are 
determined analytically or the system under study has a precisely known global 
composition, prepared (synthesised) previously to the experiment. The analysis of the 
phases in equilibrium can be performed with or without sampling, through the use of 
spectroscopic methods for example. As for the synthetic methods, a distinction can be 
made between experiments in which a phase change is observed and experiments where no 
phase change occurs. 
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Figure 3.1 – Categorisation of the experimental methods available for the measurement of high-pressure 
phase equilibrium. 
In the present chapter, the various methods and techniques will be presented, 
together with short considerations on the main characteristics, advantages, disadvantages 
and common applications of each of the methods. Whenever possible, examples of 
applications found in recent literature are also provided. 
3.1. Analytical Methods 
In analytical methods, the equilibrium cell is charged with the components of the 
system to be studied without precise information of the total composition of the system, 
and the experimental conditions (temperature and pressure) are set. Once the equilibrium is 
achieved, the composition of the different phases is determined by withdrawing a sample 
for subsequent analysis, or by applying a suitable in situ physicochemical technique for 
analysis. The main advantage of analytical methods is the possibility of application to 
multi-component systems without significant complications, allowing the study of the 
“real-life” systems typical of industrial problems. The drawback is the necessary higher 
complexity of the apparatus, which must include an analytical part, often requiring 
calibrations and previous optimisations of the analytical technique(s). 
The methods in which samples are withdrawn from the equilibrium cell can be 
classified, depending on the procedure used in the achievement of the equilibrium, into 
isothermal methods, isobaric methods and isobaric-isothermal methods. These methods are 
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notable for allowing a better understanding of the equilibrium systems under study, with 
the desirable characterisation of all the different phases involved.
 One of the most important aspects to take into account with these methods is the 
possibility for the occurrence of significant pressure drop when the samples are withdrawn. 
There are however several techniques which can be used in order to avoid or reduce this 
issue. The use of a variable volume cell is probably one of the most common solutions to 
deal with this problem [24-26]. Variable volume cells have a wide application range, not 
only in analytical methods, but also in cells from where no sampling is performed 
(synthetic methods), readily allowing for isothermal changes in the pressure for the 
appearance of new phases, or the observation of critical phenomena, for example. The 
variation in the volume of the cell is usually made by using a solid moveable piston, whose 
position is regulated either by direct mechanical actuation [27], or through a pressure 
transmitter medium and a syringe pump [26,28]. This last technique can be especially 
efficient and practical if an electronic syringe pump is used [29]. Another possibility is the 
use of a “liquid piston”, using mercury that can be pumped into or out of the cell in order 
to change the volume available for the system under study [30-32]. This solution has the 
advantage of being leak proof, but it also has some drawbacks, such as the toxicity of the 
metal and the eventual possibility of reaction or solubilisation of some components of the 
system being studied. Another possible solution to avoid pressure drop is to use a buffer 
volume in combination with a syringe pump [33], or by blocking off the content of the cell 
from the sample before withdrawing it [34-38].  
The pressure drops are directly related to the proportion between the total volume of 
the cell in which the system is in equilibrium and the volume of the withdrawn sample. It is 
therefore possible to minimise the problem by increasing the volume of the cell. Gozalpour 
et al. [39] for example, used an equilibrium cell with a volume of 9 dm3 in the study of 
systems involving gas condensates.   
The other obvious solution is, of course, to reduce the volume of the samples, and 
this can be achieved in several ways. A relatively common solution is the use of special 
valves, such as HPLC valves [40-43]. These valves allow the collection of the sample into 
a loop of a previously selected volume, and by actuation of the valve, insert the sample 
directly into the carrier gas flow of a gas chromatograph, for example. Another possibility 
is to perform the sampling through capillaries [44,45]. However, sampling through 
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capillaries can lead to differential vaporization, leading to a scattering in the results, 
especially in the case of mixtures composed of both light and heavy components, caused 
by a pressure drop all along the capillary [46]. This problem can be circumvented by 
means of an adequate experimental design, ensuring that most of the pressure drop occurs 
at the end of the capillary close to the chromatographic circuit.  
The group of Richon, in the CENERG-TEP laboratory of the ENSMP (École 
Nationale Supérieure des Mines de Paris), developed a system where a micro-stem ending 
with a nose, enters inside the capillary to reduce the cross-sectional area at the end of the 
capillary. The system is associated to a fast-acting pneumatic or electromagnetic valve, the 
ROLSITM sampler (Rapid On-Line Sampler Injector) [47-49]. These sampler-injectors 
were developed specifically for application in studies of phase equilibrium, with special 
attention to relevant details, making them a reference in the area, currently being used 
worldwide [49-57]. Figure 3.2 depicts an electromagnetic ROLSITM sampler-injector.  
Figure 3.2 – Picture of an electromagnetic ROLSITM sampler-injector, showing the actuator and the capillary 
through which sampling is made. 
When special valves are used, the equilibrium cell can be coupled with analytical 
equipment, such as a high-performance liquid chromatograph [58], a supercritical fluid 
chromatograph [41], or in the most common solution, a gas chromatograph [50-52,59], 
usually allowing a sample of very small volume to be withdrawn and injected directly into 
a carrier gas flow, without any manipulation. It should be pointed out that, both in the case 
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of the HPLC-valves and of the ROLSITM samplers, it is the reduced sample volume that 
simplifies the analytical processes, making possible the analysis of the whole sample by 
chromatography, without risk of saturation of the columns.  
   It is possible to find in the literature, however, experimental set-ups using an 
analytical method with sampling, where the volume of the equilibrium cell is considerably 
small, such as the one used by Bahramifar et al. [60], who used a cell with a total volume 
of just 0.5 cm3, with a loop of 23 mm3 being used for sampling. Garmroodi et al. [61] used 
an equilibrium cell of 1 cm3, with a sample volume of 143 mm3, which accounts for more 
than 14% of the volume of the cell.  
When working with high pressures, any connection to the cell, including sampling 
ports, is a possible source of leaks. To limit this problem, and to simplify the apparatus, 
some authors use a single sampling valve, with a mechanism that allows the sampler to 
move, allowing sampling from different phases. Laursen et al. [62] used a movable 
sampling needle in the study of VLLE systems. Reports of a cell equipped with a moveable 
ROLSITM sampler can also be found in the literature [4]. Care should be taken that the 
movement of the sampler does not influence significantly the pressure in the cell. 
A considerable advantage for most of the methods, although it can increase the price 
of an equilibrium cell, depending on the range of pressures demanded for the application, 
is the use of windows, for visual observation of the contents of the cell, interfaces between 
phases, among other phenomena. These windows can be made of thick glass [30,63] or 
quartz [64], but most commonly sapphire is used [28,65-69]. Although more expensive, 
sapphire is one of the hardest materials, being much stronger than glass and characterised 
by a good chemical resistance, thermal conductivity and thermal stability. The use of 
windows in the equilibrium cells can go from one single window [28,64,66,67] or two 
small parallel windows [62,70], up to a whole section of the equilibrium cell, making a 
360º window [25,30,32,68,69]. It is worth mentioning the apparatus of Secuianu et al. [71], 
based on a variable volume cell with two sapphire windows where one of the windows is 
actually the piston. 
Another approach for circumventing the problem of the pressure drop associated 
with sampling processes is, obviously enough, not to carry out any sampling, performing 
an analysis in situ through the use of a convenient physicochemical method. The most 
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common are spectroscopic methods, as in the case of Andersen et al. [72]. In this type of 
methods, the use of sapphire for the windows assumes a critical importance, due to the 
good transmission characteristics over the visible, near IR and near UV spectrum of this 
material, with a useful optical transmission range of wavelengths ranging from 200 nm to 
5500 nm [73,74]. A disadvantage is that occasionally, these methods of analysis only allow 
the determination of the concentration of a particular compound in the different phases, 
which may be a limiting factor in the study of multi-component systems. Another aspect to 
consider is the requirement for time-consuming calibrations under different experimental 
conditions. Among analytical methods without sampling are also gravimetric methods, 
such as the used by Sato et al. [75], and other types of methods such as the one used by 
Boudouris et al. [76]. 
3.1.1.  Analytical Isothermal Methods 
In the isothermal methods, the temperature of the system is kept constant during the 
whole experiment, including throughout the equilibration process, while other equilibrium 
properties such as the pressure and the composition of the phases vary with time, until the 
achievement of the equilibrium values. The experiment starts by charging the equilibrium 
cell with the substances of interest. The initial value for the pressure is set under or above 
the desired value, taking into consideration the effect that the equilibration process will 
have on its value. Once the system is close to equilibrium, further adjustments in the 
pressure can be performed, by adding or withdrawing material, followed by a new 
equilibration process. When in equilibrium, the pressure reaches a stable value, and 
usually, additional time is given to the system without stirring, rocking or recirculation, 
before withdrawing any samples or performing any measurements, in order to have a good 
separation of the different phases, which otherwise might lead to non-homogeneous 
samples, where the sampled phase still contains material from another phase(s), such as 
droplets, bubbles or solid particles [71]. Figure 3.3 summarises these three fundamental 
steps, characteristic of the analytical isothermal methods. 
In order to reduce the time necessary for the equilibration of the system, several 
techniques can be employed. The most common is probably the stirring of the mixture. 
This can be done through the use of a motor with a rotating axis passing through the wall 
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of the cell [62], making this an especially sensitive point for the occurrence of leaks, due to 
the wearing of the seals, or through the use of a magnetic system [25,30], that although less 
efficient under certain conditions, is far simpler, and does not interfere with the air 
tightness of the cell. The efficiency of magnetic stirring can however be inadequate, when 
the phases to be mixed have a high viscosity, or in the case of high temperature 
applications, since the magnets lose their strength with the increase of temperature. This 
last issue can be minimised by the use of a cooled magnetic stirring system, although this 
may have some negative impact on the homogeneity of the temperature of the equilibrium 
cell. In low temperature applications, care should also be taken so that the heat usually 
produced by the stirring motor does not interfere with the temperature of the equilibrium 
cell. In the study of systems with gas hydrates, or systems involving very viscous phases, 
rocking the equilibrium cell can be a good answer to promote faster achievement of the 
equilibrium [32,77,78]. It is an important requirement for this that all the connections to 
the cell should be flexible. These methods where stirring or rocking of the cell is 
performed are sometimes classified as “static-analytical method”.  




Another common technique is to promote the recirculation of one of the phases, by 
means of magnetic pumps, forcing the gas phase to be continuously bubbled through the 
liquid phase [63,79,80], or pumping the liquid phase to the top of the cell, where it re-
enters through the gas phase [38,65]. Recirculation of both phases is also used by several 
authors [40,42,43,81-83]. This is a very effective method for expediting the equilibration 
process, although the further complexity in terms of connections and tubing can represent a 
problem, associated with the occurrence of pressure leaks. An additional aspect to take into 
account is the requirement for a good quality pump, characterised by a small pressure drop, 
and the need for a uniform temperature throughout the whole loop, so as to avoid partial 
condensation or vaporization in the recirculation line. Consequently, the application of 
recirculation methods is not recommended for studies in the region close to the critical 
point, where small changes in temperature and pressure have a strong influence on the 
phase behaviour [9]. Another drawback in using recirculation methods is the cost 
associated with good quality pumps. 
Notwithstanding these aspects, recirculation methods may present advantages, when 
conveniently combined with specific sampling procedures, allowing for example the 
isobaric filling of a sample volume. Samples can be withdrawn by placing a sampling 
valve in the recirculation line [58], or by blocking off a determined volume between two 
valves in the recirculation loop [38,63]. Laursen et al. [84] proposed a simple VLE 
equipment for the measurement of gas solubility in substances with high stickiness and 
viscosity, such as wood resins, using recirculation of the vapour phase, and sampling from 
the liquid phase. The recirculation of both the vapour and the liquid phase, allows sampling 
from both phases without using capillaries [85,86]. Even in cases where only the liquid 
phase is circulated, this allows for example the blocking of a large liquid phase volume 
from the equilibrium cell before pressure reduction [37], in the study of LLE systems or 
the measurement of solubilities of gases in liquids [87]. 
Another possibility in the use of recirculation methods is the inclusion in the 
recirculation loop(s) of a vibrating-tube densitometer allowing the density of the circulated 
phase to be determined very easily [27,42,43,88,89]. Figure 3.4 presents a schematic 
drawing of the apparatus used by Tsivintzelis et al. [42,43], where both recirculation loops 
have been highlighted for easier visual identification. The apparatus presented by Kato et 
al. [88,89] has nothing less than three density meters, associated to an equal number of 
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recirculation loops, in a cell developed for the study of VLLE systems, allowing the 
determination of the density of all the phases. In such density measurements, it is important 
that the pumps are turned off during the density measurements, in order to avoid errors due 
to pulsation [86].
Figure 3.4 – Schematic drawing of the apparatus used by Tsivintzelis et al. [42,43]. The recirculation loops 
for the liquid and the gas phase, containing the vibrating densitometers marked by “B” and “C”, were 
highlighted for easier identification. 
In a particular application of blocking off a part of the system, the sampling volume 
is within the equilibrium cell. This method can be used for example in the measurement of 
the solubility of solids in supercritical fluids. Sherman et al. [90] put an excess amount of 
solute in a glass vial, capped with coarse filter paper, in the equilibrium cell. After 
equilibration and careful depressurization, the vial is removed and weighed. The solubility 
can be calculated from the difference of the initial and final mass of the solute in the vial 
and the difference of the volume of the equilibrium cell and the vial. As an alternative, 
Galia et al. [91] used three vials, of which only one was initially filled with the solute. 
Nikitin et al. [92,93] used an alternative technique for measuring sorption of carbon 
dioxide in polystyrene, avoiding sampling from a high-pressure cell, according to the 
procedure represented in Figure 3.5.
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Figure 3.5 – Schematic representation of the experimental procedure adopted by Nikitin et al. [92,93] in the 
study of sorption of carbon dioxide in polystyrene. 
In the instant t0 the polymer is placed in the equilibrium cell, which is then 
pressurised up to the desired value, t1. For several hours the volatile component is absorbed 
in the polymer, until equilibrium is achieved, t2. Next, a fast depressurization procedure is 
performed in less than 10 seconds, followed by a quick transport of the sample to an 
analytical balance in less than 5 seconds. At instant t3, the sample is placed in the analytical 
balance and the decreasing of the mass of the polymer sample due to desorption of carbon 
dioxide is recorded over time, allowing the initial value of sorbate mass to be determined 
by extrapolation of the desorption curve, to the beginning of the depressurization process, 
represented in the diagram of Figure 3.5 by instant t2.
In the study of SLE in systems containing waxes, Pauly et al. [94] used an isobaric 
and isothermal filtration step, to ensure that the liquid phase to be sampled was free of 
solid particles. This was performed in an equilibrium cell with two variable-volume 
chambers connected via a filtration system using a disc of sintered steel with a pore size of 
3 μm. 
In the analytical isothermal methods, the equilibration process can be followed over 
time, and sampling is only performed after equilibrium is achieved, which can be observed 
by the constant pressure value. This is an advantage when compared with analytical 
isobaric-isothermal methods, where there is the risk of an incomplete equilibration process 
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if the experimental conditions are not properly chosen. In the period from 2000 to 2008, 
22.6% out of 4465 systems considered [2,3] were measured using an analytical isothermal 
method. In the period from 2000 to 2004 [2], this percentage was of 27.6%, showing that 
the use of this type of methods has decreased over the last years. 
3.1.2.  Analytical Isobaric-Isothermal Methods 
In isobaric-isothermal methods, sometimes called “dynamic methods”, one or more 
fluid streams are continuously pumped into a thermostated equilibrium cell. The pressure 
is kept constant during the whole experiment by controlling an effluent stream, most 
commonly the vapour phase, using a back-pressure regulator. One of the most important 
aspects to take into consideration in the application of these methods is related to the time 
needed for the full equilibration of the system to be attained, which should be sufficiently 
short, and imposes some limitations on the velocity of the flows. If the equilibration is too 
slow, there is the risk that the effluents will not correspond to the equilibrium state as 
desired. Previously to any set of experiments, it is recommended to carry out a number of 
tests under different flow conditions, in order to evaluate the limits for the systems under 
study. Analytical isobaric-isothermal methods were used in the study of 13.2% of the 
systems analysed in [2,3].    
Continuous-flow methods
In a typical design of a continuous-flow method, shown schematically in Figure 3.6, 
high-pressure metering pumps are used to supply a constant flow of the components, which 
after a pre-heating stage enter a mixer kept at a desired temperature, where the phase 
equilibrium is attained.  
Often, static mixers are used [95,96]. The feed stream from the mixer is then 
separated in an equilibrium cell into a vapour and a liquid phase. To facilitate phase 
separation, a cyclone separator was used by Fonseca et al. [95]. Effluents from both phases 
are withdrawn continually, depressurized, accumulated and usually analysed after the 
experiment. The pressure in the system is adjusted by means of a back pressure regulator 
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that controls the effluent stream of the vapour phase. The interface level between the fluid 
phases in the equilibrium cell can be adjusted with a bottom-phase expansion valve, 
whereby the interface level is usually determined visually [97]. 
Figure 3.6 – Schematic diagram showing a typical design of a continuous-flow method, showing the three 
fundamental steps of the method. 
When compared with the isothermal methods described above, the continuous-flow 
methods present the important advantage that sampling can be done without disturbance of 
the equilibrium. Furthermore, if large samples are needed, for example to facilitate the 
analysis of traces of particular compounds in some phases, the run time of the experiment 
can just be extended in order to accumulate more material, without the need for increasing 
the volume of the equilibrium cell or the dimensions of the experimental set-up. Another 
great advantage of this type of method is related to the short residence time of the 
components in the apparatus, reducing the possibility for thermal decomposition or 
polymerization reactions when performing measurements at higher temperatures [98]. 
However the continuous-flow methods usually require the use of larger amounts of 
chemicals, which can be a disadvantage when compared with the isothermal analytical 
methods. Furthermore, the experimental procedure can be more complicated, due to the 
somewhat more complex process control involved. 
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Haruki et al. [99] used a continuous-flow method in the measurement of phase 
equilibria for systems water + hydrocarbon near the critical point of water. Hurst et al. 
[100] describe a continuous-flow cell equipped with large diameter optical ports suitable 
for visual observation, and for Raman spectroscopic studies of aqueous solutions at 
temperatures up to 770 K (500 °C). The cell was instrumented with a heated cylindrical 
insert (“hot finger”) that was employed for salt solubility, salt deposition and salt 
nucleation studies in near-critical aqueous solutions. The crystalline phases were observed 
using Raman spectroscopy. 
Semi-flow methods 
In semi-flow methods, only one of the phases is flowing while the other is stationary 
in an equilibrium cell. Semi-flow methods are also known as “single-pass flow methods”, 
“gas-saturation methods” or “pure-gas circulation methods”, depending on the authors. 
Typically, in these methods, a high-pressure stream of gas or of a supercritical fluid is 
passed through two cells connected in series, containing the low-boiling component in a 
condensed phase. The first cell is used as a pre-saturator while the second cell operates as 
an equilibrium cell. Upon equilibration, the effluent of the vapour phase is reduced in 
pressure and conducted through a trap, where the condensed component is collected. The 
quantity of gas can be determined volumetrically, by means of a gas meter, or using a flow 
meter such as a wet test meter [101,102]. Figure 3.7 presents a typical experimental set-up 
for the application of this method, with emphasis on the different steps of the 
measurement.   
In most applications, only the composition of the vapour phase is analyzed, for 
example in the determination of the solubility of a low-boiling (liquid or solid) substance 
in a supercritical gas [102-104]. A wide variety of techniques are suitable for the 
determination of the composition of the vapour-phase effluent, through the use of a 
spectroscopic method [105,106], using a multi-port sampling valve and a subsequent 
HPLC analysis [107], using an absorption bath after previous expansion to atmospheric 
pressure using cold traps [102], or by means of a chromatography column filled with an 
appropriate adsorbent for the solute under study [108].
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Figure 3.7 – Schematic diagram showing a typical design of a semi-flow method, demonstrating the 
fundamental steps of the method. 
In this type of solubility measurement, no samples from the stationary condensed 
phase need to be taken. However, when a semi-flow method is used in VLE studies, the 
composition of the condensed phase needs to be determined as well. A sample from the 
liquid phase can simply be withdrawn through a common valve and tubing and 
depressurized, before further analysis [109]. Furthermore, semi-flow methods can also be 
used in the measurement of the solubility of a gas in a liquid, as in the work presented by 
Tan et al. [110]. The experimental procedure is similar to the one just described for the 
vapour-liquid equilibria studies, but without the need to determine the composition of the 
effluent from the vapour phase.
In studies related with CO2 capture, the solubility of this gas in a condensed phase 
(an amine solution, or a ionic liquid, for example) can also be determined using this 
method, for instance by passing a stream of a typical flue gas mixture of known 
composition through a solution, and continuously analysing the amount of carbon dioxide 
in the effluent flow. A typical experiment is characterised by an initial decrease in the 
amount of CO2 in the effluent flow, followed by an increase back to its initial value, as the 
condensed phase becomes saturated with the gas.
Tuma et al. [111] used a modified supercritical fluid chromatograph (SFC) to 
measure the solubility of dyes in carbon dioxide. The column was filled with finely  
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pulverized dyestuff and the analysis of the vapour-phase stream was performed by means 
of Vis-spectroscopy. 
As explained previously, the major source of uncertainty for all flow methods is the 
possible lack of attainment of equilibrium. To deal with this problem, Sauceau et al. [112] 
used an equilibrium cell with 3 compartments, equivalent to 3 cells in series. Another 
possible source of problems is the eventual occurrence of partial condensation of the solute 
from the saturated vapour stream in the tubing, in particular inside and immediately after 
the expansion valve. This undesired variable hold-up of the solute can lead to a scattering 
in the results in the order of 10% [113]. To collect precipitated solute at the end of an 
experiment from the tubing and from the expansion valve, Takeshita and Sato [114] used a 
stream of carbon dioxide after having blocked off the equilibrium cell. 
Ferri et al. [115] describe an experimental technique that allows the measurement of 
high concentrations of dyestuff in a supercritical fluid. The authors use a second pump to 
stabilise the flow rate of the fluid in the extractor, damping the pulses of the first pump. 
Glass wool before and after the packed bed guarantees a uniform flow distribution and 
prevents particle entrainment. A line bypassing the extractor allows solubility 
measurements at high concentrations. It dilutes the saturated fluid stream with clean carbon 
dioxide and reduces the risk of valve clogging and flow rate instability. 
In order to overcome the problems related with the depressurization process, 
Pauchon et al. [116] developed a semi-flow method that works without pressure reduction. 
The effluent vapour-phase flows into the top part of an autoclave which is filled with 
mercury. The use of mercury, acting as a piston, allows obtaining a precise adjustment of 
the vapour flow and avoids pressure changes that produce solute precipitation. Sampling at 
isobaric conditions is performed with a six-port valve. As mentioned for other cases, 
special attention is required during the regeneration of mercury and cleaning of the 
apparatus, due to the high toxicity of this metal. 
Chromatographic methods 
In the chromatographic methods, the retention of a solute in a chromatographic 
column is measured, and related to the Gibbs energy of solute transfer between the 
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stationary and the mobile phase. Roth [117] gives a review on applications of supercritical 
fluid chromatography (SFC) for the determination of the relative values of solute 
solubilities in supercritical fluids, and on the determination of solute partition coefficients 
between a supercritical fluid and the stationary phase. In SFC, the thermodynamic analysis 
of solute retention is more challenging than in common gas chromatography since the 
uptake of the mobile phase fluid by the stationary phase is no longer negligible. The main 
advantage of the chromatographic methods is the possibility to determine equilibrium 
properties and diffusion coefficients simultaneously, in one experiment [118]. 
Sato et al [119] used a chromatographic method in the study of the vapour-liquid 
equilibrium ratio of n-hexane at infinite dilution in propylene + impact polypropylene 
copolymer, while for the determination of the solubility of propylene in the copolymer the 
authors made use of a synthetic isothermal method, a type of method described later in this 
chapter.  
Chester [120] reviewed a chromatographic technique, which he calls “flow injection 
peak-shape method”, that allows the determination of the pressure and temperature 
coordinates of the vapour-liquid critical locus of binary systems. This technique can be 
implemented using open-tubular SFC instrumentation, by replacing the SFC column with 
several meters of fused-silica tube. This tube may be deactivated but is not coated with a 
stationary phase. The procedure to map a critical locus involves selecting a temperature, 
then making injections at various pressures while looking for the pressure where the peaks 
change from their rectangular appearance (liquid phase and vapour phase present in the 
column) to distorted Gaussian (single homogeneous phase in the column). This transition 
pressure provides an estimate of the mixture critical pressure, corresponding to the oven 
temperature. 
3.1.3.  Analytical Isobaric Methods 
One of the most common methods for the measurement of vapour pressures of pure 
compounds in the pressure range from 10 kPa to 100 kPa is ebulliometry (from Latin 
ebullio “to boil, to bubble up”) [1]. The method can however be extended to the study of 
mixtures and to high pressures. In this method, the boiling temperature of a mixture is 
measured under isobaric conditions and the phase compositions are determined after 
69
38
sampling and analysis. The experimental apparatus, an ebulliometer, is fundamentally a 
one-stage total-reflux boiler equipped with a vapour-lift pump to spray slugs of 
equilibrated liquid and vapour onto a thermometer well. As opposed to the more frequently 
used synthetic isobaric method described later in this chapter, vapour and liquid streams 
are separated, collected and analyzed. The compositions of the liquid and the vapour phase 
vary with time, towards a stable value that should not differ significantly from the true 
equilibrium value. This analytical isobaric method is still frequently used in measurements 
of low-pressure data, being often referred by some authors as “dynamic VLE method”. 
3.1.4.  Analytical Spectroscopic Methods 
Spectroscopic methods allow the analysis of the phase composition at high pressures, 
without the need to withdraw any samples. A number of techniques can be used in these 
methods, such as near infrared spectroscopy [72,121], or the 2H NMR technique combined 
with light microscopy used by Cruz Francisco et al. [122] in the study of the phase 
behaviour of lecithin + water + hydrocarbon + carbon dioxide mixtures. Pasquali et al. 
[123] used attenuated total reflection infrared (ATR-IR) spectroscopy to simultaneously 
measure the sorption of CO2 in polyethylene glycol (PEG) and the polymer swelling.  
Aizawa et al. [124] developed a high-pressure optical cell for the investigation of 
absorption and fluorescence phenomena using a "totsu" (denoting the shape) type window. 
In this particular application, the protruding part of the window acts as a light-guide and 
enhances the laser power imparted onto the sample in the monitoring light. Shieh and  
co-workers [125] studied the effect of carbon dioxide on the morphological structure of 
compatible crystalline/amorphous polymer blends by means of small angle X-ray 
scattering (SAXS) with the measurement of absolute scattering intensity. 
Rondinone et al. [126] developed a single-crystal sapphire cell, for performing 
neutron-scattering experiments on gas hydrates. Since the sapphire crystal only contains 
aluminium and oxygen, it possesses a low incoherent neutron scattering and absorption 
cross section, having a low contribution to the background signal. 
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Some articles found in the literature, using Raman spectroscopy for the detection of 
gas hydrates [127,128], or laser scattering techniques [129-131], are not included in the 
analytical spectroscopic methods, since the techniques are used in the detection of a new 
phase, rather than in the quantitative analysis of the phase compositions. Such methods 
will be discussed later in this chapter.  
In the analytical spectroscopic methods, the advantage of avoiding the sampling 
process is often outweighed by the inherent disadvantages. In addition to the inability to 
perform a complete characterisation of the composition of the phases, as already 
mentioned, it is also necessary to consider the requirement of time consuming calibrations 
at various pressures.
From the 4465 systems considered in the period between 2000 and 2008 [2,3], only 
1.7% were studied through the use of an analytical spectroscopic method.  
3.1.5.  Analytical Gravimetric Methods 
Gravimetric methods are based in the monitoring of the mass of a non-volatile 
condensed phase, such as a polymer [75,132-136] or an ionic liquid [137], in phase 
equilibrium with a fluid phase. Using additional information, like the density of the phases, 
the phase compositions can be determined. Figure 3.8 shows a schematic representation of 
the apparatus used by von Solms et al. [134-136]. 
Palamara et al. [138] placed an entire high-pressure equilibrium cell on a balance, 
and performed the equilibration under isobaric conditions. A very important aspect to 
consider in such application is the weight of the cell and the attached valve, since for 
commercially available analytical balances, a higher sensitivity is synonymous with a 
lower maximum load capacity. In the study of Palamara et al. [138], the cell and the 
attached valve have an approximate weight of only 190 g.  
Cutugno et al. [139] and Moore and Wanke [140], placed a quartz spring balance and 
an electro microbalance, respectively, within a high-pressure cell, in order to measure the 
sorption of gases in polymers. 
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Figure 3.8 – Schematic representation of the analytical gravimetric apparatus employed by von Solms et al. 
[134-136]. 
Kleinrahm and Wagner [141] developed a unique balance, a so-called magnetic 
suspension balance, intended for accurate measurements of fluid densities, with the main 
advantage that both the sample and the balance are isolated. An electronically controlled 
magnetic suspension coupling is used to transmit the measured force from the sample 
enclosed in a pressure vessel to a microbalance. The suspension magnet, which is used for 
transmitting the force, consists of a permanent magnet, a sensor core and a device for 
decoupling the measuring-load. An electromagnet attached at the under-floor weighing 
hook of a balance, maintains the freely suspended state of the suspension magnet by means 
of an electronic control unit. Using this magnetic suspension coupling, the measuring force 
is transmitted without contact from the measuring chamber to the microbalance, located 
outside the chamber under ambient atmospheric conditions. To better illustrate this 
concept, a schematic diagram of a magnetic suspension balance is shown in Figure 3.9.
Several researchers used a magnetic suspension balance to measure the solubility and 
diffusivity of volatile components in polymers, such as the case of Sato et al. [142]. 
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Figure 3.9 – Schematic representation of a magnetic suspension balance. Source: Dohrn et al. [143]. 
Gravimetric methods require corrections for buoyancy effects and, consequently, the 
exact information on the density of the fluid phase and on the density and volume of the 
condensed phase is essential, particularly at high pressures. These methods were used in 
the study of 3.4% of the 4465 phase equilibrium systems considered in the aforementioned 
reviews [2,3]. 
3.1.6.  Other Analytical Methods 
Just as in gravimetric methods, quartz crystal microbalances can be used in the 
determination of the solubility of a gas in a polymer, by measuring the mass of the polymer 
in equilibrium with the gas. From the basic principle, it is not a gravimetric measurement, 
so that buoyancy effects play a different role. Quartz crystal microbalances are usually 
based on the piezoelectric effect observed in an AT-cut quartz crystal. The crystal under 
the influence of an applied alternating electric voltage undergoes a shear deformation, with 
a maximum at a specific frequency known as the resonance frequency [76]. This resonance 
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frequency is dependent on the mass, and thus any mass change will result in an associated 
frequency shift. Sorption experiments are based in the measurement of the resonance 
frequency of the bare (clean) crystal, of the same crystal coated with polymer, and finally, 
of the coated crystal after the equilibrium between the polymer and the gas is attained, all 
at the same controlled temperature. The resonance frequency of a reference crystal is also 
measured at the same conditions of the experiments, in order to compensate any 
temperature or pressure effects. Park et al. [144] examined the effect of temperature 
deviation and pressure change on the frequency shift by measuring the frequency change of 
an uncoated crystal under high-pressure carbon dioxide.
Further developments to the quartz crystal technique, were performed by Guigard et 
al. [145], who applied the method in the measurement of low solubilities of metal chelates 
in supercritical fluids. A small mass of solute is deposited on the crystal and the solubility 
is measured by observing the change in the frequency of the crystal as the solute dissolves 
in the supercritical fluid. 
Mohammadi et al. [146] used a quartz crystal balance as an extremely sensitive 
detector for the appearance of hydrates. A change of mass of merely 1 ng results in a 
change of frequency of 1 Hz. However, this is not considered to be an analytical method, 
since the balance is used merely for the detection of a new phase, being included in the 
category of the synthetic methods, discussed later in the chapter. 
When compared to conventional methods, such as the gravimetric or the pressure 
decay technique, a synthetic isothermal method presented later, the quartz crystal 
microbalance provides a much higher sensitivity in the determination of mass changes, 
meaning that smaller samples are necessary to perform the experiments, which in turn 
accounts for a faster equilibration process and faster experiments [147], since equilibration 
time is inversely proportional to the square of the film thickness. However, the quartz 
crystal microbalance technique also has some drawbacks. The preparation and loading of 
the sample onto the crystal can be very challenging, and the system tends to be highly 
sensitive to small changes in electrical current, air flow or motion in the surroundings, or 
any other interference occurring in the same room or even next door [148]. Errors rise with 
temperature and pressure, due to dampening and viscous dissipation upon entering the 
glass transition and rubbery state [132,144]. 
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Another analytical method was used by Morris et al. [149], who made use of a 
palladium/hydrogen electrical resistance sensor for the determination of the hydrogen 
content in the liquid phase, in studies of the low gas solubilities of hydrogen in water. 
Abbott et al. [150] presented a capacitive method (dielectric constant method, or in 
accordance with the term designated by IUPAC, relative permittivity method), in the 
measurement of the solubility of low-volatile substances in supercritical gases. The authors 
used a 25 cm3 high-pressure cell, lined with a layer of Teflon. A capacitor consisting of 
two parallel rectangular stainless steel plates, with an area of 6.6 cm2 and held 1 mm apart 
by Teflon spacers was placed in the vapour phase. The dielectric constant of the saturated 
vapour phase was measured at different pressures. In order to calculate the concentration of 
the solute in the vapour phase from the dielectric constant, the permanent dipole moments 
and the molecular polarizabilites of the different components of the mixture need to be 
known.
3.2. Synthetic Methods 
The idea behind the synthetic methods is again to avoid the need for sampling, this 
time by using a mixture with a precisely known composition, and subsequently observing 
its phase behaviour in an equilibrium cell, measuring only properties such as pressure and 
temperature in the equilibrium state. The application of synthetic methods can be based in 
a phase transition, where the appearance of a new phase is detected, or not. But in both 
cases, a mixture with a precisely known composition has to be prepared (synthesised), and 
the challenge of analysing fluid mixtures is substituted by the challenge of carefully 
preparing them [14].  
Equilibrium cells for synthetic methods are usually smaller than cells used with 
analytical methods, since no sampling is necessary. But also for synthetic methods, a larger 
cell volume can be advantageous. When developing a new high pressure equilibrium cell, 
Nieuwoudt et al. [151] increased the internal volume from the 40 cm3 of the old cell to  
80 cm3 for the new cell. The larger volume allows for increased accuracy on the 
composition, particularly in studies involving low concentrations of solutes.
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In the case of synthetic methods with a phase transition, the initial conditions are 
selected in order to promote the existence of one single homogeneous phase in the system. 
During the experiment, the pressure and/or temperature conditions are altered, leading to 
the appearance of a new phase. These experiments can be used merely to know the 
pressure and temperature coordinates of a specific transition, but inferring the composition 
of one of the phases is also possible. The moment when the second phase appears, and 
while it is still very small, the composition of the large phase can be considered to be equal 
to the global composition of the system, each experiment yielding one point of the pTx
phase envelope. 
But not only variations on pressure and temperature can be used to promote the 
phase transition. This effect can also be achieved by a change in the overall composition of 
the system, as in the work presented by Wubbolts et al. [152] who used a method 
sometimes designated as “vanishing-point method“ or “clear-point method”, in the study of 
solid-liquid equilibrium. In this method, a clear solution of a given solute concentration is 
added to a known amount of anti-solvent until the last crystal disappears. The composition 
of the mixture at this vanishing point corresponds to the solubility of the mixture. 
Repeating the procedure with solutions of different concentrations leads to additional 
points for the solubility curve. 
The detection of a phase transition can be done by visual means, in which case the 
methods are classified as visual synthetic methods, or non-visually, in the case of  
non-visual synthetic methods. The application of synthetic methods without the occurrence 
of a phase transition is dependent on the measurements of a number of equilibrium 
properties, such as pressure, temperature, phase volumes and densities, which are 
subsequently used in calculations involving material balances for the characterisation of 
the phase compositions. These methods can be divided in isothermal, isobaric and other 
methods.  
Synthetic methods with a phase transition are by far more common than synthetic 
methods without a phase transition, but this last type has been going through an expansion 
over the last years. In the period of 2000 to 2008, 46.0% of the 4465 systems considered in 
[2,3] were studied by a synthetic method involving a phase transition. As for the synthetic 
methods without a phase transition, they were used in the study of 12.3% of the 4465 
systems considered. These numbers show the extensive application of synthetic methods, 
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used in 58.3% of the systems reviewed in the period 2000 to 2008. Furthermore, the 
application of synthetic methods in the period from 2000 to 2004 was 53.3% of the 
systems considered [2], while in the period from 2005 to 2008 synthetic methods 
accounted for 63%, almost two thirds, of the reviewed systems [3], meaning not only that 
the synthetic methods are predominant, but also that this predominance is increasing 
significantly. Analytical methods where all the phases are analysed may be preferable, due 
the completeness of the information they can provide, but they are often not preferred, 
given the number of advantages of the synthetic methods.     
Synthetic methods can be used where the application of analytical methods becomes 
more problematic, as in situations where phase separation is difficult due to similar 
densities of the coexisting phases, or near or even at critical points and in barotropic 
systems, where at certain conditions the coexisting phases have the same density. Kodama 
and his co-workers [81] recently presented a study on the phase equilibrium of the binary 
system ethylene + butanol, in which they used an analytical method for the majority of the 
measurements, but a synthetic method for determinations near the critical region.
Often, the experimental procedure is easy and quick [16], and since no sampling is 
required, the experimental set-up can be much simpler and rather inexpensive, without the 
sampling and the analytical equipment. The equilibrium cell can be more compact, of a 
smaller volume, as there are no pressure drop problems associated with sampling, allowing 
the development of equipment suitable for extreme conditions, where temperature and 
pressure are concerned [66]. Cohen-Adad [153] describes a diamond anvil cell that can be 
used for pressures up to 135 GPa. Fang et al. [154] have presented experimental data 
obtained at pressures up to 2.6 GPa, also using a diamond anvil cell. Smith and Fang [5] 
recently presented a review on the use of this type of cell, emphasising the advantages of 
this technique for application at high pressure and high temperature conditions. According 
to the authors, the very small volume of this type of cell also facilitates the study of 
supercritical systems at high density, from 400 kg.m-3 to 1 200 kg.m-3, which can otherwise 
be difficult or expensive with other methods.  
Figure 3.10 shows a schematic diagram of a diamond anvil cell, as presented by 
Cohen-Adad [153], which can be used from cryogenic temperatures up to 4000 K In this 
cell, the two diamond anvils are forced together by means of spring-loaded screws or using 
a standard arm-lever block. The diamond anvils are cemented in place through a rigidly 
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mounted sample gasket. The sample is placed inside the gasket hole, together with a 
pressure transmitting fluid and small ruby chips which are using to measure the pressure by 
excitation of their fluorescence. While for cryogenic temperatures the cell can be 
suspended in a liquid helium cryostat, to achieve temperatures up to 4000 K a CO2 or a 
YAG laser can be used. 
Figure 3.10 – Schematic diagram of a generic diamond anvil cell, as presented by Cohen-Adad [153]. 
The limited information that synthetic methods can provide in the study of multi-
component systems, for which the tie lines cannot be determined without additional 
experiments, constitutes perhaps the most important drawback of these methods. 
Furthermore, in some experiments the phase compositions in equilibrium are calculated 
based on approximations and rely on the results of equations of state or other prediction 
methods. Nevertheless, synthetic methods are still a powerful solution for the study of 
simpler systems. 
3.2.1.  Visual Synthetic Methods 
In the most common of the synthetic methods, the appearance of a new phase is 
detected by visual observation of the resulting turbidity or the appearance of a meniscus in 
a view cell. Limitations exist in the cases of isooptic systems, where the coexisting phases 
have approximately the same refractive index, making visual observation unfeasible. The 
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visual synthetic method has a wide application range, and it can be used not only for the 
determination of simple vapour-liquid equilibria, but also in the study of more complex 
phase behaviour, such as multi-phase equilibria [155], solid-liquid equilibria [156], critical 
curves of mixtures [157], gas hydrate formation [158], cloud-point determinations [130] or 
phase equilibria in polymer-solvent systems [159]. 
The Cailletet apparatus of TU Delft [30], named after the French physicist and 
inventor Louis-Paul Cailletet (1832 – 1913), is the most frequently used type of apparatus 
using a synthetic visual method. It consists of a thick-walled Pyrex glass tube (500 mm 
long, 3 mm inner diameter) with the open end placed in an autoclave and immersed in 
mercury. The mercury confines the sample in the Cailletet tube and a stainless steel ball 
driven by reciprocating magnets provides the stirring of the sample. Daridon et al. [160] 
used a very small cell with a volume of just 0.03 cm3, for the visual observation of 
synthetic waxes at high pressures, placed within a polarizing microscope, allowing the 
visual observation of crystals of 2 μm.  
When only small quantities of a sample are used in the experiment, for example in 
the observation of solid-liquid-gas equilibria, a glass capillary can be placed inside the 
high-pressure view cell [161,162]. Veiga et al. [163] used glass capillary helixes not only 
to investigate the high pressure behaviour of pure compounds but also at negative 
pressures, as far down as minus 20.8 MPa.  
To improve the detection of phase transitions, some authors use special techniques 
such as laser light scattering [129,130]. Jager and Sloan [127] used Raman spectroscopy in 
order to detect the appearance of gas hydrates, while Dong et al. [164], made use of 
additional small angle X-ray scattering measurements in the determination of the median 
micelle size of the water in carbon dioxide micro emulsions. 
Synthetic visual methods are by far the most frequent type of method found in the 
literature during the preparation of two recent reviews [2,3], having been used in the study 




3.2.2.  Non-Visual Synthetic Methods 
As an alternative to visual inspection, other physical properties can be monitored in 
order to detect the occurrence of phase transitions. Minicucci et al. [165] for example, 
made use of transmitted X-rays instead of visible light, as the basis for phase detection, 
while Drozd-Rzoska et al. [166] used measurements of the relative dielectric permittivity 
for liquid-liquid equilibrium measurements at high, low and at negative pressures.
In cases where the volume of a variable-volume cell can be known accurately at any 
instant, the appearance of a new phase can be obtained from the abrupt change in slope on 
the pressure-volume plot more accurately than by visual observation [167,168]. The 
apparatus used by Kodama et al. [168], represented schematically in Figure 3.11, has the 
particularity of being one of the few experimental set-ups found in the recent literature, 
equipped with two density meters in the recirculation loops, for measuring the density of 
different phases. It also employs a very simple system for the variation of the volume of 
the cell, in which a piston is manually and directly actuated, without the use of a pressure 
transmitter medium. This allows the exact position of the piston to be determined with a 
higher precision, and consequently the total volume of the cell, at any instant during the 
experiment. 
Figure 3.11 – Schematic diagram of the apparatus used by Kodama et al. [168].  The recirculation loops for 
the liquid and the gas phase, containing the densitometers, were highlighted for easier identification. 
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As an alternative, pVT measurements can be performed, and the intersection of 
isochors can be used to determine points on the coexistence curve, whenever a sharp 
change in the (dp/dT) slope occurs at the phase boundary. This is one of the most used 
methods in the determination of hydrate formation conditions. Ivanic et al. [169] monitored 
the pressure and temperature in a hydrate-bearing system and identified equilibrium at the 
conditions where the last hydrate crystal in the system dissociates at the cross point of the 
pT curves from cooling and from heating. Figure 3.12 shows a graph of a typical result for 
this type of measurements applied to the determination of hydrate formation conditions, 
adapted from the plot presented in the work of Mohammadi et al. [170].  
Figure 3.12 – Typical result obtained in the determination of hydrate formation conditions using the change 
in the (dp/dT) slope method.
In a variation of this method, the temperature is lowered in order to promote a faster 
appearance of the hydrate phase, and subsequently increased in small steps for recording of 
the pT curves [171,172]. In this technique, only the heating is considered for the 
construction of the pT curves, since in the case of hydrates, the existence of a significant 
sub-cooling associated with induction and growth times make the cooling pT lines less 
useful [173], a fact also observable in Figure 3.12.
May et al. [174] used a microwave re-entrant resonator in the detection of dew and 
bubble points in hydrocarbon systems. Takagi et al. [175] measured bubble point pressures 
using an ultrasonic speed apparatus. The excited acoustic wave used for the measurement 
of the speed of sound in the sample is strongly absorbed in the gas phase as compared to 
the absorption in the liquid phase, and so the appearance of the gas phase can be perceived 
by the occurrence of a change in the acoustic echo signal. For searching critical points of 
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pure fluids, acoustic methods have the advantage that even for temperatures several 
degrees above the critical point, the sound velocity exhibits a minimum when measured 
isothermally as a function of pressure [176].
To measure the critical temperature of a thermally unstable substance, it is possible 
to use the pulse-heating method, as described by Nikitin and co-workers [177]. It is based 
on measuring the pressure dependence of the temperature of the attainable superheat 
(spontaneous boiling-up) of a liquid with the help of a thin wire probe heated by pulses of 
electric current. When the pressure in the liquid approaches the critical pressure, the 
temperature of the attainable superheat approaches the critical temperature. 
In the determination of critical points of thermally unstable or reactive components, 
VonNiedernhausern et al. [178] used a method in which a sample of precisely known 
composition is continuously displaced and heated in a capillary tube, in order to achieve 
very short residence times. Although resembling an analytical continuous-flow method, it 
is in fact a synthetic non-visual method since no analysis takes place. To determine the 
critical point by this method, several temperature scans must be made in the vicinity of the 
critical point. Below the critical point, the temperature scan will show a flat, horizontal 
region indicative of isothermal boiling, while above the critical point, the transition region 
is no longer flat and horizontal. The critical point is inferred by the temperature and 
pressure where isothermal boiling is no longer observed. 
Valyashko et al. [179] used jumps of the isochoric heat capacity to detect the 
appearance of a vapour phase or a second liquid phase. Würflinger and Urban [180] 
studied the phase behaviour of liquid crystals with high-pressure differential thermal 
analysis (DTA). 
Manara et al. [66] investigated the melting point of uranium dioxide at high 
pressures, using helium as pressurising medium. Temperatures of almost 3200 K were 
needed for the measurements. Such high temperatures can be measured optically by 
pyrometry, as in the experimental set-up used by Manara et al. [66], schematically 
represented in Figure 3.13. 
In this set-up, two pulsed Nd-YAG laser beams are mixed through a suitable optical 
system in the same fibre and then focused onto the sample surface. The pulse with the 
higher power peak is used to heat the sample above the melting point, while the other one, 
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less powerful but of longer duration, is used in the control of the cooling rate of the sample 
surface. This procedure leads to an enhanced definition of the freezing plateau.  
Figure 3.13 – Schematic representation of the experimental apparatus employed by Manara et al. [66].
Diamond anvil cells are particularly suitable for non-visual measurements at very 
high pressures [153], and the selective transparency of diamond for IR to X-ray and -ray 
radiations, allows in situ measurements during experiments. 
Ngo et al. [181] used a synthetic non-visual method for the determination of the 
solubility of solids in carbon dioxide. In the adopted procedure, the cell is initially charged 
with the solid, and subsequently pressurized with carbon dioxide under permanent stirring. 
By periodically taking spectra (UV absorbance) of the solution, the equilibrium state is 
identified in situ. The pressure is then raised stepwise, until no further significant increase 
in the peak absorbance is observed, meaning that all the solids had been dissolved in the 
fluid phase. 
Randzio [182] presented a new transitiometric method in the investigation of the 
solid phase behaviour in asymmetric binary systems. Transitiometry is based on a 
simultaneous recording of both mechanical and thermal variables of a thermodynamic 
transition induced by scanning one independent variable, either pressure, temperature or 
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volume, while the other independent variable is kept constant. The three-phase curve 
(solid-liquid-vapour) has been determined for the binary system tetracosane + methane, 
used as a test example. The apparatus, a “transitiometer”, consists essentially of a high 
pressure calorimeter and a pVT system, and allows the recording of both the heat flux and 
the volume variations during isobaric temperature scans. 
In measurements of solid-liquid equilibria at high pressures, the dead-volume of the 
apparatus can have a large negative influence [153]. The volatility of constituents changes 
the nominal composition of a sample and can induce an incorrect apparent retrograde 
solubility curve. 
Non-visual methods can be particularly advantageous in studies of phase behaviour 
in porous media. Zatsepina and Buffett [183] used electrical resistance measurements to 
monitor the appearance and growth of carbon dioxide hydrate crystals in the pore fluid. 
Omi et al. [184] used a high pressure NMR probe to investigate the pressure and the pore 
size dependence of the critical behaviour of xenon in mesopores.  
Oag et al. [119] describe an apparatus where the determination of phase transitions 
and critical points can be carried out with different methods: visually, by measuring the 
laser reflectance of the fluid, which is at its maximum at the critical point, and the sound 
velocity by using vibrating shear mode sensors. 
3.2.3.  Synthetic Isothermal Methods 
Experiments using synthetic isothermal methods are performed without a phase 
transition, by measuring the pressure of a synthesized multi-phase mixture at isothermal 
conditions, being the phase compositions calculated through the application of a material 
balance. The most common application of this type of methods is in the determination of 
solubilities of gases in condensed phases. 
At the beginning of an experiment, the equilibrium cell is charged with an exactly 
known amount of the first component, usually the condensed phase, and then evacuated, 
before setting the system to the desired temperature. Subsequently, a precisely known 
amount of the second component, the gas, is added to the cell, leading to an increase of the 
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pressure of the system. As this component dissolves into the condensed phase, the pressure 
inside the equilibrium cell will decrease, eventually reaching an equilibrium value. For this 
reason, this method is often referred to as “pressure decay method” by some authors.  
After equilibration of the system, the pressure and temperature are registered, and the 
composition of the vapour phase can then be calculated by means of a phase equilibrium 
model, or alternatively, it is assumed to only contain the pure gas, if it is considered that 
the condensed phase is non-volatile or has a negligible volatility at the temperature of the 
measurements. This is usually valid in measurements of solubility of gases in polymers, in 
ionic liquids, or in other compounds with negligible volatility. To a certain extent, the 
same assumption can be made for the study of solubilities in aqueous solutions, providing 
that the temperature of the measurements is sufficiently low and the pressure in 
equilibrium sufficiently high, in order for the pressure of water vapour to be negligible. 
The composition of the liquid phase is calculated using the material balance from the 
known total composition, the composition of the vapour phase and the phase densities and 
volumes [185]. More experimental points along the boiling point line can be measured by 
repeating the experiment with a different amount of gas, or just by repeating the addition of 
the second component into the cell.  
In low pressure studies, this method is often called “static method” or “isothermal 
pTx method”. When used for a pure component, the synthetic isothermal method delivers 
the vapour pressure, as in the case of the work by Funke et al. [186]. In this case, it is 
usually called the “static” vapour-pressure method, and its application can be extended to 
pressures as low as 0.1 Pa using high-precision capacitance manometers [187,188]. 
Synthetic isothermal methods are very commonly used [189-202]. Examples of the use of 
the synthetic isothermal methods at high pressures can be given for the determination of 
the solubility of low-boiling substances in polymers [203,204], or the solubility of gases in 
ionic liquids [191-201,205-209], in oils [210] or in electrolyte solutions as in the case of 
the work presented by Gmehling et al. [211]. 
Very often, synthetic isothermal methods are used with equilibrium cells equipped 
with windows. This is extremely useful for the visual determination of the volumes of the 
liquid and the vapour phase [205,206,208,210], and increases the versatility of the cell, 
which can also be used with a synthetic visual method [212]. Additionally, it is an 
advantage in the detection of unusual behaviours, such as foaming. Fukné-Kokot et al. 
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[162] for example, measured solid-liquid-gas equilbria using the synthetic isothermal 
method to determine the carbon dioxide content in liquid, and the synthetic visual method 
to detect solid formation. 
Despite the fact that frequently the synthetic isothermal methods make use of models 
for the calculations of the phase compositions, thus not yielding “pure experimental 
values”, they can produce results of identical quality as the analytical methods, as shown 
by Krüger et al. [213], who compared results obtained with the synthetic isothermal 
method in the study of VLE for the system n-pentane + poly(dimethylsiloxane), with the 
results obtained through the gravimetric sorption method and through the use of inverse 
gas chromatography. These three methods differ greatly in the underlying experimental 
principles as well as in the complexity of the data analysis, but notwithstanding these 
differences, the agreement of the measured VLE data was excellent. 
3.2.4.  Synthetic Isobaric Methods 
Typical isobaric experiments are performed in an ebulliometer as described in 
section 3.1.3 of this chapter. In these methods the boiling temperature of a synthesised 
mixture is measured at isobaric conditions, and the phase compositions are calculated by 
means of a material balance. As opposed to analytical isobaric methods described before, 
no sampling or analysis is performed, and just as it was verified for the synthetic 
isothermal methods, these methods are also performed without a phase transition.  
Ebulliometry, is frequently used with pure components, in the determination of 
vapour pressures, as in the case of the work by Weber et al. [214]. An ebulliometer was 
first used to determine the molecular weights of substances, by measuring the changes of 
the boiling point of water caused by the presence of the unknown substance. Twin 
ebulliometry can be used to determine the activity coefficient at infinite dilution. The 
temperature difference between an ebulliometer filled with the first (pure) component and 
a second ebulliometer (under the same pressure) filled with the first component and with a 
small amount of a second component (diluted solution) is measured. From the difference of 
the boiling temperatures, the activity coefficient at infinite dilution can be calculated. 
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As mentioned before, ebulliometry has a wide application in the determination of 
vapour pressures in the range under 100 kPa, being sometimes designated by “dynamic” 
vapour pressure method. The use of comparative ebulliometry allows the extension of the 
range of applicability of the method, up to higher pressures, as demonstrated by Ewing and 
Ochoa [215], who used comparative ebulliometry to precisely determine the vapour 
pressure of pure components at high pressures. The sample and a reference fluid are boiled 
in separate ebulliometers under a common pressure of gas such as helium or nitrogen, and 
the condensation temperatures of the sample and of the reference fluid are measured. The 
common pressure is calculated from the known vapour pressure of the reference fluid. The 
method presents several advantages: direct measurement of pressure is avoided, the fluids 
are degassed by boiling, and the ebulliometers act as heat pipes to provide  
high-performance thermostats. The corresponding disadvantages are the considerable 
demands on thermometry, the solubility of the buffer gas at high pressures, and thermal 
gradients due to pressure heads. But the greatest advantage is speed of measurement, with 
a pressure-temperature point typically being obtained in one hour.
3.2.5.  Other Synthetic Methods 
Properties measured in the homogenous or heterogeneous region can be used in the 
calculation of phase boundaries. Abdulagatov et al. [216] used two-phase isochoric heat 
capacity measurements in the determination of values of the critical pressure and slope of 
the vapour-pressure curve at the critical point of 18 pure components. 
For systems with two degrees of freedom, e.g. a binary two-phase equilibria or 
ternary three-phase equilibria, the compositions are fixed when temperature and pressure 
are given. Luks and co-workers [217] took phase volume and overall composition raw data 
for a set of three experimental runs at the same temperature and pressure. In each run a 
different phase is caused to be volumetrically dominant relative to the other two phases. 
With the use of mass balance, the compositions and molar volumes of the three phases 
were determined from the three conjugate measurements [218]. 
Di Nicola et al. [219] used isochoric pVTx measurements in the single phase region 
to fit the binary interaction parameters of an equation of state. Subsequently, the 
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The comprehensive review of existing phase equilibria data for the systems under 
consideration in this work, presented in Chapter 2, revealed the need for new accurate and 
reliable data, preferably with full characterization of all the phases present in equilibrium. 
While for some systems the data is very scarce, especially in particular ranges of pressure 
and temperature, for some better studied systems there are still considerable divergences in 
the results obtained by different research groups, as it was recently demonstrated in the 
work of Folas et al. [1], for the solubility of methane in water. In the analysis of the articles 
in the literature survey presented in Chapter 2, it was also found that often, a considerable 
part of the information available from the experiments is simply disregarded. Examples of 
this are several studies of solubility of one compound in another phase, disregarding the 
determination of mutual solubilities, sometimes easily available with small changes in the 
experimental setup and in the procedure.  
Other problems are related to experimental limitations in the complete analysis of 
some of the phases, mostly due to very low concentrations, such as in the determination of 
the water and glycol content in the gas phase. But as in many other areas, continuous 
technological developments have led to significant advances in the available 
instrumentation, with increased sensitivity, promoting the development of new methods 
and the enhancement of the existing ones, thus allowing not only the measurement of new 




With this as motivation, we set out to develop a new experimental apparatus, and to 
work in the improvement and modernisation of a previously existing one, as an effort to 
enhance the existing experimental methods available in our laboratory. In this chapter, the 
description of both apparatus is presented.  
 
4.1. Development of a New Experimental Set-up – Preliminary 
Steps
The development of a new experimental set-up entails a series of preliminary steps 
which usually go unnoticed when looking at the final result. These preliminary studies are 
often time consuming, but they should not be disregarded, as they are of prime importance 
for the accomplishment of a high quality for the new assembly. 
The first step is, naturally, to have a clear idea of the goals to achieve, i.e., what 
properties ought to be measured, what type of compounds are involved, their toxicity, 
possibility of corrosion, temperature and pressure ranges, always considering the necessary 
thermodynamic background. After this, a critical evaluation of existing apparatus, in the 
laboratories of the group or described in literature, should be performed, with special 
attention to the existing problems, limitations, possible sources of errors and aspects which 
could be improved. Similarly, good ideas are frequently found, which can serve as 
inspiration for the future installation. Ultimately, combining existing good ideas, some 
innovation, and avoiding the errors committed by others, an improved apparatus can be 
developed.  
After this is done, a creative process can then start, with the design of the apparatus 
through inspiration and innovative ideas. The result is only a first sketch that should 
undergo a maturation process, through the exchange of ideas with specialists from different 
areas, about what materials to use, the difficulty involved in machining the necessary parts, 
etc. This will most certainly lead to some changes and refinements. Further improvements 
can also emerge with the foreseeing of possible problems with the future installation. This 
is a very important stage that consists in simulating the operation of the apparatus, 
carefully looking at every step of the procedure. A distraction at this stage, or the 
disregarding of some aspects may lead to severe consequences once the apparatus is ready, 
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the desired experimental procedure may be impossible to carry out and solutions have to be 
improvised, often at the expense of the precision of the results. 
Another important point to take into account, from a management point of view, is 
the fact that projects do not last forever, and due to the cost and complexity of some 
experimental set-ups, the possibility of adapting the apparatus for other applications in the 
future should be considered, such as the study of different systems, or even for different 
types of measurements. With this in mind, a modular construction presents unique 
advantages, either when some parts need to be substituted, or in improving the versatility 
of the apparatus. In the last case, the eventual decommissioning of the apparatus should 
ensure the possibility of using all, or almost all its parts in other different applications.  
Having taken all these aspects into account, a selection of the materials and of the 
instrumentation to use should be performed, based on factors such as cost, quality, 
precision, previous experience with manufacturers, etc., and whenever possible, making a 
good use of available technological advancements. Nowadays, this will surely involve a 
considerable knowledge of electronics, especially for data acquisition and process 
automation. It is likely that this step will also lead to further small changes to the design. 
If the planning was careful, and the necessary parts were manufactured according to 
the design, the stage of assembly of all the parts should proceed without further 
complications. In this aspect, computer-aided design (CAD) has become an invaluable 
tool, allowing to virtually build the apparatus and to “travel” through it using three 
dimensional applications, even before the parts have been manufactured of acquired. 
Currently, modern equipment used by workshops in the machining of parts also uses this 
type of software, making the process easier and less susceptible of errors. 
In summary, the development of a new experimental set-up is a multidisciplinary 
process, requiring knowledge in different areas, from metrology to material science, 
electronics or CAD software, in addition to the necessary knowledge in the area of 
application of the apparatus. 




4.2.  New Experimental Set-up, Analytical Method 
The aforementioned need for new accurate and reliable data, as well as the demand 
for a full characterization of all the phases present in a system, including the quantification 
of residual amounts of non-volatile compounds in the gas phase, has been confirmed in 
discussions with industry [2]. Furthermore, there is industrial interest in measurements at 
very low temperatures, down to 213 K, so as to replicate polar conditions for example.  
With this is mind, it became obvious that the better suited method for the study of 
phase equilibrium in the systems under consideration in this work, would be an analytical 
method. This implies a higher complexity of the equipment, with the necessary 
development of a sampling procedure, as well as of an analytical method. Nevertheless, 
analytical methods allow a better understanding of the equilibrium systems under study, 
with the desirable characterisation of all the phases involved, from a purely experimental 
approach, without referring to mass balances, use of equations of state or other 
approximations. These methods also allow the study of more complex systems, analogous 
to the “real-life” systems typical of industrial problems. This is an undeniable advantage of 
the method. 
As mentioned in Chapter 3, one of the main problems with the analytical methods 
has to do with the possible occurrence of pressure drops associated with the sampling 
process. Exempt from this problem are of course the analytical methods in which an in-situ 
analysis is performed. The problem of pressure drops can usually be dealt with by two 
means, either by using special sampling valves, capable of withdrawing very small sample 
volumes with negligible influence on the pressure of the system, or by using a variable 
volume cell, where a piston can reduce the volume of the cell during sampling, keeping the 
inner pressure constant. Both solutions have also additional advantages. The use of special 
valves can simplify greatly the sampling procedure, making it possible to perform online 
sampling, where the entire sample is inserted directly into, for example, a gas 
chromatograph (GC) carrier gas line, without the need for dilutions or any other 
manipulation. This is possible only through the use of very small samples; otherwise a 
saturation of the GC column might occur. The use of a variable volume cell simplifies the 
operation of the apparatus extensively, allowing a very simple pressure regulation without 




or to drive the system to the appearance of new phases, for the observation of critical 
phenomena, etc. 
Another great advantage in an equilibrium cell, as already mentioned in the previous 
chapter, is the use of windows, for visual observation of the contents of the cell, interfaces 
between phases, among other phenomena. Among possible materials, sapphire is likely to 
be the most obvious choice. Despite its cost, a sapphire single crystal is one of the hardest 
materials, being much stronger than glass and representing a good solution for viewing 
windows in high pressure and vacuum applications. It possesses a high mechanical 
strength, chemical resistance, thermal conductivity and thermal stability. Furthermore, 
sapphire presents good transmission characteristics over the visible, near IR and near UV 
spectrum, with an useful optical transmission range of wavelengths in the range from 200 
nm to 5500 nm [3,4], which can also constitute an advantage if spectroscopic or other in-
situ methods are considered for analysis. Rondinone et al. [5] developed a sapphire cell for 
the study of gas hydrates using neutron-scattering experiments, taking advantage of the 
special characteristics of this material. Gorbaty and Bondarenko [6] presented an apparatus 
for Raman studies in corrosive liquids suitable for measurements at pressures up to 100 
MPa and temperatures up to 800 K, in which the liquids under study could only come in 
contact with sapphire and gold. 
Besides some of the apparatus already mentioned in Chapter 3, other examples of 
experimental set-ups specially designed for operation at low temperatures and high 
pressures can be found in the literature [5,7,8]. In addition to a careful evaluation of many 
equipments found in the literature, the preliminary stage of this work also included a visit 
to the Research and Development Centre of Statoil ASA, in Trondheim, Norway, 
providing an opportunity for accompanying the operation of some of the existing apparatus 
and the exchange of ideas with people working in this area. One of these apparatus, a 
commercial set-up developed by Sanchez Technologies, France, and previously described 
in the literature [9], served as inspiration and as a starting point for the design of the new 
cell presented in this work. 
After a number of contacts with different companies for the supply of an equilibrium 
cell or an apparatus, it became clear that the use of a commercial model would always, 
invariably, imply some limitations, either in the temperature range of application, in the 
selection of parts, in the quality of the instrumentation, or in the main characteristics of the 
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cell itself. Taking this into consideration, and considering the high costs associated with 
the commercial versions available, a decision was made to develop an apparatus based on a 
cell designed specifically for this purpose, and therefore meeting all the desired 
requirements. 
The most immediate challenges were directly related with the desired temperature 
range of application of the apparatus. Working at temperatures below 230 K imposes 
severe limitations on the parts and components to be used in the apparatus. The most 
commonly used polymers used in valve sealings for example, are not suitable for such 
conditions, and the same is valid for motors, pumps and other electric or electronic 
systems. Special attention is therefore required in the selection of parts, with the necessity 
for extended testing, in order to take the components to the limit, which are not always in 
agreement with the specifications publicised by the suppliers.  
The resulting apparatus is presented next, first with an overall presentation and 
afterwards focusing the attentions in the most important parts and components, underlining 
for each one the grounds for its design or for its selection.   
 
4.2.1.  Description of the Apparatus 
In this section of the work, a new experimental set-up is presented, that although 
priming for its versatility, was specially designed for the measurement of multi-phase 
equilibria in hydrocarbon-water-hydrate inhibitor systems, at temperatures ranging from 
213 K to 353 K and at pressures up to 40 MPa. The apparatus depicted in Figure 4.1 and 
schematically represented in Figure 4.2, is based on an analytical isothermal method, what 
some authors would call a static analytical method. However, as mentioned in Chapter 3, 
the term “static” is avoided in this work due to some ambiguity in its use.  
According to the classification proposed and described in two recent works [10,11], 
this method would be classified as “AnTCapValVarVis”, i.e., it uses an isothermal 
analytical method, where special capillary valves are used for sampling, from a cell of 




Figure 4.1 – General aspect of the new developed experimental set-up for the measurement of multi-phase 
equilibria, showing the cell inside the temperature chamber and the GC unit.  
 
 
Figure 4.2 – Schematic representation of the new experimental set-up for the measurement of multi-
phase equilibria. – A: High pressure cell with 360º sapphire window. B: Temperature compensated high 
precision pressure sensor. C: Video camera. D: Platinum resistance thermometers Pt100. E: ROLSITM 
samplers. F: Cold light source with optical fibre. G: Remote control for the stirring motor. H: Low 
temperature chamber. I: Stirring motor. J: Data logger. K: Computer. 
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The apparatus can, however, be easily adapted to a recirculation method, through 
very small changes in the system, when a thorough mixing of the different components is 
necessary for a faster achievement of the equilibrium, or for example, in cases where the 
high viscosity of the lower phase may interfere with the efficiency of the magnetic stirring. 
The main part of the apparatus is the variable-volume high-pressure equilibrium cell, 
specially designed for this application and equipped with a 360º sapphire window. The 
volume of the cell can be varied manually and automatically by means of a high pressure 
syringe pump. The temperature, measured in different points of the cell by platinum 
resistance thermometers is monitored and recorded over time through a computer, to which 
is also connected the temperature compensated pressure sensor. The same computer 
controls the temperature chamber inside which the cell is contained. 
Connected to the cell are three automatic ROLSITM sampler-injectors, which allow 
the withdrawing of very small samples from the different phases directly to the carrier gas 
stream of a gas chromatograph (GC), where the samples are then analysed. In the current 
configuration, the GC analysis was made using an Agilent 6890 GC System (Agilent 
Technologies, Inc., USA), equipped with an Agilent 7683B automatic injector, a HP-PLOT 
Q capillary column, and a thermal conductivity detector (TCD) coupled in series with a 
flame ionisation detector (FID), although the apparatus was designed accounting for the 
possibility of connecting a second gas chromatograph associated with mass spectroscopy 
(GC-MS), for more complex analysis and a lower detection limit. A second computer 
using the software GC ChemStation (Agilent Technologies, Inc., USA) is used for the 
acquisition and treatment of the GC data. The possibility of using columns for automated 
thermal desorption columns (ATD columns) and/or other methods such as coulometric 
Karl-Fischer titration for the analysis of non-volatile compounds in the gas phase were also 
considered. 
Figure 4.3 shows the equilibrium cell mounted on a structure specially designed and 
constructed for this application, inside the temperature chamber. The picture also illustrates 
the connection to the stirring motor, all the valves and the platinum resistance 
thermometers. The luminosity around the sapphire window is noticeable, provided by the 




Figure 4.3 – Image of the equilibrium cell mounted on a structure specially designed and constructed for this 
application, inside the temperature chamber. 
 
The position of the cell close to the side wall of the temperature chamber is necessary 
due to the sampling system, in order to keep the connections to the ROLSITM samplers, 
placed outside the chamber, as short as possible, since the thickness of the temperature 
chamber is already considerable, around 150 mm. 
The total cost of this apparatus, excluding the gas chromatograph and the high 
pressure syringe pump already available in our laboratory, was under 308 000 DKK 
(approximately 41 350 EUR), a value considerably lower than the amounts usually 
involved in the acquisition of available commercial versions, despite the use of high 







The core of this apparatus is the high pressure cell, entirely designed and built “in 
house”, in Stainless Steel 316, equipped with a 360º sapphire window, and with an 
operating volume variable from approximately 116 cm3 to 207 cm3. The cell was planned 
and designed by the author, through the use of SolidWorks 3D CAD Design Software, 
which was used to produce the files that were subsequently handed to the workshop of the 
department for the building process.  
The body of the cell can be seen in more detail in Figure 4.4, where a three 
dimensional computer generated image is presented, as well as an image with a cut of the 
cell, showing its interior.  
 
 
Figure 4.4 – Three-dimensional computer generated images of the high pressure cell. – On the left: View of 
the cell. On the right: Cut of the cell showing its interior. 
 
The cell is constituted by two stainless steel segments connected through a tube of 
sapphire that acts as a 360º window. The inner diameter of the cell varies from a maximum 
of 40 mm for the stainless steel segments to a minimum of 20 mm for the inner diameter of 
the sapphire tube. Although the resulting hourglass-like shape may impose some limits on 
the effectiveness of the stirring system, the dimensioning of the sapphire segment was 
conditioned by its tensile strength and by the price of this material.  
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The sapphire has a wall thickness of 15 mm and it was dimensioned according to the 
properties of the material provided by the supplier, to cope with pressures of 40 MPa for 
extended periods of time, but also to pass the safety tests imposed by the internal rules at 
the department, according to which, the cell had to be tested for a pressure of 
approximately 133% of the maximum operating pressure (54 MPa). The synthetic sapphire 
single crystal (Al2O3, 99.9%) was acquired from Goodfellow Cambridge Ltd., UK, with a 
polishing better than 0.1m Ra (the average radius of the irregularities or cavities in the 
surface is inferior 0.1m).     
Each of the stainless steel segments contains a piston in its interior, for regulation of 
the volume of the cell. As visible in the cut-view of the cell in Figure 4.4, in the lower 
segment of the cell there is a hollow piston, designed to comprise in its interior the 
magnetic stirring system, as described later. This piston, of manual operation, is capable of 
inducing a 24 cm3 difference in the volume of the cell, and it is intended to be adjusted in 
the beginning of a series of experiments, influencing the range of volumes available for 
those experiments. It can, however, be regulated at anytime, allowing for example the 
height of the interface between two phases to be conveniently positioned on the sapphire 
window, or the adjustment of the position of the sampling points relatively to the different 
phases. This piston is connected to the bottom of the cell through a thread, and its position 
is adjusted by means of its six-sided tip like a regular bolt. Care should be taken when 
operating this piston, in order not to damage the extensible telescopic connection of the 
magnetic system.   
 Inside the upper segment of the cell, there is a floating piston, which has a 
displacement of 535 mm between its extreme positions, accounting for a variation in the 
volume of the cell of approximately 67 cm3. It is understood that the length of the piston 
constitutes a limit to the extension of its displacement, influencing also the external size of 
the whole equilibrium cell, but the dimensions of the piston are intended to provide the 
necessary stability during its displacement inside the cell, in order to minimize possible 
deviations from its axial position, which could result in a blockage of the piston and/or in 
the damaging of the cell’s inner wall surface, polished electrochemically for a better 
performance of the seals. Its massive design makes it heavier, but on the other hand 
contributes to the thermal inertia of the cell, which is an important factor in equilibrium 
measurements.   
113
 82
The piston has the purpose of compensating for any pressure drops that might result 
from the sampling process, although it can also be used to set a specific value of pressure 
in the cell, for example to promote the appearance of a new phase, or the observation of 
critical phenomena, as mentioned before. The position of the piston is set by the balance 
between the pressure inside the cell and the pressure imposed by a high pressure syringe 
pump ISCO 100DX (Teledyne Isco, Inc., USA), using as pressure transmitting medium the 
thermal fluid Julabo Thermal HL80 (JULABO Labortechnik GmbH, Germany). This fluid, 
based on polydimethylsiloxanes and polyphenylmethylsiloxanes, was originally designed 
to be used as a cooling fluid in thermal baths with recirculation, at temperatures down to  
188 K (maximum temperature 443 K). Its characteristic low viscosity even at low 
temperatures, 70 cSt at 193 K (1 cSt = 1×10-6 m2.s-1; as a reference, at 293 K, the kinematic 
viscosity of water is about 1 cSt, while for glycerine is 648 cSt) makes it ideal for this 
particular application, since the transmission of the pressure to the cell is done through a 
pipe of reduced dimensions and an increase in the viscosity of the medium could lead to 
delays in the piston actuation or even to its inoperability [12].  
This viscosity problem could be easily avoided by the use of a gas as a pressure 
transmitter medium, but this would lead to several other problems. The high thermal 
expansion and compressibility of the gas would cause a considerable instability in the 
pressure generated with the high pressure syringe pump. It is expected that the equilibrium 
cell will frequently be operated at a temperature which differs greatly from the temperature 
of the syringe pump, meaning that the injection or withdrawing of gas would lead to 
changes in its temperature, with a consequent expansion or contraction, making necessary 
further adjustments from the syringe pump, eventually leading to pressure oscillations in 
the cell. Furthermore, the amount of gas necessary to promote a certain pressure is always 
much higher than the amount of liquid necessary for the same process, due to the much 
lower compressibility factor of the last. This means that the use of a gaseous fluid for 
pressure transmission would imply the use of an intermediate reservoir of some type, since 
the syringe pump has a limited capacity. The use of a liquid is also recommended where 
safety is concerned.  
The total weight of the cell, including bolts and nuts, is over 15 kg, and although this 
affects its practicality, it provides the cell a high thermal inertia, related directly to the 
mass of the cell and the heat capacity of its constituent materials. A higher thermal inertia 
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will contribute to a slower achievement of the programmed temperature, but this is largely 
compensated by the fact that once in equilibrium, the cell will attenuate the inevitable 
temperature oscillations inside the temperature chamber, especially when working at 
temperatures that differ greatly from the ambient temperature.  
The air tightness of the cell is assured by Mupu seals, both in the case of static seals 
such as those between the sapphire and the stainless steel segments, as in the case of the 
dynamic seals in the outer walls of the pistons. Mupu seals, showed in Figure 4.5, are high 
performance seals consisting of a jacket of Kefloy® energized by a metal spring. This type 
of sealing overcomes the limitations of the more traditional sealing materials, being 
suitable for pressures up to 60 MPa and temperatures as low as 200 K or even lower, 
depending on the polymers used. The material initially used in this work was acquired 
from M-SEALS A/S, Denmark, but due to a series of unsatisfactory results, new parts were 
acquired from DICHTA SA, Switzerland. Similar parts are also available from other 
suppliers, for example, from Sealco International Ltd, USA, or from TEST Systemy 
Uszczelniajce, Poland.  
 
 
Figure 4.5 – Mupu seals. – On the left: Examples of Mupu seals. On the right: Schematic drawing of a 
Mupu seal. 
 
Thermostatisation of the cell
One of the main goals for this apparatus is its extensive temperature range of 
operation, reaching values as low as 213 K. To accomplish this, different solutions were 
considered for the thermostatisation of the cell. 
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The first choice was made between the use of either liquid, or air thermal baths. 
While the first type can usually provide better temperature stability, air baths are far more 
practical, requiring no special concerns about the position of electronic components that 
might not be air tight and cannot be submersed. Liquid baths can also be less effective 
when the temperature of operation differs greatly from the ambient temperature, and unless 
special fluids are used, with high costs associated, the same fluid cannot be used in an 
extensive range of temperatures.         
After this, contacts were established with companies working in the cooling / 
refrigeration area, for discussions regarding the use of either cryogenic or mixed 
(cryogenic plus mechanical) cooling as an alternative to mechanical refrigeration. Both 
methods have their advantages and disadvantages. Especially when such low temperatures 
need to be achieved and maintained for long periods, cryogenic cooling has lower 
energetic requirements. Additionally, cryogenic coolants such as nitrogen or carbon 
dioxide are less harmful to people and to the environment than the refrigerants used in 
mechanical cooling. However, this option would require the design and building of a 
temperature chamber, and its practicality is limited due to the inevitable need to refill a 
reservoir with the cryogenic liquid regularly. Mechanical refrigeration is therefore more 
practical, it is better established and readily available in commercial solutions. Moreover, 
there has been a substantial increase in the energetic efficiency of the modern commercial 
units making them more environmentally friendly.         
The final choice for thermostatisation of the equilibrium cell was a temperature 
chamber WEISS WT 240/70, specially customized by the manufacturer, Weiss 
Umwelttechnik GmbH, Germany, for this application. With an internal working volume of 
240 dm3 and equipped with a relatively large window in its front, this temperature chamber 
is designed to promote a stable temperature on its interior, in the range from 203 K to  
453 K with a temperature constancy better than ±0.7 K over time, according to the 
manufacturer. Preliminary tests have shown, however, that the temperature stability inside 
the chamber is better than this value, around ±0.5 K even for very low temperatures, 
leading subsequently to a temperature stability of the cell better than 0.005 K, due to its 
thermal inertia. The temperature chamber is equipped with a 32-bit MINCON® controller 
and it has a RS-232 C interface for connection to a computer, allowing the chamber to be 
controlled through the software SIMPATI®, also supplied by the manufacturer.  
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Temperature and pressure measurements 
Probably the most important parameters in any thermodynamic measurement are 
temperature and pressure. In phase equilibria this is evident, regardless of the experimental 
method used.  
The temperature of the cell is monitored with a resolution of 0.001 K and a precision 
of 0.01 K, through two four-wire platinum resistance thermometers Pt100 class 1/10 DIN, 
acquired from Dostmann Electronic GmbH, Germany, placed horizontally over and under 
the sapphire window, perpendicularly to each other, meaning that one of the sensors has its 
tip in the front side of the cell, while the other sensor has its tip in the back of the cell. This 
configuration is intended to readily detect any problems with the temperature uniformity in 
the cell. The thermometers, with a diameter of 3 mm, are inserted in specially cavities with 
thermal paste, in order to improve the thermal contact. In the absence of standard 
thermometry equipment in the laboratory, the temperature sensors were calibrated 
according to the International Temperature Scale ITS-90, at the triple point of water, 
through the careful measurement of their electrical resistance at that temperature, R0. 
The thermometers are connected to a data acquisition system Agilent 34970A 
(Agilent Technologies, Inc., USA) which is in turn connected to a computer via a RS-232 
connection, for monitoring and recording of the experimental conditions through the 
software Agilent BenchLink Data Logger 3 from the same manufacturer. During the period 
of tests, additional platinum resistance thermometers were placed in different points of the 
temperature chamber in order to monitor the temperature stability and its uniformity in 
space.  
One of the main sources of errors in pressure measurements has to do with the 
change in the response of the sensor with the temperature at which it operates. In the 
measurement of very low pressures, in the order of 1 Pa for example, where extreme 
precision and accuracy are crucial, it is common that the electronics are placed separately 
from the sensor itself, in a compartment with an independent temperature control. The 
most common solution to this problem is to place the pressure sensor outside the 
thermostated area, consequently further from the equilibrium cell. However, this can create 
areas where accumulation of residues may occur with time, for example due to 
condensation. Another way to circumvent this problem, although with an extra cost 
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associated, is to use temperature compensated pressure sensors. For the apparatus under 
consideration, this was thought to be the best solution.      
The pressure inside the cell is monitored by means of a temperature compensated, 
high precision, pressure transmitter Keller 33X (KELLER AG für Druckmesstechnik, 
Switzerland), for measurements up to 50 MPa with an accuracy of 0.1% of the full scale 
(0.05 MPa) over the whole temperature range of operation. This transmitter is equipped 
with a floating piezoresistive transducer and an internal microprocessor with an integrated 
16-bit A/D converter. The thermal compensation is calculated mathematically by the 
microprocessor with reference to the calibration data matrix stored in an internal  
non-volatile memory and determined during calibration in the factory. These calculations 
are performed approximately every 2 ms, using the temperature readings from the 
transmitter’s internal temperature sensor, yielding a pressure value independent of the 
operation temperature. To the higher precision of the transmitter contributes the digital 
output, allowing a direct connection to the computer via a RS-485 to RS-232 adaptor, with 
the monitoring and recording of the pressure being made through the software READ30, 
also supplied by the manufacturer. The option for an analogue output was also available 
from the supplier, which would allow the connection of the pressure transmitter to the 
Agilent 34970A data logger to which the temperature sensors are also connected. This 
would allow the use of a single program for data acquisition, but with a compromise in the 
accuracy of the pressure measurements. In any case, the collection and recording of 
temperature and pressure values during the experiments can be set to occur simultaneously, 
and afterwards, the data from both programs can be exported to data analysis software such 
as Microsoft Office ExcelTM or Origin (OriginLab Corporation, USA) for a combined 
evaluation. The zero of the sensor was adjusted against a Crouzet quartz mano 2100, last 
calibrated in May 2009 by Buhl & Bønsøe A/S, a company accredited by DANAK, The 
Danish Accreditation and Metrology Fund. 
 Although being the best available option, there are still some limitations regarding 
this pressure transmitter. Its range of operability goes from 233 K to 393 K, but the 
effectiveness of the temperature compensation is limited to the interval between 263 K and 
353 K. Nevertheless, and similarly to what was found for the temperature chamber, the 
preliminary tests showed that the results were in fact better than what was claimed by the 
manufacturer. Although this may seem somewhat strange, it is in fact quite usual, and it 
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relates to the safety margins that the manufacturing companies usually use when 
publicising the specifications for their products. Unfortunately the opposite is also 
frequently found to be the case. 
  
The sampling system 
The sampling system consists of three automatic electromagnetic capillary ROLSITM 
samplers, a product developed by the CENERG-TEP laboratory of the ENSMP (École 
Nationale Supérieure des Mines de Paris), with a patent registered to Armines and 
commercialised by Transvalor, France, already mentioned in the third chapter of this work. 
Developed specifically for the purpose of phase equilibria studies, The ROLSITM samplers 
have been establishing themselves as a reference worldwide, being currently used in many 
universities as well as in industry, in many research groups considered as a reference for 
phase equilibria and petroleum related studies [13-22]. 
These sampler-injectors, shown previously in Figure 3.2 and illustrated in Figure 4.6, 
are electromagnetic valves that allow taking samples from each of the phases without the 
disturbance of the other phases in equilibrium, and vaporising them directly to the carrier 
gas stream of a gas chromatograph, without any manipulation of the samples.    
 
 
Figure 4.6 – Electromagnetic ROLSITM sampler. – On the left: picture of the sampler. On the right: 
Schematic drawing of a sampler. 
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This is possible due to the extremely small sample volumes that these samplers can 
withdraw through Monel® 400 capillary tubes with an internal diameter varying from 0.10 
mm to 0.15 mm, reducing the possibility of eventual pressure drops in the cell (which in 
any case would be compensated by the automatic piston), and accounting for an increase in 
the number of samples that can be taken for each equilibrium stage. The samplers act as 
magnetically actuated on/off valves and the sampling itself happens through the difference 
of pressure inside the equilibrium cell and the carrier gas line, meaning that the amount of 
sample withdrawn for the specific opening time will depend on the equilibrium pressure, 
and that the applicability of this sampling system is limited to pressures at least 0.03 MPa 
(approximately) above the pressure in the carrier gas line.  
Another parameter to influence the amount of withdrawn sample is the internal 
diameter of the capillaries tubes. Very thin capillaries, appropriate for sampling at 
pressures around 40 MPa, will not be adequate for sampling at pressures less than 1 MPa. 
For this work, the acquired samplers were supplied with two different sets of capillaries, 
one for working up to 6 MPa and another to be used with pressures between 5 MPa and 40 
MPa.   
The opening time of the samplers is controlled by a Crouzet Top 948 timer (Crouzet 
Automatismes SAS, France), and can be reduced to a minimum of 0.05 seconds. When a 
sample is withdrawn, an electronic signal is sent to the gas chromatograph in order for this 
unit to start recording a new chromatogram. The time between samplings can also be 
programmed so that a series of samplings can be programmed and run in a fully automated 
way. Both the ROLSITM samplers and the GC carrier gas line can be heated up to 523 K, 
through the use of West P6100 1/16 Din process controllers (West Instruments, UK). 
Besides promoting the immediate vaporisation of the samples, the heating has also the 
purpose of avoiding, or at least minimising, the possible adsorption of the analytes in the 
carrier gas line, which would constitute a serious source of errors in the analysis, especially 
when dealing with samples containing very low amounts of some compounds. The 
segment of tubing that conducts the samples to the GC unit is made of deactivated  
fused-silica, much like an empty GC column, in an attempt to further minimise possible 
adsorption problems. Both the timer and the PID temperature controllers are supplied 





Figure 4.7 – Control panel for the ROLSITM samplers, with the timer, the temperature controllers, and 
additional switches to chose from which valve to use at a given time. 
 
 
The position of the samplers relatively to the equilibrium cell was already illustrated 
in Figure 4.2. The connection to the GC is done by diverting the carrier gas line through 
the valves, before the injector, as represented in Figure 4.8. 
 
 




The analytical method 
As mentioned before, there are several methods or techniques planned to be used 
with this apparatus, depending on the type of systems under study and on the requirements 
in terms of detection limits.  
Gas chromatography is a powerful and versatile method, well established in the 
petroleum industry, which has proven its effectiveness in the study of the type of systems 
considered in this project. Nevertheless, the lack of GC expertise in our research group 
made the development of the analytical method not as straightforward as initially thought. 
Gas chromatography can be divided in two parts, separation of the analytes and 
detection. For a good separation it is crucial to select an appropriate column. For a typical 
ternary system of interest for this work, containing water, a hydrocarbon and either 
methanol or glycol, the choice of the right column already entails a certain degree of 
complexity, since although relatively simple, such a system contains both polar and non-
polar compounds, and usually the columns adequate for the first type of compounds are not 
suitable for the second. Based on the specifications given by manufacturers and on 
previous works found in the literature focusing the same type of mixtures, all of them 
already cited in Chapter 2, three chromatographic capillary columns were tested 
experimentally in the separation of synthesised mixtures, using an Agilent 6890 GC 
System (Agilent Technologies, Inc., USA), equipped with an Agilent 7683B automatic 
injector, from the same manufacturer, connected to a computer equipped with the software 
GC ChemStation, also from Agilent Technologies, Inc. The most satisfactory results were 
achieved with a HP-PLOT Q capillary column (Agilent Technologies, Inc.), which 
appeared to be sufficient for a good separation of all the compounds, without the use of 
another column in parallel, a solution adopted in some of the works found in the literature 
[23-27]. 
As for detection, the flame ionisation detector (FID) is the most widely used and 
presents a very good sensibility to hydrocarbons. However, it is unable to detect water. 
Also very common is the thermal conductivity detector (TCD), in principle, a universal 
detector based on the difference in the thermal conductivities of the analytes and that of the 
carrier gas, at the temperature of the detector. It is a frequently used solution for detection 
of water and it can also detect hydrocarbons, although with a lower sensitivity when 
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compared to the FID. Both detectors can however be used together, and coupled in series, 
since the TCD is non-destructive. These two detectors were used in the current 
configuration of the apparatus. On account of a higher sensitivity, the use of GC-MS may 
help to improve the characterisation of phases with very low concentrations of some 
compounds. This technique can be adopted very easily, with minimal changes in the 
apparatus, as it is enough to conduct the carrier gas of the GC-MS unit through one or all 
of the ROLSITM samplers. 
Other methods such as ATD columns or coulometric Karl-Fischer titration can bring 
a further improvement concerning detection limits, but the implementation of these 
methods requires additional changes in the apparatus and implies sacrificing the automated 
sampling process and analysis. These two solutions could be of special interest in the 
analysis of the gas phase, in the quantification of traces of water and glycols. ATD 
columns can be used together with a gas meter. A certain amount of the gas phase is 
sampled through a regular valve and is passed through an ATD tube and into a gas meter 
for determination of the sample volume. Inside the ATD tube glycol is adsorbed and 
accumulated, until a measurable amount is collected. The ATD columns are then 
connected to a GC unit and heated, promoting desorption of the glycol, which is then 
quantified by gas chromatography. 
Karl-Fischer titration is one of the most common methods for determination of traces 
of water or moisture. Its applicability, in the case of coulometric titrations, goes from  
1 ppm to 5% of water content, and there is currently a wide selection of commercial  
set-ups for the application of the method. The theory associated with this method can be 
found elsewhere, in almost any analytical chemistry text book. 
As stated before, the use of these methods was considered during the development of 
the apparatus, but they have not yet been implemented.            
 
Valve configuration 
The valve configuration in the apparatus was also carefully planned. Although prima 
facie this does not seem like a critical matter, the fact is that most of the problems when 
working with high pressures or vacuum are related to leaks and failures of the air tightness 
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of the systems, and the positioning of the valves is often critical in locating the origin of 
the problem. Even during regular operation, the correct configuration of the valves can 
facilitate the experimental procedure. As can be seen in Figure 4.2, and in more detail in 
Figure 4.9, all the connections to the cell are centralised in one of the valves, represented 
as “V1” in Figure 4.9. By reducing the number of direct connections to the cell, the chance 
of leaks that can interfere with the experiments is decreased.    
  
 
Figure 4.9 – Schematic representation of the valve configuration showing the existence of one single 
connection to the equilibrium cell. 
 
Furthermore, not only the layout of the valves is important, but also the type of 
valves used. V1 in Figure 4.9 is a ball valve that although having the disadvantage of being 
an on/off valve, presents several advantages when compared to other types. When open, 
this valve behaves like a section of straight tubing, without any resistance or influence in 
the flow. In this apparatus, this allows loading the equilibrium cell by means of a syringe 
with a long needle, without the need to disconnect the valve from the cell. To empty the 
cell, a similar procedure is adopted, using a long thin flexible tube connected to a liquid 
pump. Another characteristic of these valves is that the higher the pressure differential, the 
more thoroughly they will close, since the pressure presses the ball against its seat in the 
body of the valve. Valve V2 is also a ball valve, in order to prevent bottlenecks and 
minimise dead volumes in the tubing, factors that could affect the vacuum in the cell 
during its evacuation for cleaning. Valves V3 and V4 are needle valves, to allow a slow 
and progressive opening, either for pressurising the cell, in the case of V3, or for 
depressurising it through valve V4. All valves were acquired from Swagelok Company, 
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USA, and are equipped with PCTFE (polychlorotrifluoroethylene) seats, for a temperature 
range from 233 K to 310 K, and pressures up to 41 MPa. 
 
Additional systems 
A key factor in phase equilibria measurements has to do with the celerity with which 
the state of equilibrium is achieved, and as described in Chapter 3, there are different 
options to expedite the process, through recirculation of one or more phases, through 
mechanical stirring, etc. One of the possibilities to accelerate the attainment of equilibrium 
is the use of magnetic stirring. Arguably less efficient than some of the other solutions, it 
presents the advantage of not requiring any additional port to the cell, which would always 
constitute another possibility for the occurrence of leaks.  
In this work, several types of magnets were tested in association with the stirring 
motor, with different strengths and with different shapes, in conjunction with different 
magnetic bars inside the cell. A magnetic bar with an oval shape provided the best results 
for the hourglass-like shape of the cell. The stirring is promoted through a Neodymium-
Iron-Boron magnet, produced by Supermagnete / Webcraft GmbH, Switzerland, placed 
inside the lower piston on the cavity observable in Figure 4.4, and connected by an 
telescopic connection to a low temperature motor Maxon EC 45 flat (Maxom Motor AG, 
Switzerland) with remote controls, recommended for temperatures down to 233 K, 30 
Watts of power and with a speed variable between 40 rpm and 1300 rpm after a 5:1 
reduction of speed through a Spur Gearhead Maxon GS 45 A, from the same manufacturer. 
Not only is this motor suitable for operation at low temperatures, as it is also characterised 
by low heat dissipation that otherwise might interfere with the thermal homogeneity inside 
the temperature chamber. Furthermore, there is no direct contact between the cell and the 
stirring system, by means of avoiding any friction, and the motor is placed under a metallic 
plate with a thickness of 5 mm, which shields the equilibrium cell, deflecting any heat that 
might be irradiated from the motor.  
The use of the gear head has to do with the original speed range of the motor being 
too high for this application. If the rotation of the magnet inside the piston is too fast for 
the magnetic bar inside the cell to cope with, the stirring loses its efficiency.       
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It is possible that, under specific experimental conditions, the magnetic stirring 
system may lose some of its effectiveness. It is suspected for example, that the study of 
systems containing triethylene glycol (TEG) at very low temperatures, where the glycol 
rich phase is characterised by a high viscosity, may lead to such problems. However, and 
as mentioned before, the apparatus can be easily adapted to a recirculation method, where 
one phase is circulated and forced through other phase(s) for a quicker achievement of 
equilibrium in the system, as explained in the third chapter of this work. This can be done 
through the use of “T” connections placed where the ROLSITM samplers are connected to 
the cell. In last instance it would be possible to create two circulation loops, using also a 
similar “T” connection close to the rupture disk (see Figure 4.9), however, even in the case 
of VLLE, using the connections for the upper and lower ROLSITM samplers for promoting 
the bubbling of the gas phase through the heavy liquid phase, and consequently through the 
light liquid phase as well, would improve greatly the rate of equilibrium achievement.       
An external light source Schott KL 200 LED (Schott AG, Germany), making use of 
LED technology and connected to a 1 meter long optical fibre, was used to illuminate the 
360º window of the equilibrium cell, for better visualisation of its interior. It was also 
considered to use a digital video camera inside the temperature chamber, connected to the 
computer, for monitoring and eventually recording some images, but until now this has not 
been implemented, although it is represented in Figure 4.2. The existence of the window in 
the door of the temperature chamber allows a normal camera to be used, since it can be 
placed outside the chamber and it does not have to be exposed to low temperatures.  
 
4.2.2.  Experimental Procedure 
The apparatus can be used in different configurations, or even using different 
methods. However, some fundamental steps of the experimental procedure are common to 
all possibilities. In the following description, the schematic diagram of Figure 4.9 should 
be considered. 
One of these steps is the loading of the cell with the different components to be 
studied. As mentioned before, this can be performed using a syringe with a long needle, 
through the valve represented as V1 in Figure 4.9, making possible to determine the 
volume of the liquid compounds injected, either volumetrically, through the graduation in 
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the syringe, or gravimetrically, by weighing the cell before and after the injection of the 
compound.  
After this, the remaining of the valve system can be reconnected to valve V1 and the 
degassing of the components can be performed. With valves V1, V3 and V4 closed, valve 
V2 is open connecting the valve system to vacuum. Subsequently, valve V1 can be open 
for short intervals, evacuating the gas in equilibrium with the liquid phases and letting 
them to new equilibration. After a number of cycles, the pressure inside the cell should be 
stable after closing V1, and close to the vapour pressure of the most volatile component in 
the cell. The lost of material originated in the process should be negligible due to the 
relatively small volume of the cell. However, in cases where a precise knowledge of the 
composition is required, the temperature of the cell can be lowered in order to reduce the 
volatility of the components in the cell and this way reducing the losses.  
In normal conditions of operation, the cell will be operated at high pressure, in order 
to allow the operation of the sampling system. This means that almost invariably, a 
pressurised gas will be load into the equilibrium cell. Once the interior of the cell is free 
from any air, the compressed gas can be loaded through valve V3, or alternatively through 
the use of a gas cylinder, directly connected to V1. This last option allows the knowledge 
of the exact amount of gas inserted into the system. 
After loading the cell, the equilibration process can take place, after programming 
the temperature of the chamber in the computer. The collection and recording of 
temperature and pressure values over time can be done with any desired frequency. 
However it should be considered that some studies may last for several days, and that a 
high frequency in the collection of values may lead to a substantial amount of data, and 
consequently to files that will be more difficult to handle in a posterior analysis. In general, 
in this work, values of pressure and temperature were collected for recording every 10 
minutes. In order to improve simplicity in a later analysis of the experiment conditions, it 
is useful if pressure and temperature are recorded in coincident points in time. 
In the end of an experiment, V1 can be opened, keeping all other valves closed. V4 
can then be opened slowly for depressurisation of the system. After depressurisation, the 
valve system can be disconnected from V1 and the liquid phases can be pumped out 
through a thin flexible tube. 
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Before further experiments, the cell should be carefully cleaned several times with an 
adequate solvent(s), and placed under vacuum for some hours, in order to evaporate 
possible traces of solvent before the preparation of a new experiment.   
 
4.3. Testing of the New Apparatus 
After assembling any new apparatus, it becomes necessary to perform a series of 
tests, which will attest the quality of the results to be produced. This can be done by 
performing measurements on reference systems, or on systems that have been studied 
frequently and by different authors. But before these first measurements, other preliminary 
tests are of prime importance, in order to verify that no electronic errors or interferences 
are affecting the results, and to get acquainted with the limits of the apparatus in terms of 
stability, etc. 
Nowadays electronics play a great role in the quality of experimental results. Modern 
apparatus for the measurement of thermodynamic properties are not conceivable without 
the use of electronic systems in high-quality measurements, for temperature, pressure or 
any other property. And the output of any common sensor is invariably an electric 
property, either being resistance, capacitance, current or potential difference, therefore 
susceptible to be affected by a number of electric and electromagnetic interferences.  
There are of course, a series of rules that ought to be followed, with the purpose of 
avoiding electronic errors and sources of noise, but the ultimate confirmation of the 
absence of problems can only be given by testing. This should, therefore, be the objective 
of the first set of tests.     
 
4.3.1.  Preliminary Tests 
This first series of tests, focusing on electronic aspects, did not reveal the existence 
of major problems, concerning the cables manufactured in our labs or interferences from 
the electrical supply to the instruments. No excessive noise was found, nor any evidence of 
periodical interferences in several hours of measurements, performed using different 
frequencies for the collection of values. 
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The pressure readings, at atmospheric pressure, were characterised by a short time 
stability better than ± 0.15 kPa (0.0015 bar) and a long time stability around ± 0.25 kPa. As 
for the temperature, from the four platinum resistance thermometers tested initially, three 
provided readings with a stability better than ± 0.0025 K while the fourth presented 
stability values in the order of ± 0.005 K. This thermometer had been used for some time in 
another project, in a 2-wire configuration and some changes had been performed on its 
cables, although there is no evidence that this fact was the origin of the problem. This 
thermometer was not used to measure the temperature of the cell, being used only to 
monitor the temperature inside the temperature chamber, for which the precision 
requirements are less significant.    
After these basic electronic tests, the temperature compensation of the pressure 
sensor was investigated, by recording the deviation of the values yielded under 
atmospheric pressure as a function of the operation temperature. The results of this test are 
shown in Figure 4.10, where a print screen from the software READ30 shows both the 
temperature of the electronics inside the transmitter (in green, corresponding values on the 
right side of the graph), and the value of the pressure baseline (in red, corresponding values 
on the left side of the graph), as a function of time.  
It was verified that in the temperature range from 263 K to 303 K, inside the 
temperature compensation range of the transmitter, the maximum variation in the pressure 
was 7 kPa (0.07 bar). When the temperature was decreased down to 229 K (-44 ºC) the 
deviation in the pressure values went up to 46 kPa (0.46 bar), a value that in any case is 
still inside the 50 kPa value corresponding to the accuracy limit of this particular 
transmitter. It should be noticed that at these lower temperatures, the temperature of the 
electronics inside the transmitter is around 4 K to 5 K higher than the temperature 
measured in the cell. This fact was expected and it is due to the heat inevitably produced 
by the electronic components. It was also verified with these tests that when the 
temperature of the electronics goes below 230 K, the pressure transmitter stops supplying 






Figure 4.10 – Print screen of the program READ30 showing the deviation of the pressure readings (red line, 
left axis) as a function of the temperature of the electronics of the pressure transmitter (green line, right axis). 
 
After this, tests involving the cell started. The air tightness of the cell and the ability 
of the sapphire crystal to withstand high pressures for prolonged periods were successfully 
tested, submitting the cell to a pressure of around 30 MPa for 72 hours at 298 K.  
A small number of measurements performed along the vapour-liquid equilibrium line 
of pure carbon dioxide, confirmed the stability of the pressure and temperature obtained in 
the first tests, which had been carried out without the equilibrium cell. Furthermore, the 
thermal contact between the cell and the platinum resistance thermometers and the relative 
response times of the pressure and temperature sensors were examined, with very 
satisfactory results, as the graph in Figure 4.11 attests, where the reflection in the pressure 
values of small oscillations in the temperature values is shown. The difference between the 
temperature values yielded by the two thermometers was, for this case, 0.03 K on average, 





Figure 4.11 – Influence of small oscillations in the temperature of the cell in the pressure values, evidence of 
a good thermal contact between the cell and the platinum resistance thermometers. The values were obtained 
during a series of tests with liquid carbon dioxide in equilibrium with its vapour phase. 
 
 
4.3.2.  Measurements on Reference Systems 
After the successful preliminary tests, the next stage is the validation of the 
apparatus, with study of reference systems or of other systems that have been studied 
frequently and by different authors.  
As mentioned before, temperature and pressure are probably the most important 
parameters in any thermodynamic study. For temperature measurements, the calibration of 
platinum resistance thermometers in conformity with the DIN 43760 standard is simple to 
perform, and it can be repeated at any time. However, the same does not apply to pressure 
measurements. The calibration of a pressure sensor is often more time consuming and 
requires the use of different additional equipment, depending on the type of calibration 
performed. The pressure transmitters used in this work, not only for this apparatus, have 
been previously calibrated in the factory for the whole range of pressure and along the 































calibration certificate which includes a plot of the deviations observed in the calibration, 
showing that the transmitter is in accordance with its specifications in terms of accuracy. 
Nevertheless, as a part of the validation of the apparatus, it is necessary to perform 
some measurements, at this stage, merely to confirm the quality of the temperature and 
pressure values yielded by the apparatus, leaving for a subsequent stage the validation of 
the analytical method. The results will attest to the quality of both pressure and 
temperature measurements.   
 
Binary system methanol + ethane 
The first measurements were performed on the study of the three-phase coexisting 
line for the binary system methanol + ethane, for temperatures around 298 K and 280 K. 
This system has been studied in the past by different groups in various occasions and 
through different methods. Data is available in the literature not only regarding pressure 
and temperature values, but also concerning phase compositions, with values that can be 
used as a reference for different phases.  
Methanol (CH3OH, Methanol for HPLC, Merck KGaA, Germany) with a minimum 
purity of 99.8% as determined by the supplier using gas chromatography, was used 
together with ethane (C2H6, purity of 99.95%, supplied by AGA Gas AB, Sweden). The 
reduced amount of results obtained in the study of this binary system are presented in 
Table 4.1 and in the diagram in Figure 4.12, in which experimental data found in the 
literature [28-33] are also represented. It should be pointed out that the data given by Ma 
and Kohn [30] are smoothed values rather than raw experimental points. 
 
Table 4.1 – Results obtained during the study of the three-phase coexisting line for the binary system 
methanol + ethane, using the new cell.  









Figure 4.12 – Results obtained in the study of the three-phase (vapour-liquid-liquid) coexisting line for the 
binary system methanol + ethane, and comparison with values found in the literature [28-33]. 
 
The graph in Figure 5.12 shows what seems to be a good agreement between the 
values obtained in this work and the literature, however, and in order to quantify this 
agreement, a reference equation is needed. The dashed line in the graph is given by 
equation 4.1, which was calculated from fitting of the equation of Clarke and Glew 
truncated to three parameters [34], to the experimental data published by Ruffine and his 
co-workers [31], in a work where a new experimental apparatus for the measurement of 
phase equilibria at low temperatures is presented. This set of literature data is not only the 
most recent, but also the most extensive, with measurements from 194 K up to the upper 
critical end point of the system methanol + ethane, at 309 K.  
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 (4.1) 
 
The equation of Clarke and Glew [34] has been widely used in the representation of 
the variation of pressure with temperature in equilibrium systems, especially in the 






















determination of thermodynamic quantities [35-45]. Its deduction and the application to 
pressure-temperature relations was presented in detail by the author in a previous work 
[35]. It should not be confused with the Clarke-Glew-Weiss equation [34,46,47] also used 
repeatedly in the analysis of equilibrium data. The Clarke and Glew equation has fitted the 
data of Ruffine et al. [31] with a value of r2 = 0.99996 and an average deviation for the 13 
experimental points of 710-3 MPa. 
Figure 4.13 shows, the deviations from the experimental points to the values given 
by Equation 4.1, for all the data sets. Besides the relative deviations, which can be read in 
the vertical axis of the graph, additional lines referring to the absolute deviations were also 
added to the plot, allowing inferring this parameter as well.  
 
Figure 4.13 – Deviations from the experimental points to the values given by Equation 4.1, for the results 
obtained in this work and the values found in literature [28-33] in the study of the three-phase coexisting line 
for the binary system methanol + ethane. 
 
The results obtained in this work are up to 1.1% higher than the values provided by 
the fitting to the data of Ruffine et al. [31]. However, the maximum absolute deviation 
observed is around 0.03 MPa, which is well below the accuracy of 0.05 MPa which 






































It is also noticeable in the graph that most of the other data sets have values lower 
than those presented by Ruffine and his co-workers [31]. Although some data sets, such as 
the values of Ma and Kohn [30] seem to present a higher dispersion, the values from Zeck 
and Knapp [32] not only look internally consistent, but also more in agreement with the 
results from Brunner [33] and from Ishihara [28].  
Fitting the data from Zeck and Knapp [32] to the equation of Clarke and Glew [34], 
results in Equation 4.2, presented below. The result of the fitting was r2 = 0.99988 with an 
average deviation for 11 experimental points of 710-3 MPa. 
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 (4.2) 
 
The comparison of the results obtained in this work with the values provided by this 
equation, is given in the plot in Figure 4.14.  
Figure 4.14 – Deviations from the experimental points to the values given by Equation 4.2, for the results 
obtained in this work and the values found in literature [28-33] in the study of the three-phase coexisting line 








































In this graph it is possible to observe a more even distribution of all the data sets, but 
the results obtained in this work appear associated with higher errors, although still inside 
the accuracy limit defined for the transmitter, 0.05 MPa.  
Another possibility for the analysis of the results is to apply the equation of Clarke 
and Glew [34] to all the data series combined, avoiding the arbitrary choice of a particular 
data set to be taken as reference. This results in Equation 4.3, with the fitting presenting a 
value of r2 = 0.99977 and an average residual for 45 experimental points of 1.510-2 MPa.   
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 (4.3) 
 
The comparison of the present results with the reference values from this equation is 
illustrated in the graph of Figure 4.15.  
Figure 4.15 – Deviations from the experimental points to the values given by Equation 4.3, for the results 
obtained in this work and the values found in literature [28-33] in the study of the three-phase coexisting line 
for the binary system methanol + ethane. 
 
The deviations of the values found in this work are very similar to the obtained 






































considering the data of Ruffine et al. [31] might lead to some bias in the analysis of the 
results. Despite the higher deviations, the data obtained is still inside the accuracy limit 
defined for the transmitter, 0.05 MPa. 
The results of these first tests were not completely satisfactory, considering the high 
quality of results aimed at. However, it is necessary to take into account that these were the 
very first measurements with the apparatus, and it is practice that generally leads to a 
refinement of the experimental procedure and a better knowledge of the apparatus by the 
experimentalist, resulting in an improvement on the quality of the results.   
During the measurements with the binary system methanol + ethane, and although 
the analytical method was not yet fully developed and optimised, some qualitative GC 
analysis was performed in order to test the ROLSITM samplers. Figure 4.16 presents a 
chromatogram of the analysis of one sample withdrawn from the methanol rich phase, 
where a good separation between the two peaks is visible. The shape of the peaks on the 




Figure 4.16 – Chromatogram of the analysis of one sample withdrawn from the methanol rich phase during 
the study of the three-phase coexisting line for the binary system methanol + ethane.  
 
Figure 4.17 shows a picture of the sapphire window of the equilibrium cell during the 
experiments, where the three phases are visible. The picture was taken from outside the 




Figure 4.17 – Image of the sapphire window in the equilibrium cell during the study of the three-phase 
coexisting line for the binary system methanol + ethane, where the three phases are visible.  
 
Before the measurements in this binary system could be continued, an incident led to 
the damaging of the pressure transmitter, which had to be replaced. The new transmitter 
was in every detail similar to the previous, already described. Nevertheless, new tests were 
necessary, to verify the influence of the temperature on its output values, under 
atmospheric pressure. The results of these tests were pretty much similar to the verified for 
the first pressure transmitter used. Inside the temperature compensation range, from 263 K 
to 303 K, the deviation on the output values was lower than 5.5 kPa (0.055 bar), while for a 
temperature around 243 K the deviation went up to 11 kPa (0.11 bar). 
 
Carbon dioxide 
The vapour-liquid equilibrium line for pure carbon dioxide was extensively studied 
in order to, not only evaluate the quality of the pressure measurements provided by the new 
transmitter, but also to evaluate the influence of temperature on these measurements. This 
compound has been the object of many studies over the years, and its vapour-liquid 
equilibrium line is well defined. For comparison of the present measurements, a reference 
equation is used, rather than an arbitrary selection of data from the literature.     
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The carbon dioxide (CO2), with a purity of 99.995%, was produced by Linde AG, 
Germany, and supplied by AGA A/S, Denmark. A total of 75 experimental points were 
measured from 239 K up to a temperature of 303 K, close to the critical point of the 
compound. The results are presented in Table 4.2, where the order of the experiments is 
also indicated. 
 
Table 4.2 – Experimental results obtained in the study of the vapour-liquid equilibrium line for pure carbon 
dioxide. The first column in the table refers to the order of the measurements. 
n. T / K p / MPa n. T / K p / MPa n. T / K p / MPa 
43 239.17 1.260 50 264.62 2.760 58 284.37 4.630 
44 239.17 1.260 26 264.66 2.800 74 285.26 4.733 
19 239.27 1.299 51 269.69 3.171 75 285.30 4.738 
18 239.29 1.300 52 269.69 3.171 73 285.47 4.756 
46 244.37 1.500 53 269.73 3.174 38 288.92 5.172 
45 244.39 1.501 11 269.73 3.215 37 288.92 5.174 
21 244.43 1.537 12 269.76 3.220 7 289.13 5.245 
22 244.43 1.537 72 273.10 3.474 6 289.18 5.251 
20 244.51 1.542 71 273.11 3.476 8 289.18 5.252 
41 249.54 1.768 27 274.66 3.659 64 293.46 5.759 
42 249.57 1.770 39 274.74 3.629 63 293.51 5.764 
16 249.60 1.809 67 279.51 4.102 62 293.51 5.765 
15 249.60 1.809 66 279.52 4.103 3 294.58 5.959 
17 249.60 1.809 9 279.55 4.148 4 294.58 5.959 
24 254.56 2.098 68 279.56 4.107 5 294.58 5.959 
47 254.56 2.062 10 279.56 4.150 1 294.66 5.972 
48 254.56 2.063 54 279.58 4.109 2 294.72 5.980 
23 254.57 2.099 55 279.59 4.111 32 298.28 6.444 
40 259.57 2.391 56 279.62 4.113 33 298.28 6.444 
14 259.65 2.435 28 284.23 4.656 60 298.28 6.436 
13 259.67 2.436 30 284.23 4.656 61 298.29 6.438 
69 264.60 2.759 31 284.23 4.656 34 302.28 7.056 
70 264.60 2.758 29 284.25 4.658 65 302.29 7.044 
25 264.62 2.797 57 284.37 4.630 35 302.30 7.059 





These results are represented in Figure 4.18, together with the reference values from 
the DIPPR database [48], defined by Equation 4.4. 




       (4.4) 
 
According to the database, this equation is valid in the temperature range from 
256.58 K to 304.21 K and it has been derived by fitting a general equation (Equation 101 
in the database) with five parameters to the values from sets of experimental data, with an  
associated error estimated to be lower than 1%.   
Figure 4.18 – Results obtained in the study of the vapour-liquid equilibrium line for pure carbon dioxide.
The dotted line refers to the reference values recommended by the DIPPR database [48].
 
The deviations from the results obtained in this work comparatively to the reference 
values are given in Figure 4.19. As before, both relative and absolute deviations can be 
inferred, the first through the vertical axis of the graph, and the second by means of 
reference lines, two of which are represented in red, relative to the accuracy of the pressure 
transmitter. 
















Figure 4.19 – Relative and absolute deviations from the data points obtained in this work for the vapour-
liquid equilibrium line for pure carbon dioxide, to the reference values recommended by the DIPPR database 
[48]  and defined by Equation 4.4.
 
Concerning the results, two groups of data points are easily identified, with one set of 
values having higher errors associated, but nevertheless still inside the accuracy limits of 
the sensor. A careful analysis of the values revealed that this group of data points 
correspond to the first thirty one measurements performed. Given the order in which the 
experiments were conducted, it is certain that hysteresis is not the source of the problem. 
Inside the temperature compensation range of the pressure transducer, above 263 K, 
the agreement of the results with the reference data is better than 1%, which is the error 
associated to Equation 4.4 according to the DIPPR database [48], but for the lower 
temperatures, the points in the first set of data present deviations up to 4%. However, if 
only the second set of data values is considered, all the points in the studied temperature 
range are inside the 1% margin, with the data points obtained above 263 K presenting 
deviations under 0.5%, as shown in Figure 4.20, where only the points relative to the 
second set of data are presented. Additionally, the absolute deviations for this data set is 
never superior to values around 0.01 MPa (0.1 bar), even at the lowest temperature studied.  





































Figure 4.20 – Relative and absolute deviations from the second set of data points obtained in this work in the 
study of the vapour-liquid equilibrium line for pure carbon dioxide, to the reference values recommended by 
the DIPPR database [48] and defined by Equation 4.4.
 
The deviations in the pressure values obtained at lower temperatures, outside the 
temperature compensation range of the sensor, i.e., under 263 K, seem to indicate that the 
cause for these errors might be related to the response of the pressure transmitter. Any 
errors associated to the temperature measurements would affect the results in a different 
manner, either with a constant error along the whole range of the measurements, or by 
deviations presenting symmetry relatively to 273.15 K.     
Nevertheless, another aspect should be considered when debating the source of the 
errors affecting the measurements at lower temperatures, which is the fact that they 
correspond to lower values of pressure, and in this particular case, to pressures in the lower 
4% of the full scale of the transmitter. One of the most important questions in the choice of 
a pressure sensor is its pressure range vs. the precision in the measurement of pressures at 
the lower edge of its pressure range. Pressure sensors usually have the same electronic 
output regardless of the pressure range they are suited for. Even digital pressure 
transmitters such as the one used in this work, have an initial analogue output that is later 
converted to a more reliable digital signal by an internal A/D converter. Obviously there is 


































a limit to the smallest quantity measurable from this electronic output, and that is why 
manufacturers usually guarantee a minimum absolute accuracy rather than a relative 
precision. This means that, higher relative errors are expected at the lower limit of the scale 
of the sensor.  
The present apparatus is devised for working mostly at high pressures, and therefore 
only one pressure transmitter was acquired. However, if at some point it should be 
frequently used for measurements at lower pressures, the use of a second pressure 
transmitter with a more limited pressure range is highly recommended. The use of different 
sensors in the same apparatus is a common solution for improving the quality in pressure 
measurements, and it can be found in several descriptions of apparatus available in the 
literature [49-55].  
 
Ethane
In order to attain a better characterisation of the response of the pressure transmitter 
with temperature for a reliable quantification of the deviations, and also with the aim of 
clarifying the existence of the two observed sets of points, further measurements of a 
different system were required.  
The tests of the apparatus continued with study of the vapour-liquid equilibrium line 
for pure ethane (C2H6, purity of 99.95%, supplied by AGA Gas AB, Sweden) was 
extensively studied, with a total of 84 measured equilibrium points, in a temperature range 
from 234 K up to the critical point of this compound, around 305 K. The obtained results 
are listed in Table 4.3, with an indication of the order of the experiments, and are 
represented graphically in Figure 4.21, together with the reference values recommended by 
the DIPPR database [48], calculated from Equation 4.5, applicable in the temperature 
interval from 90.35 K to 305.32 K. Its five adjustable parameters have been calculated 
from different sets of experimental and predicted data, with an error associated estimated 
to be less than 1%. 








Table 4.3 – Experimental results obtained in the study of the vapour-liquid equilibrium line for ethane. The 
first column in the table refers to the order of the measurements. 
n. T / K p / MPa n. T / K p / MPa n. T / K p / MPa 
75 233.86 0.807 78 264.57 1.926 3 288.76 3.414 
76 233.86 0.808 29 264.58 1.926 4 288.76 3.413 
77 233.87 0.808 27 264.60 1.927 36 289.46 3.457 
21 233.94 0.810 12 269.77 2.195 38 289.47 3.457 
20 233.95 0.810 11 269.78 2.195 37 289.48 3.458 
48 239.10 0.951 45 273.14 2.379 33 289.50 3.460 
47 239.12 0.953 46 273.24 2.385 35 289.50 3.460 
18 239.13 0.954 31 274.55 2.463 34 289.54 3.462 
19 239.16 0.955 32 274.56 2.463 51 293.32 3.769 
22 244.38 1.115 30 274.61 2.466 81 293.36 3.768 
23 244.38 1.115 41 279.36 2.752 80 293.37 3.768 
50 249.47 1.289 42 279.39 2.753 52 293.46 3.780 
16 249.48 1.290 8 279.46 2.763 53 293.46 3.780 
17 249.49 1.291 66 279.48 2.768 82 293.47 3.776 
49 249.49 1.290 67 279.48 2.769 2 295.27 3.932 
25 254.48 1.480 65 279.49 2.769 1 295.28 3.932 
26 254.48 1.480 9 279.56 2.772 58 298.30 4.198 
24 254.52 1.482 10 279.57 2.772 57 298.30 4.197 
72 254.58 1.484 6 279.58 2.774 56 298.30 4.198 
73 254.62 1.487 64 279.59 2.775 68 298.30 4.191 
74 254.62 1.487 7 279.59 2.775 69 298.31 4.191 
43 259.45 1.688 40 283.95 3.057 83 298.31 4.179 
44 259.47 1.689 39 283.95 3.057 84 298.31 4.180 
13 259.53 1.694 71 284.33 3.093 55 303.30 4.646 
14 259.54 1.694 70 284.34 3.093 54 303.30 4.646 
15 259.54 1.694 63 288.74 3.412 60 304.78 4.788 
28 264.57 1.926 62 288.75 3.414 61 304.78 4.788 




Figure 4.21 – Results obtained in the study of the vapour-liquid equilibrium line for pure ethane. The dotted 
line corresponds to the reference values recommended by the DIPPR database [48]. 
 
Figure 4.22 presents the deviations of the results relatively to the reference values 
given by Equation 4.5. As before, the results are well inside the accuracy limit of the 
pressure transmitter, with the higher deviations observed for the lower temperatures 
studied. The results relative to temperatures above 263 K are within a range of 0.6 % of the 
reference values. For a temperature around 240 K, the errors are slightly above 0.01 MPa, 
much as what had been verified for the second set of data in the study of carbon dioxide. 
These results shed no light into the problem of the existence of two tendencies in the 
results obtained for carbon dioxide. One can only speculate that perhaps that had to do with 
the first time the sensor was being used.   
If the first values for carbon dioxide are ignored, a combined analysis of the 
deviations verified in the study of both carbon dioxide and ethane, reveals a parallel 
between the errors verified in the measurements performed on the two systems, as shown 
in Figure 4.23 and Figure 4.24, for the absolute and relative deviations, respectively.  
 













Figure 4.22 – Relative and absolute deviations from the results obtained in this work for the vapour-liquid 
equilibrium line for pure ethane, to the reference values recommended by the DIPPR database [48] and 
defined by Equation 4.5. 
 
Figure 4.23 – Similarity between the absolute deviations verified for the results obtained for the vapour 
liquid equilibrium line for carbon dioxide and ethane, relatively to reference values.





























































Figure 4.24 – Similarity between the relative deviations verified for the results obtained for the vapour liquid 
equilibrium line for carbon dioxide and ethane, relatively to reference values.
 
This similarity could be the basis for the development of a calibration equation, in 
order to correct the values for the lower temperatures. Taking as example the relative 
deviations, it is possible to establish a correction based on two linear equations, for the two 
temperature ranges below and above 263 K, according to Figure 4.25. 
It is arguable, however, that this is the most appropriate approach. There are several 
points to take into account. On one hand, the deviations for the lower temperatures are 
almost certainly the result of the influence of temperature in the response of the pressure 
transmitter legitimising a correction. On the other hand, the maximum deviations observed 
were of 1.5%, and the equations used as reference are characterised by an error margin of 
1%. Furthermore, it is imperative to keep in mind the specifications of the pressure 
transmitter used. It is one of the best available in the market in terms of accuracy with 
0.1% of the full scale over a wide range of temperatures, but nevertheless it has a range of 
50 MPa and this implies that when used to measure pressures around 1 MPa considerable 
relative errors are expected. Still, the observed performance of the sensor is outstanding, 
with maximum absolute deviations less than 0.015 MPa, even outside the temperature 

























sensor used. As mentioned before, for an improved accuracy at lower pressures, a pressure 
transmitter with a more limited scale should be used.      
 
 
Figure 4.25 – Combined analysis of the relative deviations of the results obtained for the vapour liquid 
equilibrium line for carbon dioxide and ethane relative to reference values, and proposed equations for 
correction of the raw experimental values.
 
In conclusion, the ideal is to avoid the application of this particular pressure 
transmitter for the measurement of low pressures at low temperatures. When that is not 
possible, the considerations written above should be taken into account.   
Another curious point, is that in the study of both compounds, the maximum absolute 
deviations were less than 0.015 MPa, even for temperatures as low as 234 K, where the 
print screen in Figure 4.10, in which the influence of the temperature in the zero of the 
sensor was studied, shows a deviation greater than 0.03 MPa for a temperature of 243 K of 
the electronics of the transmitter, corresponding approximately to a temperature of 239 K 



























4.4. Gas Chromatography 
In Figure 4.16, a chromatogram of the analysis of a sample from the methanol rich 
phase during the study of the binary system methanol + ethane, obtained in a stage where 
the analysis method was not yet fully developed and optimised, was already shown. The 
purpose at that stage was to confirm the good functioning of the sampling system.  
As previously mentioned, the analysis of a typical ternary or multi-component 
system of interest for this work using gas chromatography involves some complexity, due 
to the mixed polar and non-polar nature of the compounds. Another challenge is related to 
the very small concentrations to be determined in most of the measurements, such as the 
concentrations of hydrocarbons in the aqueous liquid phase, or the amounts of water in the 
gas phase. As also stated previously, the lack of expertise within the research group 
regarding this analytical area, contributed to an increase in the significance of these 
challenges. 
Two different aspects of the application of gas chromatography should be 
considered. Firstly, it is necessary to achieve a good separation between the different 
components of the systems under study, which on its own allows only a qualitative 
analysis. This is related to the development of an appropriate chromatographic method, 
through the selection of an adequate column and the optimisation of a number of 
experimental parameters. After this first stage, with the development of the separation 
process, it is then necessary to establish the relations between the area of the 
chromatographic peaks and the amount of each substance injected in the GC column, in 
order to create the basis for the desired quantitative analysis. These relations, usually linear 
in a specific range of conditions, are dependent on the nature of the compounds to be 
analysed and on the type of detector used, and can be determined by means of calibrations, 
which can be performed in relative or absolute terms, giving rise respectively, to more 
restricted or more universal calibrations.  
 
4.4.1.  Development of the Chromatographic Method 
The development of the chromatographic method consisted not only in the 
experimentation of different columns, but also in the development and testing of different 
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experimental conditions such as the inlet temperature, detector temperature, column 
temperature and temperature program, nature of the carrier gas, carrier gas flow rates, etc., 
in order to optimise the separation of all the compounds in a typical multi-component 
system. The aim of this optimisation is to obtain well defined, narrow and symmetrical 
peaks for all the compounds involved. Parallel to this, it is desirable to reduce as much as 
possible the time necessary for each analysis, meaning that the retention times for all the 
components should be as low as possible, without causing an overlapping of the respective 
peaks in the chromatogram.  
Firstly, the Agilent 6890 GC System previously existing in our laboratory, until then 
equipped with a flame ionisation detector (FID) only, was upgraded with a thermal 
conductivity detector (TCD) essential in this work for the detection of water. Synthesised 
mixtures of water, ethylene glycol and n-hexane or n-pentane were used in the evaluation 
of three different chromatographic capillary columns, listed in Table 4.4 together with their 
main characteristics, length, internal diameter, film thickness and temperature of 
applicability. All the columns were acquired from Agilent Technologies, Inc., USA. 
 
Table 4.4 – List of the different chromatographic capillary columns tested in the present work and their main 
characteristics: length, internal diameter, film thickness and temperature of applicability. 
Column Manufacturer Length / m I.D. / mm Film / μm Temperature / K 
HP-1 Agilent 30 0.53 5 213 K – 533 K 
HP-5 Agilent 30 0.32 0.25 213 K – 588 K 
HP-PLOT/Q Agilent / J&W 30 0.320 20.00 213 K – 543 K 
 
The first results obtained with the HP-PLOT/Q column were characterised by a 
strong tailing effect in all the peaks, as shown in Figure 4.16, relative to the analysis of 
methanol and ethane, and observable in Figure 4.26, corresponding to FID output during 
the analysis of a mixture of water, ethylene glycol and n-pentane. The temperature program 





Figure 4.26 – Chromatogram (TCD) of the analysis of a mixture of water, n-pentane and ethylene glycol, 
and respective temperature program.  
 
The problem of the tailing effect observed in the chromatograms persisted for some 
time, despite several attempts to solve the problem. The other two chromatographic 
columns were used in a number of analyses, with very good results in the separation of 
complex mixtures of hydrocarbons, but proved to be inadequate for the study of systems 
containing polar compounds such as water or methanol. 
After an extensive number of tests, characterised by a long learning process and 
several “trial and error” stages, mainly due to the lack of expertise in the area of 
chromatography within the research group, a suitable method for the analysis of the type of 
mixtures considered in this project was eventually established. The most important 
parameters of this method are listed in Table 4.5. The temperature program consisted in a 5 
minutes plateau at a temperature of 60 ºC (333 K), followed by an increase in the 
temperature, at 20 K.min-1 (9.5 minutes), before a new plateau at 250 ºC (523 K) for 







Table 4.5 – List of the most important parameters of the generic chromatographic method developed for the 
analysis of the mixtures of interest for this work.  
Parameter Setting 
Temperature of the injector  200 ºC / 473 K 
Slipt ratio 25:1 
Total flow 53 mL.min-1 
Carrier gas He 
Temperature of the TCD 250 ºC / 523 K 
Temperature of the FID 250 ºC / 523 K 
 
Figure 4.27 shows a chromatogram obtained in the analysis of a prepared solution of 
n-pentane, n-hexane, water and MEG in methanol, in which methane was bubbled before 
the injections. In Figure 4.28, the result of an analysis of a solution of n-pentane, n-hexane, 
water and methanol, in which ethanol was used as solvent is presented. For this 
chromatogram, the temperature program used differs slightly from that mentioned above, 
as a temperature ramp of 25 K.min-1 was applied here. This is noticeable in the retention 
times of n-pentane and n-hexane, which changed respectively from 20.1 min and 23.7 min 
in Figure 4.27 to 18.4 min and 21.5 min in Figure 4.28. Table 4.6 presents a synthesis of 
the approximate retention times observed for the compounds involved in these analyses. 
 
Figure 4.27 – Chromatogram (FID and TCD) of the analysis of a mixture of solution of methane, n-pentane, 




Figure 4.28 – Chromatogram (FID and TCD) of the analysis of a mixture of solution of n-pentane, n-hexane, 
methanol and water in ethanol.  
 
Table 4.6 – Approximate retention times observed for the compounds involved in these analyses presented in 
Figure 4.27 and 4.28, according with the chromatographic method developed.  
Compound Retention time / min 
methane 4.2 
n-pentane 20.2 / 18.4 a 
n-hexane 23.7 / 21.5a 
water 9.9 
methanol 13.1 – 13.5 
ethanol 15.3 
MEG 25.7 
a – retention times for a temperature ramp of 25K.min-1. 
 
Both chromatograms show a good separation between the different constituents of 
the mixtures analysed, with a total time of analysis less than 30 min. This analysis time can 
obviously still be reduced, just by changing the temperature program. This would be 
especially useful in studies of only two or three compounds. However, it should be taken 
into consideration that the chromatographic method presented is a generic method, 
developed to provide a basis for the generality of the analysis to be performed in the study 
of the type of systems under consideration in this work, and therefore a good separation 
was prioritised. The intention is to facilitate the identification of peaks in the study of 
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compounds different from those included in the analysed mixtures, leaving open the 
possibility for further improvements in the analyses of particular systems. As an example, 
in the study of the binary system methane + water, the analysis is completed after 12 
minutes under the presented conditions, so there would be no need for prolonging the 
analysis for the whole 25 or 30 minutes.  
 
4.4.2.  Calibration of the Gas Chromatograph 
With the separation achieved by means of the chromatographic method presented, it 
is only necessary to perform a calibration, in order to perform quantitative analyses from 
the phases in equilibrium in the cell. In general, two types of calibration can be considered, 
one relatively simpler, the other more complex, but supplying a greater amount of 
information, and valid regardless of the system under study. 
Often in phase equilibria studies, the knowledge of the mole fractions in each phase 
is sufficient to characterise the system. In order to obtain such information from a 
chromatogram, it is only necessary to know the relative sensibility of the detectors to each 
of the components, and the information of the mole fraction is given by the ratio between 
the areas of the peaks. For such measurements, a calibration can be easily performed using 
two or three different solutions of the constituents of the system under study, in order to 
correlate the ratio between the areas with the known molar fractions of the solutions. If a 
different system is then studied, a new calibration is required, even if only one of the 
components is different. 
Another way to perform a calibration, more time consuming, but more effective in 
the long term, is to calibrate independently each compound, obtaining a relation between 
the area of the peak in the chromatogram and the amount of compound injected. These 
calibrations are recommended, being valid for that particular compound regardless of the 
system under study. This means that, when a new system is placed under study, containing 
one or more components for which a calibration was previously made, a considerable 
amount of time can be saved since there is no need to calibrate for those compounds.  
It should be understood however, that a few injections of standard solutions should 
always be performed, in order to confirm that the previously made calibration is still valid. 
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This is necessary due to the possibility of long time changes in the response of the 
chromatographic detectors. For the same reason, and despite an initial calibration, it is 
recommended to perform some additional injections during a series of measurements on a 
particular system, for instance, during the time necessary for the mixture inside the cell to 
achieve a new state of equilibrium after a change in the pressure or in the temperature. This 
will provide additional points to the existing calibration, contributing to its refinement and 
allowing the detection of the aforementioned possible changes in the response of the 
detectors, and the monitoring of the rate at which these changes occur.   
This type of calibration presents further advantages, given that when an analysis is 
performed, it allows the knowledge of the exact amount of each substance present in the 
sample, which in the particular case of this work is undoubtedly an advantage, allowing to 
better understand how the magnitude of the sample withdrawn by the automatic ROLSITM 
sampler-injectors is related with the sampling time and with the pressure of the system 
inside the equilibrium cell, since as opportunely explained before, the sampling process is 
controlled merely by the opening time of the sample-injectors and by the difference of 
pressure inside the equilibrium cell and in the GC carrier gas line.   
To perform such a calibration, different amounts of a compound are injected, usually 
using diluted solutions with a precisely known concentration so that smaller amounts of the 
component of interest can be injected. To increase the quality of the calibration, it is 
necessary that the volume of each injection is precisely known, and that the same exact 
volume is injected a number of times, which can be difficult for an inexperienced analyst, 
due to partial vaporisation, and the irreproducibility of the injection procedure. In order to 
deal with these limitations and improve the calibration process, as well as making it 
considerably more practical, an automatic injector can be used, such as the Agilent 7683B 
automatic injector employed in the present work.  
The calibration for gaseous compounds is usually performed manually, either by the 
use of gas-tight syringes, or using different loops of an exact known volume in the carrier 
gas line. This last solution offers a higher reproducibility in terms of the volumes injected, 
when compared with manual injection, but it implies a higher complexity in the procedure, 
since different loops have to be disconnected and re-connected to the carrier gas line. In the 
present work, and due to the connections already existing in this line for the ROLSITM 
samplers, the use of loops could be especially complex. 
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4.5. Analytical Measurements on Reference Systems 
As mentioned before, an important step in the validation of the apparatus involves 
the study of reference systems or of other systems that have been studied frequently and by 
different authors. In the present case, the binary system methane + water was selected for 
the first measurements. Although being a simple system, its study entails a number of 
challenges. Previous to the actual measurements, it is necessary to perform a calibration for 
the two components involved. This involves the calibration for a liquid and the calibration 
for a gas, which can be somewhat challenging, since none of the persons involved in the 
project had any previous experience in doing so. Additionally to this, the study of the 
samples withdrawn during the measurements on this binary system will involve the 
analysis of very low concentrations, constituting a serious test for the capability of the gas 
chromatography, in terms of detection limits, the influence of noise in the signals, 
reproducibility of the values, etc.      
This also means that some difficulties are likely to be encountered, and the solution 
for eventual problems will have to be found, but ultimately this will allow a better 
knowledge of the performance and limitations of the analytical part of this new 
experimental set-up, contributing to a reduction in the number of possible “new problems” 
that might be encountered in the future, during the use of the apparatus.  
 
4.5.1.  Calibration for Water and Methane 
Following is a description of the process of calibration for water and methane, a 
system that has been measured various times by different authors, and which will be used 
in the validation of the current experimental analytical method. Furthermore, it comprises 
the calibration for a liquid and a gaseous compound, constituting therefore a perfect 
example to be given in this work. 
The calibration process started with the calibration for water, using the automatic 
injector. Seven solutions of water in ethanol, with concentrations varying between 
3.99710-2 mol.dm-3 and 4.541 mol.dm-3, were carefully prepared and placed in vials in 
the automatic injector. A vial containing pure solvent was also included. Ten injections of 
a volume of 1 L were performed from the vial containing the solvent, and from each 
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solution, corresponding to a range in the number of moles of water injected between 
3.99710-8 mol and 4.541 10-6 mol. The results are presented in Figure 4.29, where the 
areas of the chromatographic peaks yielded by the TCD are represented as a function of the 
number of moles of water injected.  
 
Figure 4.29 – Areas of the chromatographic peaks yielded by the TCD as a function of the number of moles 
of water injected, relative to the GC calibration of water using an automatic injector.  
 
The extremely large scattering found for the area values, was obviously unexpected. 
Among the possible causes for such disparity in the values, is the occurrence of oscillations 
in the response from the sensor, or the fact that a different amount of sample is reaching 
the column and the detectors.  
In Figure 4.30 a similar representation is made, but using the percentage of the peaks 
for water relative to the total area of the two peaks, from water and from the solvent. The 
improvement in the aspect of the plot is noticeable, with most of the scattering decreasing 
to more acceptable amounts. This shows that whenever the peak of water is smaller, the 
peak of the solvent also decreases, by the same proportion, showing that the problem is 


















Figure 4.30 – Percentage of the water peak area from the total areas yielded by the TCD (water + solvent), as 
a function of the number of moles of water injected, relative to the GC calibration of water using an 
automatic injector.  
 
Another aspect worth noting in this plot is that the solutions with the lowest 
concentrations present a percentage of the water peak similar to that from the solvent, 
indicating that the solvent itself already contains some amount of water, a fact which is not 
surprising since the solvent is ethanol. Furthermore, the amount of water present in the 
solvent is of such magnitude that the quantity of water used in the preparation of the most 
diluted solutions seems to have a negligible effect on its overall concentration. This 
problem and the approach necessary do deal with it will be discussed later. 
As for the issues related to the amount material reaching the detectors, the source of 
the problem could be related to the volumes injected, or with a non-uniform split of the 
sample in the injector. The chromatographic method was changed to a “splitless” 
configuration, and the injections repeated, yielding similar results to the ones presented in 
last two graphs. A number of injections of 5 L were performed, also without perceptible 
improvement. As a consequence, the next step was to perform manual injections, in order 
to verify whether the problem was related to the inconsistency of the volumes of sample 
injected by the automatic injector, acquired specifically to perform the calibration avoiding 


























Based on the previous results, five new solutions were prepared, with water 
concentrations varying between 9.76910-2 mol.dm-3 and 25.103 mol.dm-3. Ethanol from 
a different source was used as solvent, expected to contain a lower amount of water. A 
minimum of seven injections were performed from each solution and from the solvent, all 
with a volume equal to 1 L. Figure 4.31 presents a chromatogram obtained from one of 
these injections.  
 
Figure 4.31 – Chromatogram (FID and TCD) obtained during the calibration for water, using solutions of 
this compound in ethanol.  
 
The results of the calibration are presented graphically in Figure 4.32. In this plot it is 
still possible to observe a considerable scattering of the area values relative to the more 
concentrated solutions, however, the same is not true for the more diluted, and as a 
consequence, the general aspect was considerably improved by the adoption of the manual 
injection, confirming the suspicion that the automatic injector was not functioning properly 
in terms of the injection volume. This fact was later confirmed by comparison of the results 
obtained with this automatic injector, and a different one borrowed from another research 
group. In Figure 4.33, a presentation similar to the one in Figure 4.32 is made, exhibiting 
not all the experimental points, but rather the average area relative to each of the solutions 
used in the calibration.  
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Figure 4.32 – Areas of the chromatographic peaks yielded by the TCD as a function of the number of moles 
of water injected, relative to the GC calibration of water through manual injection.  
 
 
Figure 4.33 – Average areas of the chromatographic peaks yielded by the TCD as a function of the number 










































The quality of the results is in this case more obvious, with the observance of an 
almost perfect linear relation (r2 = 0.9998). It is also observable however, that a 
considerable amount of water is still present in the solvent, with a concentration similar to 
the one from the most diluted solution, being therefore necessary to perform a correction in 
the actual concentration of the solutions. 
At this point, the suitability of ethanol as a solvent for the water solutions may be 
questioned. The hygroscopic character of ethanol is indeed a disadvantage, but other 
aspects must be taken into account in the choice of an adequate solvent. It is advisable that 
the solvent is of the same nature as the compounds to be used in the phase equilibria 
studies, as components of a different nature may interact with the analyte and lead to 
changes the instrumental response. This limits the choice of available solvents to alcohols 
and hydrocarbons. Due to the limited miscibility between water and light hydrocarbons, 
the most adequate choice was ethanol, despite the problems its use involves.  
Dealing with this problem requires a correction in the concentrations of the solutions 
used. The solutions were all prepared in a short interval, so the concentration of water in 
the solvent may be assumed to be equal for all the solutions. Each solution was prepared 
independently, simultaneously gravimetrically and volumetrically, from a pre-determined 
amount of water and ethanol, rather than preparing the more concentrated solution and 
subsequently the others by dilution. This means that for each of the prepared solutions, the 
amounts of water and of solvent added are known precisely. 
In order to apply the necessary corrections, two methods can be used. The first 
method, with a more simple and fast application, implies the assumption that the amount of 
water present in the solutions with its origin in the solvent is the same for all the solutions 
prepared, based on the facts that, similar volumes of each solution were prepared, the 
relatively low volume of water used relative to the volume of solution prepared, meaning 
that the volume of ethanol was also nearly constant, and the unknown but relatively low 
concentration of water in the solvent. 
Based on this assumption, the correction of the concentrations can be calculated by 
subtracting from all the areas the value of the area obtained in the analysis of “pure” 
ethanol. This should correspond approximately to the areas that would have been produced 
if the solvent contained no water. From these new values, a relation between the number of 
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moles of water and the area of the chromatographic peaks can be established, and 
subsequently be applied to the area of the peak obtained for ethanol, for determination of 
its concentration. The knowledge of this parameter allows the correction of the values of 
concentration of all the solutions, and a calibration curve is then obtained using the areas 
measured for the solutions and for the solvent, which is now regarded as just another 
solution, as a function of the number of moles injected.  
Another method consists in the use of the exact amounts of water and solvent used in 
the preparation of each solution, as explained next. From the plots of Figure 4.32 and 
Figure 4.33, it is expected the relation between the number of moles and the 
chromatographic areas to be linear. It can then be considered the following expression: 
A BinjArea n
    (4.6) 
 
In this equation, ninj refers to the amount of water injected, which can be defined in 
the following manner: 





  (4.7) 
 
where nadd is the quantity of water added in the preparation of the solution, neth refers to the 
amount of water in the solution originating in the solvent, Vinj is the volume of the 
injection, in the case of this work equal to 1 L, and Vsol refers to the volume of the 
solution prepared. 
Equation 4.7 can be re-written as a function of the concentration of water in ethanol, 
C, and the volume of this solvent used in the preparation of the solution, Veth: 
 = injinj add eth
sol
V
n n C V
V
   (4.8) 
 
Substituting in equation 4.6: 
 A Binjadd eth
sol
V
Area n A C V
V





This equation can be written independently for each of the solutions prepared for this 
calibration, and also for ethanol, in which case it simplifies into expression 4.10, given that 
Veth = Vsol and nadd = 0.  
BinjArea A C V
     (4.10) 
 
These equations can be used in the simultaneous determination of the parameters A 
and B, and of the concentration of water in the ethanol, represented by C. The values 
determined in the present calibration, are presented in Table 4.7. 
 
Table 4.7 – Determined values for the parameters A and B, and for the concentration of water in the solvent, 
C, relative to Equation 4.9, in the calibration for water.  
Parameter Determined value 
A 1.2790 × 108 V.min.mol-1 
B 33.977 V.min 
C 1.9589 × 10-3 mol.mL-1 
 
The plot in Figure 4.34 illustrates a comparison between the non-corrected 
calibration curve, and the curves obtained applying the two described correction methods. 
It is noticeable that the simplified correction method works very well for the solutions of 
lower concentrations, but fails for the higher values, in which a smaller amount of ethanol 
was added in the preparation of the solutions, leading to an overcorrection of the values.      
The average areas of the chromatographic peaks obtained during the calibrations, and 
the corresponding number of moles injected, corrected by means of the second and more 
exact correction method presented, are given in Table 4.8. It should be noticed that the 
values in the first line of the table, correspond to the results obtained with the injections of 




Figure 4.34 – Comparison between the non-corrected calibration curve, and the curves obtained applying the 
two described correction methods.  
 
 
Table 4.8 – Average areas of the chromatographic peaks obtained in the calibration of the GC for water, and 
number of moles injected.  
Area / V.min Moles injected / mol 
268.78 1.959 × 10-6 
302.51 2.053 × 10-6 
437.84 3.300 × 10-6 
925.90 6.864 × 10-6 
1543.61 1.160 × 10-5 
3369.61 2.618 × 10-5 
 
The correlation of the values presented in the table, leads to equation 4.11. 
81.2790 10 33.977waterArea n
     (4.11) 
 
However, according to equation 4.11, even the absence of water would correspond to 
a chromatographic peak of area equal to 33.977 V.min. This fact can become problematic 
in the study of low concentrations of water, for instance, in determining the solubility of 




















extremely small using the ROLSITM sampler-injectors. A constraint may then be imposed, 
forcing the equation to yield a value of zero for the area, when the amount of water is also 
zero. The resulting expression, equation 4.12, is regarded as the final calibration curve to 
be used in this work, according to which the response of the TCD detector is characterised 
for the analysis of water.  
81.2989 10 waterArea n
    (4.12) 
 
Despite the implementation of this last constraint, the square linear correlation 
coefficient for the equation is given by r2 = 0.9997. Further calibrations for even lower 
amounts of water could still be performed using for example dilute solutions of water in  
n-hexane or in n-heptane, at concentrations in which the complete miscibility of the two 
compounds is observed. Nonetheless, it was decided to first verify the applicability of the 
current calibration in the study of the binary system already mentioned.   
Regarding the calibration for methane, the procedure consisted in the manual 
injection of different volumes of the pure gas, using two gas-tight syringes of different 
volumes. Methane with a purity of 99.9995%, supplied by AGA Gas AB, Sweden, and 
prepared by Linde Gas UK Ltd, UK, was initially transferred from the pressurised bottle to 
a Tedlar® SKC sampling bag, of one litre of capacity and equipped with a valve and a 
septum containing a syringe port, supplied by SKC Gulf Coast Inc, USA. The Tedlar® 
film is composed mostly from polyvinyl fluoride, and it is characterised by a high chemical 
inertia and resistance to gas permeation, assuring the sample integrity. From the sample 
bag, a number of samples of different volumes, between 0.02 mL and 1.0 mL were 
withdrawn for injection. The amount of substance injected, was calculated using values for 
the density of the gas at the temperature of the room and at atmospheric pressure, taken 
from NIST Standard Reference Data, Thermophysical Properties of Fluid Systems [56].  
A minimum of seven injections were performed for each volume. Since methane is 
detected by both the TCD and the FID, it s possible to establish a double calibration, using 
the results of both detectors. It should be pointed out however, that if a choice has to be 
made, the FID output should be selected, since it is characterised by a higher sensitivity in 
the analysis of hydrocarbons. The results obtained in this calibration are presented in 
Figure 4.35 and Figure 4.36, relative to the outputs of the TCD and of the FID respectively.  
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Figure 4.35 – Areas of the chromatographic peaks yielded by the TCD as a function of the number of moles 
of methane injected, during the GC calibration of this gas.  
 
 
Figure 4.36 – Areas of the chromatographic peaks yielded by the FID as a function of the number of moles 








































The results are characterised by a higher scattering and a poorer linearity than the 
calibration for water. The similarity between the two figures is noteworthy, showing that 
the scattering is not a product of the response of the detectors, but that it is rather related to 
an inconsistency in the injected volumes. The scattering for the higher volumes, for which 
the injections were performed using a gas-tight syringe with 1 mL of capacity, is related to 
the high internal diameter of the syringe, contributing to a considerable uncertainty in the 
volume of gas injected, which ultimately translates into the observed dispersion of values. 
The lines shown in the graphs are considered as the calibration lines for methane. As 
before, a constraint was imposed forcing the equations to an intercept of zero, therefore 
yielding a value of zero for the area when no gas is injected, for the reasons explained 
previously. The resulting equations, relative to the TCD and the FID, respectively, are 
given by the following expressions:  
8
TCD methane1.8642 10Area n
    (4.13) 
 
9
FID methane2.4046 10Area n
    (4.14) 
 
It can be argued whether the calibration lines should in fact be given by a straight 
line. In this particular case, the adoption of a second order polynomial might seem to be 
more appropriate, due to an apparent deviation of the area values for the higher numbers of 
moles represented in the graph. However, it is necessary to take into account that the 
representation in the graph is limited in terms of the range of the number of moles of 
methane, and that an extrapolation has to be considered during the study of the systems in 
equilibrium. It is therefore not recommended to perform an adjustment to a second order 
equation for the calibration points, as such equation would lead to severe deviations for 
higher amounts of gas, achieving a maximum value and then starting to decrease again.  
 
4.5.2.  Analytical Results for the System Methane + Water 
After completing the calibrations for both components, measurements on this binary 
system were performed at temperatures of 298 K and 303 K, and pressures between  
5 MPa and 13 MPa. The mixture was prepared using deionised water and methane with a 
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purity of 99.9995%, supplied by AGA Gas AB, Sweden, and prepared by Linde Gas UK 
Ltd, UK. Firstly, the equilibrium cell was cleaned with toluene, water and with ethanol 
several times, before being placed under vacuum for a period of 24 hours. The cell was 
then re-opened, and the deionised water was placed inside for degassing. After the 
successful degassing, methane was added to the cell directly from a high pressure bottle, 
taking care to rinse the previously evacuated tubing. After equilibration through stirring, 
samples from the gas and liquid phases were withdrawn and analysed. A series of 6 
measurements were made for each of the experimental conditions studied, in order to 
evaluate the repeatability of the sampling and of the analysis. The first series of samplings 
were used to optimise experimental details such as the sampling times, and some 
characteristics of the analytical method.  
Concerning the opening times of the samplers, a balance has to be reached. Low 
opening times allow sharper chromatographic peaks and a chromatogram with a better 
definition, but of lower area and therefore more susceptible of being affected by errors in 
the integration of the peaks, which in the determination of lower concentrations can be 
critical. On the other hand, larger sampling times help reduce this problem and permit the 
measurement of lower concentrations, but can lead to a significant broadening of the 
peaks. Additionally, it should be considered that in the case of the measurement of lower 
concentrations, as in the case of the binary system under study, one of the components will 
be present in almost residual amounts while the other is predominant, and the resulting 
chromatogram will show a very small peak and a very large peak. The sampling volume 
should be large enough to allow a reliable evaluation of the small peak, but not too large 
that will affect the quality of the peak corresponding to the predominant component. 
Finally, it should also be taken into account that the relation between the volume of sample 
and the opening time of the ROLSITM valves is dependent on the viscosity of the phases 
and on the pressure inside the cell.  
The generic chromatographic method developed before and presented in Section 
4.4.1, also needs to be optimised. Its length needs to be adjusted to the compounds under 
study, by means of increasing the frequency with which samples can be withdrawn from 
the equilibrium cell. It was also verified that a “splitless” configuration for the GC would 




The results obtained in the analytical study of VLE in the binary system methane + 
water are presented in Table 4.9, where xmethane and ywater correspond to the molar fractions 
of methane in the liquid phase, and of water in the gas phase, respectively. Each value 
presented in the table is the result of at least of 6 measurements, the individual data points 
are given in Appendix 2.  
 
Table 4.9 – Results obtained in the analytical study of the system methane + water. xmethane and ywater 
correspond to the molar fractions of methane in the liquid phase, and of water in the gas phase, respectively. 
T / K p / MPa xmethane  103 ywater  103  
(FID)
ywater  103  
(TCD) 
ywater  103  
(av.)
298.28 5.430 1.135 -- -- -- 
298.21 5.527 -- 0.570 0.581 0.576 
298.31 7.344 1.392 -- -- -- 
298.30 7.638 1.544 -- -- -- 
298.29 7.934 -- 0.378 0.385 0.382 
298.29 8.218 1.612 -- -- -- 
298.28 8.447 1.676 -- -- -- 
298.30 11.340 2.026 -- -- -- 
298.30 11.452 -- 0.270 0.279 0.275 
303.27 5.340 0.908 -- -- -- 
303.28 5.246 -- 0.838 0.850 0.844 
303.27 6.692 1.141 -- -- -- 
303.28 7.175 1.306 -- -- -- 
303.28 7.241 -- 0.635 0.648 0.642 
303.28 12.232 1.919 -- -- -- 
303.28 12.345 -- 0.389 0.398 0.394 
 
The values referring to the mole fraction of water in the gas phase were calculated 
twice for each sample, since the number of moles of methane can be calculated based both 
on the TCD signal and on the FID signal. It was verified in all the cases that the results 
obtained from both signals were in a good agreement with each other, as observable in the 
table, where a column with the average value was also included. As for the values of 
methane in water, only the results from the FID peak for methane were considered, since 
the lower sensitivity of the TCD associated to the very small amounts of methane present 
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in the samples, lead to significant errors in the determination of its mole fraction on the 
aqueous phase.  
The results obtained in the analysis of the different phases are compared separately 
with values found in literature. Therefore, Figure 4.37 presents the values relative to the 
solubility of methane in water, making a comparison to several literature sources [57-61]. 
In the plot, the individual data points are presented, rather than average values, making 
possible to infer the scattering in the experiments. The lines presented are given merely for 
eye guidance, and were drawn based on the values of Chapoy et al. [57]. A good 
agreement between the results obtained in this work and the literature values can be 
observed, confirming not only the quality of the apparatus developed, but also the validity 
of the performed calibrations. The scattering of the data obtained is comparable to the 
scattering of the data presented by Yang et al. [61].  
 
Figure 4.37 – Individual data points obtained for the liquid phase in the analytical study of the system 
methane + water, and comparison with values found in the literature [57-61]. The lines in the graph are given 
merely for eye guidance. 
 
In order to better evaluate the conformity between the results and the literature 



























temperature of 298 K, the agreement is close to perfect, with the exception of one point. As 
for the results obtained at 303 K, the results differ slightly from the line drawn based on the 
values of Chapoy et al. [57], but a good agreement can still be considered, especially when 
taking into account the dispersion between the different data sources observable for the 
temperature of 298 K.  
 
Figure 4.38 – Results (average values) obtained for the liquid phase in the analytical study of the system 
methane + water, and comparison with values found in the literature [57-61]. The lines in the graph are given 
merely for eye guidance.  
 
Figure 4.39 presents the results obtained for the solubility of water in methane, and 
the comparison with values from literature [62]. These results are considered to be an 
important test for the quality of the apparatus, since they entail the determination of very 
low concentrations. The plot in the figure shows once again the excellent agreement 
between the data from this work and the literature, an agreement better than the one 
observed in the study of the liquid phase. It is also observable that these results are 
characterised by a lower amount of scattering, when compared with those obtained in the 




























Figure 4.39 – Individual data points obtained for the gas phase in the analytical study of the system methane 
+ water, and comparison with values found in the literature [62]. The lines in the graph are based on the 
literature values and are given merely for eye guidance.  
 
One of the major concerns in this type of analysis was the possibility of adsorption of 
traces of water in the line assuring the connection between the sample-injectors and the GC 
unit. As mentioned before, this line is made of deactivated fused-silica, much like an 
empty GC column, in order to minimise adsorption problems, and it can be heated up to 
523 K. Before the experiments which led to the results presented, a series of tests were 
performed in order to evaluate how the temperature of the samplers and of the line can 
influence the results.  
Once again, a fine balance is required. The temperature of the line should be high 
enough to avoid adsorption problems, and the temperature of the samplers should be 
sufficiently elevated in order to avoid partial condensation caused by the pressure drop of 
the sample. Conversely, a high difference between the temperature of the samplers and the 
temperature of the equilibrium cell can lead to temperature gradients, which might have a 
negative impact in the thermal homogeneity of the cell.  
In the analysis of both phases, it was noticed that the integration of the 
chromatographic peaks is a critical step, which can have a serious influence the final 















extremely small peak for the solute (water in the gas phase, or methane in the aqueous 
phase), where a small error in the integration translates into a considerable relative error in 
the mole fraction value.  
The results gathered in the analytical study of this binary system confirm the correct 
performance of the analytical part of the apparatus, even in challenging conditions such as 
these, with the determination of very low concentrations. 
In combination with the tests previously presented, which confirmed the quality of 
the temperature and pressure measurements and of their control systems, these results 
confirm the high quality of the analytical apparatus designed and built in this project, 
representing the achievement of an important objective of the present work. 
 
4.6. Conclusions 
In this chapter, a new high-quality experimental set-up for the study of phase 
equilibrium in multi-component systems at high pressures and low temperatures was 
presented. Based on an analytical method with sampling, the apparatus uses a variable 
volume cell designed and built “in house”, equipped with a 360º sapphire window. This 
relatively complex apparatus was completely planned, designed and built for a current 
project, with an overall cost several times less than the commercial solutions available. 
Furthermore, this allowed a higher degree of customisation, avoiding the need for 
compromises, always inevitable where commercial equipment is concerned. 
A complete description of the apparatus was given, first in a more general manner, 
and subsequently presenting a detailed description of all of its main parts and components, 
underlining in each case the arguments for its design or for its selection.  
The quality of the apparatus was confirmed by the extensive testing performed to all 
the systems involved, from the temperature and pressure measurements to the analytical 
aspects. These tests revealed the high precision and accuracy of the results which can be 
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Re-commission of an Existing 
Equilibrium Cell, Synthetic Method
Prior to the development of the new experimental set-up, already presented in the 
previous chapter, an attempt was made to re-commission an old existing apparatus for the 
study of VLLE systems, described in 2002 by Laursen et al. [1] and later used in other 
works by the same authors [2,3]. Internal reports show that the apparatus was still used 
until the end of 2003 although no publications were found in the literature.  
5.1.  Limitations of the Existing Apparatus 
This apparatus, already mentioned in Chapter 3, was also described, although very 
briefly, by Laursen in his PhD thesis [4]. It was based on an analytical method, with 
samples taken directly to a GC carrier gas flow by means of a moveable syringe and two 
Rheodyne injection valves, equipped with different sample loops for the gas phase and for 
the liquid phases. Figure 5.1 shows the apparatus as it was by the end of 2003 [5]. In the 
centre of the picture it is possible to see the cell involved in an isolation jacket. The motor 
for stirring can be observed on top of the cell, with the moveable syringe on its right side. 
On the right side in the picture, two stainless steel cylinders are visible, containing the 
heated loops, part of the sampling system.  
The main component of this apparatus was a stainless steel high pressure cell with an 
internal volume of 570 cm3, produced by Top Industrie, France, equipped with two parallel 
sapphire windows and a moveable syringe that allowed the withdrawing of samples from 
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different liquid phases during the study of vapour-liquid-liquid equilibrium (VLLE) 
systems [1]. The gas chromatograph associated with the cell was a Carlo Erba HRGC 
5300, already used by other authors in previous works [6-8].
Figure 5.1 – Picture of the old experimental set-up as it was by 2003. Picture extracted from an internal 
presentation by Sautedé, from 10 of October, 2003 [5].  
A careful analysis of the available literature in which the set-up and the experimental 
procedure were described [1,4], revealed, together with the first tests performed in this 
work, several important limitations, not only related with the apparatus itself but also 
associated with the experimental procedure. 
The poor condition of the gas chromatograph, was in any case not surprising, from a 
GC apparatus around twenty years old. The high amount of noise on the baseline 
accompanied by a severe drift that was encountered during the preliminary tests carried out 
in this work, had been already noticed and pointed out by Laursen [4] as being one of the 
causes for the high uncertainty (up to 30%) estimated by this author on the analysis of 
heavier components in the gas phase. 
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Problems with temperature control were also found. Originally, the temperature of 
the cell was regulated through the use of four heating rods mounted from bellow, into the 
sides of the cell, inside its thick walls. These rods were connected, together with a platinum 
resistance thermometer placed in a well existing in the lid of the cell, to a Eurotherm 2416 
PID controller. It was noted by Laursen [4] that at temperatures above 308 K (35 ºC), 
condensation could be observed on the top of the cell, in its interior. This was due to the 
fact that the lid of the cell was at a lower temperature, since the heating was promoted on 
the walls of the cell only. In an attempt to overcome this problem, the authors used a 
second, independent temperature control system for the lid of the cell, using a Eurotherm 
2216 PID controller. In his thesis, Laursen claims a control of the temperature of the cell 
within ± 0.1 K, stating however, that the top of the cell has a “slightly higher temperature 
than the rest of the cell” [4]. 
Besides this unquantified temperature gradient in the cell, caused by the use of two 
independent controllers, other issues can also be pointed out with this arrangement. From 
an instrumental point of view, and regardless of the quality of the temperature controller 
used, it is highly recommended to monitor the temperature by means of a thermometer or 
sensor independent of that used with the temperature control system. This should allow a 
more precise monitoring of the values, when compared to the readings performed in the 
display of the temperature controller, with limited decimal places, and which will almost 
invariably, be equal to the programmed set point. 
Issues were also found in the sampling procedure described by Laursen [4]. 
According to the author, when a liquid sample was taken, after the convenient positioning 
of the aforementioned moveable syringe, the loop was filled with sample through the use 
of a pump, which would be left running for two minutes before the injection valve was 
turned and the sample in the loop injected into the carrier gas flow. During these two 
minutes, the liquid phase was recirculated from the bottom of the cell, through the loop, 
and entering the cell at its top. Such a procedure can obviously lead to a perturbation of the 
phases in equilibrium, especially when the separation of the phases is not fast enough, and 
droplets or bubbles from the lighter phases may exist in the withdrawn sample. Any 
experimental procedure where the recirculation of one or more phases is used to promote a 
faster attainment of the equilibrium state includes a recirculation period, followed 
invariably by a resting period, preceding the sampling or other in-situ measurements, in 
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which the system is left to ensure a good separation of the coexisting phases. Moreover, 
the same applies to the analytical methods where the mixing of the components is 
promoted by other means such as stirring or rocking of the cell, otherwise the sample 
might not be homogeneous, containing material from another phase in the form of droplets, 
bubbles or solid particles [9,10].
Concerning the sampling from the gas phase, Laursen [4] stated that the withdrawing 
of a single sample would lead to a pressure drop in the cell between 0.01 MPa and 0.2 
MPa, meaning that between the two samples taken and analysed for every set of 
conditions, there was a considerable change in the equilibrium conditions. Still according 
to the author, the pressure drop was not considered to be relevant since the results obtained 
from the pairs of samples have always been consistent within 1% to 2%. 
It should be pointed out that the goal is not to vilify the existing apparatus, but rather 
to present the limitations that justified and provided the motivation for the subsequent 
improvements performed during the course of this work. In addition, it is arguable whether 
these inaccuracies did in fact influence the results, but when such imprecisions exist in a 
process and are not taken into account, great precision and accuracy of the final results can 
hardly be claimed. 
The validation of the apparatus was presented in a work already mentioned [1], 
through the study of the binary systems carbon dioxide + methanol at 298.2 K and carbon 
dioxide + dimethyl ether at 320.2 K, and the comparison of the obtained values with data 
available in the literature. For the first system, the results obtained can be considered in 
agreement with the values presented by Brunner et al. [11], with differences going up to 
1%. However, they differ significantly from the other three sets of data used for 
comparison, all in close agreement with each other [12-14], with differences that go up to 
5% in the values of pressure, when a mole fraction of 0.5 in the liquid phase is considered. 
For the system carbon dioxide + dimethyl ether, the pressures obtained by Laursen and his 
co-workers, for a mole fraction of carbon dioxide in the liquid phase around 0.4 or 0.5 are 
about 6% higher than the values from the literature [7,15]. Despite these results the authors 




Later, in an internal presentation made by Sautedé [5], new results for the binary 
system carbon dioxide + dimethyl ether were reported for a temperature of 320.2 K, with 
differences, according to the author, up to 5% for the vapour phase and up to 3.5% for the 
liquid phase when compared with the literature [1,6,15]. For a more complex system, of 
nitrogen, dimethyl ether and water, at 308 K, the differences between the results presented 
by the author and the literature [1], were superior to 8% concerning the molar fractions of 
nitrogen and dimethyl ether in the vapour phase. As for the results relative to the upper and 
lower liquid phases, the divergences are around 2% and 4%, respectively, for the mole 
fractions of both water and dimethyl ether.  
Finally, in addition to all these points, the apparatus offered no possibility for 
recording the experimental conditions over time, and both pressure and temperature values 
had to be noted down manually, after reading from the respective displays (in the case of 
the temperature, from the display of the PID controllers), requiring a frequent human 
presence. Furthermore, the automated and constant recording of the experimental 
conditions presents great advantages, for instance following of the evolution of the system 
towards equilibrium, the evaluation of the temperature and pressure stability of the 
apparatus, or the detection of leaks and other types of failures, even transient ones. As for 
the precision of the measurements, the pressure display could only be read with one 
decimal place (0.1 bar), while temperature could be read with a maximum of 2 decimal 
places.
5.2.  Re-commissioning the Apparatus – A First Approach 
In addition to the mentioned limitations, the apparatus was not in use for three years, 
and several parts needed repair. It was therefore decided to make some small changes to 
the apparatus, in order to, at least, overcome or minimise some of the perceived limitations. 
The existing gas chromatograph was immediately abandoned, after the high amount 
of noise on the baseline and the strong drift observed in the preliminary tests, together with 
the sampling system associated with it. As for the problems with the temperature 
homogeneity, they were overcome by placing the cell inside a decommissioned 
temperature chamber that existed in our laboratory, with the advantage of allowing 
experiments to be carried out at low temperatures, down to 233 K. A new manual sampling 
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procedure was adopted, still based on the moveable syringe, but without the connection to 
the gas chromatograph, and with the limitation of only permitting the sampling from the 
liquid phase(s). 
This new configuration however, raised new problems, and did not constitute an 
effective answer for some of the existing ones. The placement of the cell inside a closed 
temperature chamber meant that several parts such as the pressure sensor or the video 
camera had to undergo the same temperature conditions as the cell, and although the 
camera could cope very well with the low temperatures, the response of the pressure sensor 
was severely affected by the temperature to which it was exposed.  
After recognizing this problem, the following step was to calibrate the response of 
the pressure sensor as a function of temperature, first at atmospheric pressure, in order to 
quantify the influence of the temperature in the baseline, and then with measurements in a 
reference system, or in other systems that have been studied frequently and by different 
authors, for comparison of the results.  
After the successful calibration at atmospheric pressure, a number of measurements 
were performed in the study of the three-phase coexisting line for the binary system 
methanol + ethane. The results were partly satisfactory, despite the uncertainty of some of 
the assumptions made when correcting the measured values of pressure, as explained later 
in this chapter, where these results are presented. 
Before further tests were possible, the cell revealed problems related to its air 
tightness, and a considerable amount of time was spent in solving successive leaks, the last 
one occurring inside the stirrer that went through the lid of the cell. Problems with the air 
tightness of the cell had in fact been a constant since the first tests with the equilibrium 
cell. At this point, it was also recognised that the moveable syringe was touching the 
rotating axis of the stirrer, inside the cell.  
In conclusion, additional modifications were imperative in order to deal with the 
existing problems, preferably involving not only simple changes in the configuration of the 
apparatus, but also a strong effort in the modernisation of the whole set-up, with the 
purpose of increasing the quality and precision of the results it could produce, and 
facilitating its operation with the inclusion of a proper data acquisition and recording 
system, since up to this point all the experimental conditions still had to be noted down 
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manually. The outcome of these further and deeper modifications in the apparatus is 
presented below, with the description of the resulting experimental set-up, the second 
developed and used in this work. 
5.3.  Re-commissioning the Apparatus – Final Configuration 
This second configuration of the set-up makes use of a synthetic method, and is 
intended for the study of simpler systems, without the need for sampling.  
As presented in the third chapter of this work, synthetic methods can be used in the 
detection of phase changes, such as dew point measurements or the study of the 
appearance of new phases, as well as in the measurement of gas solubilities in non-volatile 
phases, in which the composition is determined indirectly, provided that the overall 
composition of the synthesised mixture is precisely known. In any cases, the synthetic 
methods allow the use of simpler apparatus, simpler operation and maintenance, which 
justifies their broad use despite of some limitations, accounting for more than 58% of the 
systems considered in recent reviews focusing on high pressure phase equilibria [9,16]. For 
this project in particular, and since another experimental set-up was developed based on an 
analytical method, the option for a synthetic method seemed adequate, opening a 
possibility for faster, complementary measurements when necessary, and allowing the 
more complex apparatus to be reserved for more complex measurements. Furthermore, 
from an experimental point of view, the use of two apparatus based on different methods is 
clearly interesting, allowing not only to infer the consistency of the results produced by 
both apparatus through the study of common systems, but also by putting emphasis on the 
advantages and limitations of both methods. 
5.3.1.  Description of the Apparatus 
As a foreword for the description of this apparatus, it should be pointed out the 
different philosophy involved in its development. Rather than the exhaustive work that was 
the development of the analytical apparatus already presented, where all the different parts 
were carefully planned, the process of development of this experimental set-up had more to 
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do with improvisation and readapting existing parts in our laboratory that, together with the 
acquirement of a few new parts, crucial to improve the quality of the yielded results, led to 
an apparatus capable of producing quality results, spending less than 28 000 DKK (approx. 
3 750 EUR). It is therefore natural that some opportunities for further improvements can be 
found, but most probably these would represent deeper changes and higher costs.
The new experimental set-up is suitable for measurements at temperatures ranging 
from 233 K to 353 K, at pressures up to 20 MPa. In Figure 5.2, a schematic representation 
of the apparatus is presented. The central part of the apparatus is the high pressure 
equilibrium cell, equipped with two parallel sapphire windows, one of them containing a 
scale.  
Figure 5.2 – Schematic representation of the new experimental set-up for the measurement of phase 
equilibria. – A: High pressure cell with two parallel sapphire windows. B: Temperature compensated high 
precision pressure sensor. C: Video camera. D: Platinum resistance thermometers Pt100. E: Remote control 
for the magnetic stirrer. F: Cold light source with optical fibre. G: Data logger. H: Computer. I: Video 
monitor. J: Temperature chamber.  
The temperature is measured in opposite sides of the cell, by means of platinum 
resistance thermometers placed inside the walls of the cell and connected to a computer 
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through a data logger. A temperature compensated pressure sensor is connected to the 
same computer, used for monitoring and recording of the experimental conditions. The 
stirring is promoted magnetically, and an independent video system is used to monitor the 
interior of the equilibrium cell, with the help of a cold light source. 
The cell 
The nucleus of this apparatus is the high pressure view cell, originally built by Top 
Industrie, France, in stainless steel 316Ti, to withstand pressures up to 20 MPa, with an 
internal volume around 570 cm3 and equipped with two, 10 mm wide, parallel sapphire 
windows.
The main problem with the original cell was related with its air tightness, a 
consequence of the many connections it had on its lid, one of them comprising a rotating 
part, the axis of the stirrer. The implementation of a synthetic method allows a decrease in 
the number of necessary connections, since no sampling is required, and the adoption of a 
magnetic stirring system is another significant modification, acquitting one more 
connection. With this in mind, a new lid for the cell was designed by the author, with the 
help of SolidWorks 3D CAD Design Software, containing just three connections, instead 
of the previous seven, therefore reducing the possibility for leaks. Figure 5.3 shows a 
picture of the new lid, after being built at the workshop of the department, as well as the 
old one for comparison. 
Another modification in the cell is that one of the sapphire windows is now equipped 
with a scale, which after calibration, allows the knowledge of the volume occupied by each 
of the phases, through the observation of the position of the phase interface in the scale, by 
means of a video camera conveniently placed in front of the sapphire window.  
The thickness of the bottom of the cell was also reduced in 8 mm, since its excessive 
dimensions would have a negative impact in the implementation of the new magnetic 
stirring system.  
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Figure 5.3 – Lid of the cell. – On the left: new lid, with three connections in total, two Swagelok ¼” 
connections and one connection for the pressure sensor. The two additional small holes visible on top are 
merely for the support of the cell in its structure. On the right: old lid, with seven connections.
Concerning the volume of the system, it should be underlined that most of the 
experiments should be carried out with a gas cylinder containing a precisely known 
amount of gas connected to cell, in which a precisely known quantity of the other 
component(s) was previously placed. The total volume available for the system in 
equilibrium is therefore dependent on the volume of the cylinder, which can go from  
150 cm3, accounting for a total volume around 820 cm3, up to 1000 cm3, resulting in a total 
volume close to 1570 cm3. The total volume should always be carefully determined for 
each cylinder using a reference gas, for instance nitrogen or carbon dioxide. The possibility 
of adapting the total volume of the system to the type of experiments presents itself as a 
great advantage, since for example, in the measurement of solubilities, the total volume of 
the system has a serious influence in the reduction of the relative uncertainty when 
estimating the volume of the gas phase involved in the equilibrium through the position of 
the gas-liquid interface. On the other hand, employing a larger gas cylinder, which is 
necessarily heavier, may impose the use of an analytical balance with a lower sensitivity, 
therefore limiting the precision with which the amount of gas introduced into the system is 
known.
Figure 5.4 shows a picture of the cell inside the temperature chamber, connected to a 
150 cm3 detachable gas cylinder. In the picture it is also possible to observe the valve 
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system, the magnetic stirrer with an elevation system and other parts. The needle valve 
connected to the gas cylinder is equipped with a safety rupture disc, and its handle can be 
extended in order to be operated from outside the temperature chamber, through a port on 
its side wall. 
Figure 5.4 – Image of the high-pressure equilibrium cell together a gas cylinder and other parts, inside the 
temperature chamber.   
Thermostatisation of the cell
The cell is placed inside a temperature chamber WTB Binder MK 720 (BINDER 
GmbH, Germany), with an internal volume of 720 dm3, for applications in the temperature 
range from 233 K to 423 K, with a stability of ±0.5 K according to preliminary tests. The 
temperature stability of the cell is of course better than this value, due to its own thermal 
inertia. According to the preliminary tests, the long time temperature stability of the cell is 
better than 0.007 K, with short time oscillations of around 0.0015 K. 
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Due to excessive internal volume of the temperature chamber, when setting a new 
temperature, a long time is needed for the cell to achieve a stable temperature value. This 
constitutes one good example of what was mentioned before regarding the room for 
improvements and the philosophy associated with the development of this apparatus, 
focusing on the reuse of existing parts, as the temperature chamber used existed previously 
in our laboratories, and was also re-commissioned. 
Temperature and pressure measurements 
 The temperature of the cell, measured with a resolution of 0.001 K and a precision 
of 0.01 K, is monitored through two platinum resistance thermometers Pt100 class 1/10 
DIN, with 3 mm of diameter and 40 mm long, supplied by OMEGA Engineering Limited, 
UK., and calibrated in accordance to the International Temperature Scale ITS-90, at the 
triple point of water, 273.16 K, through the careful measurement of their electrical 
resistance at that temperature, R0, in the absence of standard thermometry equipment in the 
laboratory. These thermometers are positioned inside the thick walls of the high pressure 
cell, in opposite sides of the cell, in two holes made specifically for them. They are 
connected to a data acquisition system Agilent 34970A (Agilent Technologies, USA), 
which is in turn connected to a computer via a RS-232 connection, for monitoring and 
recording of the experimental conditions through the software Agilent BenchLink Data 
Logger 3 (Agilent Technologies, USA). Two type J (iron–constantan) thermocouples 
connected to the same data acquisition system are used to follow the temperature in other 
points inside the temperature chamber, in order to monitor, among other things, the 
temperature uniformity in space.  
The pressure inside the cell is monitored by a temperature compensated pressure 
transmitter Keller 33X (KELLER AG für Druckmesstechnik, Switzerland), for 
measurements up to 20 MPa with an accuracy of 0.1% FS (0.02 MPa). This transmitter is 
similar to the used in the analytical apparatus, previously described. It is connected directly 
to the computer through a Keller K104B RS-485 to USB adaptor (KELLER AG für 
Druckmesstechnik, Switzerland), being the data acquisition made by means of the software 
READ30, supplied by the same manufacturer. Again, the option for an analogical output  
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was also available from the supplier, but this would imply a compromise in the accuracy of 
the sensor. 
Valve configuration 
 The configuration of the valve system was again, just like in the first apparatus 
described, carefully chosen. Thus, the valve represented on the left of the cell, “V1” in 
Figure 5.5, is a ball valve suitable for low temperatures. This valve has a critical role, like 
the ball valve used in the first apparatus, allowing the passage of a syringe to charge up the 
cell with a known amount of liquid, and allowing a small tube to be inserted down to the 
bottom of the cell when we want to pump out the liquid phases after the experiments. It 
also avoids the creation of bottlenecks that might influence the quality of the vacuum in the 
cell while this is being cleaned before a set of experiments.  
Figure 5.5 – Schematic representation of the valve configuration and positioning of the pressure sensor on 
the top of the equilibrium cell. 
The connection to the vacuum is also made through a ball valve for the same reasons, 
while the valve in the exhaust tubing is a needle valve, in order to permit a slow 
depressurising of the cell. Similarly, the valve on the right side in Figure 5.5 is a needle 
valve, to permit a slow pressurising of the cell, which has the particularity of being 
operated from outside the temperature chamber, in order not to disturb the thermal 
equilibrium inside. This can be extremely useful, as shown later when the experimental 
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procedure is explained. As mentioned before, when using a gas cylinder instead of a direct 
gas inlet from a high pressure gas bottle, the needle valve associated with the gas cylinder 
is also equipped with a safety rupture disc, for protection of the cylinder when filling it 
from high-pressure bottles, since its use is limited to a maximum pressure of around  
12 MPa.
All valves are appropriate for the use at low temperatures, being equipped with 
polychlorotrifluoroethylene (PCTFE) seats, serviceable between 233 K and 310 K, and 
pressures up to 41 MPa. 
Additional systems 
 As mentioned before, the stirring is now promoted magnetically, by means of a 
simple commercial magnetic stirrer Heidolph MR1000 (Heidolph Instruments GmbH, 
Germany), with variable speed, up to 2200 rpm, placed under the cell. This stirrer, 
previously existing in our lab, was adapted so it can now be controlled remotely, from 
outside the temperature chamber. This was done by simply relocating the controls in a 
customized box outside the temperature chamber, connected to the stirrer through a  
2 meters cable. Although there are commercial versions of magnetic stirrers with remote 
control available in the market, they are extremely expensive when compared to regular 
stirrers, showing once more that, what is a small and simple task for a workshop can help 
reducing significantly the costs of development of an experimental set-up. The shape and 
size of the magnetic bar inside the cell was carefully chosen after performing various tests 
with several bars, of different sizes and shapes. 
A video camera conveniently placed in front of one of the sapphire windows and 
connected to a colour video monitor, allows the observation of the interior of the cell, with 
the aid of an external cold light source Schott KL 200 LED (Schott AG, Germany) 
connected to a 1 meter long optical fibre.  
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5.4.  Testing of the Re-commissioned Cell 
The tests with the re-commissioned equilibrium cell started with the evaluation of 
different parts under its initial configuration, similar to that described in previous works 
[1,4,5] and already presented in Figure 5.1. Most of these tests are not relevant as some of 
the parts involved were immediately abandoned, such as the gas chromatography unit or 
the thermostatisation system, so the results will not be presented in this work. 
5.4.1.  Measurements with the intermediate configuration 
As mentioned in section 5.2 of the present chapter, some tests were performed in the 
intermediate stage of the re-commissioning process of the existing equilibrium cell. The 
first tests dealt with the calibration of the response of the pressure sensor as a function of 
temperature under atmospheric pressure, in order to quantify the influence of the 
temperature in the baseline.  
The calibration at atmospheric pressure was performed at temperatures between  
244 K and 313 K, with the output of the sensor varying from -1.7 barg to 0.5 barg, as 
shown in Figure 5.6. These values show a strong dependence of the output of the sensor on 
the temperature of operation. Around room temperature, for example, a change in 
temperature of 10 K will lead to a variation of the output of the sensor around 0.2 barg to 
0.3 barg. It is important to remember that the values yielded by the pressure sensor can 
only be read with one decimal place, with a precision of 0.1 bar. 
After this calibration, measurements on the study of the three-phase coexisting line 
for the binary system methanol + ethane were performed at temperatures between 253 K 
and 300 K. As earlier, methanol (CH3OH, Methanol for HPLC, Merck KGaA, Germany) 
with a minimum purity of 99.8% as determined by the supplier using gas chromatography, 




Figure 5.6 – Output of the pressure sensor at atmospheric pressure, as a function of its temperature of 
operation. The dashed line is represented merely for eye guidance. 
The values obtained from the pressure sensor for each temperature were corrected 
using the results of the calibration performed, by means of the values presented in Figure 
5.6, in the (not proven) assumption that deviations verified in the measurements under 
atmospheric pressure would be exclusively dependent on the temperature, and not 
influenced by the pressure in the system. Table 5.1 presents the results of these 
measurements, including the corrected values of pressure, as well as the original values 
read in the display of the sensor.
Table 5.1 – Results obtained during the study of the three-phase coexisting line for the binary system 
methanol + ethane, using the re-commissioned cell.  
T / K p / barg pcorrected / MPa 
252.95 11.2 1.35 
263.75 16.7 1.86 
273.35 22.1 2.36 
283.65 28.7 2.99 
298.45 40.3 4.12 






















These corrected results were compared with the literature values already mentioned 
in Chapter 4 of this work [17-22]. Figure 5.7 shows the deviations of the obtained results 
relatively to Equation 4.3, result of the fitting of the equation of Clarke and Glew to all the 
data sets available. The deviations of the results obtained with the new analytical cell 
described in Chapter 4, are also presented in the graph.
Figure 5.7 – Deviations from the experimental results obtained in this work and from the literature values 
[17-22] to Equation 4.3, in the study of the three-phase coexisting line for the binary system methanol + 
ethane.
Except for the data point at to the lowest temperature, 253 K, the results are in close 
agreement with the literature exhibiting a surprisingly good accuracy, especially taking 
into account that the corrections to the pressure values have been based merely on an 
assumption. And here resides the main problem concerning the confidence on these results. 
The error associated to the data point at the lowest temperature studied raises some doubts 
as to the legitimacy of the corrections. Further measurements of different systems would be 
necessary, preferably at different pressure ranges in order to ascertain any influence of the 








































But as mentioned in the last chapter, several problems related to the air tightness of 
the equilibrium cell prevented the completion of more tests using this configuration, and 
additional modifications were made in the apparatus, including its modernisation. With this 
process, the pressure sensor used in these measurements was excluded as it still required 
taking note of the pressure values by hand, and with limited precision. 
5.4.2.  Preliminary Tests 
As discussed for the first apparatus described, following the conclusion of the 
assembling of the apparatus, it is necessary to perform a series of tests, for evaluation of 
the quality of its measurements. As earlier, the initial tests should focus on the electronic 
aspects of the apparatus. 
This first sequence of tests did not reveal the existence of any problems, concerning 
the cables used, some of them prepared in our labs, or possible interferences from the 
electrical supply to the instruments. Pressure and temperature values were collected for 
extended periods of time, at different frequencies, showing neither evidence of excessive 
noise nor the existence of periodical interferences. The short time stability of pressure 
readings, at atmospheric pressure, revealed to be better than ± 0.2 kPa (0.002 bar) with a 
long time stability of ± 0.25 kPa. As for the temperature, the platinum resistance 
thermometers provided readings in which the stability was around ± 0.002 K.
After these tests, the temperature compensation of the pressure sensor was examined, 
by recording the deviation of the values yielded by the transmitter under atmospheric 
pressure for different temperatures of operation of the transmitter. In a temperature range 
between 233 K and 313 K, the total deviation in the pressure values was less than 15 kPa 
(0.15 bar), a value under the accuracy limit of ± 20 kPa, characteristic of the transmitter 
tested.
A number of measurements performed along the vapour-liquid equilibrium line of 
pure carbon dioxide confirmed the stability of the pressure and temperature obtained in the 
first tests, carried out without the equilibrium cell. 
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In Figure 5.8, it is possible to observe a response in the pressure values of even the 
slightest oscillations in the temperature values, an indication of an optimal thermal contact 
between the platinum resistance thermometers and the system in equilibrium in the interior 
of the cell, and of good response times of the pressure and temperature sensors. 
Figure 5.8 – Reflexion in the pressure values of small oscillations in the temperature of the cell, showing a 
good thermal contact between the cell and the platinum resistance thermometers. The values were obtained 
during a series of tests performed along the vapour-liquid equilibrium line of carbon dioxide. 
Also noticeable in the figure is the difference between the temperature values 
measured by the two platinum resistance thermometers, with the temperature measured in 
front of the cell being 0.06 K lower on average than the temperature registered on the back 
of the cell. This small difference is within the precision of the thermometers, and since the 
two thermometers were calibrated simultaneously, it is expected that the differences in the 
values are due to real differences in the temperature of the two sides of the cell, possibly 
resulting from the convection pattern of the air inside the temperature chamber. When 

























thermometers should be considered, as shown below, with the analysis of the results 
obtained in the study of some reference systems. 
During these tests, it was verified that a long time is required for the cell to achieve a 
stable temperature, after a new temperature has been set. This is most likely due to the 
substantial internal volume of the temperature chamber (720 dm3), and the localisation of 
the temperature sensor associated with the controller of the chamber, far from the 
equilibrium cell, causing it to monitor a stable temperature inside the temperature chamber, 
different from the actual temperature of the cell.  
It was also noticed during the preliminary tests with carbon dioxide, that the stirring 
system has an effect on the temperature of the cell, causing it to increase by approximately 
one degree, regardless of the speed of the stirring. This influence in the temperature may or 
may not be critical to the phase equilibria results, depending on the method being used. 
When working only with the volume of the cell, the convection promoted by the stirring 
should provide a uniform temperature in the whole cell. However, when using a gas 
cylinder connected to the cell, some problems may arise, due to the bottle neck between 
the two volumes, leading to the existence of different temperatures for the two parts of the 
gas phase, in the cylinder and in the cell. 
5.4.3.  Measurement of Reference Systems 
After the preliminary tests, the validation of the apparatus proceeded with the study 
of reference systems, in order to confirm simultaneously the quality of the temperature and 
pressure measurements. As before, special attention is given to the influence of the 
temperature in the values yielded by the pressure transmitter, even though the transmitters 
used in this project are delivered with the certificate of the calibration made in the factory.  
Ethane
During air tightness tests, after substitution of the seals in the cell, a single 
measurement was performed in the vapour-liquid equilibrium line of ethane. This gas was 
used with a purity of 99.95%, as supplied by AGA Gas AB, Sweden. 
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For a temperature of 298.39 K, the vapour-liquid equilibrium pressure was found to 
be 4.218 MPa, a value 0.2% higher than the reference value given by the DIPPR database 
[23], according Equation 4.5. 
Carbon dioxide 
Experiments along the vapour-liquid equilibrium line of pure carbon dioxide were 
performed in a temperature interval between 258 K and 299 K. As in the tests performed 
with the first apparatus described, carbon dioxide with a purity of 99.995% produced by 
Linde AG, Germany, and supplied by AGA A/S, Denmark, was used in the experiments. 
The results are presented in Table 5.2 and in Figure 5.9, where reference values from the 
DIPPR database [23], defined by Equation 4.4, are also represented.
Table 5.2 – Experimental results obtained in the study of the vapour-liquid equilibrium line for carbon 
dioxide, using the re-commissioned cell. The first column in the table refers to the order of the 
measurements. 
n. T / K p / MPa n. T / K p / MPa 
15 258.15 2.294 6 283.46 4.546 
16 258.17 2.295 2 293.35 5.770 
9 265.31 2.819 1 293.36 5.772 
10 265.37 2.824 17 297.09 6.294 
13 268.48 3.077 4 298.16 6.449 
14 268.60 3.088 3 298.18 6.452 
7 273.35 3.509 12 299.09 6.588 
8 273.38 3.512 11 299.12 6.593 
5 283.42 4.542  
The deviations of the obtained results from the reference values, are given in Figure 
5.10, where the graph denotes an almost linear increase of the deviations from literature 
with the decrease of the temperature, up to a maximum of 0.8% verified for 258 K. This 
value, however, corresponds to an absolute deviation of 0.018 MPa, a value inside the 
accuracy limit of the transmitter used (0.02 MPa). In any case, it should be considered that 
the error associated with Equation 4.4, here taken as reference, is 1%.
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Figure 5.9 – Results obtained in the study of the vapour-liquid equilibrium line for carbon dioxide. The 
dotted line refers to the reference values recommended by the DIPPR database [23].
At the moment, the plans for the use of this apparatus are restricted to temperatures 
between 273 K and 313 K. In this range of temperatures, the deviations of the results are 
under 0.5%. Should this cell be used at lower temperatures in the future, further 
measurements with a reference system are recommended.  
Relative to the possible non-uniformity of the temperature in the cell, discussed in 
the analysis of the graph in Figure 5.8, in which a difference between the temperature 
registered by the two thermometers positioned in different sides of the cell was observed, it 
should be pointed out that no influence of such problem is noticeable on the obtained 
results. It should be mentioned that the temperature values presented in Table 5.2 are 
obviously the average of the values yielded by the two platinum resistance thermometers, 
in a similar manner to what is done for the first cell described. 













Figure 5.10 – Relative and absolute deviations from the results obtained in this work for the vapour-liquid 
equilibrium line for carbon dioxide, to the reference values recommended by the DIPPR database [23]  and 
defined by Equation 4.4. 
5.4.4.  Validation of Experimental Methods 
As described in the third chapter of this work, there is a variety of synthetic methods 
that, in principle, can be applied with this apparatus. However, in practice, the 
characteristics of the set-up and in particular of the equilibrium cell may impose some 
limitations in the practicability of some of the experimental procedures. Some of the 
methods are also dependent on further calibrations. 
After confirming the quality of the pressure and the temperature measurements, 
essential parameters to any phase equilibria study, tests were performed in order to assess 
the applicability of this apparatus to some types of measurements. 































Formation of gas hydrates 
The equilibrium conditions for the formation of gas hydrates can be determined by 
means of a very simple synthetic method, based on the slopes of pT curves [24-27], 
according to a procedure previously explained on Chapter 3. The suitability of this 
apparatus to the application of this method was tested by performing a set of experiments 
on the well defined binary system methane + water.  
The cell was initially charged with a volume of approximately 150 cm3 of deionised 
water, which was subsequently degassed under controlled vacuum, before pressurising the 
cell with pure methane (CH4, purity of 99.9995%, supplied by AGA Gas AB, Sweden and 
prepared by Linde Gas UK Ltd, UK) up to a pressure close to 9 MPa. The first step of the 
experiment was to set the system to a temperature 5 K lower than the known equilibrium 
conditions for the formation of hydrates, in order to afterwards, promote the increase of the 
temperature by small steps. During the cooling of the cell, its contents were observed 
through the monitor connected to the video camera, and the formation of the first hydrate 
crystals was noticed around the expected temperature and pressure conditions, taking into 
consideration the sub-cooling always associated with a fast cooling of the system. The 
starting point of formation of hydrates is also noticeable in the pressure and temperature 
profiles of the experiment, presented in Figure 5.11. After three hours and a half of 
experiment, a severe change in the pressure decrease is observable, also accompanied by a 
change in the cooling rates, especially noticeable in the temperature of the pressure 
transmitter, represented in the graph of the figure as “temperature Keller”. This occurred at 
a pressure of 7.875 MPa and a temperature of 278.52 K.  
Also visible in the graph, is the fact that after seventy hours of experiment the 
pressure of the system was still decreasing, revealing that the equilibrium conditions had 
not yet been achieved. The variation in the pressure during the last hour of experiment was 
very small, only 2.4 kPa, demonstrating that the system was very close to the equilibrium. 
However, this was only the first step of the experiment, a succession of equilibrium stages 
would be necessary to collect an experimental point for the hydrate forming conditions. 




Figure 5.11 – Pressure and temperature profiles registered during the cooling process for the promotion of 
methane hydrates in the system methane + water.
The observation of the interior of the cell during the experiment helps to understand 
the reasons for such a slow equilibrium. Once the hydrates start forming, their crystals 
accumulate at the surface of the liquid phase, due to the lower density. After some time, 
when the hydrate crystals reach a thickness of around two centimetres, the stirring loses its 
effectiveness, in the sense that although the liquid phase is being stirred, there is no contact 
between this phase and the gas phase, and the formation of more hydrate becomes 
dependent on the diffusion of the methane gas through the hydrate phase, in order to reach 
the aqueous phase where the new crystals are formed.  
One of the conclusions to withdraw from these observations is that in the study of 
hydrate formation, a simple magnetic stirring system is not adequate to promote an 
effective mixing of the different phases for the fast achievement of equilibrium. Better 
options would be rocking the cell, recirculation of the gas phase through the liquid phase, 
or eventually, stirring through a more complex system of blades inside the cell. The use of 






























Solubility of gas in a non-volatile condensed phase  
As mention in Chapter 3, a very common method to determine the solubility of a gas 
in a condensed phase, such as a polymer [28,29], an ionic liquid [30-45], an oil [46] or an 
aqueous solution [47], consists in adding to an equilibrium cell, containing a determined 
amount of the condensed phase and previously evacuated, a precisely known amount of 
gas. After the establishment of the equilibrium in the cell, the pressure of the system can 
then be used to calculate the solubility of the gas, as described before.
In the experimental procedure adopted, a known amount of the condensed phase is 
initially placed inside the cell, and the level of the liquid in the scale in the window of the 
cell is registered. A gas cylinder is first placed under vacuum and weighed, then charged 
with gas and weighed once more, for the exact determination of the mass of gas inside. 
After attaching the gas cylinder to the cell, the condensed phase is degassed in a succession 
of short periods under controlled vacuum. Once the temperature of the cell is stable, the 
valve separating the gas from the cell is opened and the peak value of the pressure noted 
down. The system is then left to equilibrate, first with stirring in order to accelerate the 
process, and then letting the system rest. Once a stable value of pressure has been reached, 
the level of the liquid phase is registered and used to infer the volume of the gas phase, 
knowing the total volume of the system (cell + cylinder), previously calibrated. Through 
the gas density values derived from a reference equation of state or correlation, the amount 
of gas in the gas phase is determined, and by difference, the amount of gas in the liquid 
phase, at the pressure and temperature of the equilibrium. 
The first step for the implementation of this method was the calibration of the total 
volume of the system, cell plus gas cylinder. This was made following a procedure similar 
to the one just described, but without the condensed phase in the cell. The gas cylinder is 
charged with a precisely known amount of gas, and subsequently connected to the 
evacuated equilibrium cell. Once the temperature and pressure of the system are stable, the 
volume of the system is calculated through the density of the gas at the equilibrium 
pressure and temperature, given by a reference equation of state.
In the present case, methane was used in the calibration, and the values for the gas 
density at equilibrium conditions were obtained from NIST Standard Reference Data, 
Thermophysical Properties of Fluid Systems [48]. Six measurements were performed, at 
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pressures varying from 0.9 to 2.1 MPa, using a gas cylinder of 150 cm3. The calibration 
resulted in a value of (742 ± 1) cm3 for the total volume of the cell and the gas cylinder.  
The next preliminary step was to calibrate the scale in the window of the cell, since it 
is through it that the volume of both liquid and gas phases is calculated at the equilibrium 
conditions. The calibration was performed with the help of a burette, using pure water at a 
temperature of 298 K. The results, presented in the graph of Figure 5.12, are characterised 
by a great linearity, as expected considering the shape of the cell. The first two points 
registered, marked in red in the graph, deviate from linearity due to the round shape of the 
window at its lower extreme. 
Figure 5.12 – Results obtained during the calibration of the scale in the window of the equilibrium cell. 
The volume of liquid phase, inside the linearity range, can then be calculated from 
the level readings through Equation 5.1, with an associated uncertainty of ± 0.46 cm3.
   3/ cm 34.746 0.076 4.35 0.45






















After the calibration, the experimental method was finally implemented, in the 
measurement of the solubility of methane in water.  
Binary system water + methane 
Several experimental conditions may have a significant influence in the precision of 
the results obtained by this method. The volume of the gas phase is determined by the level 
of liquid phase through the position of the interface in the scale. A larger volume of the gas 
phase in equilibrium translates into a smaller relative error in its determination. It should 
therefore be favourable to use a lower quantity of condensed phase in the cell. On the other 
hand, the volume of the condensed phase should be enough to allow the minimisation of 
possible errors that may arise from mass losses associated to its degassing process, prior to 
the addition of the gas to the cell. In addition, the amount of solubilised gas is directly 
dependent on the amount of condensed phase, and in cases of low solubility of the gas, it is 
necessary to ensure that the amount of dissolved gas is enough to be determined with 
sufficient precision.
The precision with which the total mass of gas used in the experiment is known is 
obviously dependent on the amount of gas charged into the cylinder. A higher amount of 
gas means a higher charging pressure, which in some cases can imply a high complexity of 
the charging process, or of a higher volume of the cylinder, consequently heavier and 
probably requiring the use of a less precise balance in the determination of the mass of gas. 
Adding to these aspects, the influence of the pressure on the density of the gas phase 
for a particular temperature is not constant, and therefore the error involved in the 
determination of the mass of gas in the equilibrium gaseous phase is lower for values of 
pressure where its influence on the density is smaller. 
In conclusion, the analysis of the uncertainty associated with the solubility 
measurements is far from straightforward, depending on various aspects, some of them 
influencing more than one source of errors. Therefore, in order to evaluate the influence of 
different experimental conditions in the precision of the results obtained by this method, a 
number of experiments were performed, using deionised water and methane with a purity 
of 99.9995%, supplied by AGA Gas AB, Sweden, and prepared by Linde Gas UK Ltd, 
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UK, under different experimental conditions. The amount of methane charged into the 
cylinder was determined gravimetrically, according to the experimental procedure 
described above, using an analytical balance Mettler-Toledo PR1203 with a precision of 
0.001 g. 
The experiments were separated in two series. In the first series, the already 
discussed experimental conditions were chosen according to which was thought to be the 
optimal conditions. Six measurements were performed using a low amount of water, 
between 90 and 100 cm3, at temperatures close to 298.2 K and pressures between 1.0 and 
2.1 MPa. The results are presented in Table 5.3, and in the graph of Figure 5.13, where 
values from five different literature sources are also presented [49-53]. In the plot, the 
dashed line is based on the literature values, and given merely for eye guidance.  
Table 5.3 – Results obtained in the first series of measurements of the solubility of methane in pure water, at 
298 K.  
T / K p / MPa xmethane 103
298.14 1.03 0.245 
298.20 1.03 0.249 
298.32 1.03 0.248 
298.15 1.03 0.252 
298.12 2.12 0.513 
298.30 2.11 0.514 
The results show a very good internal consistency, and are in excellent agreement 
with the values presented by Wang et al. [51], and with the values of Chapoy et al. [53], 
obtained by means of an analytical method. This agreement corroborates the applicability
of this particular experimental method for this type of measurement. No corrections were 
made for the vapour pressure of water, which was considered negligible at the temperature 
of the experiments, when compared with the experimental equilibrium pressures. 
Among the literature sources used for comparison, the deviation of the data obtained 
by Yang et al. [52] is noteworthy, when compared to the values presented by other authors. 
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Figure 5.13 – Results obtained in the first series of measurements of the solubility of methane in pure water, 
at 298 K, and comparison with values found in the literature [49-53]. The line in the graph is based on the 
literature data and it is given merely for eye guidance. 
On the second series of measurements, the aforementioned experimental parameters 
were altered, in order to evaluate the respective influence in the quality of the results. The 
influence of the stirring during equilibrium was also established. For such a binary system, 
the stirring should have no effect on the equilibrium itself, however, as mentioned already, 
preliminary tests showed an influence of the stirring on the temperature of the cell, leading 
to an increase of approximately one degree. Although the temperature of the components 
inside the cell should be uniform, precisely due to the stirring, it is possible that the limited 
convection between the internal volume of the cell and the internal volume of the cylinder, 
caused by the presence of a needle valve, leads to a temperature gradient, with the 
temperature of the gas inside the cylinder being slightly lower than for the gas inside the 
equilibrium cell.   
A number of measurements were performed at temperatures around 298.2 K and 
283.3 K, with pressures ranging from 0.3 MPa to 2.1 MPa. The volume of condensed 
phase (water) used in all the experiments was around 214 cm3, with the exception of one 
experiment in which a volume of 222 cm3 was used. The results obtained are given in 
Table 5.4, and presented in Figure 5.14, where values from several data sets found in the 























Table 5.4 – Results obtained in the second series of measurements of the solubility of methane in pure water, 
at 298 K and at 283 K.  
T / K p / MPa xmethane 103
298.17 1.17 0.289 
299.63 2.05 0.482 
298.21 0.32 0.068 
298.22 0.32 0.069 
298.13 1.78 0.445 
298.30 0.62 0.202 
298.33 0.50 0.164 
298.18 0.89 0.207 
283.26 0.48 0.135 
283.28 0.48 0.134 
283.26 0.84 0.271 
283.26 0.84 0.244 
Figure 5.14 – Results obtained in the second series of measurements of the solubility of methane in pure 
water, at 283 K and 298 K, and comparison with values found in the literature [49-54]. The lines are based 



















this work 283 K Chapoy 283 K
Y. Wang 283 K L.-K. Wang 283 K
this work 298 K Chapoy 298 K
Y. Wang 298 K Serra 298 K
Yang 298 K Kim 298 K
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The consistency of the results is not at the same level as that observed in the first 
series of results, something that was expected due to the experimental conditions chosen. 
For the majority of the points, the deviations to the lines presented in the graph, that 
although given for eye guidance, are based on the literature sets that appear more reliable 
[50,51,53], are under 210-5 for the mole fraction of methane in the liquid phase. 
Furthermore, it should be mentioned that some of the results in this work were obtained at 
a temperature somewhat different than the 298.15 K from the literature, such as the case of 
the experimental point at the highest pressure, which is for a temperature of 299.6 K, and 
therefore expected to be somewhat lower than the reference.  
An important consideration to make is that no systematic error is observed in the 
results. The higher scattering relative to the first series of results obtained, is associated 
with an increase in the uncertainty of the experiments, most probably related to the relative 
errors in the calculations of the volume of the gas phase, something that was in fact 
predicted.
The influence of the stirring was verified to be very small, or insignificant within the 
precision of the results. This can be easily understood under the consideration that the 
equilibrium process is defined by the temperature inside the cell, which is necessarily 
uniform due to the stirring. The aforementioned possibility that the gas inside the cylinder 
might be at a slightly lower temperature, would only influence the calculations of the 
amount of gas in the gas phase, due to an error arising from the different density of the 
fraction of gas in the cylinder. The variation of the density of methane with the temperature 
is however very small, around 0.3% /K at 0.2 MPa, and up to 0.4% /K at 2 MPa, for 
temperatures around 298 K. 
As a conclusion, the tests performed confirmed the applicability of the experimental 
method in question to the quantification of the solubility of a gas in a condensed phase, by 
showing that it is possible to achieve very good results, provided that the choice of the 
experimental conditions is the most appropriate, and also by yielding some information on 
what these conditions are.  
It was stated in Chapter 3, when the synthetic methods were presented, that the 
application of these methods presents unequivocal advantages in simpler studies. It should 
be understood that the use of such simple apparatus in experiments regarding obtaining 
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more complex results, such as the characterisation of phases in equilibrium, relies 
necessarily on assumptions and approximations which will undoubtedly contribute to an 
increase in the uncertainty of the results. It is up to the experimentalist then, to perform an 
adequate selection of the experimental conditions, as well as of the experimental 
procedure, by means of minimising these sources of errors. Besides a careful analysis of 
the apparatus and the method, this often involves some preliminary experiments using 
reference systems.  
The role of the experimentalist in these steps is a good example of the importance of 
the know-how mentioned in Chapter 1, which can provide the necessary sensitivity for 
some experimental aspects, and that can only be acquired by experience.
5.5. Conclusions 
In the current chapter, a second experimental apparatus is described, developed using 
decommissioned material previously existing in the laboratory. Contrary to the apparatus 
described in the previous chapter, relatively complex and specially planned and developed 
for a particular project, the set-up presented in this chapter is much simpler, making use of 
a synthetic method, and developed at an extremely low price. As in Chapter 4, a complete 
description of the apparatus is made, and the results obtained in the study of reference 
systems presented, verifying the applicability of the apparatus in different types of studies, 
and confirming the high quality of the equipment developed, provided that a correct and 
careful operation is assured, with special attention to possible sources of errors 
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Modelling of Phase Equilibrium
in Hydrate Inhibitor Systems
Using Simplified PC-SAFT
Notwithstanding the considerable progresses attained over the last years, present 
thermodynamic models for prediction of phase equilibrium still face a number of 
challenges, specifically concerning equilibrium at very high pressures, in multi-component 
systems or in systems containing associating compounds, as pointed out in chapter one of 
this work. The typical systems considered in this work, consisting of hydrocarbons, water 
and a hydrate inhibitor, include associating compounds, making them of great interest from 
a theoretical point of view, for evaluating the extent of the association and the ability of 
these models to correctly describe the phase equilibria, as these associating species 
forming hydrogen bonds often exhibit a highly non-ideal thermodynamic behaviour.  
In pure fluids, strong attractive interactions between similar molecules, such as 
hydrogen bonds or Lewis acid-base interactions result in the formation of molecular 
clusters that considerably affect their thermodynamic properties. When mixtures are 
considered, such interactions can occur not only between molecules of the same species 
(self-association), but also between molecules of different species (cross-association). It is, 
therefore, desirable for any thermodynamic model to account correctly for this association 
term. Examples of applicable equations of state (EoS) are the Cubic Plus Association EoS 
(CPA) [1,2], or the various variations of the Statistical Associating Fluid Theory EoS 
(SAFT) [3-8], some of them compared in a number of publications [9,10]. 
217
 186
In the present chapter, a simplified version of the PC-SAFT EoS (Perturbed-Chain 
Statistical Associating Fluid Theory), proposed by von Solms et al. [8] and already applied 
to a number of complex systems [11,12], was used in the modelling of binary mixtures 
containing water, hydrocarbons and methanol as a thermodynamic hydrate inhibitor. The 
results are compared with the data existing in the literature presented in Chapter 2. This 
work focused on a number of representative systems containing methane, n-hexane,  
n-octane, water and methanol, and is intended to have a complementary character to the 
experimental work performed.  
 
6.1. Introduction 
As mentioned before, computational methods have an important role in modern day 
chemical engineering, from the simple correlation models which may account for a 
reduction in the number of experimental points to be measured for a particular system, to 
more complex methods with more physical significance, but still approximate, and with 
potential to be used as predictive methods. Common to all the methods is the desire for a 
balance between simplicity and the accuracy. 
A variety of equations of state (EoS) are widely used in engineering, the more 
common being variations of the van der Waals equations. These equations, such as the 
cubic EoS, can be thought of as based on the hard-sphere model to account for repulsive 
interactions, and can be very flexible in correlating phase equilibrium data for simple, 
nearly spherical molecules such as low molecular mass hydrocarbons, and simple 
inorganic compounds, but they are not adequate for systems with polar or associating 
compounds that present high deviations from ideality in the liquid phase. This is due to the 
fact that in most cubic EoS attractive interactions occur only as dispersive forces. 
In order to overcome this drawback, the cubic plus association (CPA) equations of 
state have been developed [1,2]. They are a combination of simple cubic EoS, such as 
Soave-Redlich-Kwong (SRK) or Peng-Robinson (PR), with the association term of the 
SAFT type models, derived from Werheim’s first order perturbation theory [13-16]. 
However, such models are still mainly used for low molecular weight compounds and 
present less accurate predictions as the asymmetry of the system increases. 
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Better predictions can generally be expected with an equation such as the Statistical 
Associating Fluid Theory (SAFT) [17,18], derived from statistical mechanics. The SAFT 
EoS was initially developed by Chapman et al. [19], based on the perturbation theory of 
Wertheim [13-16]. Perturbation theories divide the interactions of molecules into a 
repulsive part and a contribution due to the attractive part of the potential. To calculate the 
repulsive contribution, a reference fluid is defined in which no attractions are present, and 
each perturbation is a correction, approaching the model to the behaviour of the actual 
mixture. 
 
6.1.1.  The SAFT equation of state 
In SAFT, fluids are modelled as consisting of chains of tangential spherical 
segments. The reference fluid consists of the hard-core fluid with association sites, so that 
hydrogen bonding is explicitly calculated, whereas perturbation consists of weak 
dispersion interactions. In this way, the EoS is written as the sum of contributions due to 
hard sphere, chain formation, association and weak dispersion interactions. SAFT was 
developed with respect to the residual Helmholtz free energy and is expressed as: 
seg chain assocAã ã ã ã
NkT
 
    (6.1) 
 
where ã seg is the part of the Helmholtz energy referent to segment-segment interactions,  
ã chain is the term relative to chain formation, and ã assoc accounts for the association 
between different molecules, as in the case of hydrogen bonding. Four important 
assumptions are made: only one bond can be formed at an associating site [15], only single 
bonds are formed between molecules, the property of the fluid is independent of the angles 
between association sites on the molecule [20], and finally, when solved by 
thermodynamic perturbation theory, the theory includes the effect of chain-like and tree-
like associated clusters, but not ring clusters.  
Due to the complementary character of this chapter, a detailed discussion of the 
mathematics behind the SAFT theory is not provided here, and can be found elsewhere 
[9,10], or more briefly in the work of Tihi [21].  
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Before the SAFT EoS can be applied to multi-compound mixtures, it is necessary to 
estimate parameters for the pure compounds. SAFT comprises five pure compound 
parameters. The first is the number of hard spheres, m, that form a molecule. The second 
parameter is the volume of a mole of these spheres when they are closely packed, 00 
(expressed in cm3.mol-1), and it accounts for their size. The third parameter is the segment 
energy, u0 (expressed in K), which determines segment-segment interactions. In addition to 
these three parameters for non-associating compounds, the equation has two associating 
parameters, AA and AA. AA characterises the association energy, while AA is related with 
the associating volume for the interaction between two sites of type A. 
These parameters, which usually follow a simple relationship with molar mass within 
a given homologous series, facilitating the extrapolation to some other fluids, are normally 
determined by fitting experimental vapour pressure and liquid density data, leading to 
serious deviations in predictions around the critical point. In order to deal with this 
problem, two different solutions have been adopted. While some researchers developed an 
additional term to take into account density and composition fluctuations in the critical 
region [22-27], others tried a simpler approach, rescaling the pure compound parameters to 
the critical point of each pure fluid and then using them to predict the mixture behaviour 
[28-30]. This last approach leads to the existence of two different sets of molecular 
parameters, one for subcritical calculations and another for near-critical calculations.  
The main utility of the equations of state is related to their application in phase 
equilibrium calculations involving mixtures, considering that the same EoS used for pure 
fluids can also be used for mixtures. In general, this is attained through the use of the so-
called one-fluid approach, together with mixing rules and combining rules, which relate 
some of the characteristics of the pure compounds, such as the energy for intersegmental 
interactions or the number of molecular segments, to that of the mixtures. Mixing rules are 
commonly used in various mixture models ranging from cubic EoS to theoretically-based 
molecular models. 
The mixing rule based on the van der Waals one-fluid theory, referred to as the 
vdW1 mixing rule, is applied in the SAFT EoS version presented by Chapman et al. [18]. 
Mixing rules are only required for the dispersion term in the SAFT EoS, for two 
parameters only, u/k and m. As before, the mathematical expressions regarding these rules 
can be found elsewhere [21]. 
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Furthermore, an additional binary interaction parameter is used, kij, for the correction 
of the mean-field energy contribution of SAFT. This parameter is determined by fitting to 
experimental phase equilibrium data available for the mixture in question. It is in fact a 
way to remove the inaccuracy of the combining rule used in the mean-field energy 
contribution and/or to adapt the theory to the reality, so that the systems in question can be 
represented with higher accuracy. Thus, larger values of the binary interaction parameter 
are symptomatic that the applied model (or combining rule) may not be the best to 
represent the system and that different models or modifications could be used instead. 
 
6.1.2.  The PC-SAFT equation of state 
An important variation of the SAFT equation of state is the PC-SAFT EoS [31]. The 
main difference between these two equations is the perturbation sequence. In PC-SAFT the 
mixture of hard-sphere chains is considered as being the reference system and then the 
dispersive attractions are introduced. The physical basis behind PC-SAFT is represented 
schematically in Figure 6.1, according to Tihi [21]. 
The PC-SAFT EoS was developed as an effort to model asymmetric systems, and 
systems presenting a high deviation from ideality. It has for instance, been applied to 
associating mixtures of alcohols in short-chain hydrocarbons [32], where both VLE and 
LLE were simultaneously described with a single binary interaction parameter.  
In the framework of PC-SAFT, molecules are considered as chains of freely jointed 
spherical segments and can be expressed in terms of the reduced residual Helmholtz 
energy, according to the following expression: 
id hc disp assocAã ã ã ã ã
NkT
 
     (6.2) 
 
where ã id is the ideal gas contribution, ã hc is the contribution of the hard-sphere chain 
reference system, ã disp is the dispersion contribution arising from the square-well attractive 





Figure 6.1 – Schematic representation of the physical basis of PC-SAFT. Source: A. Tihi [21]. 
 
The hard-sphere chain contribution, which accounts for repulsion of the chain-like 
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The hard-sphere term is given by the mixture version of the Carnahan-Starling [33] 
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and di is the Chen and Kreglewski [34] temperature-dependent segment diameter of the 
component i: 
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 (6.7) 
 
The temperature-dependent segment diameter of component i is the outcome of the 
integration of the equation for the effective hard-collision diameter of the chain segments: 
 30 1 0.12exp ii kTd #  
    $  (6.8) 
 
which is based on the modified square well potential for segment-segment interactions. 
The chain term in Equation 6.3, depends also on the radial distribution function at contact, 
which is given by: 
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The radial distribution function denotes the probability density for finding a hard-




In most versions of the SAFT equation, the dispersion term contribution to the 
molecular Helmholtz energy is proportional to the number of segments. However, in  
PC-SAFT, the dispersion term is written for chains of segments based on second order 
perturbation theory, i.e. the attractive part of the chain interactions is calculated from a first 
and a second order perturbation, according to Barker and Henderson [35]. Basically, these 
are calculated by integrating the intermolecular interactions over the entire mixture 
volume, which leads to: 
1
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The required integrals are approximated by power-series in density, where the 
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The dependency of the coefficients ai  m  and bi  m  upon segment number is 
described by the equations: 
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and 
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The constants in Equations 6.13 and 6.14 are considered to be universal, and are 
obtained by an indirect regression to experimental pure compound vapour pressures for a 
series of n-alkanes. The fitting procedure and the values of fitting constants can be found in 
the work of reference [31], based on results obtained by Chiew [36]. 
The association contribution is only included for systems containing components 









ã x X X
 	
   
 
   (6.18) 
 
where iAX  is the fraction of sites A on a molecule i that do not form associating bonds 
with other active sites. This number is found through the solution of the non-linear system 
of equations: 
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where j is the molar density of component j, and i jA B&  is a measure of the association 
strength between site A on molecule i and site B on molecule j. This parameter in turn is a 
function of the association volume i jA Bk , the association energy i jA B , and the radial 
distribution function as follows: 
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where i jA B&  is the so-called association strength. Note that the temperature independent 




6.1.3.  The simplified PC-SAFT equation of state 
The simplified PC-SAFT (sPC-SAFT) [8] was developed in order to considerably 
reduce the computational time, with little or no compromise in the performance of the 
original model. In this model, the expressions for the contributions from the ideal gas, ã id, 
and dispersion, ã disp, are identical to those presented for PC-SAFT [31]. 
By assuming that all of the segments in the mixture have the same mean diameter, d, 
with the constraint that the mixture volume fraction calculated using this new diameter 
gives the same volume fraction as the actual mixture, the volume fraction is now based in a 
one-component mixture with a volume corresponding to: 
3
3 6 i ii
d x m
!  % 
   (6.21) 
 













































The modifications implemented in the sPC-SAFT equation of state [8] relative to 






Table 6.1 – Summary of the modifications implemented in the sPC-SAFT EoS relatively to the original  
PC-SAFT EoS.  
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The modelling results presented next, refer to representative binary systems, a binary 
mixture of two non-associating alkanes, consisting of methane and hexane, mixtures of an 
associating compound with a non-associating alkane, in this case n-hexane + water,  
n-octane + water and methanol + n-hexane, and finally a binary mixture of two associating 
compounds, water + methanol. 
The Lorentz-Berthelot mixing rules were used for obtaining the parameters for unlike 
interactions between molecules, in accordance to the presented in equations 6.16 and 6.17, 
and the binary interaction parameter was introduced to correct the dispersion potentials for 
the mixtures.  
The parameters relative to the alkanes used in the calculations were taken from the 
work presented by Gross et al. [31]. Different sets of parameters for water were taken from 
the work of Grenner et al. [37], although some of this sets had already been presented by 
von Solms et al. [38], and finally, for the methanol parameters, the work of Gross et al. 







Table 6.2 – Summary of the sets of PC-SAFT pure component parameters used in the present work.  
Compound Mol. weight m # () /'  (K) '() () schemea Ref.
methane 16.043 1.000 3.7039 150.03 - - - [31]
hexane 86.177 3.058 3.7983 236.77 - - - [31]
octane 114.231 3.818 3.8373 242.78 - - - [31]
methanol 32.042 1.526 3.2300 188.90 0.0352 2899.5 2B [32]
water 18.015 2.000 2.3533 207.84 0.1550 1506.4 4C [38]
  2.750 2.0794 183.61 0.3374 1354.1 4C [38]
  3.500 1.9134 199.88 0.7901 839.0 4C [38]
  1.500 2.6273 180.30 0.0942 1804.2 4C [37]
a – associations schemes according to the notation proposed by Hwang and Radosz [17] . 
 
 
6.2.1.  Binary System Methane + n-hexane
The binary system constituted by methane + n-hexane was modelled at six different 
temperatures, between 248 K and 411 K, by means of simplified PC-SAFT. Although 
being a simple mixture of two non-associating alkanes, the modelling included 
temperatures above the supercritical temperature of methane. A binary interaction 
parameter, kij, of 0.01 was used for all temperatures, in order to account for the interaction 
between the compounds. The results of the modelling are presented in the graph in Figure 
6.2, together with experimental values found in the literature [39,40].  
The plot in the figure evinces the ability of the model to provide a good description 
of the phase behaviour observed experimentally. As the mixture becomes richer in 
methane at these temperatures, it can be seen that the critical temperature is reached and 
that the mixture behaves as a retrograde condensing system. Also observable in the graph 
is the fact that the critical point of the mixture is overestimated. This fact is not surprising, 
as the pure component parameters used have not been modelled including the critical 
properties of the compounds and as mentioned earlier in this chapter, this may lead to 
serious deviations around the critical point. Figure 6.3 presents a close-up on the higher 
values of the molar fraction of methane. The model seems to be adequate to reproduce the 
phase behaviour of the binary system under consideration, including the change in the 





















Figure 6.2 – Results obtained in the modelling of the binary system methane + n-hexane, at isothermal 
conditions, between 248 K and 411 K, using simplified PC-SAFT correlations with kij = 0.01, and 




















Figure 6.3 – Results obtained in the modelling of the binary system methane + n-hexane, at isothermal 
conditions, between 248 K and 411 K, using simplified PC-SAFT correlations with kij = 0.01, and 




6.2.2.  Binary System n-hexane + Water 
An analysis of the different sets of parameters presented for water by Grenner et al. 
[37], already presented in Table 6.1, was performed, through the modelling of the LLE of 
the binary system n-hexane + water. Figure 6.4, shows a comparison between the obtained 
results, using a value of kij = 0.00, and values found in the literature [41,42] for the system 






















Figure 6.4 – Results obtained in the modelling of the LLE for the binary system n-hexane + water with 
simplified PC-SAFT, using a kij = 0.00 and different sets of parameters for water, and comparison with 
experimental data found in the literature [41,42]. 
 
The results show that the different sets of water parameters have little influence in 
the calculation of the molar fraction of water in the organic phase, something that was 
expected from the reduced amount of the compound in this phase. Relatively to the 
composition of the aqueous phase, the results obtained using m = 1.5 and m = 2.0 revealed 
a better performance. This last set of parameters allows the achievement of better results 
for the highest temperatures considered, but leads to greater deviations for the lower 
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temperatures. The set of parameters with m = 1.5 arguably gives better results in the 
estimation of the composition of the organic phase, with the model closer to the 
experimental results at the lower end of the temperature scale. 
This set of parameters (m = 1.5) was then used in the modelling of the same system, 
this time using a binary interaction parameter different from zero. The results, presented in 
the graph of Figure 6.5, show the performance of the model using a kij = 0.0, and using a 
value of 0.055 for the binary interaction parameter, together with the literature data already 






















Figure 6.5 – Results obtained in the modelling of the LLE for the binary system n-hexane + water with 
simplified PC-SAFT, using kij = 0.00 and kij = 0.055, and comparison with experimental data found in the 
literature [41,42]. 
 
The value of kij used was adjusted by means of improving the performance of the 
model for the composition of the aqueous phase. It is noticeable that as a consequence, the 
predictions concerning the organic phase are less satisfactory, although in a relatively 
smaller extent. As verified before for the different sets of parameters, the influence of the 
value of kij is notoriously higher for the aqueous phase.    
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6.2.3.  Binary System n-octane + Water 
The simplified PC-SAFT equation of state was also used in the modelling of the 
vapour-liquid-liquid equilibrium (VLLE) for the binary system n-octane + water. Figure 
6.6 shows the results of this study, obtained for a pressure of 8 MPa and a value for the 
binary interaction parameter, kij equal to 0.035. The plot also comprised data from the 
literature [41,43]. It should be pointed out however, that the experimental points relative to 
the work of Heidman and co-workers [43] correspond to the equilibrium pressure, which 
approaches a pressure of around 8 MPa for the higher temperatures considered, rather than 
referring to a constant pressure as used in the application of the model. It is expected that 




















Figure 6.6 – Results obtained in the modelling of the VLLE for the binary system n-octane + water with 
simplified PC-SAFT, using a kij = 0.035, and comparison with experimental data found in the literature 
[41,43]. 
 
The results evince once again the good performance of the model, even relatively to 
the composition of the gas phase in which some deviations from the behaviour observed 
experimentally could be expected, due to the difference in the pressure conditions. The 
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small value used for the kij was optimised taking into account the composition of the three 
phases simultaneously. 
 
6.2.4.  Binary System n-hexane + Methanol 
The modelling of the system n-hexane + methanol was performed considering a 2B 
associating scheme for methanol [32], according to the nomenclature proposed by Hwang 
and Radosz [17]. Figure 6.7 shows the results obtained in modelling of the vapour-liquid 
equilibrium for this system at 0.101 MPa, and the liquid-liquid equilibrium at 85 MPa, 
similar conditions to the experimental data presented by Blanco and Ortega [44], and by 
Hradetzky and Lempe [45], respectively. A value of kij = 0.03 was considered for both 
correlations, a value obtained from the optimisation of the model to the LLE experimental 












Figure 6.7 – Results obtained in the modelling of the VLE at 0.101 MPa, and the LLE at 85 MPa for the 
binary system n-hexane + methanol, considering a kij = 0.03, and comparison with experimental values from 
literature [44,45].  
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It is noticeable that the attempt of using the same value of kij for both correlations, 
can lead to satisfactory results in the case of LLE, for which the kij was optimised, with a 
perfect representation of the azeotropic point and the bubble curve, but the same is not 
verified for the VLE, where the model fails in representing the dew curve. 
  
6.2.5.  Binary System Methanol + Water 
This binary system is considerably challenging since it is constituted by two 
associating compounds, in which hydrogen bonding interactions can occur not only 
between molecules of the same species (self-association), but also between molecules of 
different species (cross-association), leading to strong deviations from ideality in the 
behaviour of the mixture.  The modelling of this binary system was performed considering 
an association scheme 4C for water, as presented by Grenner et al [37] and a 2B 
associating scheme for methanol [32], according to the nomenclature proposed by Hwang 
and Radosz [17]. Furthermore, the combining rules of Elliott for cross-association were 
taken into consideration. 
 Figure 6.8 presents the results obtained with the sPC-SAFT EoS in the correlation of 
vapour-liquid equilibrium data for the system under consideration, at a pressure equal to 
0.101 MPa. In the same graph are also displayed the experimental values from ten different 
literature sources [46-55]. In order to obtain a satisfactory correlation of the experimental 
data used as reference, a value of kij = -0.04 was used. As it shown in the plot, the model 
was able to successfully characterise this mixture in all the mole fraction range. 
It is worth mentioning the fact that a negative kij has been used in the correlations 
performed for this system. Considering how this parameter has been defined, the use of a 
negative value translates the insufficiency of the calculation of the unlike interactions 
through the mixing rules between the two pure components, i.e., the existing of favourable 
interactions between the two components of the mixture, or cross-association, with a 














Kurihara et al. Verhoeye et al.
VanZandijcke et al. Kohoutova et al.
Kato et al. Lesteva et al.
Ochi et al. Maripuri et al.
Ocon et al. Ramalho et al.
 
Figure 6.8 – Results obtained in the correlation of isobaric VLE for the system methanol + water, at a 
pressure of 0.101 MPa, using simplified PC-SAFT and a kij = -0.04, and comparison with experimental 
literature data [46-55].  
 
Figure 6.9 presents the results obtained in the correlation of the isothermal behaviour 
of same mixture at seven temperatures, in the interval between 298 K and 523 K. The same 
kij value determined previously for this system was used. The plot evinces a very good 
agreement between the results of the correlations and the experimental data found in the 
literature [56-58], especially in what the higher values of the considered temperature range 
is concerned. It is observable that for the lowest temperature, of 298.15 K, the pressures 
are slightly overestimated, leading to a somewhat considerable error in the prediction of 
the composition for a particular value of pressure. However it is important to notice the use 
of a same value of kij, independent of the temperature, and obtained from the correlation of 
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Figure 6.9 – Simplified PC-SAFT correlation of the isothermal VLE behaviour of the system methanol + 
water, at 298.15 K, 323.15 K, 338.15 K, 373.15 K, 423.15 K, 473.15 K and 523.15 K, using kij = -0.04, and 




In this chapter, which has a complementary character in the present thesis in which 
the experimental work is assumed as the main focus, it was verified the applicability of the 
simplified version of the PC-SAFT EoS proposed by von Solms et al. [8] in the modelling 
of a number of binary mixtures containing water, hydrocarbons and methanol as a 
thermodynamic hydrate inhibitor. The model was successfully applied to different types of 




for only small corrections, as indicated by the low values for the binary interaction 
parameter, kij, used most of the times. 
An extension of this work should probably pass by an attempt to model the 
equilibrium in binary mixtures containing glycols, and to model the equilibrium in ternary 
mixtures containing simultaneously water, hydrocarbons and a hydrate inhibitor. In a 
further stage, the modelling of systems containing a hydrate phase would also be desirable.  
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Experimental Study and Modelling 
of the Quaternary System Methane 
+ n-hexane + Methanol + Water 
After completing the testing of the analytical apparatus presented in Chapter 4, a 
quaternary system containing methane, n-hexane, methanol and water, for which no data 
was found in the literature, was studied at 298 K, under pressures between 7 MPa and  
10 MPa. The version of the simplified PC-SAFT equation of state included in the 
commercial software package SPECS v5.10, developed within the research group, was also 
used in the prediction of the phase equilibrium for this system, at conditions similar to the 
experimental, using the binary interaction parameters obtained in correlations for the six 
binary systems formed with the constituents of this quaternary system. sPC-SAFT already 
found to be appropriate for the modelling of systems involving this type of compounds, as 
presented in Chapter 6. 
 
7.1. Experimental Results 
In the preparation of these experiments, sPC-SAFT was used in a preliminary 
prediction of the equilibrium, in order to provide an idea for the feed of the mixture, if 
three-phase equilibrium is desired. If a high amount of methanol is used, relative to the 
quantities of water and n-hexane, only one liquid phase is found in equilibrium. The 
approximate global composition of the prepared mixture is given in Table 7.1.  
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Table 7.1 – Approximate global composition of the quaternary mixture methane + n-hexane + methanol + 
water studied in this work, given in molar fraction of the components.  






The quantification of methanol from the chromatograms was performed according to 
Equations 7.1 and 7.2, while for the determination of the amounts of n-hexane in the 
samples, Equations 7.3 and 7.4 were used. As for the quantification of water and methane, 
the same equations presented in Chapter 4 were used (Equations 4.12, 4.13 and 4.14). 
 
8
TCD methanol2.3780 10Area n
    (7.1) 
 
9
FID methanol1.6646 10Area n
    (7.2) 
 
8
TCD hexane6.9965 10Area n
    (7.3) 
 
10
FID hexane1.5089 10Area n
    (7.4) 
 
The mixture was first studied at a temperature of 298.42 K, and a pressure of  
9.8 MPa. The results obtained in the analysis of the two liquid phases present at 
equilibrium are given in Table 7.2. The values are an average of at least 5 analyses for each 
phase. The individual data points are provided in Appendix 2.  
No sampling was possible from the gas phase, since during the preparation of the 
mixture, the increase in the volume of the organic phase caused by the dissolution of the 
methane in this phase was not correctly taken into account. This led to the two upper 
samplers both being connected to the organic liquid phase. To solve this problem, the 
lower piston was manually activated, in order to decrease the level of the interfaces. 
A new set of measurements was then performed at a temperature of 298.31 K, and a 
pressure of 7.3 MPa. The obtained results are given in Table 7.3. The amount of water in 
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the organic liquid phase and in the gas phase was below the detection limit of the 
chromatographic method used. As before, the individual data points are provided in 
Appendix 2.  
 
Table 7.2 – Results obtained in the study of the quaternary mixture methane + n-hexane + methanol + water, 
at 298.42 K and 9.8 MPa.  
Compound 
 Molar fraction  
 aqueous phase organic phase gas phase  
methane  3.0 × 10-3 0.160 --  
n-hexane  1.3 × 10-5 0.818 --  
methanol  0.167 1.9 × 10-2 --  
water  0.830 2.0 × 10-3 --  
 
 
Table 7.3 – Results obtained in the study of the quaternary mixture methane + n-hexane + methanol + water, 
at 298.31 K and 7.3 MPa.  
Compound 
 Molar fraction  
 aqueous phase organic phase gas phase  
methane  3.9 × 10-2 0.425 0.975  
n-hexane  4.8 × 10-2 0.529 2.4 × 10-2  
methanol  0.149 4.6 × 10-2 7.6 × 10-4  
water  0.764 < 2 × 10-4 < 2 × 10-4  
 
A comparison between the two sets of data seems shows some noteworthy 
divergences, especially in the composition of the liquid organic phase, which appears to be 
richer in methane in the second set. Also for the aqueous phase, a tenfold increase in the 
amount of methane is observed, although the equilibrium pressure is lower than in the first 
set of data. 
A possible explanation can be that during the first set of measurements a full 
equilibrium had not yet been achieved, although no significant change on the pressure 
values could be observed. This seems reasonable to explain the increase of the amount of 
methane in the liquid phases, especially in the aqueous phase. It is noticeable that the 
amount of n-hexane in the aqueous phase also had a considerable increase. However this is 
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hardly justified by a lack of equilibrium between the two liquid phases in the first set of 
experiments, since a good contact between the two phases exists. 
Previous to the presented studies, a first set of measurements was performed at a 
pressure of 2.8 MPa, but the results were not satisfactory, due to the fact that the set of 
capillaries installed in the cell are those appropriate for higher pressure measurements. 
Thus, the sampling times required for the determination of the full composition of the 
phases at this pressure were too high, and had a negative effect on the shape of the 
chromatographic peaks. The substitution of the capillaries for the “low-pressure” set would 
have been possible before the experiments, but this would imply the time consuming 
disassembling of some of the parts in the apparatus, and these experiments were performed 
in a tight schedule.  
The results presented in Tables 7.2 and 7.3, were also obtained with relatively long 
sampling times of 10 seconds, but without affecting the quality of the chromatographic 
peaks, as it can be seen in Figure 7.1, where an example of a chromatogram for a sample 
withdrawn from the organic phase during the study at 9.8 MPa is presented, showing the 
peaks corresponding to the four constituents of the system under study. Despite a slight 
tailing observed for the polar compounds, the chromatogram shows very well defined 
peaks. 
 
Figure 7.1 – Example of a chromatogram relative to a sample withdrawn from the organic phase of the 





As mentioned, the sPC-SAFT EoS was used in the prediction of the phase 
equilibrium for the quaternary system under study, under the conditions similar to the 
experimental. The version used was the included in the commercial software package 
SPECS (v5.10, CERE, Denmark). A summary of the pure compound parameters used by 
this software, for the four components of the mixture studied, are given in Table 7.4. 
For the modelling of this quaternary system, six binary interaction parameters are 
necessary, which can be determined by correlation of experimental data. In Chapter 6, the 
values of the kij for the binary mixtures methane + n-hexane, n-hexane + water, n-hexane + 
methanol and methanol + water were already determined. Further calculations were then 
necessary in order to establish the interaction parameters for the binary systems methane + 
water and methane + methanol. These calculations were also performed using the software 
SPECS.  
 
Table 7.4 – Summary of the sets of PC-SAFT pure component parameters used in the calculations presented 




m # () /'  (K) '() ()
methane 16.043 1.0000 3.7039 150.03 - - 
hexane 86.177 3.0576 3.7983 236.77 - - 
methanol 32.042 1.5250 3.2300 188.90 0.0352 2899.5 
water 18.015 1.0656 3.0007 366.51 0.0349 2500.7 
 
 
7.2.1.  Binary System Methane + Water 
The binary system methane + water was modelled at five different temperatures, 
between 283 K and 373 K. It was found that the value of the binary interaction parameter, 
kij, presents a strong dependence on temperature.  
For a temperature of 283 K, a negative value of kij = -0.025 was necessary in order to 
correctly correlate the experimental data. It was verified that the value of the kij has little or 
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no influence on the results produced by the model for the gas phase. Figure 7.2 presents the 
results of the modelling for the liquid phase, and a comparison with the values obtained in 
this work by the synthetic method, as well with values found in the literature [1-3]. As for 
the gas phase, the results are shown in Figure 7.3, together with experimental values found 
in the literature [4-7].  
It should be underlined that although two separate graphs are presented, the 
modelling of the system was obviously performed considering simultaneously the data 
relative to both phases. The representation is made using different plots for different phases 
in order to allow a better observation of the performance of the model, due to the very low 
mutual solubilities of these compounds.  
 
Figure 7.2 – Modelling of the binary system methane + water, at 283 K, using sPC-SAFT correlations with 
different values of kij, and comparison with experimental data obtained in this work by the synthetic method 

























Figure 7.3 – Modelling of the binary system methane + water, at 283 K, using sPC-SAFT correlations with 
different values of kij, and comparison with literature data for the gas phase [4-7]. 
 
For a temperature of 298 K, a value of kij equal to zero showed to be appropriate for 
the representation of the gathered experimental data. Such value accounts for a very good 
representation of the equilibrium in the liquid phase, as represented in Figure 7.4, where 
the experimental values obtained in the present work, both by the analytical and the 
synthetic method, as well as experimental data found in the literature [1,3,8-12] are also 
represented. Figure 7.5, shows the difficulty of the method to correctly describe the 
equilibrium in the gas phase regardless of the values of kij used in the calculations. In this 
plot, values obtained in the present work by the analytical method, and values found in the 
literature [4-6,12,13] are also represented for comparison.  
Again, as in all other cases presented in this chapter, the modelling was performed 
considering simultaneously the data relative to both phases, despite the separate graphical 




















Figure 7.4 – Modelling of the binary system methane + water, at 298 K, using sPC-SAFT correlations with 
different values of kij, and comparison with experimental data obtained in this work by the analytical and the 
synthetic method and data found in literature for the liquid phase [1,3,8-12]. 
 
 
Figure 7.5 – Modelling of the binary system methane + water, at 298 K, using sPC-SAFT correlations with 
different values of kij, and comparison with experimental data obtained in this work by the analytical method 









































As for the calculations at 303 K, a value of kij = 0.007 was found to be best for the 
representation of the experimental data. As in the calculations for 298 K, it was found that 
the model can give a very good representation of the equilibrium in the liquid phase, but 
fails to describe the gas phase. Figure 7.6 present the results of the modelling at this 
temperature for the liquid phase, together with the experimental data obtained in the 
present work, and with values found in the literature [2,8,14]. Figure 7.7 presents the 
results for the gas phase as well as experimental values obtained in this work by the 
analytical method and literature values [4,5].  
For higher temperatures, the model started to reveal considerable difficulties in 
describing the equilibrium in the liquid phase. On the other hand, it seems more adequate 
for characterising the gas phase.  
For a temperature of 323 K, a binary interaction parameter of 0.12 was found to be 
appropriate for the modelling of both phases, as presented in Figure 7.8 for the liquid 
phase, together with experimental values from the literature [15], and in Figure 7.9 for the 
gas phase, where values from the literature are also presented [12,13]. 
 
Figure 7.6 – Modelling of the binary system methane + water, at 303 K, using sPC-SAFT correlations with 
different values of kij, and comparison with experimental data obtained in this work by the analytical method 





















Figure 7.7 – Modelling of the binary system methane + water, at 303 K, using sPC-SAFT correlations with 
different values of kij, and comparison with experimental data obtained in this work by the analytical method 
and data found in literature for the gas phase [4,5]. 
 
 
Figure 7.8 – Modelling of the binary system methane + water, at 323 K, using sPC-SAFT correlations with 









































Figure 7.9 – Modelling of the binary system methane + water, at 323 K, using sPC-SAFT correlations with 
different values of kij, and comparison with experimental data found in literature for the gas phase [12,13]. 
 
For a temperature of 373 K, an adequate modelling of this binary system can be 
achieved using a value of kij of 0.2, as shown in Figure 7.10 for liquid phase. Also 
observable in this graph is the discrepancy between the two sets of data found in the 
literature [14,15]. Since only these two sets of data were found in the literature for this 
range conditions, it is not possible to establish a priori which of the data sets is correct. 
However, judging by the tendencies observed for the other temperatures it can be assumed 
that the data of Kiepe et al. [14] may contain some errors. It is interesting to notice that the 
data of Michels et al. [15] was published in 1936, fact that shows that quality data 
maintains its relevance regardless of when it was measured.  
The representation relative to the equilibrium for the gas phase at the temperature of 























Figure 7.10 – Modelling of the binary system methane + water, at 373 K, using simplified PC-SAFT 
correlations with different values of kij, and comparison with experimental data found in literature for the 
liquid phase [14,15]. 
 
 
Figure 7.11 – Modelling of the binary system methane + water, at 373 K, using simplified PC-SAFT 







































A summary of the kij values found in the modelling of this binary system for various 
temperatures is given in Table 7.5 and depicted in Figure 7.12, where it can be observed an 
almost linear dependence of the kij values with the temperature. 
 
Table 7.5 – Values of kij found in the modelling of the binary system methane + water, at five different 
temperatures between 283 K and 373 K.  








Figure 7.12 – Values of kij found in the modelling of the binary system methane + water, at five different 
temperatures between 283 K and 373 K, showing the dependence of the kij values with temperature. 
 
The modelling of this binary system was more challenging than initially expected. 
Although being a simple system, a temperature dependent kij has to be considered, and still, 












Also observed was the existence of discrepancies between different data sets. This 
was only presented for a temperature of 373 K since only two data sets are available for 
that temperature, but it was also verified for lower temperatures. However in those cases 
the existence of several data sets allow the identification of the anomalous data set, which 
was then not included in the calculations, nor in the graphical representations. 
The complexity in the modelling, together with the discrepancy found between some 
sets of data, corroborates once again the importance of the new experimental quality 
measurements.  
 
7.2.2.  Binary System Methane + Methanol 
The binary system methane + methanol was also modelled at 298 K. The correlation 
of the experimental data found in literature [16-18] is presented in Figure 7.13.  
 
Figure 7.13 – Results obtained in the modelling of the binary system methane + methanol, at 298 K, using 



























It is observable that a correct modelling of the liquid phase is achieved using a kij of 
0.04. However, this value seems inadequate for the representation of the gas phase, for 
which a value of 0.02 for the kij would be preferable. For further calculations regarding the 
quaternary system studied in this chapter, the value of 0.04 will be used. 
 
7.2.3.  Quaternary System Methane + n-hexane + Methanol + 
Water
The quaternary system constituted by methane + n-hexane + methanol + water was 
modelled at conditions similar to the observed in the experimental measurements. The six 
binary interaction parameters used in this prediction are summarised in Table 7.6. As 
mentioned before, four of these parameters were already calculated and presented in 
Chapter 6. 
 
Table 7.6 – Values of kij found in the modelling of the six binary systems binary systems formed with the 
constituents of the quaternary system methane + n-hexane + methanol + water.  
Compounds kij
methane + n-hexane 0.01 
methane + methanol  0.04 
methane + water 0.00 
n-hexane + methanol 0.03 
n-hexane + water 0.055 
Methanol + water -0.04 
 
These values of the binary interaction parameters were then used in a multiphase 
flash calculation for the temperature and pressure conditions studied experimentally. The 
results for 9.8 MPa are presented in Table 7.7, where a comparison with the experimental 






Table 7.7 – Results obtained in a multiphase flash calculation using sPC-SAFT, for the mixture methane +  
n-hexane + methanol + water, at 298.42 K and 9.8 MPa, and comparison with experimental values.  
Phase Compound 
 Molar fraction  
 sPC-SAFT experim. (this work) deviation (%)   
aqueous 
phase 
methane  5.18 × 10-3 3.01 × 10-3 72  
n-hexane  3.00 × 10-5 1.32 × 10-5 127  
methanol  0.155 0.167 -7.2  
water  0.840 0.830 1.2  
organic 
 phase 
methane  0.423 0.160 164  
n-hexane  0.566 0.818 -30  
methanol  6.96 × 10-3 1.90 × 10-2 -63  
water  4.81 × 10-3 2.00 × 10-3 140  
gas 
 phase 
methane  0.982 -- --  
n-hexane  1.64 × 10-2 -- --  
methanol  1.15 × 10-3 -- --  
water  6.74 × 10-4 -- --  
 
For the first set of results, at 9.8 MPa, the agreement of the calculations with the 
experimental values for the inorganic phase is remarkable, considering the predictive 
character of the calculation and the complexity of the system. The success of the model is 
evident even in the prediction of extremely small amounts, such as the mole fraction of  
n-hexane, in the order of 10-5. For the mole fraction of water and methanol, the prediction 
has accuracy better than 10%.  
For the organic phase, the model seems to have overestimated the solubility of 
methane in this phase, and the results are less accurate than for the aqueous phase. 
Nevertheless, the calculated molar fraction of methanol and water do not differ greatly 
from the experimental values, again considering that these are very low values. 
In an attempt to verify the influence of the value of kij relative to the binary system 
methane + n-hexane in the prediction of the composition of the organic phase, some 
calculations were performed. The results, presented in Table 7.8, show that the value of 
this binary interaction parameter influences greatly the composition of the organic phase, 
without altering significantly the compositions of the other two phases in equilibrium. 
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However, in order to achieve values in accordance to the experimental data obtained 
in this work, a kij of 0.15 is required, which would be too high for the modelling of the 
binary system under consideration.    
 
Table 7.8 – Influence of kij values for the binary system methane + n-hexane in the multiphase flash 
calculation for the mixture methane + n-hexane + methanol + water, at 298.42 K and 9.8 MPa.  
kij Compound 
 Molar fraction  
 aqueous phase organic phase gas phase   
0.05 
methane  5.19 × 10-3 0.342 0.983  
n-hexane  3.40 × 10-5 0.645 1.52 × 10-2  
methanol  0.155 7.68 × 10-3 1.15 × 10-3  
water  0.840 5.33 × 10-3 6.73 × 10-4  
0.10 
methane  5.20 × 10-3 0.252 0.985  
n-hexane  3.80 × 10-5 0.734 1.34 × 10-2  
methanol  0.155 8.07 × 10-3 1.15 × 10-3  
water  0.840 5.72 × 10-3 6.71 × 10-4  
0.15 
methane  5.21 × 10-3 0.181 0.987  
n-hexane  4.10 × 10-5 0.805 1.14 × 10-2  
methanol  0.155 8.04 × 10-3 1.14 × 10-3  
water  0.840 5.86 × 10-3 6.69 × 10-4  
 
In fact, and recalling the analysis of the two experimental data sets, it is possible that 
the source of this divergence for the composition of the organic phase may be related to the 
quality of the first set of experimental data, and to the possible problem of  
non-equilibrium.  
In order to better interpret the results of the predictive modelling, an analysis of the 
results obtained for a pressure of 7.3 MPa is helpful. The results for this pressure are 
presented in Table 7.9, where again, a comparison with the experimental values obtained in 
this work is also given. 
In this case, the agreement with the results obtained for the inorganic phase is not as 
significant as before, but nevertheless a good agreement is observed, with exception for the 
amount of n-hexane, with is now 3 orders of magnitude lower than the experimental value.  
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Table 7.9 – Results obtained in a multiphase flash calculation using sPC-SAFT, for the mixture methane +  
n-hexane + methanol + water, at 298.31 K and 7.3 MPa, and comparison with experimental values.  
Phase Compound 
 Molar fraction  
 sPC-SAFT experim. (this work) deviation (%)  
aqueous 
phase 
methane  4.18 × 10-3 3.9 × 10-2 -89  
n-hexane  3.30 × 10-5 4.8 × 10-2 -100  
methanol  0.155 0.149 4.0  
water  0.841 0.764 10  
organic 
 phase 
methane  0.334 0.425 -21  
n-hexane  0.654 0.529 -24  
methanol  7.24 × 10-3 4.6 × 10-2 -84  
water  5.13 × 10-3 < 2 × 10-4 --  
gas 
 phase 
methane  0.985 0.975 1.0  
n-hexane  1.26 × 10-2 2.4 × 10-2 -48  
methanol  1.27 × 10-3 7.6 × 10-4 67  
water  7.22 × 10-4 < 2 × 10-4 --  
 
More important, is the improvement in the concordance observed for the organic 
liquid phase, caused by the significant changes in the experimental results, rather than by 
changes in the results of the model. This fact seems to support the idea that the first set of 
data was not the most accurate.  
As for the composition of the gas phase, the agreement between the predictions of 
the model and the experimental values is again very good, demonstrating that the 
simplified PC-SAFT EoS shows a great potential for the prediction of equilibrium in these 
type of systems.  
Relatively to the experimental results, it is necessary to take into account that this 
was the first actual measurements performed in a multiphase system, and unfortunately, 
within a very limited time frame. It is therefore natural that situations such as the verified 
in the measurement of the first set of data occur, as part of a natural process in which the 
real operating characteristics and sometimes limitations of the apparatus are acknowledged 
by the operator. This verifies not only for the case of a new apparatus, but for any situation 
in which a researcher begins working with previously existing equipment, following the 
popular proverb that practice leads to perfection. 
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This is one of the reasons why continuity is so important in experimental work, in 
order to make use of the experience acquired in the work with a particular set-up.  
In the present work, further measurements and calculations would have been 
extremely useful in order to better identify the reasons of the divergences between the two 
sets of experimental data, and to continue the testing of the theoretical model applied. 
Unfortunately this was not possible due to the aforementioned time limitations.  
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Solubility of Carbon Dioxide
in Aqueous Solutions
of Amino-acid Salts
As mentioned in the introduction, a part of the present work was dedicated to the 
topic of carbon dioxide capture, through the study of the sorption of this gas in amine and 
amino-acid salts solutions, as a contribution to a project currently on-going in the research 
group.
The solubility of carbon dioxide in aqueous solutions of amino-acid salts is currently 
under study by means of an analytical isobaric-isothermal method, more precisely through 
a semi-flow method, in which a synthetic gaseous mixture containing approximately 10% 
of carbon dioxide, simulating the composition of a typical flue gas, is continuously 
bubbled through the aqueous solution at pressures very close to atmospheric pressure, with 
the concentration of carbon dioxide being monitored in the effluent stream. Besides the 
determination of some kinetic parameters, this method also allows the calculation of the 
maximum load of carbon dioxide to be absorbed by the solution, through the integration 
over time of the concentration of carbon dioxide in the effluent stream. 
Due to several characteristics of this recently developed apparatus, such as the fact 
that the equilibrium cell and other important parts are made entirely of glass, the 
impossibility for the inclusion in the system of a back-pressure regulator, or the type of 
sensor used for the quantification of the carbon dioxide concentration in the effluent 
stream, its applicability is limited to atmospheric pressure. However, it is of interest to 
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industry to have information on the sorption of carbon dioxide in these solutions at 
pressures around 0.2 MPa or 0.3 MPa [1]. Due to the relative simplicity of these systems, 
the solubility of carbon dioxide in a solution can easily be determined at different values of 
pressure using a synthetic method, as demonstrated in Chapter 5 with the measurement of 
the solubility of methane in water.   
Furthermore, the conjugation of the two methods in the study of the same systems is 
also very interesting from an experimental perspective, since it allows inferring the 
consistency of the results produced by the two apparatus, both of them developed recently, 
and it allows the establishment of comparisons between the two methods, underlining the 
advantages and disadvantages of each one of them.   
Previous to the study of the systems in question, with the aqueous solutions of 
amino-acid salts, preliminary measurements were performed using well known systems, in 
order to have a better understanding of the optimal conditions to be used in the 
experiments. This is an important step as it may allow the anticipation of experimental 
problems that may arise during the measurements. In this work, the solubility of carbon 
dioxide in pure water was firstly measured at temperatures close to 298 K. Subsequently, 
measurements of the solubility of carbon dioxide in an aqueous solution of 2-aminoethanol 
(monoethanolamine or MEA) were also performed at temperatures around 298 K, 
anticipating the measurements with amino-acid salts.  
8.1. Sorption of Carbon Dioxide in Amine-based Aqueous  
Solutions
The separation and capture of carbon dioxide has been an important operation in 
different areas of industry for a long time, in cases such as natural gas production, in which 
CO2 has to be removed since its presence in the final product is undesirable [2], but also in 
many other industries based in the various applications of carbon dioxide, such as 
enhanced oil recovery, supercritical processes, carbonation of brine, welding as an inert 
gas, food and beverage carbonation, dry ice, urea production and soda ash industry [3,4]. 
Nevertheless, the topic of carbon dioxide capture attained a whole new dimension 
with the recent environmental concerns related to the climate changes and the reducing of 
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the emissions of greenhouse gases. The contribution of carbon dioxide to enhancing the 
greenhouse effect is estimated to be around 60% [2], placing this gas in the centre of the 
majority of the current environmental policies, which in turn supports the substantial 
expansion in the research performed on this area.  
From the different technologies available for separation and capture of carbon 
dioxide, such as absorption, adsorption, membrane separation, cryogenic separation or 
biological capture, all of them recently reviewed by different authors [3,5,6], absorption is 
presently the most commonly used technology, being regarded by some authors as the 
most viable solution for at least, the near-term future, when compared with the other 
methods [7]. Monoethanolamine (MEA) has been the most frequently used sorbent, 
presenting several advantages when compared with other amines, such as high reactivity, 
low cost, low molecular weight and consequently, a high absorbing capacity per mass unit, 
presenting also a reasonable thermal stability and degradation rate [2,8]. Among the 
disadvantages in the use of MEA, is a high enthalpy of reaction with CO2, leading to a 
higher energy consumption in the desorption process, the formation of a stable carbamate, 
the formation of degradation products under particular conditions, the inability to remove 
mercaptans and vaporisation losses caused by the relatively high vapour pressure of their 
aqueous solutions. Furthermore, MEA is also more corrosive than many other 
alkanolamines requiring sometimes the use of corrosion inhibitors [2,8].
Other amines have been considered as an alternative, among which  
(2-aminoethyl)ethanolamine (AEEA), a diamine offering a high absorption rate and a high 
absorption capacity, in addition to a much lower vapour pressure than MEA [2,9]. 
Methyldiethanolamine (MDEA) and diethanolamine (DEA) have also been used for the 
CO2 absorption in the gas industry [10,11]. Park and his co-workers conducted a series of 
studies during the last years, focusing on the sorption of carbon dioxide in a number of 
different sorbent materials, such as aqueous solutions of xanthan gum containing 
monoethanolamine [12], aqueous solutions of 1,8-diamino-p-menthane [13], aqueous 
solutions of 2-amino-2-methyl-1-propanol [14], among several other materials. 
The process of amine absorption of carbon dioxide from the flue-gas of fossil-fuelled 
power plants usually consists in passing the flue-gas through an absorption column where 
an amine-based solvent is sprayed into the gas flow, with carbon dioxide being captured in 
the liquid phase, bonded through chemical reactions. The amine solution is then 
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regenerated in a different column, the desorber, where it is heated up to about 393 K  
(120 ºC), resulting in a carbon dioxide stream with purity from 95% up to 99% which 
leaves the desorber, being the lean amine solution recycled to the absorber column. This 
process is represented in Figure 8.1. 
Figure 8.1 – Flow-sheet of the amine absorption process of carbon dioxide, from the flue-gas of fossil-
fuelled power plants. Source: Cansolv [15].
However the current absorption technologies for carbon dioxide capture are 
somewhat energy intensive, and consequently costly, having an adverse affect in the 
economics of many industrial processes. Improvements are therefore imperative, in order 
to overcome these aspects, either through innovative process design, or through the 
selection of new and better sorbents [9]. 
Recently, as part of the search for new sorbent materials, a significant number of 
works were published on the subject of the use of ionic liquids for the capture of carbon 
dioxide [16-27]. Another recent tendency is the use of amino-acid salt solutions [28-37]. 
Aqueous alkaline salts of amino-acids, usually potassium or lithium salts, but also sodium 
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salts in some cases, are an interesting alternative for the currently used alkanolamines. 
Generally these solutions are characterized by lower vapour pressures due to their ionic 
nature, and amino-acids have the same functional groups as alkanolamines, and thus 
expected to behave similarly towards carbon dioxide, although presenting a higher stability 
towards oxidative degradation [32,38]. In fact, the chemical reactivity with carbon dioxide 
is comparable or even higher than those of alkanolamines, presenting also further 
advantages such as a higher CO2 loading and, most importantly, relative low energy 
requirements for regeneration. Another interesting characteristic is their ability to 
precipitate solids when absorbing carbon dioxide, which in some cases can contribute to a 
further increase in the loading capacity. The high surface tension of the aqueous solutions 
of amino-acid salts makes them an interesting alternative to be considered for gas-liquid 
membrane applications, without the requirements for expensive membranes as it happens 
in the case of MEA [35,36]. 
Considering an amino-acid with the generic formula HOOC-R-NH2 dissolved in 
water, the following equilibrium is established, in which the neutral molecule assumes the 
form of a zwitterion:  
 HOOC-R-NH3    ¯OOC-R-NH3    ¯OOC-R-NH2 (8.1) 
The addition of potassium hydroxide removes a proton from the amino-acid, leaving 
the molecule with a –NH2 group similar to the active group in the alkanolamines: 
 ¯OOC-R-NH3  +  KOH    K  +  ¯OOC-R-NH2  +  H2O (8.2) 
The reaction of the potassium salt of the amino-acid with carbon dioxide follows the 
typical path of the reaction of an alkanolamine, with the formation of carbamate and 
bicarbonate. 
Carbamate formation:
 CO2  +  2  ¯OOC-R-NH2    ¯OOC-R-NH-COO¯  +  ¯OOC-R-NH3 (8.3) 
Carbamate hydrolysis:




 CO2  +  ¯OOC-R-NH2  +  H2O    ¯OOC-R-NH3  +  HCO3¯ (8.5) 
The hydrolysis of the carbamate is usually not very important for primary amines, 
and most of the absorbed carbon dioxide will be in the form of carbamate, and thus, it can 
be considered that two moles of the original amine, or of the amino-acid salt, are required 
to absorb one mole of carbon dioxide. 
Under certain conditions, with high amino-acid salt concentration and/or high CO2
loadings, precipitation may occur, which can either be constituted by the zwitterions, a 
product of reaction 8.3, or by a bicarbonate salt. In any case, this precipitation will shift the 
equilibrium 8.3 to the formation of more products, increasing the absorption capacity of 
the solution, and consequently also shifting the equilibrium pressure downwards. Figure 
8.2 presents a plot of an equilibrium curve relative to a solution with a concentration of  
6 mol.dm-3 of an undisclosed amino-acid salt, at a temperature of 313 K (40 ºC), according 
to the work presented by Brouwer et al. [37].
Figure 8.2 – Equilibrium curve relative to a solution with a concentration of 6 mol.dm-3 of an undisclosed 
amino-acid salt, at a temperature of 313 K (40 ºC), according to the presented by Brouwer et al. [37]. 
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A plateau in the carbon dioxide equilibrium pressure can be seen, caused by the 
occurrence of precipitation for a CO2 loading of around 0.2. From this point on, the 
equilibrium pressure does not increase with the increase of the loading, until a loading 
value of about 0.3 is reached, where no further significant precipitation occurs. The overall 
consequence is a significant increase in the total solvent loading for a particular pressure, 
allowing a reduction in the costs associated to the CO2 capture process. Nonetheless, it is 
necessary to take into account that, in order to make a good use of this precipitation 
phenomenon at industrial level, several modifications need to be implemented in terms of 
process design and in the equipment typically used with the amine solutions.  
By increasing the temperature, the precipitate re-dissolves, allowing the regeneration 
of the solvent in process similar to that used with the alkanolamines. Furthermore, another 
advantage of the use of amino-acid salt solutions, is the fact that a lower temperature is 
required for the regeneration of the absorbent, which can be performed at temperatures 
around 353 K (80 ºC), instead of the approximately 393 K (120 ºC) commonly used for the 
regeneration of MEA. Alternatively, the regeneration can be performed at temperatures 
similar to those used for MEA, leading to a higher extent of regeneration, in any case 
allowing a further reduction in the costs of the process.   
In their work, Brouwer and his co-workers [37] presented a study of the costs 
associated to the CO2 capture using the amino-acid salt technology, concluding that it can 
result in a price per ton of removed CO2 of about one half of the price inherent to the 
MEA-based process, emphasising the great potential of this new technology.
Recent news shows that this potential is being seriously taken into account by 
industry. In April 2008 the Royal Society of Chemistry announced in the online news the 
intention of the Netherlands to implement the use of amino-acid-based sorbents, in a 
project ran by TNO, The Netherlands Organisation for Applied Scientific Research, in 
which a pilot unit will be fitted to a 1040 MW coal-fired plant run by E.ON Benelux, for 
extraction of 90% of the carbon dioxide contained in 5% of the plant's flue gas waste 
stream, wich translates into around 6 tonnes of CO2 per day [39]. In June 2009, a joint 
press release from Siemens AG and TNO announced a cooperation agreement aimed at the 
further development of the amino-acid salt-based carbon capture technology, using the 
experience acquired by Siemens AG who is using the amino-acid process for CO2 capture 
in the industrial park in Frankfurt Höchst, Germany, and the knowledge and experience of 
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TNO in this area, with the aim of developing a full-scale demonstration plant by 2014 [40]. 
Also in 2009, E.ON announced the start-up of a pilot plant, due in the summer of that year 
and expected to operate until the end of 2010, putting the amino-acid salt concept to the 
test under real operating conditions at the Staudinger 5 hard-coal-fired plant in 
Grosskrotzenburg near Hanau, in Germany, ran by E.ON Kraftwerke GmbH [41]. In the 
same article, a joint project between Siemens AG and the Norwegian state-owned 
company Statkraft was also announced, in order to adapt the amino-acid salt technology 
for carbon capture to the use at combined cycle plants [41]. 
8.2. Experimental Results 
As previously mentioned, before proceeding with the experiments using aqueous 
solutions of amino-acid salts, preliminary measurements on the solubility of carbon 
dioxide in pure water and in an aqueous solution of 2-aminoethanol (MEA) were 
performed at temperatures around 298 K. 
8.2.1.  Solubility of Carbon Dioxide in Water 
The results of a literature survey performed for the binary system carbon dioxide and 
water is presented in Table 8.1, together with information on the temperature and pressure 
ranges for each of the cited references. In addition to these works, several reviews can also 
be found in the literature, such as the one by Diamong and Akinfiev [42] already 
mentioned in this work in a previous chapter, for a wide range of temperatures and 
pressures, from 272 K to 373 K and from 0.1 MPa to 100 MPa. Another review was 
presented by Spycher et al. [43] for an interval of temperatures between 285 K and 373 K, 
and pressures up to 60 MPa. Previous to these two works are the reviews presented by 
Carroll et al. [44] for the solubility of carbon dioxide in water at moderate pressures, up to  
1 MPa, and by Crovetto [45], relative to the solubility of the gas in a range of temperatures 
going up to the critical temperature of water, at 647 K.
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Table 8.1 – List of references found in a literature search for the binary system carbon dioxide + water.  
T / K p ./ MPa Ref. 
298 - 373 1.7 - 5.1 [46] 
273 - 348 2.5 - 30.4 [47] 
285 - 323 2.5 - 82.9 [48] 
323 - 373 0.1 - 70.9 [49] 
273 - 373 0 - 3.7 [50] 
373 - 473 0.3 - 8.1 [51] 
285 - 373 2.5 - 70.9 [52] 
323 - 323 10.1 - 30.1 [53] 
288 - 313 5.2 - 20.3 [54] 
323 - 348 10.1 - 15.2 [55] 
323 - 323 6.8 - 17.7 [56] 
298 - 298 3.6 - 11.0 [57] 
323 - 353 10.1 - 25.3 [58] 
373 - 473 0.5 - 6.7 [59] 
383 - 623 10 - 300 [60] 
323 - 623 20 - 350 [61] 
473 - 603 20.3 - 60.8 [62] 
244 - 296 1.5 - 6.1 [63] 
323 - 343 3.1 - 8.8 [64] 
344 - 344 10 - 100 [65] 
374 - 393 2.3 - 70.3 [66] 
498 - 548 114 - 311 [67] 
273 - 273 2.5 - 2.5 [68] 
348 - 421 10 - 20 [69] 
353 - 471 2.0 - 10.2 [70] 
278 - 338 0.1 - 0.1 [71] 
298 - 298 0.1 - 0.1 [72] 
273 - 353 0.1 - 0.1 [73] 
448 - 523 1.5 - 9 [74] 
373 - 423 5 - 5 [75] 
348 - 348 5 - 5 [76] 
283 - 303 0.1 - 2.03 [77] 
293 - 293 0.5 - 1.9 [78] 
278 - 318 0.47 - 8.0 [79] 
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The measurements of the solubility of carbon dioxide in water were performed in the 
cell presented in Chapter 5, according to the synthetic isothermal method, in a procedure 
similar to that described for the measurements of the solubility of methane in water. The 
experiments were carried out at temperatures around 298 K, and at pressures varying 
between 0.3 MPa and 0.9 MPa. Carbon dioxide with a purity of 99.995%, produced by 
Linde AG, Germany, and supplied by AGA A/S, Denmark, was used in the experiments, 
together with deionised water. The amount of carbon dioxide charged into the cylinder was 
determined gravimetrically, by means of an analytical balance Mettler-Toledo PR1203 
with a precision of 0.001 g. The obtained results are presented in Table 8.2 and represented 
in Figure 8.3, where values from literature [44,50,79], used for comparison, are also 
shown.
Table 8.2 – Results obtained in the in the measurements of the solubility of carbon dioxide in pure water, at 
temperatures around 298 K.  
T / K p / MPa xCO2 103
299.64 0.342 1.712 
299.76 0.551 3.193 
299.61 0.752 4.125 
298.10 0.558 3.011 
298.23 0.305 1.645 
298.11 0.311 1.715 
298.10 0.861 5.036 
298.09 0.435 2.454 
298.09 0.435 2.476 
It is noticeable that for the lower pressures studied, some of the results obtained in 
this work are slightly lower than literature. Nevertheless a very good agreement is 
observed, especially considering the low quantities in question.
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Figure 8.3 – Results obtained in the measurements of the solubility of carbon dioxide in pure water, at 
temperatures around 298 K, and comparison with values from literature [44,50,79]. The dashed line in the 
graph is given merely for eye guidance, although based in the literature data.
8.2.2.  Solubility of Carbon Dioxide in Aqueous Solutions of  
2-aminoethanol
The measurements of the solubility of carbon dioxide in an aqueous solution of 
MEA, (2-aminoethanol) were performed according to the same synthetic isothermal 
method already described. The gas used was carbon dioxide with a purity of 99.995%, 
produced by Linde AG, Germany, and supplied by AGA A/S, Denmark. The amount of 
gas used in each experiment was determined gravimetrically, by means of an analytical 
balance Mettler-Toledo PR1203 with a precision of 0.001 g. The same balance was used in 
the preparation of the MEA solution, for which deionised water was used, together with an 
adequate amount of 2-aminoethanol with a purity superior to 99%, from Sigma-Aldrich. 
The exact concentration of the solution used in the experiments, prepared simultaneously 
gravimetrically and volumetrically, was 29.6 wt%, equivalent to 4.84 mol.dm-3. The 
experiments were performed at temperatures around 298 K, and at pressures less than  
0.6 MPa. The results are presented in Table 8.3 and in Figure 8.4, together with 




























Table 8.3 – Results obtained in the in the measurements of the sorption of carbon dioxide in an aqueous 
solution of 2-ethanolamine 30 wt%, at temperatures around 298 K.  
T / K p / MPa
loading
(molCO2/molMEA)
298.15 0.006 0.269 
298.07 0.432 0.730 
300.13 0.523 0.736 
298.17 0.510 0.742 
298.17 0.049 0.582 
Figure 8.4 – Results obtained in the measurements of the sorption of carbon dioxide in an aqueous solution 
of 2-ethanolamine 30 wt%, at temperatures around 298 K, and comparison with experimental values from 
literature [8,80] and with the extended UNIQUAC model [81]. 
As it can be seen in the graph, the results obtained in the present work are 
considerably lower than the values found in literature, both the experimental and the 
predicted by the extended UNIQUAC model. This fact is worrying since the fundament of 






























Despite the deviations to the literature, it is possible to observe in the results the 
influence of the temperature in the loading, a sign that the results are most certainly 
affected by a systematic error, rather than by scattering, or by uncertainty associated to the 
experimental method. In addition, the agreement between the results of different 
experiments performed under the same conditions is remarkable. With this in mind, an 
analysis of all the experimental conditions and possible sources of errors was performed, 
leading to the conclusion that the origin of the deviations in the results was possibly the 
degradation of MEA, since the solution used in the experiments was not freshly prepared, 
as it had been prepared for other experiments carried out in another experimental set-up. 
To illustrate this possibility, Figure 8.5 shows the same experimental results 
corrected for a MEA degradation of 5%. 
Figure 8.5 – Results obtained in the measurements of the sorption of carbon dioxide in an aqueous solution 
of 2-ethanolamine 30 wt%, at temperatures around 298 K, corrected for a possible degradation of 5% of  
2-ethanolamine, and comparison with experimental values from literature [8,80] and with the extended 
UNIQUAC model [81]. 
Although still lower than the predictions of the extended UNIQUAC model [81], or 
the values obtained by Jou et al. [8], the results are now in a good agreement with the 
values published by Lee et al. [80]. Assuming a degradation of 8% would lead to the 





























Since the calculations of the results were performed a posteriori, it was not possible 
to verify the validity of this idea with the titration of the solution. However, the exchange 
of ideas with several colleagues seems to corroborate that the degradation of MEA should 
be the most probable cause for the results achieved.  
8.2.3.  Solubility of Carbon Dioxide in Aqueous Solutions of  
Amino-acid Salts 
As mentioned, this part of the work is a contribution to another project, for which 
other researchers within the research group previously performed a series of screening 
experiments using the aforementioned semi-flow apparatus. The results of these screening 
experiments pointed out the amino-acid L-proline as one of the more suitable sorbents, a 
result in agreement with the work of van Holst [36], who studied the behaviour of solutions 
of potassium salts of seven different amino-acids, having reached the conclusion that, for 
equal concentrations, L-proline and sarcosine were the most promising absorbents.  
L-proline 
The experiments focused on the determination of the loading capacity of the 
solutions of this amino-acid at 300 K, and on desorption at 353 K (80 ºC). Furthermore, 
longer experiments were performed, with temperature cycles between these two 
temperatures, in order to evaluate the possible influence of the cycles in the absorption 
capacity of the amino-acid at 300 K. 
A first aqueous solution of the potassium salt of L-proline was prepared 
simultaneously volumetrically and gravimetrically, in an analytical balance Mettler-Toledo 
PR1203, with a precision of 0.001 g, using deionised water, L-proline with a purity of 
superior to 99%, according to the analysis performed by the supplier, Sigma-Aldrich, using 
thin layer chromatography, and potassium hydroxide with a purity of better than 85% 
acquired also from Sigma-Aldrich. The exact concentration of the solution used in the 
experiments was 7.00 molal, which is equivalent to 38.9 wt% and to 4.10 mol.dm-3. The 
viscosity of the solution was determined to be 8.3 mPa.s at 298 K, by using an Anton Paar 
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AMV 200 rolling ball microviscometer. During these measurements, a density of  
1.215 g.cm-3 was determined at the same temperature. A second solution was also used, 
with a concentration of 6.99 molal, or 4.04 mol.dm-3.
Carbon dioxide with a purity of 99.995%, produced by Linde AG, Germany, and 
supplied by AGA A/S, Denmark was used in the experiments. As before, the amount of 
gas used in each experiment was determined gravimetrically, using the aforementioned 
analytical balance. The experiments were performed according to the synthetic isothermal 
procedure described previously, at temperatures of 300 K and 353 K, and at pressures up to 
0.7 MPa. The results obtained in these few experiments are presented in Table 8.4 and 
represented in Figure 8.6, together with the value found by Lerche at 0.1 MPa, using a 
semi-flow method [82].  
Table 8.4 – Results obtained in the in the measurements of the sorption of carbon dioxide in an aqueous 
solution of L-proline 7.0 molal, at temperatures of 300 K and 353 K.  
T / K p / MPa loading (molCO2 / molsalt)
299.85 0.289 0.821 
300.14 0.282 0.782 
352.95 0.640 0.462a
a – Value obtained in the calculations not taking into account the 
amount of water in the gas phase.
The comparison of the values obtained at 0.3 MPa to the value found by Lerche [82] 
at 0.1 MPa, shows an increase of 12% in the loading, a value very similar to the increase 
verified by Lee et al. [80] for a solution of MEA with the same concentration (7 molal) in 
the same pressure range. For solutions of the same molality, L-proline presents a loading 
8% superior to the verified for MEA under similar conditions. 
The occurrence of precipitate was observed during the experiments at 300 K, both 
for in this work and in the work of Lerche [82]. From the pressure profiles recorded during 
the experiments, it was possible to determine that the formation of precipitate started when 
a loading of 0.72 molCO2 / molsalt was achieved, at pressure close to 0.47 MPa. 
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Figure 8.6 – Results obtained in the in the measurements of the sorption of carbon dioxide in aqueous 
solutions of L-proline 7.0 molal, at 300 K and 353 K, and comparison with values from literature [82]. 
The experiments included up to 4 temperature cycles between 298 K and 353 K, 
which revealed no influence of the temperature cycling in the loading of CO2 measured at 
300 K.
It should be pointed out that the value obtained for 353 K was calculated not taking 
into account the amount of water present in the gas phase at this temperature, which should 
not be negligible. The value is presented to give a first idea of the absorption at that 
temperature. For a more accurate determination, the amount of water vapour should be 
taken into account, as well as its influence in the density of the gas phase, required in the 
calculations when using this synthetic method. 
For both temperatures, further experiments are required, in order to better evaluate 
the influence of pressure in the loading values. Experiments at lower pressures can be used 
to better verify the concordance between the results produced through both experimental 
methods, although the results should not be exactly similar. In the current method, the 
calculated value of the loading is in fact a sum of the chemical absorbed CO2 with the 
physically adsorbed gas, into a previously degassed solution, while in the semi-flow 
method a non-degassed solution is used. Furthermore, the use of a gas mixture of only 10% 
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The amount of work initially expected for the length of this project was not entirely 
achieved, mainly due to the delays related with the production of the parts necessary for 
the equilibrium cell. Although the cell was built in the workshop of the department, and the 
CAD SolidWorks files relative to all the parts were supplied by the author, in a format also 
used by the workshop, it took over one year to have the main body of the cell finished, and 
an additional period of six more months to get it equipped with all the necessary 
connections.
This time was naturally used in other activities, such as performing several tests and 
attempts to re-commission the existing cell which had not been in use for several years, 
preparing extensive bibliographic surveys, reading, etc. However, there is an inevitable 
chronological sequence in the development of new experimental equipment, where some 
tasks are dependent on the completion of others, especially in the case of a complex 
apparatus such as the one under consideration here, in which several different parts have to 
be built and bought for further assembling, in a process that will invariably require 
additional adjustments. This implies that the delay of one of the earlier stages will have a 




During the assembly and test of the apparatus, further difficulties were encountered, 
which led to additional delays. Although modern and well equipped, the laboratories of the 
research group do not have yet an established routine, possibly due to the more theoretical 
tradition of the group, meaning that what otherwise would be a simple and small task, 
became in this case more complex and time consuming. This was particularly evident in 
the development of the analytical method, in which the lack of chromatographic expertise 
in the group led to a substantial lengthening of this process, occasionally through some 
misled steps. 
Nonetheless, the main purpose of this work was achieved, with the successful 
development of two new high-quality experimental set-ups, one of them of a considerable 
complexity, capable of producing reliable results, characterised by a superior precision and 
accuracy, as confirmed by the number of tests performed, and with a versatility that allows 
their use by means of different methods. Although it was not possible to achieve a 
significant amount of results in the time scale of the work, both apparatus should be 
regarded as an important and solid contribution to the future, constituting a basis that will 
simplify the implementation of future research projects with an experimental component. It 
should also be emphasised that the option for carefully carrying out an extensive range of 
tests, by means of assuring the correct functioning of the equipment, prevented the very 
early attainment of “publishable” results.  
Another aspect worth mentioning is related with the costs of the equipment, in times 
where the economics have a significant role in the administration of any research group, 
and where the experimental work often involves nearly prohibitive costs. The first 
analytical apparatus presented was completely planned, designed and built for a current 
project, with an overall cost several times less than the commercial solutions available. 
Furthermore, this allowed a higher degree of customisation, avoiding the need for 
compromises, always inevitable where commercial equipment is concerned. The second 
apparatus presented, constitutes a good example of the reuse of decommissioned 
equipment, with substantial improvements in the quality of the set-up, at very low cost. 
In this thesis, an effort was made to fully describe the developed apparatus, in a 
comprehensive manner, underlining the grounds for the design or the selection of all the 
parts used. Furthermore, all results and tests were presented, including the less successful 
ones, in an attempt to illustrate the type of problems that often occur in experimental work, 
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but that very seldom get published. The idea is that this thesis can also be used as a useful 
guide for future experimental work, to be developed in the described equipment or in a 
new one, in an effort to transmit some of the acquired know-how, rather than just 
presenting the results obtained. 
Besides the developed set-ups, this thesis comprises also a review of the 
experimental methods available for the measurement of phase equilibria, with up-to-date 
examples of their applications, something that can also be found in published literature 
reviews, although in a more summarised form [1,2]. Simultaneously, a comparison of the 
various methods is presented, with an analysis of the advantages and disadvantages of each 
method, making of Chapter 3 a helpful guide for any researcher in need to implement a 
new experimental method for a particular type of measurements, something that happens 
frequently in an active laboratory as recently stated by Richon [3], in a work already 
several times mentioned in the present thesis.    
 A literature review on the existent data for the systems considered of interest to this 
work was also presented, with special attention on providing the original source of data, 
giving the reader the possibility for evaluation of the quality of the data, and avoiding its 
indiscriminate use, sometimes taken as experimental values when the numbers are in fact, 
already the product of smoothing processes and extrapolations. In order to simplify the 
search for data for particular systems, a database was created using common software. 
In a complementary part of the work, modelling was also performed, firstly in the 
verification of the applicability of the simplified PC-SAFT equation of state, by the 
correlation a number of binary systems and in a second stage in the prediction of the 
equilibrium phase compositions in a quaternary system studied experimentally.  
9.2. Future work 
Although focusing on the study of hydrate inhibitor systems and on the topic of 
carbon dioxide capture, the nature of the work developed was characterised by a rather 
broader perspective. Nevertheless, from an experimental point of view, it is possible to 
provide a set of advices for the future experimental work with these equilibrium cells in the 
laboratories of the group.
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Rather than pointing a specific path, the commissioning of these two apparatus can 
be regarded as the opening of a new range of opportunities, for different projects, since the 
applicability of these experimental set-ups is not limited to the type of systems under 
consideration in the particular areas focused on this work. It is important to take into 
account however, that as versatile as the existing equipment may be, often there is the need 
for new customised set-ups, as recently pointed out by Richon [3]. As mentioned in 
Chapter 3, it is necessary to take into account the fact that there is not a single method that 
is suitable for all the different types of measurements in phase equilibrium, often being 
impossible to assert which method is the most appropriate for a specific determination. 
Of extreme importance is the continuity in the use of the equipment, which tends to 
suffer a precocious ageing, leading to malfunctions, sometimes of an irreversible character, 
when not used, as demonstrated with the equilibrium cell recovered in the present work. A 
new experimental apparatus constitutes an investment whose profitability in terms of 
results is timed limited, before it becomes obsolete, which in the current days might 
happen relatively fast due to the constant technological developments placed at the service 
of instrumentation. 
Further improvements for the developed apparatus are dependent on future 
applications. For the analytical apparatus, the enhancement of the analytical methods 
represents a good possibility, with the application of analytical techniques which can 
contribute to an increase in the sensitivity of the phase analysis, as discussed previously in 
the thesis. Other possible modifications include the adaption to a re-circulation method, in 
order to promote a faster achievement of the equilibrium, as already mentioned before. 
As for the second apparatus described, possible improvements might for instance 
include the adoption of an analytical method without sampling, through the use of 
spectroscopic techniques, for example. 
The spare material available from the development of the two apparatus, consisting 
mainly in a sapphire tube, a high-precision temperature compensated pressure transmitter, 
a pair of high-precision platinum resistance thermometers and some valves, provide a 
substantial part of the material necessary to develop a new and simple equilibrium cell of 
small dimensions, according to the schematic representation in Figure 9.1. 
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Figure 9.1 – Schematic representation of a hypothetical equilibrium cell of small dimensions, to be built 
from the spare material available from this work. The displayed dimensions are given in millimetres.
The view cell represented in the figure, has an internal volume of 22 cm3 and it can 
be built simply by placing two metal discs, one on each side of the sapphire tube, hold 
together by four screws, in a design somewhat similar to the equilibrium cell developed in 
the present work, although excluding the parts of the cell containing the pistons. On 
account of this design, the cell allows the observation of the totality of its contents. The 
sapphire tube was dimensioned to withstand pressures up to 40 MPa, while the pressure 
sensor is characterised by a range of pressures going up to 50 MPa. Similar to the solution 
adopted in the cell presented in this work, the metal discs constitute an optimal location for 
the monitoring of the temperature of the cell, through the positioning of the platinum 
resistance thermometers in their interior.   
The advantages of such a small cell are obvious in the study of phase equilibria of 
systems involving expensive compounds, such as the case of some amino-acids. Each of 
the experiments mentioned in the Chapter 8, using the synthetic method, required the use 
of at least around 100 cm3 of solution, which means that a set of experiments using a 
concentrated solution can be considerably expensive. 
Another advantage of a cell with such a reduced volume is the possible application to 
the study of toxic compounds, such as mercaptans for example, compounds of interest in 
the gas industry. Reducing the used amounts of toxic compounds is obviously desirable, 
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from the safety point of view, reducing the risks of serious consequences in case of 
accident. A smaller cell can also be installed easily in more confined spaces equipped with 
better ventilation, such as laboratory fume hoods.    
The reduced internal volume of the cell also facilitates the mixing of the different 
components in the system, allowing a faster attainment of the equilibrium. Other advantage 
is the portability of the cell, and its relatively low weight, making possible the application 
of a gravimetric method, for example.  
Another inexpensive equilibrium cell, focusing on LLE at atmospheric pressure, can 
also be easily developed, based for example, in the design of the cell used by Folas et al. 
[4] in the Statoil Research Centre in Trondheim, Norway, and represented in Figure 9.2. 
Figure 9.2 – Schematic representation of a hypothetical inexpensive LLE cell, based in the design of the cell 
used by Folas et al. [4] in the Statoil Research Centre in Trondheim, Norway.
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Such a cell can be constructed in glass, either for use within a temperature chamber, 
or built with a double wall for thermostatisation through recirculation on an appropriate 
fluid. Of an extremely simple concept, it allows the sample of different phases in 
equilibrium, regardless of its volumes. Using an analytical method, this cell could be used 
in the study of complex systems, at pressures close to atmospheric, complementing the 
range of pressures of the equipment developed in this work, focusing on high-pressures. 
Furthermore, if used in with the same type of compounds, the operation of this cell 
can be planned in a way to share the same GC unit in use with the high pressure analytical 
equipment developed and presented in this work, contributing for an even lower cost of the 
whole set-up. In addition to the significant reduction in the costs, using the same GC unit 
could also allow the saving of the considerable amount of time usually required for 
calibrations. 
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Tables and List of References for 
Experimental Data for Systems 
Related to Hydrate Inhibition
As mentioned in Chapter 2, a database developed by the author was used in the 
generation of a series of tables, which contain information on the experimental data found 
in the literature for the systems under consideration in this work. The 22 tables are 
organised according to the types of systems they refer to. The first two tables present a 
series of references for systems containing mixtures of methane and ethane with other light 
n-alkanes. Following, Tables A.3 to A.13 refer to mixtures of hydrocarbons and water, 
while tables A.14 to A.16 deal with mixtures of hydrate inhibitors and hydrocarbons. 
Tables A.17 and A.18 refer to mixtures of inhibitors with water, and Tables A.19 and A.20 
contain information regarding mixtures of hydrocarbons, water and hydrate inhibitors. 
Table A.21 presents a series of references to systems consisting of hydrocarbons, water 
and salts, and finally, Table A.22 comprises information on a small number of additional 
systems, not included in the previous tables.
For each of the systems presented, the composition of the system is given, or 
otherwise defined in the caption of the table, and the intervals of pressure and temperature 
to which the experimental works refer to are also presented, as well as the bibliographic 
information on the data sources.  
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Table A1.1 – List of references for systems containing mixtures of methane and other hydrocarbons.  
Components (methane + ...) T / K p ./ MPa Ref.  
ethane  278 - 361 0.6 - 10.2 [1]
ethane  130 - 200 0.2 - 0.5 [2]
propane  298 - 298 0 - 9 [3]
propane  290 - 293 5.4 - 8.6 [4]
propane  130 - 214 0 - 0.7 [5]
n-butane  298 - 298 0 - 10 [3]
n-pentane  298 - 298 0 - 11 [3]
n-pentane  311 - 411 0.1 - 16 [6]
n-pentane  173 - 273 0.1 - 15 [7]
n-pentane  186 - 282 4 - 15 [8]
n-pentane  378 - 378 7 - 14 [9]
n-pentane  311 - 377 3 - 21 [10]
n-hexane  295 - 333 0.1 - 0.1 [11]
n-hexane  298 - 298 0 - 9 [3]
n-hexane  182 - 185 0.1 - 0.1 [12]
n-hexane  348 - 383 2 - 20 [13]
n-hexane  311 - 423 10 - 10 [14]
n-hexane  138 - 164 0.6 - 2 [15]
n-hexane  190 - 273 0.1 - 18 [16]
n-hexane  190 - 273 0.1 - 18 [17]
n-hexane  311 - 444 2 - 20 [18]
n-hexane  311 - 444 2 - 34 [19]
n-hexane  163 - 423 0.2 - 16 [20]
n-hexane  311 - 378 6 - 41 [21]
n-hexane  311 - 377 3 - 21 [10]
n-heptane  169 - 182 0.1 - 0.1 [12]
n-heptane  295 - 313 0.1 - 0.1 [11]
n-heptane  273 - 313 0.1 - 23 [17]
n-heptane  278 - 511 1 - 68 [22]
n-octane  298 - 298 0 - 10 [3]
n-octane  163 - 423 0.1 - 7.1 [23]
n-octane  155 - 191 1 - 5 [24]
n-nonane  223 - 423 1 - 32 [25]
n-nonane  323 - 423 2 - 28 [26]
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Table A1.1 (Cont.) – List of references for systems containing mixtures of methane and other hydrocarbons. 
Components (methane + ...) T / K p ./ MPa Ref. 
n-decane  311 - 423 10 - 10 [14]
n-decane  248 - 423 1 - 10 [27]
n-decane  311 - 377 3 - 17 [28]
n-decane  294 - 394 2 - 31 [29]
n-decane  240 - 315 1 - 40 [30]
ethane n-hexane 194 - 204 60 - 60 [31]
ethane n-heptane 194 - 204 60 - 60 [31]
ethane n-heptane 200 - 255 11 - 11 [32]
ethane n-heptane 168 - 210 70 - 70 [31]
ethane n-octane 198 - 222 7 - 7 [33]
propane n-heptane 200 - 255 11 - 11 [32]
propane n-octane 198 - 213 6 - 6 [34]
propane n-decane 278 - 511 3 - 28 [35]
propane n-decane 278 - 511 69 - 69 [36]
n-butane n-octane 196 - 206 6 - 6 [37]
n-butane n-octane 253 - 473 3 - 83 [38]
n-butane n-decane 353 - 353 3 - 28 [35]
n-pentane n-octane 190 - 200 6 - 6 [39]
n-hexane n-octane 178 - 194 5 - 5 [39]
n-hexane n-decane 258 - 298 0.9 - 19 [40]
Table A1.2  – List of references for systems containing mixtures of ethane and other hydrocarbons. 
Components (ethane + ...) T / K p ./ MPa Ref. 
n-hexane  298 - 298 0.5 - 3.6 [41]
n-hexane  295.3 - 328 0.1 - 0.1 [11]
n-heptane  298 - 313 0.1 - 0.1 [11]
n-heptane  360 - 483 0.7 - 1.4 [42]
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Table A1.3 – List of references for binary systems containing methane and water.  
Components T / K p ./ MPa Ref. 
  311 - 511 2.7 - 69 [43]
  283 - 313 0.5 - 2.8 [44]
  278 - 298 0.5 - 4.4 [45]
  298 - 373 2.4 - 9.4 [46]
  298 - 323 3.0 - 8.0 [47]
  243 - 283 1.0 - 6.1 [48]
  311 - 378 2.5 - 71 [49]
  298 - 338 2.5 - 12.5 [50,51]
  233 - 273 1.0 - 10.1 [52]
  344 - 344 7.2 - 1.3 [53]
  275 - 313 1.0 - 18 [54]
  283 - 318 1.0 - 34.6 [55]
  283 - 318 1.0 - 34.6 [56]
  253 - 293 1.5 - 18.0 [57]
  298 - 298 0.0 - 14.0 [3]
  298 - 298 3.0 - 18.0 [58]
  298 - 345 1.0 - 16.0 [59]
  298 - 444 2.0 - 68.0 [60]
  311 - 311 0.0 - 3.0 [61]
  298 - 303 0.3 - 5.2 [62]
  325 - 398 10.1 - 61.6 [63]
  311 - 313 0.5 - 21.0 [64]
  311 - 344 4.0 - 34.0 [65]
  423 - 523 20 - 250 [66]
  427 - 479 3.0 - 192 [67]
  298 - 298 2.4 - 5.2 [68]
  277 - 573 1.1 - 13.2 [69]
  283 - 298 1.1 - 5.2 [70]
  273 - 363 3.5 - 3.5 [71]
  298 - 298 2.3 - 12.7 [72]
  274 - 284 3.5 - 6.5 [73]
  298 - 298 2.3 - 16.6 [74]
  298 - 311 4.0 - 33 [75]
  344 - 344 2.5 - 100 [76]
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Table A1.3 (Cont.) – List of references for binary systems containing methane and water.  
Components T / K p ./ MPa Ref. 
  283 - 303 2.0 - 40 [77]
  283 - 303 0.1 - 0.1 [78]
  311 - 478 3.5 - 110 [79]
  313 - 373 0.0 - 9.3 [80]
  - -  [81]
  632 - 647 22.1 - 50 [82]
  298 - 298 0.1 - 0.1 [83]
  298 - 298 0.1 - 0.1 [84]
  373 - 373 0.0 - 9.8 [85]
  473 - 523 9.0 - 98 [86]
  324 - 376 5.6 - 62 [87]
  298 - 298 0.1 - 0.1 [88]
  275 - 313 0.1 - 0.1 [89]
  273 - 353 0.1 - 0.1 [90]
  274 - 303 0.1 - 0.1 [91]
  278 - 318 0.1 - 0.1 [92]
  278 - 308 0.1 - 0.1 [93]
  278 - 298 0.1 - 0.1 [94]
  288 - 288 0.1 - 0.1 [95]
  278 - 298 0.1 - 0.1 [96]
  275 - 328 0.1 - 0.1 [97]
  293 - 323 0.1 - 0.1 [98]
295
264
Table A1.4 – List of references for binary systems containing ethane and water.  
Components T / K p ./ MPa Ref. 
  311 - 511 2.2 - 68 [99]
  298 - 373 2.3 - 3.6 [100]
  289 - 305 3.4 - 4.8 [101]
  283 - 293 0.5 - 3.0 [44]
  311 - 411 2.6 - 28.2 [102]
  311 - 378 3.4 - 34.7 [103]
  288 - 303 3.4 - 4.6 [104]
  311 - 444 0.4 - 8.4 [59]
  273 - 323 0.7 - 0.7 [71]
  283 - 303 0.5 - 4.0 [77]
  298 - 298 1.4 - 3.9 [74]
  311 - 444 0.4 - 68.5 [105]
  473 - 673 20.0 - 370 [106]
  344 - 344 20.0 - 100 [76]
  283 - 303 0.5 - 4.0 [77]
  283 - 303 0.1 - 0.1 [78]
  278 - 303 0.3 - 4.6 [107]
  315 - 467 3.5 - 110 [79]
  274 - 343 0.4 - 5.0 [108]
  621 - 647 22.1 - 49.8 [82]
  298 - 298 0.1 - 0.1 [83]
  298 - 298 0.1 - 0.1 [84]
  344 - 344 0.1 - 65 [109]
  273 - 273 0.1 - 0.5 [42]
  298 - 298 0.1 - 0.1 [88]
  275 - 313 0.1 - 0.1 [89]
  274 - 353 0.1 - 0.1 [90]
  278 - 318 0.1 - 0.1 [92]
  278 - 308 0.1 - 0.1 [93]
  278 - 298 0.1 - 0.1 [94]
  288 - 288 0.1 - 0.1 [95]
  275 - 323 0.1 - 0.1 [97]
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Table A1.5 – List of references for binary systems containing propane and water.  
Components T / K p ./ MPa Ref. 
  285 - 422 0.7 - 19.3 [110]
  289 - 359 0.0 - 0.0 [111]
  282 - 300 0.6 - 0.9 [101]
  300 - 300 -  [112]
  311 - 311 1.4 - 1.4 [113]
  298 - 343 1.0 - 2.6 [104]
   -  -  [114]
  344 - 344 0.5 - 1.3 [115]
  278 - 368 0.4 - 3.9 [116]
  473 - 663 20 - 330 [117,118]
  289 - 411 0.1 - 3.5 [119]
  312 - 647 1.4 - 48.6 [82]
  298 - 298 0.1 - 0.1 [83]
  298 - 298 0.1 - 0.1 [84]
  370 - 370 4.3 - 4.3 [120]
  273 - 273 0.0 - 0.1 [121]
  298 - 298 0.1 - 0.1 [88]
  293 - 303 0.1 - 0.1 [89]
  585 - 660 15 - 200 [122]
  278 - 318 0.1 - 0.1 [92]
  278 - 308 0.1 - 0.1 [93]
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Table A1.6 – List of references for binary systems containing n-butane and water.  
Components T / K p ./ MPa Ref. 
  311 - 425 0.4 - 4.4 [123]
  344 - 344 0.9 - 0.9 [102]
  311 - 411 0.4 - 3.4 [124]
  311 - 511 0.1 - 4.1 [125]
  311 - 378 7.3 - 69.4 [126]
  278 - 294 0.3 - 0.7 [127]
  293 - 353 0.2 - 1.1 [104]
  628 - 637 25.5 - 112.5 [106]
  311 - 411 0.1 - 6.0 [128]
  496 - 707 9.0 - 310 [129]
  298 - 423 0.1 - 4.1 [130] 
  344 - 344 2.5 - 100 [76]
  600 - 700 19.3 - 276 [131]
  326 - 647 0.5 - 49.8 [82]
  298 - 298 0.1 - 0.1 [83]
  298 - 298 0.1 - 0.1 [84]
  423 - 423 4.2 - 4.2 [120]
  - -  [132]
  298 - 298 0.1 - 0.1 [88]
  293 - 303 0.1 - 0.1 [89]
  278 - 318 0.1 - 0.1 [92]
  278 - 308 0.1 - 0.1 [93]
  278 - 298 0.1 - 0.1 [94]
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Table A1.7 – List of references for binary systems containing n-pentane and water.  
Components T / K p ./ MPa Ref. 
  279 - 298 0.1 - 0.1 [127]
  273 - 298 0.1 - 0.1 [133]
  293 - 353 0.1 - 0.5 [104]
  298 - 428 -  [134]
  273 - 453 0.0 - 3.6 [135]
  288 - 308 0.1 - 0.1 [136]
  378 - 647 0.8 - 47.3 [82]
  298 - 298 0.1 - 0.1 [83]
  300 - 352 15.2 - 70.9 [137]
  298 - 298 0.1 - 0.1 [84]
  463 - 463 4.5 - 4.5 [120]
Table A1.8 – List of references for binary systems containing n-hexane and water.  
Components T / K p ./ MPa Ref. 
  273 - 273 0.1 - 0.1 [127]
  273 - 298 0.1 - 0.1 [133]
  298 - 353 0.5 - 0.5 [104]
  298 - 428 0.0 - 0.0 [134]
  288 - 308 0.1 - 0.1 [136]
  313 - 473 0.0 - 3.5 [138]
  555 - 699 19.8 - 247 [129]
  293 - 313 0.1 - 0.1 [139]
  396 - 495 0.7 - 5.3 [140]
  419 - 647 1.1 - 47.3 [82]
  298 - 298 0.1 - 0.1 [83]
  610 - 675 15 - 140 [141]
  298 - 298 0.1 - 0.1 [84]
  492 - 498 5.3 - 5.3 [120]
  298 - 298 0.1 - 0.1 [142]
  493 - 645 0.1 - 0.1 [143]
  304 - 443 0.1 - 0.1 [144]
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Table A1.9 – List of references for binary systems containing n-heptane and water.  
Components T / K p ./ MPa Ref. 
  283 - 298 0.1 - 0.1 [127]
  276 - 298 0.1 - 0.1 [145]
  273 - 298 0.1 - 0.1 [133]
  298 - 298 -  [134]
  289 - 308 0.1 - 0.1 [136]
  273 - 323 0.1 - 0.1 [139]
  415 - 647 0.7 - 49.9 [82]
  298 - 298 0.1 - 0.1 [83]
  295 - 355 17.2 - 55.7 [137]
  298 - 298 0.1 - 0.1 [84]
  519 - 519 6.3 - 6.3 [120]
  295 - 295 0.1 - 0.1 [146]
  295 - 298 0.1 - 0.1 [147]
  690 - 690 0.0 - 300 [148]
  306 - 444 0.1 - 0.1 [144]
  298 - 313 0.1 - 0.1 [149]
Table A1.10 – List of references for binary systems containing n-octane and water.  
Components T / K p ./ MPa Ref. 
  293 - 293 0.1 - 0.1 [127]
  273 - 298 0.1 - 0.1 [133]
  298 - 298 -  [134]
  288 - 308 0.1 - 0.1 [136]
  311 - 553 0.1 - 8.9 [150]
  298 - 473 6.5 - 6.5 [151]
  418 - 647 0.6 - 45.6 [82]
  298 - 298 0.1 - 0.1 [83]
  298 - 298 0.1 - 0.1 [84]
  540 - 540 7.4 - 7.4 [120]
  483 - 533 0.1 - 0.1 [152]
  303 - 456 0.1 - 0.1 [144]
300
269
Table A1.11 – List of references for binary systems containing n-nonane and water.  
Components T / K p ./ MPa Ref. 
  298 - 298  -  [134]
  448 - 654 1.1 - 50.8 [82]
  555 - 555 8.6 - 8.6 [120]
  298 - 313 0.1 - 0.1 [149]
Table A1.12 – List of references for binary systems containing n-decane and water.  
Components T / K p ./ MPa Ref. 
  573 - 593 15 - 20 [153]
  466 - 649 1.5 - 42.1 [82]
  569 - 569 9.6 - 9.6 [120]
  298 - 313 0.1 - 0.1 [149]
  374 - 569 0.1 - 11.2 [154]
Table A1.13 – List of references for multi-component systems of hydrocarbons and water.  
Components (water + ...) T / K p ./ MPa Ref. 
methane ethane  344.3 - 344.3 20 - 100 [76]
methane ethane  275.2 - 283.2 1.0 - 4.0 [77]
methane n-butane  311.0 - 411.0 1.3 - 24.3 [155]
methane n-butane  344.3 - 344.3 2.5 - 100 [76]
methane n-heptane  275.5 - 275.5 0.1 - 2.0 [145]
methane ethane n-butane 303.0 - 361.4 0.5 - 4.9 [45]
methane ethane n-butane 288.2 - 313.1 6.0 - 17.5 [156]
methane ethane n-butane 277.8 - 292.9 0.5 - 3.0 [157]
methane ethane n-butane 278.1 - 313.1 1.0 - 14.4 [54]
ethane propane  279.3 - 297.6 4.1 - 4.1 [101]
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Table A1.14 – List of references for systems containing methanol and hydrocarbons.  
Components (methanol + ...) T / K p ./ MPa Ref. 
methane  298 - 333 0.0 - 12.5 [50]
methane  303 - 498 12.3 - 145.5 [158]
methane  297 - 513 8.1 - 300 [159]
methane  298 - 373 3.0 - 106.6 [160]
methane  283 - 303 5.1 - 40.1 [77]
methane  200 - 330 1.4 - 41.4 [161]
methane  283 - 303 0.1 - 0.1 [78]
methane  298 - 298 0.1 - 0.1 [162]
methane  298 - 298 0.1 - 0.1 [163]
methane  273 - 348 2.5 - 70 [164]
methane  153 - 153 0.1 - 10 [165]
methane  213 - 248 0.1 - 4.0 [166]
methane  220 - 330 0.7 - 41.4 [167]
ethane  245 - 248 20.0 - 95 [168]
ethane  194 - 309 0.2 - 5.2 [169]
ethane  240 - 298 0.4 - 4.2 [170]
ethane  251 - 496 3.7 - 17.9 [171]
ethane  288 - 308 3.4 - 5.3 [172]
ethane  266 - 515 8.1 - 17.8 [173]
ethane  298 - 298 1.1 - 4.1 [41]
ethane  298 - 298 1.0 - 6.8 [174]
ethane  298 - 298 0.1 - 0.1 [175]
ethane  283 - 303 0.5 - 3.0 [77]
ethane  283 - 303 0.1 - 0.1 [78]
ethane  298 - 298 0.1 - 0.1 [162]
ethane  233 - 373 2.0 - 6.0 [176]
propane  370 - 497 4.2 - 8.7 [171]
propane  313 - 373 0.4 - 4.3 [177]
propane  311 - 474 0.1 - peq [178]
n-butane  264 - 293 5 - 140 [179]
n-butane  470 - 470 0.1 - peq [178]
n-butane  250 - 265 0.1 - 0.1 [180]
n-pentane  294 - 307 0.1 - 0.1 [181]
n-pentane  278 - 313 0.1 - 0.1 [182]
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Table A1.14 (Cont.) – List of references for systems containing methanol and hydrocarbons.  
Components (methanol + ...) T / K p ./ MPa Ref. 
n-pentane  270 - 289 0.1 - 0.1 [183]
n-pentane  272 - 316 5 - 140 [179]
n-pentane  278 - 283 0.1 - 0.1 [184]
n-pentane  373 - 423 0.3 - 2.5 [185]
n-pentane  303 - 333 0.1 - 0.1 [186]
n-hexane  294 - 315 0.10 - 0.10 [187]
n-hexane  280 - 340 1.0 - 150 [188]
n-hexane  317 - 347 0.14 - 0.14 [181]
n-hexane  278 - 307 0.10 - 0.10 [189]
n-hexane  278 - 313 0.10 - 0.10 [182]
n-hexane  278 - 308 0.10 - 0.10 [184]
n-hexane  322 - 337 0.10 - 0.10 [190]
n-hexane  303 - 303 0.02 - 0.05 [191]
n-hexane  293 - 293 0.01 - 0.03 [192]
n-hexane  298 - 298 0.02 - 0.02 [193]
n-hexane  245 - 307 0.10 - 0.10 [194]
n-hexane  403 - 513 0.51 - 8.06 [195]
n-hexane  245 - 307 0.10 - 0.10 [196]
n-hexane  256 - 299 0.10 - 0.10 [197]
n-hexane  283 - 316 0.10 - 0.10 [198]
n-hexane  298 - 298 0.02 - 0.04 [199]
n-hexane  298 - 307 0.10 - 0.10 [200]
n-heptane  278 - 324 0.1 - 0.1 [182]
n-heptane  317 - 357 1.0 - 150.9 [201]
n-heptane  315 - 329 0.1 - 0.1 [183]
n-heptane  278 - 313 0.1 - 0.1 [184]
n-heptane  313 - 313 0.027 - 0.004 [202]
n-heptane  313 - 313 0.012 - 0.046 [203]
n-heptane  298 - 323 0.1 - 0.1 [204]
n-heptane  298 - 298 0.004 - 0.017 [193]
n-heptane  313 - 313 0.012 - 0.046 [205]
n-heptane  718 - 540 0.5 - 7.1 [195]
n-heptane  303 - 318 0.1 - 0.1 [200]
n-octane  278 - 339 0.1 - 0.1 [182]
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Table A1.14 (Cont.) – List of references for systems containing methanol and hydrocarbons.  
Components (methanol + ...) T / K p ./ MPa Ref. 
n-octane  324 - 372 0.9 - 151 [201]
n-octane  278 - 313 0.1 - 0.1 [184]
n-octane  298 - 333 0.1 - 0.1 [204]
n-octane  419 - 541 1.2 - 7.5 [195]
n-nonane  349 - 387 1.0 - 150 [188]
n-nonane  278 - 313 0.1 - 0.1 [182]
n-nonane  330 - 356 0.1 - 0.1 [183]
n-nonane  298 - 333 0.1 - 0.1 [204]
n-nonane  415 - 537 1.2 - 7.5 [195]
n-decane  359 - 390 1.0 - 100 [188]
n-decane  278 - 313 0.1 - 0.1 [182]
n-decane  298 - 333 0.1 - 0.1 [204]
n-decane  422 - 540 1.3 - 7.7 [195]
methane ethane 275 - 283 5 - 40 [77]
Table A1.15 – List of references for systems containing MEG and hydrocarbons.  
Components (MEG + ...) T / K p ./ MPa Ref. 
methane  298 - 298  -  [206]
methane  283 - 303 5.0 - 40.1 [77]
methane  298 - 398 0.1 - 19.7 [207]
methane  278 - 323 5.0 - 20.0 [208]
methane  323 - 398 0.2 - 39.6 [209]
ethane  298 - 398 0.1 - 20.3 [210]
ethane  298 - 308 0.1 - 0.1 [175]
ethane  283 - 303 0.5 - 4.0 [77]
ethane  298 - 298    [206]
propane  298 - 298    [206]
propane  298 - 398 0.1 - 20.3 [211]
n-butane  298 - 298  -  [206]
n-hexane  308 - 330 0.1 - 0.1 [212]
n-heptane  316 - 352 0.1 - 0.1 [212]
n-heptane  316 - 341 0.1 - 0.1 [213]
methane ethane 275 - 283 5 - 40 [77]
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Table A1.16 – List of references for systems containing DEG, TEG or TeEG and hydrocarbons.  
Components T / K p ./ MPa Ref. 
ethane DEG 298 - 398 0.0 - 20.5 [214]
methane DEG 298 - 398 0.0 - 20.5 [207]
n-heptane DEG 313 - 353 0.1 - 0.1 [212]
n-heptane DEG 278 - 450 0.1 - 0.1 [215]
methane TEG 298 - 317 0.0 - 9.0 [216]
methane TEG 298 - 398 0.1 - 20.2 [217]
ethane TEG 298 - 398 0.1 - 20.5 [217]
propane TEG 298 - 398 0.0 - 6.5 [217]
propane TEG 373 - 373 4.0 - 45 [218]
n-heptane TEG 309 - 351 0.1 - 0.1 [212]
n-heptane TEG 321 - 410 0.1 - 0.1 [219]
n-heptane TEG 298 - 325 0.1 - 0.1 [220]
n-heptane TEG 323 - 393 0.1 - 0.1 [221]
n-octane TEG 323 - 393 0.1 - 0.1 [221]
n-nonane TEG 323 - 393 0.1 - 0.1 [221]
n-decane TEG 323 - 393 0.1 - 0.1 [221]
propane TeEG 373 - 373 4.0 - 45 [218]
n-heptane TeEG 306 - 354 0.1 - 0.1 [212]
n-heptane TeEG 311 - 403 0.1 - 0.1 [219]
n-heptane TeEG 293 - 322 0.1 - 0.1 [222]
n-heptane TeEG 323 - 393 0.1 - 0.1 [221]
n-octane TeEG 323 - 393 0.1 - 0.1 [221]
n-nonane TeEG 323 - 393 0.1 - 0.1 [221]
n-decane TeEG 323 - 393 0.1 - 0.1 [221]
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Table A1.17 – List of references for systems containing methanol and water.  
Components T / K p ./ MPa Ref. 
  298 - 298 0.1 - 0.1 [223]
  323 - 333 0.0 - 0.1 [224]
  373 - 373 0.1 - 0.3 [225]
  171 - 253 0.1 - 0.1 [226]
  144 - 173 0.1 - 0.1 [227]
  158 - 273 0.1 - 0.1 [228]
  189 - 273 0.1 - 0.1 [229]
  320 - 420 0.0 - 1.3 [230]
  308 - 338 0.0 - 0.1 [231]
  333 - 333 0.1 - 0.1 [232]
  323 - 323 0.1 - 0.1 [233]
  190 - 273 0.1 - 0.1 [234]
  320 - 420 0.0 - 1.3 [235]
  373 - 373 0.1 - 0.4 [236]
  515 - 647  -  [237]
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Table A1.18 – List of references for systems containing MEG, DEG, TEG or TeEG and water.  
Components (water + ...) T / K p ./ MPa Ref. 
MEG  343 - 363 0.006 - 0.1 [238]
MEG  371 - 395 0.004 - 0.2 [239]
MEG  217 - 273 0.1 - 0.1 [240]
MEG  210 - 273 0.1 - 0.1 [241]
MEG  213 - 273 0.1 - 0.1 [229]
MEG  238 - 270 0.1 - 0.1 [242]
MEG  239 - 270 0.1 - 0.1 [243]
MEG  237 - 269 0.1 - 0.1 [244]
MEG  239 - 269 0.1 - 0.1 [245]
DEG  321 - 389 0.013 - 0.1 [246]
DEG  393 - 393 0.004 - 0.1 [247]
TeEG  298 - 298 0.001 - 0.003 [248]
TeEG  373 - 405 0.1 - 0.1 [249]
TeEG  298 - 298 0.0 - 0.0 [250]
Table A1.19 – List of references for systems containing water, methanol and hydrocarbons.  
Components (methanol + water + ...) T / K p ./ MPa Ref. 
methane  298 - 313 2.5 - 12.5 [251]
methane  252 - 273 2.5 - 12.5 [252]
methane  283 - 303 5.1 - 40.1 [77]
ethane  283 - 303 0.5 - 3.0 [77]
propane  273 - 293 0.1 - 0.1 [180]
n-butane  273 - 293 0.1 - 0.1 [180]
n-hexane  278 - 328 0.1 - 0.1 [253]
n-hexane  298 - 318 0.1 - 0.1 [254]
n-heptane  298 - 298 0.1 - 0.1 [255]
methane ethane 275 - 283 1.3 - 40 [77]
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Table A1.20 – List of references for systems containing water, MEG, DEG, TEG or TeEG as hydrate 
inhibitor and hydrocarbons.  
Components (water + ...) T / K p ./ MPa Ref. 
DEG methane  298.2 - 323.2 3.0 - 8.0 [47]
MEG methane  283.2 - 303.2 5.0 - 40.1 [77]
MEG methane  278.2 - 298.2 5.0 - 20 [208]
MEG ethane  283.2 - 303.2 0.5 - 4.0 [77]
MEG n-hexane  283.1 - 313.1 0.1 - 0.1 [256]
DEG n-heptane  298.0 - 435.0 0.1 - 0.1 [215]
MEG n-heptane  293.1 - 293.1 0.1 - 0.1 [256]
MEG n-octane  293.1 - 293.1 0.1 - 0.1 [256]
MEG n-nonane  293.1 - 293.1 0.1 - 0.1 [256]
MEG n-decane  293.1 - 293.1 0.1 - 0.1 [256]
TEG nat. gas  289.0 - 311.0 3.5 - 13.8 [257]
MEG methane ethane 275.2 - 283.2 0.5 - 40 [77]
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Table A1.21 – List of references for systems containing methane, water and salts.  
Components (water + ...) T / K p ./ MPa Ref. 
methane NaCl 303.0 - 303.0 1.5 - 5.3 [62]
methane NaCl 324.7 - 398.2 20.3 - 20.7 [63]
methane NaCl 298.0 - 298.0 2.4 - 5.2 [68]
methane CaCl2 298.0 - 303.0 1.1 - 7.5 [62]
methane CaCl2 298.0 - 298.0 2.4 - 5.2 [68]
methane CaCl2 298.2 - 344.2 10 - 60 [258]
methane KCl 298.0 - 298.0 2.4 - 5.2 [68]
methane KCl 298.0 - 298.0 2.4 - 5.2 [68]
methane KCl 313.2 - 373.2 0.01 - 9.8 [80]
methane LiCl 313.1 - 353.3 0.003 - 9.5 [80]
methane Na2CO3 298.0 - 298.0 2.4 - 5.2 [68]
methane NaHCO3 298.0 - 298.0 2.4 - 5.2 [68]
methane NaHCO3 324.2 - 403.2 5.1 - 58 [87]
methane K2CO3 298.0 - 298.0 2.4 - 5.2 [68]
methane KHCO3 298.0 - 298.0 2.4 - 5.2 [68]
methane Na2SO4 298.0 - 298.0 2.4 - 5.2 [68]
methane K2SO4 298.0 - 298.0 2.4 - 5.2 [68]
methane MgSO4 298.0 - 298.0 2.4 - 5.2 [68]
methane KBr 313.2 - 353.2 0.01 - 8.4 [80]
methane LiBr 313.2 - 353.2 0.01 - 10.2 [80]
methane NaCl         CaCl2 303.0 - 303.0 2.5 - 5.2 [62]
methane brine 277.2 - 573.2 1.9 - 12.7 [69]
methane sea water 298.0 - 298.0 2.4 - 5.2 [68]
Table A1.22 – List of references for other relevant systems.  
Components  T / K p ./ MPa Ref. 
natural gas water NaHCO3 323 - 403 5.2 - 57.7 [87]
methane heavy water  278 - 298 0.1 - 0.1 [94]
ethane heavy water  278 - 298 0.1 - 0.1 [94]
n-butane heavy water  278 - 298 0.1 - 0.1 [94]
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List of Individual Experimental 
Data Points Obtained in the 
Analytical Measurements
Table A2.1 – List of individual data points obtained for the water mole fraction in the gas phase, in the 
analytical study of the system methane + water.  






298.289 5.509 0.5640 0.5756 0.5698 
298.290 5.504 0.5720 0.5838 0.5779 
298.290 5.500 0.5851 0.5966 0.5909 
297.789 5.592 0.5689 0.5798 0.5744 
298.289 5.583 0.5663 0.5772 0.5717 
298.288 5.473 0.5647 0.5757 0.5702 
298.288 7.964 0.3848 0.3931 0.3890 
298.289 7.950 0.3688 0.3768 0.3728 
298.293 7.937 0.3898 0.3976 0.3937 
298.295 7.923 0.3875 0.3948 0.3911 
298.299 7.897 0.3578 0.3648 0.3613 
298.297 11.506 0.2744 0.2828 0.2786 
298.298 11.484 0.2713 0.2826 0.2769 
298.302 11.462 0.2626 0.2703 0.2665 
298.302 11.441 0.2566 0.2639 0.2603 
298.303 11.419 0.2787 0.2866 0.2826 
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Table A2.1 (Cont.) List of individual data points obtained for the water mole fraction in the gas phase, in the 
analytical study of the system methane + water.  






298.301 11.397 0.2788 0.2866 0.2827 
303.286 5.249 0.8344 0.8487 0.8416 
303.275 5.240 0.8245 0.8373 0.8309 
303.275 5.232 0.8405 0.8534 0.8469 
303.276 5.223 0.8437 0.8565 0.8501 
303.276 5.214 0.8340 0.8465 0.8403 
303.277 5.319 0.8494 0.8593 0.8543 
303.283 7.276 0.6270 0.6405 0.6337 
303.283 7.262 0.6048 0.6178 0.6113 
303.282 7.247 0.6359 0.6495 0.6427 
303.283 7.233 0.6141 0.6264 0.6202 
303.283 7.219 0.6580 0.6708 0.6644 
303.282 7.206 0.6721 0.6842 0.6782 
303.276 12.411 0.3953 0.4051 0.4002 
303.276 12.384 0.3875 0.3973 0.3924 
303.280 12.358 0.3952 0.4048 0.4000 
303.280 12.332 0.3935 0.4030 0.3982 
303.280 12.305 0.3861 0.3955 0.3908 
303.281 12.279 0.3746 0.3837 0.3792 
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Table A2.2 – List of individual data points obtained for the methane mole fraction in the aqueous phase, in 
the analytical study of the system methane + water.  
T / K p / MPa xmethane 103
298.287 5.450 1.1346 
298.284 5.434 1.1459 
298.284 5.424 1.0371 
298.284 5.409 1.2208 
298.301 7.650 1.5619 
298.301 7.634 1.4433 
298.301 7.627 1.5106 
298.305 7.362 1.3864 
298.312 7.341 1.3924 
298.304 7.327 1.3964 
298.286 8.452 1.6345 
298.285 8.443 1.7177 
298.289 8.230 1.5759 
298.289 8.225 1.6193 
298.290 8.215 1.5117 
298.291 8.210 1.5752 
298.291 8.205 1.7797 
298.300 11.374 2.0099 
298.300 11.361 2.0385 
298.300 11.333 2.0860 
298.301 11.321 1.9956 
298.300 11.307 2.0010 
303.277 5.359 0.8033 
303.277 5.349 0.8686 
303.272 5.344 1.0198 
303.272 5.334 0.9594 
303.272 5.329 0.8456 
303.272 5.324 0.9487 
303.270 6.726 1.1780 
303.271 6.706 1.1181 
303.270 6.698 1.1128 
303.270 6.687 1.1175 
303.270 6.678 1.1049 
327
296
Table A2.2 (Cont.) – List of individual data points obtained for the methane mole fraction in the aqueous 
phase, in the analytical study of the system methane + water.  
T / K p / MPa xmethane 103
303.269 6.654 1.2154 
303.280 7.184 1.2909 
303.279 7.177 1.3391 
303.275 7.163 1.2891 
303.282 12.236 1.9255 
303.282 12.219 1.9316 
303.283 12.202 1.8650 
303.281 12.267 1.9555 
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Table A2.3 – List of individual data points obtained in the analytical study of the system methane + n-hexane 
+ methanol + water, at 298 K and 9.8 MPa.  
Phase T / K p / MPa
 Compound  
 methane n-hexane methanol water  
aqueous
phase
298.502 9.837  3.01  10-3 1.66  10-5 0.165 0.832  
298.488 9.827  2.94  10-3 1.43  10-5 0.167 0.830  
298.475 9.819  3.13  10-3 1.14  10-5 0.166 0.831  
298.456 9.809  3.05  10-3 1.16  10-5 0.175 0.822  
298.419 9.792  3.01  10-3 1.24  10-5 0.165 0.832  
organic
 phase 
298.298 9.649  0.131 0.847 0.0052 4.61  10-3
298.304 9.642  0.130 0.861 0.0095 1.54  10-3
298.311 9.634  0.140 0.847 0.0137 9.82  10-3
298.318 9.627  0.154 0.828 0.0174 2.35  10-3
298.309 9.618  0.186 0.770 0.0442 1.83  10-3
298.315 9.611  0.189 0.792 0.0187 1.00  10-3
298.318 9.603  0.193 0.783 0.0243 2.35  10-3
Table A2.4 – List of individual data points obtained in the analytical study of the system methane + n-hexane 
+ methanol + water, at 298 K and 7.3 MPa.  
Phase T / K p / MPa
 Compound  
 methane n-hexane methanol water  
aqueous
phase
298.299 7.452  0.0470 0.0576 0.149 0.747  
298.302 7.448  0.0418 0.0494 0.149 0.760  
298.301 7.442  0.0296 0.0360 0.148 0.786  
organic
phase
298.342 7.423  0.394 0.572 0.0232 --  
298.349 7.419  0.414 0.545 0.0405 --  
298.354 7.413  0.438 0.515 0.0570 --  
298.318 7.364  0.446 0.485 0.0649 --  
gas
phase
298.295 7.213  0.976 0.0237 5.5  10-4 --  
298.295 7.201  0.969 0.0304 6.3  10-4 --  
298.299 7.183  0.976 0.0236 3.7  10-4 --  
298.299 7.171  0.978 0.0214 8.0  10-4 --  
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