Out of order delivery and/or delay jitter are typical phenomena occurring in networks adopting a packet transfer mode and may have a relevant impact on the behavior of higher layer protocols. In this paper an original framework is proposed to analyze these phenomena in optical packet-switched networks that employ the wavelength and the time dimensions to solve congestion. This framework is the first step toward a deeper understanding of the interaction between transport networks and higher layers behaviors.
INTRODUCTION
Optical Packet Switching (OPS) is a networking technology promising a huge breakthrough in terms of available capacity [1] and is considered the best candidate to provide the long-term solution for future, very high-speed networks.
Many fundamental networking problems related to OPS are still open: the interworking with higher layer functions, such as end-to-end flow control mechanisms, is one of the most significant. Some works on this issue recently appeared mainly focusing on the effects of aggregation of IP packets into longer optical bursts or packets [2, 3] . In general not many results are available regarding the effects that congestion, and the consequent congestion resolution mechanisms, in the OPS network may have on the behavior of transport protocols such as TCP.
Congestion resolution in OPS can be implemented in the time domain, using some form of delay lines, in the wavelength domain, sending contending packets to different wavelengths on the same fiber, and in the space domain, by means of deflection and alternate routing. Deflection routing is the only congestion resolution scheme considered in [3] , while here we focus on the combined use of time and wavelength, that have been shown to realize a good trade-off between network control complexity and performance [4, 5] .
The congestion resolution schemes affect the packet stream by modifying the time framework of the packet stream (delay jitter), changing the order of the packet transmission (out-of-order) and dropping some packets because of lack of resources (packet loss). In this paper we focus on delay jitter and outof-order delivery, aiming at understanding how to evaluate the effects of the congestion resolution mechanisms on these phenomena.
We assume a network architecture consisting of OPS facilities exploiting a DWDM transmission infrastructure and capable to transport IP traffic by means of integration with a GMPLS control plane [6] . The network operation is therefore connection-oriented and the switching granularity of the OPS nodes is at the Label Switched Path (LSP) level. Each LSP represents a top-level, explicitly routed path formed by an aggregation of lower-level connections including several traffic flows (an Internet Draft proposes how to implement LSP hierarchies in GMPLS [7] ).
We assume the availability of an all-optical switching matrix able to switch variable-length packets. Implementation issues are beyond the scopes of this work and therefore a general OPS node with fiill connectivity and wavelength conversion capabilities is considered. The node may also delay packets by means of buffers realized with Fiber Delay Lines (FDLs) [8] .
The content of the paper is organized as follows. Section 2 provides a brief review of the congestion resolution issue in OPS. In section 3 the problem of out-of-sequence packet delivery and its influence on end-to-end protocol performance is discussed. In section 4 the proposed methodology to measure delay jitter and evaluate the degree of out-of-sequence events is presented. Conclusions are drawn in section 5.
CONGESTION RESOLUTION IN THE OPS NODE
The basic assumption that makes possible the use of the wavelength domain for congestion resolution is that network paths are associated with fibers and not with wavelengths. This is motivated by the fact that all the wavelengths of the same fiber can be seen as a set of parallel links toward the same destination. Within a node, the forwarding component decides to which path (i.e. fiber) a packet must be sent and then the Switch Control Logic (SCL) decides the detailed scheduling and sets up the switching devices. The objective of the SCL is to exploit at its best the resource usage by performing two major tasks:
• choose which wavelength of the output fiber will be used to transmit the packet;
• decide whether the packet has to be delayed by using the FDL buffer or it has to be dropped. This is called the Wavelength and Delay Selection (WDS) problem because the choices of wavelength and delay are actually correlated, being the need to delay a packet related to the availability of the wavelength selected. The WDS algorithm to solve this problem can be implemented by following different policies:
• Static -the LSP is assigned to a wavelength at LSP set-up and this assignment is kept constant all over the LSP lifetime. This approach requires little complexity due to processing at LSP set-up only.
• Connectionless-like -the wavelength is selected on a per-packet basis. This approach provides maximum flexibility in resource allocation but also requires per-packet processing, therefore it is fairly demanding in terms of load on the SCL.
• Dynamic -the LSP-to-wavelength assignment is executed only when congestion arises, i.e. when the time domain is not enough to solve contention due to the lack of buffering space.
Several heuristic connectionless-like WDS algorithms have been studied in the past, showing that they may significantly change the performance [4, 5] . The price to pay for this performance improvement is a non-negligible processing effort.
On the other hand, it has been observed that with a static wavelength allocation the switch performance strongly depends on the configuration of the LSP forwarding table [9] and is very sensible to the distribution of the LSP destinations, providing performance that is not easy to control.
The dynamic case is somewhat in between, simpler than the connectionless alternative but also capable of providing a more uniform and effective resource utilization than the static case. Therefore this approach is preferable in a connection-oriented network.
The major drawback of the dynamic WDS algorithms is that they do not preserve, a priori, the sequence of the packet flow neither at a global switch level nor at the LSP level. This is mainly caused by the possibility of multiplexing packets following the same LSP on different wavelengths, allowing parallel transmission. Furthermore, the adoption of dynamic routing algorithms [10] may be an additional cause of unordered deliveries.
THE PROBLEM OF PACKET REORDERING
As already outlined packet loss as well as out-of-order packet delivery and delay variations affect end-to-end protocols behavior and may cause throughput impairments [11, 12] .
When considering TCP-based traffic it is well known that these phenomena influence the typical congestion control mechanisms adopted by the protocol [13] and may result in a reduction of the transmission window size and consequently in bandwidth under-utilization. In particular the TCP congestion control is highly affected by loss or out-of-order delivery of bursts of segments. This is exactly what may happen in the OPS network where traffic is typically groomed and several IP datagrams (and therefore TCP segments) are multiplexed in a single optical packet, because optical packets must satisfy a minimum length requirement to guarantee a reasonable switching efficiency. Therefore out-of-order or delayed delivery of just one optical packet may result in out-of-order or delayed delivery of several TCP segments, causing multiple duplicate ACKs and/or expired timeouts and triggering congestion control mechanisms which cause unnecessary reduction in the window size.
Another example of how out-of-sequence packets may affect application performance is the case of delay-sensitive UDP-based traffic, such as real-time traffic. In fact unordered packets may arrive too late and/or the delay required to reorder several out-of-sequence packets may be too high with respect to the timing requirements of the application.
These brief and simple examples make evident the need to limit the number of unordered packets. In general out-of-order delivery is caused by the fact that packets belonging to the same flow of information can take different paths through the network and then can experience different delays. In traditional connection-oriented networks, packet reordering is not an issues since packets belonging to the same connection are supposed to follow the same virtual network path and therefore are delivered in the correct sequence, unless packet loss occurs. In an OPS network using the wavelength domain for congestion resolution, this may not be the case. Packets traveling along the same network path may use different wavelengths in order to exploit wavelength multiplexing for congestion resolution purposes. Therefore it may happen that packets of the same flow are delivered out of sequence, even though still following the same network path.
A possible solution could be to assume that this problem is solved at the egress edge-nodes that should take care of re-sequencing the various packet flows. This assumption in our view is not very realistic. It can be feasible for some flow of high-value traffic, but it is unlikely that this will happen for all the flows of best effort traffic, because of the amount of memory and processing effort that would be required. Therefore we argue that it is important and necessary to control delay jitters and out-of-order delivery of packets directly in the OPS network nodes. This is what we will discuss in the following section, where we realize that, first of all, a clear definition of this term is necessary because of the difference between the OPS network and conventional networks.
OUT-OF-ORDER AND DELAY VARIATION IN OPS NETWORK WITH WDM
Some authors have been dealing with measuring the degree of packet reordering [14, 15] and the impact on higher layers performance [12] in a traditional Internet scenario. However in the scenario of an OPS network using WDM the problem is different. As already explained, packets belonging to the same LSP may be transmitted on different wavelengths according to the principles built in the WDS algorithm. This may cause overtaking and/or partial overlapping of packets belonging to the same connection in a number of different ways. A fiill understanding of such phenomena requires:
• to understand which cases of out-of-order packets may happen and how this phenomena can be measured in some quantitative way; • to evaluate which are the WDS algorithms that preserve at best the time framework of the packet flows; • to understand the effects that a specific case of out-of-order delivery may have on higher layer protocols. This paper addresses the first issue by defining, in this section, a fi-amework to measure, at the single node level, the modification in the data packet flows caused by the WDS algorithm. Then the paper provides an example of application of this framework to two typical WDS algorithms, to show how this tool can be used.
A framework to evaluate the delay jitter
For a generic packet Pi crossing a given OPS node, let ti be the arrival time at the node input, Si the departure time from the node output and di = dp-\-kiD the delay introduced by the node itself, due to the packet header processing time (dp, fixed) and the possible delay inside the FDL buffer (kiD, where  ki = 0,1,..., B) .
Let assume that two generic subsequent packets belonging to the same traffic flow Pn and P^+i arrive in order, i.e. t^+i > tn-Let At^ = tn+i -tn and Asn = Sn+i -Sn be the relative packet offsets at the node input and output respectively. The jitter between packets Pn and Pn+i, representing the packet offset variation due to the node crossing, may be defined as
Jn = Atn -ASn
(1) Figure 1 . Behavior of the jitter depending on relative packet offset at node output Equation (1) may also be written as
where -B<hn<B. The behavior of Jn for two particular packets Pn and Pn-\-i, with length Ln and Ln+i respectively, is shown in figure 1 , where the x axis has been divided in seven different regions:
1. Asn > Atn when the packet sequence is always guaranteed since Pn+i experiences more delay than Pn (Jn < 0); 2. Asn = Atn when the node is transparent and Pn and Pn+i have the same offset at the input and output (Jn = 0); 3. Ln < Asn < Atn whcu Pn-fi experiences less delay than Pn (Jn > 0) but at the output it is still behind the tail of P^i (i-e. 5^+1 > 5^ + Ln)', 4. 0 < Asn < Ln when the head of P^i+i partially overlaps the tail of P^; 5. Asn = 0 when Pn+i completely overlaps Pn (Jn = At^); 6. -I/n+i < A^n < 0 when Pn+i has overtaken Pn but they are partially overlapping (i.e. |A5n| < I/n+i); 7. Asn < -Ln-\-i when Pn+i has completely overtaken Pn (i.e. Sn > Sn+l + Ln+l)'
A numerical example
The previous formalization allows to evaluate the delay jitter distribution as well as the amount of out-of-order packets, that depends on the specific definition of packet sequence. For instance, in case overlapping packets are not considered in sequence, then the out-of-sequence regions will be 1, 2, and 3. If some overlapping is allowed, then out-of-sequence is guaranteed also in region 4. The same for region 5, in case packets arriving at the same time are not considered out of order.
As an example, figure 2 shows the jitter distribution over the different regions for a static and a connectionless-like WDS policy. The results for dynamic WDS are very similar to the connectionless-like case. As expected static WDS succeeds in maintaining the packet sequence, although it gives worst performance in terms of packet loss probability. On the other hand more dynamic policies cause some packets to get out of the node unordered, but the most frequent behavior is the one related to region 2, which means that congestion happens rarely and the packets are often transmitted transparently across the node. 
CONCLUSIONS
In this paper we have discussed the effect of scheduling algorithms on the packet sequence and time framework, in the scenario of an OPS network exploiting the time and wavelength domains for congestion resolution. We have proposed an original framework to quantitatively analyze delay jitter and outof-order packets. This analysis can be used as a basis to compare different scheduling algorithms as shown in the numerical example provided. Moreover it represents the starting point to establish a link between the OPS network performance and the performance of higher layer protocols. This last issue is currently under investigation.
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