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Lectures on BCOV Holomorphic Anomaly
Equations
Atsushi Kanazawa and Jie Zhou
Abstract The present article surveys some mathematical aspects of the BCOV holo-
morphic anomaly equations introduced by Bershadsky, Cecotti, Ooguri and Vafa
[8, 9]. It grew from a series of lectures the authors gave at the Fields Institute in the
Thematic Program of Calabi–Yau Varieties in the fall of 2013.
1 Introduction
The present article is a gentle introduction to some mathematical aspects of the
BCOV holomorphic anomaly equations [8, 9], which represent a beautiful gener-
alization of the classical g = 0 mirror symmetry [11]. The classical g = 0 mirror
symmetry states that counting the rational curves in a Calabi–Yau threefold X∨
(A-model) is equivalent to studying the variation of Hodge structures of its mir-
ror Calabi–Yau threefold X (B-model). Higher genus mirror symmetry is concerned
with counting the higher genus curves in a Calabi–Yau threefold. While Gromov–
Witten theory rigorously defines a mathematical theory of counting curves of any
genus and thus higher genus A-model makes sense at all genera, the higher genus
B-model, a generalization of the theory of variation of Hodge structures, has been
much more mysterious.
A candidate of the higher genus B-model was provided by Bershadsky, Cecotti,
Ooguri and Vafa in the seminal papers [8, 9] (BCOV theory). Among other things,
they derived a set of equations, now called the BCOV holomorphic anomaly equa-
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tions. The importance of these equations lies in the fact that they describe the anti-
holomorphicity of the topological string amplitudes and, moreover, recursively re-
late the genus g topological string amplitude Fg to those of lower genera. The new
feature of higher genus mirror symmetry is that the theory is no longer governed by
holomorphic objects but by a mixture of holomorphic and anti-holomorphic objects
in the controlled manner. In fact, although the classical mirror symmetry can be
understood in the context of variation of Hodge structures, it seem that the BCOV
theory cannot easily be captured by present mathematics.
Our primary goal is to give a soft introduction to the BCOV holomorphic
anomaly equations and related topics, about which many references are currently
scattered throughout journals. We try to make our exposition as simple and motivat-
ing as possible, keeping in mind that they should be understandable by non-experts.
The choice of topics covered in this article is very limited and also influenced by
the authors’ taste. The subject is very vivid and likely to get into new developments
in the next few years, and we hope that this article serves as an entry point for non-
experts to learn the subject.
The layout of this article is as follows. Section 2 is a brief summary of special
Ka¨hler geometry of the moduli space of complex structures of a Calabi–Yau three-
fold. Special Ka¨hler geometry is the basic language to formulate mirror symmetry.
Section 3 is an overview of mirror symmetry from points of view of both physics
and mathematics. The key feature of higher genus (g ≥ 1) mirror symmetry is the
presence of holomorphic anomaly. In the BCOV theory, the holomorphic anomaly is
controlled by the BCOV holomorphic anomaly equations. Sections 4 and 5 explain
the BCOV holomorphic anomaly equations and holomorphic limit respectively, with
a particular emphasis on the similarity with the theory of elliptic curves. We close
this article by providing some examples in Section 6.
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2 Special Ka¨hler Geometry
In this section, we give a brief summary of the basics of special Ka¨hler geometry that
we need throughout this article. Special Ka¨hler geometry is a basic computational
tool used in the calculations in mirror symmetry. This section also serves to set
conventions and notations. Standard references are [37, 8, 19].
2.1 Special Coordinates and Prepotential
Let M be the moduli space of complex structures of a smooth Calabi–Yau threefold
X of dimension n := dimM = h2,1(X). The vector bundle H := R3pi∗C⊗OM of
rank 2n+ 2 comes equipped with the Gauss–Manin connection ∇ and the natural
Hodge filtration F• of weight 3. The Hodge filtration F• yields the smooth decom-
position
H = H 3,0⊕H 2,1⊕H 1,2⊕H 0,3,
where H p,q := F pH ∩FqH . The holomorphic line bundle L := F3H = H 3,0
is called the vacuum bundle. We also fix a reference point [X ] ∈ M and smoothly
identify1 the fibers of H with H3(X ,C). We endow H3(X ,C) with the symplectic
pairing (α,β ) :=√−1´X α ∪β . Then the period domain D is defined by
D :=
{
[ω ] ∈ P(H3(X ,C)) | (ω ,ω) = 0,(ω ,ω)> 0} .
The period map P : M → D assigns to z = [Xz] ∈M the line Lz ⊂ H3(Xz,C) ∼=
H3(X ,C). More concretely, by fixing a symplectic basis {αI ,β J}nI,J=0 of H3(X ,Z)
and its dual basis {AI,BJ}nI,J=0 of H3(X ,Z), the period map P is written in terms
of a section Ω = {Ωz}z∈M of the vacuum bundle L as2
P(z) := φ I(z)αI +FJ(z)β J,
where φ I(z) := ´AI Ωz and FJ(z) :=
´
BJ Ωz.
Proposition 1. With the notation above, the following hold:
1. The map z 7→ [φ0(z), · · · ,φn(z)] ∈ Pn is locally bi-holomorphic, i.e. {φ I}nI=0 lo-
cally form homogeneous coordinates of the moduli space M around z.
2. Locally there exists a function F(φ) such that FJ(z) = ∂F(φ)∂φ J for 0≤ J ≤ n.
3. F(φ) is holomorphic and homogeneous of degree 2 in the variables φ . In partic-
ular F(φ) ∈ Γ (M ,L 2).
Proof. We will show the second and third assertions and refer the reader to [10] for
a proof the first assertion. The following identity is useful in the computation below:
1 We take a universal covering of M if necessary but most of what follows works in a local setting.
2 We use the Einstein summation convention.
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ˆ
X
Ω1∪Ω2 =
ˆ
AI
Ω1
ˆ
BI
Ω2−
ˆ
AI
Ω2
ˆ
BI
Ω1
for Ωi ∈H3(X ,C) (i = 1,2). By the property of the Gauss–Manin connection, ∇I :=
∇φI , we have
ωI := ∇IΩ = αI +
∂FJ
∂φI β
J.
Moreover, the Griffith transversality implies that {ω I}nI=0 form a basis of H 3,0z ⊕
H
2,1
z . Then the relation
´
X ωI ∪ωJ = 0 yields
∂FJ
∂φ I =
ˆ
BI
ωJ =
ˆ
BJ
ωI =
∂FI
∂φ J ,
which shows there locally exists a function F(φ) such that FI = ∂F∂φ I . The function
FI is linear because
0 =
ˆ
X
Ω ∪ωI = φ J∇JFI −FI.
Therefore we conclude that F(φ) is homogeneous of degree 2 in φ , a section of L 2.
⊓⊔
The above local coordinates {φ i/φ0}ni=1 are often called special coordinates on the
moduli space M . They are an example of canonical coordinates around a large
complex structure limit (Section 5.2) and play an important role in mirror symmetry.
2.2 Special Ka¨hler Manifolds
Definition 1. A Hodge manifold M is a compact Ka¨hler manifold with a Hermitian
line bundle (L,〈∗,∗∗〉) such that a Ka¨hler potential K is given by K = − log
∥∥Ω∥∥
where Ω is a local holomorphic section of L.
Given a Hodge manifold M with local coordinates {zi}ni=1, the Ka¨hler metric Gi ¯j,
Christoffel symbols Γ ki j and the curvature Rlki ¯j are respectively given by
Gi ¯j := ∂i∂ ¯jK, Γ ki j := Gk
¯k∂iG j¯k, Rlki ¯j :=−∂ ¯jΓ lik,
where (Gi ¯j) is the inverse of the metric (Gi ¯j).
Definition 2. A special Ka¨hler manifold M is a Hodge manifold satisfying the fol-
lowing conditions:
1. Let H be the vector bundle defined by
H := L⊕ (L⊗TM)⊕L⊗TM⊕ ¯L.
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There exists a connection D : Γ (M,H)→ Γ (M,H)⊗ΩM of the form
Diξ0 = ∂iξ0 + ∂iKξ0 +CAi0ξA
Diξ j = ∂iξ j + ∂iKξ j −Γ ki j ξk +CAi jξA
Diξ ¯j = ∂iξ ¯j +CAi ¯jξA
Diξ¯0 = ∂iξ¯0 +CAi¯0ξA,
for a section (ξA) := (ξ0,ξ j,ξ ¯j,ξ¯0) ∈ Γ (M,H). We have a similar equations for
D
¯iξA.
2. D is flat: [Di,D j] = [D¯i,D ¯j ] = [Di,D ¯j] = 0.
Let Ci := (CBi,A) and write Di = Di+Ci. The condition [Di,D j] = 0 implies that there
exists a section F ∈ Γ (M,L2) such that
Ci jk :=−DiD jDkF ,
and that
Ci =

0 −δ ji 0 0
0 0 eKGk¯kCi jk 0
0 0 0 −Gi ¯j
0 0 0 0
 .
The quantity Ci jk is often called the B-model Yukawa coupling (Section 3). We
obtain a similar form for C
¯i from the condition [D¯i,D ¯j] = 0. The last condition
[Di,D ¯j] = 0 leads to the following:
Ri ¯jk ¯l = Gi ¯jGk ¯l +Gi¯lGk ¯j − e2KCikmC ¯j ¯ln¯Gmn¯. (1)
This relation is called the special Ka¨hler geometry relation.
The most important example for us of a special Ka¨hler manifold is the moduli
space M of complex structures of a smooth Calabi–Yau threefold X . We define a
Hermitian metric, called the the tt∗-metric, 〈∗,∗∗〉 on H by
〈ξ ,η〉 :=−
ˆ
X
C(ξ )∪ ¯η ,
where C is the Weil operator. The Hodge manifold structure on M is given by the
Ka¨hler potential
K(z, z¯) :=− log
∥∥Ω∥∥=− log√−1ˆ
X
Ω ∪Ω ,
where Ω is a local holomorphic section of the vacuum bundle L . The induced
Ka¨hler metric is called the Weil–Petersson metric in this case. Moreover, we have a
canonical isomorphism
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H ∼= L ⊕ (L ⊗TM )⊕L ⊗TM ⊕L .
because the fiber of the RHS over [X ] ∈M is naturally identified with
H3,0(X)⊕H2,1(X)⊕H1,2(X)⊕H0,3(X),
where we used the Kodaira–Spencer map for H2,1(X)∼= (L ⊗TM )|[X ]. The vector
bundle H admits the Gauss–Manin connection, which is flat and satisfies the Grif-
fith transversality condition.
It is instructive to show how the above data endows M with a special Ka¨hler
structure. The Kodaira–Spencer map gives rise to a homomorphism
C : TM −→⊕0p=3Hom(H p,3−p,H p−1,4−p).
We define Ci := C( ∂∂ zi ) for local coordinates {z
i}ni=1 of M . We also define Di :=
D( ∂∂ zi ), where D the (1,0)-component of the covariant derivative with respect to the
tt∗-metric (tt∗-connection). The notations C
¯i and D¯i are defined in a similar manner.
It is a good exercise to check that
∇1,0 = D+C, ∇0,1 = D+C,
where ∇1,0 is the (1,0)-component of the Gauss–Manin connection ∇ and similar
for ∇0,1.
Proposition 2 (Cecotti–Vafa [12]). The tt∗-connection and the matrix C satisfy the
following set of equations, called the tt∗-equations.
[Di,D j ] = [D¯i,D ¯j] = 0, [Di,C ¯j] = [D¯i,C j ] = 0.
[Di,C j] = [D j,Ci], [D¯i,C ¯j] =[D ¯j,C¯i], [Di,D ¯j] =−[Ci,C ¯j].
Proof. The relations [Di,D j] = [D¯i,D ¯j] = 0 follows from the fact that the curvature
of the tt∗-connection is of type (1,1). The rest of the equations follows from a
detailed study of the Gauss–Manin connection. We refer the reader to [12, 8, 25] for
a proof. ⊓⊔
The tt∗-equations are equivalent to the existence of a family of flat connections on
H of the form:
∇α = D+αC, ∇α = D+α−1C
for an arbitrary constant α ∈ C. For α = 1, we recover the Gauss–Manin connec-
tion. In this situation, the section F ∈ Γ (M ,L 2) is the one obtained in Proposition
1.
Let e0 be a local section of the vacuum bundle L , then {ei := Cie0}ni=1 form
a local frame of H 2,1. Therefore, their complex conjugates {e¯
¯i}n¯i=0 form a local
frame of H 1,2⊕H 0,3. We denote by gi ¯j := 〈ei, e¯ ¯j〉 the tt∗-metric with respect to
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this frame. It is worth noting that the tt∗-connection is nothing but the induced con-
nection from the connection on L by the Hermitian metric e−K and the connection
on TM by the Weil–Petersson metric. In fact, the Weil–Petersson metric is related
to the tt∗ metric by
Gi ¯j = ∂i∂ ¯j(− logg0¯0) =
gi ¯j
g0¯0
, (1≤ i, j ≤ n).
Now the special Ka¨hler geometry relation in (1) follows from a direct computation
of the tt∗-equations in terms of the local frame {ei, e¯¯i}ni=0. First, since {e¯i}ni=1 form
a local frame of H 1,2, we can write Cie j =C
¯k
i je¯k. We also have
[Di,D ¯j]e0 = Gi ¯je0, [Ci,C ¯j]e0 =−C ¯jei,
and thus C
¯jei = Gi ¯je0. Next, we have
[Di,D ¯j]ek =−∂ ¯j(gm¯l∂igkm¯) = (Rlki ¯j +Gi ¯jδ lk)el ,
[Ci,C ¯j]ek =Ci(Gk ¯je0)−C ¯jCm¯ik e¯m¯ = Gk ¯jei−Cm¯ikCljm¯el ,
and thus the special Ka¨hler relation in (1). Here raising and lowering indices are
given by the metric (gi ¯j)ni, j=1. For example, we define a quantity
Ci j
¯k :=C¯i ¯j¯kg
i¯ig j ¯j = e2KC
¯i ¯j¯kG
i¯iG j ¯j,
which will appear in the BCOV holomorphic anomaly equations.
3 Mirror Symmetry
Since its discovery, mirror symmetry has played one of the central roles in the inter-
face between superstring theory and mathematics. It originates from representations
of the N = 2 superconformal algebra and studies the interplay between two different
combinations of chiral states in the left- and right-moving sectors. Mirror symme-
try in mathematics comes from a realization of the the N = 2 superconformal fields
theory as a non-linear σ -model on a Calabi–Yau threefold. The process of build-
ing a mathematical foundation of mirror symmetry has given impetus to new fields
in mathematics, such as Gromov–Witten theory, quantum cohomology and Fukaya
category [15, 25].
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3.1 Gromov–Witten Potentials
Gromov–Witten theory lays a mathematical foundation of a curve counting theory.
For a Calabi–Yau threefold X∨, we define the genus g Gromov–Witten invariant
Ng(β ) of X∨ in the curve class β ∈ H2(X∨,Z) by
Ng(β ) :=
ˆ
[Mg(X∨,β )]vir
1,
Here [Mg(X∨,β )]vir is the virtual fundamental class of the coarse moduli space of
stable maps Mg(X∨,β ) of the expected dimension, which is 0 for a Calabi–Yau
threefold. Let {T1, . . . ,Th1,1} be a basis of H2(X∨,Z). Then the genus g Gromov–
Witten potential Fg(t) of X∨ is defined by
F0(t) :=
1
6
ˆ
X∨
(t iTi)3 +
1
24
ˆ
X∨
c2(X∨)∪ t iTi− χ(X
∨)
(2pi i)3
ζ (3)+ ∑
β 6=0
N0(β )qβ ,
F1(t) := − 124
ˆ
X∨
c2(X∨)∪ t iTi + ∑
β 6=0
N1(β )qβ ,
Fg(t) :=
χ(X∨)
2
(−1)g |B2gB2g−2|
2g(2g− 2)(2g− 2!) + ∑β 6=0Ng(β )q
β (g≥ 2). (2)
where Bk is the k-th Bernoulli number and q := e2pi
√−1tiTi with the Ka¨hler parame-
ters {t i}h1,1i=1 . The constant term above represents the Gromov–Witten invariant Ng(0)
of degree 0, the contribution from the constant maps3. An important observation
from superstring theory is that we should not consider each invariant Ng(β ) individ-
ually, but consider them all together as a generating series.
3.2 Mirror Symmetry in Physics
In this section we will give an overview of the physical origin of mirror symmetry.
This section is independent of other sections and can be skipped depending on the
reader’s background. The exposition is based on [38, 8, 15, 25, 2].
We begin with a review of the N = 2 superconformal field theory (SCFT). One
feature of the conformal field theory is that a field Φ(z, z¯) factorizes into the left- and
right-moving part : Φ(z, z¯) = φ(z) ¯φ (z¯). Therefore we obtain two copies of the N = 2
conformal algebra and this is often referred to as the N = (2,2) superconformal
algebra. More precisely, the N = 2 SCFT consists of two conjugate left and right
3 We have Ng(0) =
´
Mg×X∨ ctop(Ob) = (−1)g
χ(X∨)
2
´
Mg c
3
g−1(Hg), where Ob→Mg,0(X ,0)∼=Mg×
X∨ is the obstruction bundle and Hg → Mg is the Hodge bundle [17].
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supersymmetries G± and G±, and two U(1) currents J and J. Among the important
commutation relations, we have
(G±)2 = 0, {G+,G−}= 2HL, [G±,HL] = 0,
where HL is the left-moving Hamiltonian, and parallel relations for the right movers.
A prototypical example of N = 2 SCFT is the supersymmetric non-linear σ -model
into a Calabi–Yau threefold. To get a chiral ring, we need to consider suitable com-
binations of left- and right-moving supersymmetries. There are two inequivalent
choices, up to conjugation,
QA := G++G+, QB := G++G−.
The ring of the cohomology operators for QA is called the (c,c) ring and that for QB
is called the (a,c) ring, where a and c stand for chiral and anti-chiral respectively.
As far as cohomology states are concerned QA and QB and their conjugates all give
rise to an equivalent Hilbert space. However, the rings of cohomology operators are
different (via the state-operator correspondence). The origin of mirror symmetry is
the sign flip of the left moving current J ↔−J, which is just a matter of convention.
Mirror symmetry relates the deformation of the (a,c) chiral ring with that of the
(c,c) chiral ring as we will see below.
Topological string theory is obtained by coupling the above theory with the
world-sheet gravity. This means that we integrate the correlation functions over
the moduli spaces of Riemann surfaces. In this case, the maps σ : Σg → Y from the
world-sheet Riemann surfaces Σg to a target space Y are interpreted as Feynman
diagrams in the string theory. Here the target space Y depends on the construction
of N = 2 SCFT. In order to have globally defined charges on the Riemann surfaces,
a topological twist is required [38]. This makes Q a scalar operator and also changes
the J-charge of the chiral rings. There are two types of topological twists called the
A-model and B-model corresponding to the choice of the scalar operator Q = QA
and Q = QB, respectively. An advantage of the twisted topological theory lies in
the fact that the physical states of the theory correspond to cohomology classes of
Q and that the path integral for a Q-invariant amplitude localizes to a sum of fixed
points of the symmetry. We can think of the twisted topological theory as extracting
a certain class of supersymmetric ground states from the original SCFT. In the (c,c)-
twisting case (A-model), the topological correlation functions are sensible only to
the Ka¨hler class of Y and compute the rational curves in Y . On the other hand, in
the (a,c)-twisting case (B-model), the topological correlation functions are sensible
only to the complex structure of Y .
The space of ground-states H gives rise to a vector bundle over the moduli
space M of the theory. The vacuum state, which corresponds to the identity el-
ement in the chiral ring, varies over the moduli space and induces a splitting of
the bundle H , which collects the states created by the chiral ring of (J,J)-charge
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(1,1), H =⊕3i=0H (i,i) with the charge grading. The chiral ring H has an associa-
tive multiplication ◦ described as follows. We take a basis {ψ0,ψa,ψa,ψ0}dimH 1,1a=1
of H , where ψ0 is the identity operator of charge (0,0) and ψa’s are of charge
(1,1), and we require the basis to be symplectic with respect to topological metric
(the topological correlation function on the sphere): 〈ψa,ψb〉0 = δ ba ,〈ψ0,ψ0 〉0 = 1.
Then the ring structure, called a Frobenius structure, is given by
ψa ◦ψ0 = ψa, ψa ◦ψb =Cabcψc, ψa ◦ψb = δ ba ψ0, ψa ◦ψ0 = 0,
where Cabc := 〈ψa,ψb,ψc〉0 are the 3-point functions on the sphere.
In the A-model realization (Y Ka¨hler or symplectic), the ring H is given by
H = Heven(Y,C) =
3⊕
d=1
H2d(Y,C) ,
with {ψ0,ψa}h
1,1(Y )
a=1 the basis for H0(Y,C),H1,1(Y,C) respectively, and {ψa,ψ0}h
1,1(Y)
a=1
the dual basis. In this realization, the moduli space M is the moduli space of com-
plexified Ka¨hler structures of Y (see [35, 15] for example) and {ψa} provides a
basis for the tangent space of M . The multiplication ◦ corresponds to the quantum
product in the quantum cohomology ring (Heven(Y,C),◦). In fact, the structure con-
stants Cabc are the A-Yukawa couplings Kabc in the {ta}h
1,1(Y )
a=1 coordinates and are
the generating function of genus zero Gromov–Witten invariants (with three inser-
tions ψa,ψb,ψc).
In the B-model realization (Y Calabi–Yau), the ring H is given by
H =
3⊕
p=0
H p(Y,∧pTY )∼=
3⊕
p=0
H3−p,p(Y,C) ,
where the map between H p(Y,∧pTY ) and H p(Y,Ω 3−p) = H3−p,p(Y,C) is obtained
by taking the wedge product with a choice Ω for a section of the vacuum bundle.
Similar to the A-model, we can take the basis for H0(Y,∧0TY ),H1(Y,∧1TY ) to be
{ψ0,ψa}h
2,1(Y )
a=1 . The moduli space M is the moduli space of complex structures of Y
and {ψa}h
2,1(Y )
a=1 provides a basis for the tangent space of M , which is identified with
H1(Y,TY ) by the Kodaira–Spencer map. Then the product ◦ becomes the wedge
product in the cohomology. In particular, the structure constants Cabc are given by
Cabc =−
ˆ
Y
Ω ∧ψaψbψcΩ ,
which are the normalized B-model Yukawa couplings in the special coordinates
{ta}h2,1(Y )a=1 .
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A pair (X∨,X) of Calabi–Yau threefolds is called a mirror pair if the A-model
with target space X∨ is equivalent to the B-model with target space X , and vice
versa. The variation of the splitting is encoded in the Gromov–Witten invariants in
the A-model. In the B-model, we consider the non-holomorphic variation of Hodge
structure (instead of holomorphic filtration) and we already see the origin of holo-
morphic anomalies here. These two variations of the splittings are governed by the
special Ka¨hler geometry on the moduli spaces [37] .
The key observation [8, 9] is the failure of decoupling of the two conjugate the-
ories on Σg. Due to this interaction, the topological string amplitude Fg should
depend also on its conjugate coordinates in the following manner:
F1 : =
ˆ
M1
dτdτ¯
ℑ(τ) Tr(−1)
FL+FRFLFRqL0 q¯
¯L0 , q := e2pi
√−1τ ,
Fg : =
ˆ
Mg
[dmidm¯¯i]〈
3g−3
∏
i=1
(
ˆ
Σg
G+µi)(
ˆ
Σg
G−µ¯
¯i)〉 (g≥ 2),
where FL,FR are the fermion number operators, µi ∈ TMg|Σg ∼= H1(Σg,T Σg) is the
Beltrami differential and dmi is the dual 1-form to µi. Then the anti-holomorphicity
of Fg is measured by the boundary components of Mg corresponding to degenerate
curves. This leads us to the BCOV holomorphic anomaly equations (see Section 4):
∂
¯iFg =
1
2
C jk
¯i (D jDkFg−1 +
g−1
∑
r=1
D jFr DkFg−r) (g≥ 2).
It is important that the equations is written in terms of special Ka¨hler geometry, in
particular the Weil–Petersson geometry in the B-model, and thus things are easier
to compute in the B-model. Moreover, there is a procedure, called the holomorphic
limit (Section 5), to obtain a holomorphic object. For example, the Gromov–Witten
potential is obtained as the holomorphic limit
Fg(t) = lim
¯t→√−1∞
(φ0)2g−2Fg(t, ¯t)
of the topological string amplitude, where φ0 is the period integral described in Sec-
tion 2.1.
We close this section by commenting on Witten’s insight into the BCOV the-
ory. In [39], he considered a Hilbert space obtained by geometric quantization of
H3(X ,R) as a symplectic phase space and related it to the base-point independence
of the total free energy Z = ∑∞g=0 λ 2g−2Fg of the B-model on the family. The
background (base-point) independence of Z tells that it satisfies some wave-like
equations on M arising from geometric quantization. These equations are shown
to be equivalent to the master anomaly equations [9] for Z , which are identical
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to the set of holomorphic anomaly equations for the topological string amplitudes
{Fg}∞g=0.
3.3 Mirror Symmetry in Mathematics
Mirror symmetry in a broad sense claims that, given a family of Calabi–Yau three-
folds X → M with a so-called large complex structure limit (LCSL, see for ex-
ample [35, 15] for details), there exists another family X ∨ → N of Calabi–Yau
threefolds such that complex geometry of X is equivalent to symplectic geometry of
X∨. Here X and X∨ are generic members of X →M and X ∨→N respectively.
There are various version of mirror symmetry [15, 25] and we will explain only one
version of mirror symmetry below [11].
We begin with a formulation of g = 0 mirror symmetry. We will use the same
notation as in Section 2. Let [φ0, . . . ,φn] be the local projective coordinates around
the LCSL of M . Assume that A0 ∈ H3(X ,Z) is the vanishing cycle at the LCSL of
the family X →M . Then we define a local coordinates {t i}ni=1 around the LCSL
by
[φ0(z), . . . ,φn(z)] = φ0(z)[1, t1(z), . . . , tn(z)],
and introduce the mirror map by qi(z) := e2pi
√−1ti
. The Picard–Fuchs system, to-
gether with the Griffith transversality condition, solve for the B-Yukawa couplings
Ci jk(z) of X . The g = 0 mirror symmetry claims that the A-Yukawa coupling of X∨
Ki jk :=
∂
∂ t i
∂
∂ t j
∂
∂ tk F0(t)
is obtained by, together with the mirror map, the following:
Ki jk(q) = (φ0(z))−2Clmn(z)∂ z
l
∂ t i
∂ zm
∂ t j
∂ zn
∂ tk . (3)
While this version of g = 0 mirror symmetry conjecture is still open in general, it
is rigorously proven for a large class of Calabi–Yau threefolds independently by
Givental [22] and Lian–Liu–Yau [34].
We are now in a position to give a formulation of higher genus (g ≥ 1) mirror
symmetry. The classical g = 0 mirror symmetry is concerned with counting rational
curves in a given Calabi–Yau threefold X∨ and it is governed by Hodge theory of
its mirror threefold X . The main feature of higher genus mirror symmetry is that
the theory is no longer governed by holomorphic objects but a mixture of holomor-
phic and anti-holomorphic objects in a controlled manner. It is safe to say that the
mathematics involved in higher genus mirror symmetry has not well-understood at
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this point. For example, we do not have a convenient mathematical definition4 of
topological string amplitudes Fg for g ≥ 2. Despite some mathematical difficulty,
higher genus mirror symmetry is summarized as follows:
Conjecture 1 (Mirror Symmetry [8, 9]). Let (X ,X∨) be a mirror pair of Calabi–Yau
threefolds. Assume that a LCSL on the complex moduli space M of X is chosen.
Then the following holds:
1. There exists a C∞-section Fg(z, z¯) ∈ ΓC∞(M ,L 2−2g), called the genus g topo-
logical string amplitude.
2. There exist recursive equations, called BCOV holomorphic anomaly equations,
which measure the anti-holomorphicity of Fg(z, z¯):
∂i∂ ¯jF1 =
1
2
Ci jkCkl¯j +(1−
χ(X∨)
24
)Gi ¯j ,
∂
¯iFg =
1
2
C jk
¯i (D jDkFg−1 +
g−1
∑
r=1
D jFr DkFg−r) (g≥ 2).
3. There exists a procedure, called the holomorphic limit, to obtain from Fg(z, z¯) a
holomorphic section Fg(z) ∈ Γ (M ,L 2−2g).
4. The Gromov–Witten potential Fg(t) of X∨ is obtained by the following identity
under the mirror map
Fg(t) = (φ0(z))2g−2Fg(z),
where the mirror map and the period φ0(z) are taken at the LCSL.
The classical g = 0 mirror symmetry also fits into this framework but without holo-
morphic anomaly, i.e. F0(z, z¯) = F(z). The difficulty in higher genus mirror sym-
metry lies in the fact that the BCOV holomorphic anomaly equations determine the
topological string amplitude Fg(z, z¯) only up to some holomorphic ambiguity fg(z).
For small genus g, the ambiguity can be fixed by the knowledge on the behavior of
Fg at the various boundaries of the moduli space. This is a rough sketch of higher
genus mirror symmetry. We will explain more details of the holomorphic anomaly
equations in Section 4 and the holomorphic limit in Section 5.
It is worth mentioning some recent progress on rigorous mathematical studies of
g = 1 mirror symmetry. The g = 1 mirror formula [9] for the quintic Calabi–Yau
threefold is first proved in [43] and its extension to higher dimension is shown in
some cases [44, 36]. Inspired by the BCOV theory, the paper [18] defines an invari-
ant, called the BCOV torsion, of a one-parameter family of Calabi–Yau threefolds,
which is an analogue of the Ray–Singer analytic torsion. They also identify this
invariant is the B-model topological string amplitude for the quintic in [9].
4 See [14] which proposes a rigorous definition for the Fg’s.
14 Atsushi Kanazawa and Jie Zhou
4 BCOV Holomorphic Anomaly Equations
The central theme of this section is the BCOV holomorphic anomaly equations [8,
9], which measure the anti-holomorphicity of the topological string amplitudes Fg
(g ≥ 1). The presence of holomorphic anomaly in the theory makes higher genus
mirror symmetry more challenging.
4.1 Toy Model (Elliptic Curve)
Let us begin our discussion by working on an elliptic curve5. We compute the topo-
logical string amplitude Fg(t) for an elliptic curve E as a target space. Since F0(t)
is trivial, the first non-trivial quantity is F1(t). The number of connected coverings
E → Eτ of degree d is given by the sum of divisors σ(d) := ∑k|d k and that each
such space is normal with a group of deck transformations of order d. Therefore6
F1(t) : =
ˆ
M1,1
dτdτ¯
(ℑτ)2 ∑φ :E→Eτ e
2pit
√−1´ φ∗κ
=−2pi it
24
+ ∑
d>0
σ(d)
d e
2pi
√−1dt
=− log(η(t)),
where η(t) = q 124 ∏n>0(1−qn) is the Dedekind eta function with q = e2pi
√−1t
. The
function F1(t) is unfortunately not modular and we introduce the following non-
holomorphic modular function
F1(t, ¯t) :=− log(
√
ℑ(t) ¯η(t)η(t)).
This is an example of holomorphic anomaly and the holomorphic anomaly equation
in this case reads
∂t∂¯tF1(t, ¯t) =
1
2(t− ¯t)2 .
This equation together with the modular property recovers the quantity F1(t, ¯t). It
also shows that the holomorphic anomaly is captured by the Poincare´ geometry.
For g ≥ 2, we count the number of coverings of an elliptic curve Eτ simply rami-
fied at 2g− 2 distinct points. This number is known as the Hurwitz number. In [16]
Dijkgraaf observed that, the topological string amplitude Fg(t), the generating func-
tion of the Hurwitz numbers, is quasi-modular. This is understood as the modular
anomaly of Fg(t) for g ≥ 2. Let us recall some basics of quasi-modular forms [31].
5 This case is somewhat misleading because an elliptic curve is a self-mirror manifold. However,
we believe this is still a good example the reader should keep in mind.
6 We have to take extra care of the first term of the second line, see [16].
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It is known that the ring of the modular forms is generated by the Eisenstein series
E4(t),E6(t) over C. On the other hand, E2(t) is not modular, but quasi-modular in
the sense that
E2(
[
a b
c d
]
· t) = (ct + d)2E2(t)+ 6
pi
√−1c(ct + d)
and the ring of quasi-modular forms is given by C[E2,E4,E6]. By introducing non-
holomorphicity to E2(t) by
E∗2 (t, ¯t) := E2(t)+
6
pi
√−1
1
t− ¯t ,
we can check that the new function E∗2(t, ¯t) on H is modular in a natural sense and
thus called an almost-holomorphic modular form (Section 5.1). The ring of almost-
holomorphic modular forms is given by C[E∗2 ,E4,E6] and there exists a natural ob-
ject Fg ∈ C[E∗2 ,E4,E6] associated to Fg(t) for g ≥ 2. There is, however, no known
explicit holomorphic anomaly equations of higher genus for elliptic curves.
4.2 Holomorphic Anomaly Equations
Let (X∨,X) be a mirror pair of Calabi–Yau threefolds and L be the vacuum bundle
of the complex moduli space of X . In [8, 9], Bershadsky, Cecotti, Ooguri and Vafa
identified the higher genus topological string amplitude Fg with g ≥ 2 as a smooth
section of the line bundle L 2−2g with holomorphic anomaly described by
∂
¯iFg =
1
2
C jk
¯i (D jDkFg−1 +
g−1
∑
r=1
D jFr DkFg−r) (g≥ 2). (4)
The recursive equation (4) is called the BCOV holomorphic anomaly equation
(BCOV HAE). The first term represents the degeneration of a genus g curve to a
genus g− 1 curve. and the second term represents the degeneration of a genus g
curve to genus r and g− r curves (see Fig. 1).
DjDkFg-1 DjFrDkFg-r
Fig. 1 Degenerating Riemann surfaces contributing to the holomorphic anomaly
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For g = 1, the holomorphic anomaly of the topological string amplitude F1 is
measured by the following:
∂i∂ ¯jF1 =
1
2
Ci jkCkl¯j +(1−
χ(X∨)
24
)Gi ¯j. (5)
This is known as the tt∗-equation. In [8, 9] they also conjectured that the smooth
function F1 is obtained as the Ray–Singer torsion. For g≥ 2, there is no easy math-
ematical definition of topological string amplitudes Fg ∈ΓC∞(M ,L 2−2g), and thus
we define them as solutions to the BCOV holomorphic anomaly equations in (4)
with certain boundary conditions.
The basic idea for solving the equation (4) is to re-express RHS of the equation as
anti-holomorphic derivatives so that we can integrate them up to some holomorphic
ambiguity. For example, in the case where h2,1(X) = 1, the tt∗-equation reads
∂z∂z¯F1(z, z¯) =
1
2
CzzzCz¯z¯z¯e2KGzz¯Gzz¯− (χ(X
∨)
24
− 1)Gzz¯.
A solution of the tt∗-equation is explicitly given by
F1(z, z¯) =
1
2
log(Gzz¯eK(4−
χ(X∨)
12 ))+
1
2
| f1(z)|2, (6)
for some holomorphic ambiguity f1(z) because
∂z∂z¯F1(z, z¯) =
1
2
∂z¯(−∂z logGzz¯ +(4− χ(X
∨)
12
)Kz)
=
1
2
(−∂z¯Γ zzz +(4−
χ(X∨)
12
)Gzz¯)
=
1
2
∂z¯(CzzzCzzz¯ − (
χ(X∨)
24
− 1)Gzz¯).
In the last line we used the special Ka¨hler geometry relation (1).
4.3 Propagators and Polynomiality
Solving the BCOV holomorphic anomaly equation for large g is very involved and
we need to make the use of certain polynomiality of topological string amplitudes. In
[9] the authors found it convenient to introduce the following propagators S,Si,Si j:
S ∈ Γ (M ,L −2), Si ∈ Γ (M ,L −2⊗TM ), Si j ∈ Γ (M ,L −2⊗Sym2(TM )),
with relations
C
¯i ¯j¯k = e
−2KD
¯iD ¯j∂¯kS, ∂¯iSi j =C
i j
¯i , ∂¯iS
j = Gk¯iSk j, ∂¯iS = G j¯iS j. (7)
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As the name suggests, they make the connection to the Feynman diagram inter-
pretation in [9] clearer. Although the general solutions of the BCOV holomorphic
anomaly equations can be obtained by the standard Feynman rules, for higher genus
the number of diagrams grows very quickly with the genus.
Example 1. The topological string amplitude F2(z, z¯) is written as
F2(z, z¯) =
1
2
Si jDi jF1 +
1
2
Si jDiF1D jF1− 18S
jkSmnD jkmnF0
−12S
i jSmnDi jmF0DnF1 +
χ
24S
iDiF1
+
1
8S
i jSpqSmnDi jpF0DqmnF0 +
1
12
Si jSpqSmnDipmF0D jqnF0
− χ
48S
iS jkDi jkF0 +
χ(X∨)
24
(
χ(X∨)
24
− 1)S+ f2(z), (8)
where Di1...ik := Di1 . . .Dik and f2(z) represents a holomorphic ambiguity.
Example 2. The topological string amplitude F3 is written as
F3 =
1
2
Si jDi jF2 +DiF1Si jD jF2 +(
χ
24
+ 2)SiDiF2
+ 2F2SiDiF1− 12 S
i jDi jkF0 SklDlF2− 14S
i jSklDi jklF1
− 1
2
Si jDi jkF1 SklDlF1− 14S
i jSklDikF1D jlF1 + · · ·+ f3(z),
where f3(z) represents a holomorphic ambiguity.
Motivated by the work [9], in [40] Yamaguchi and Yau show for the mirror quin-
tic family that the topological string amplitudes Fg are polynomials in the propa-
gators Si j,Si,S and the Ka¨hler derivatives Ki. This was generalized in [4] to general
Calabi–Yau threefolds. The polynomiality for the topological string amplitudes Fg
provides a significant enhancement for practical computations and also equips the
ring generated by the propagators and Ka¨hler derivatives with interesting mathemat-
ical structures. A more detailed overview of this subject, as well as the connection
of the ring to modular forms [1, 28, 5, 41, 3], can be found in a separate expository
article [42].
5 Holomorphic Limits and Boundary Conditions
In this section we first discuss holomorphic limits, which relate an almost-holomorphic
object Fg ∈ΓC∞(M ,L 2−2g) to a holomorphic object Fg ∈Γ (M ,L 2−2g). We then
turn to the boundary conditions of the topological string amplitudes Fg. The holo-
morphic limit and boundary conditions should be compared with the theory of
(quasi- and almost-holomorphic) modular forms [1, 5].
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5.1 Toy Model (Kaneko–Zagier Theory)
It is instructive to compare the holomorphic limit with the classical theory of mod-
ular forms (see also Section 4.1). We briefly review the Kaneko–Zagier theory [31].
We consider the almost-holomorphic modular forms M̂(Γ )k of weight k as the func-
tions F(t, ¯t) ∈C[[t]][ 1t−¯t ] on H which transforms just like a modular form of weight
k;
F(
[
a b
c d
]
· t,
[
a b
c d
]
· ¯t) = (ct + d)kF(t, ¯t).
The ring of the almost-holomorphic modular forms M̂(Γ ) := ⊕k≥0M̂(Γ )k is given
by M̂(Γ ) = C[E∗2 ,E4,E6] and becomes a differential ring under the operator
1
2pi i
( ∂
∂ t +
k
t− ¯t
)
: M̂(Γ )k → M̂(Γ )k+2.
The elements of M̂(Γ ) have an expansion of the form F(t, ¯t) =∑m≥0 Fm(t)(t−¯t)m . The key
observation [31] is that the map
φ : M̂(Γ )→C[E2(t),E4(t),E6(t)], F(t, ¯t) 7→ F0(t).
is a differential ring isomorphism, where the LHS is equipped with the differen-
tial 12pi√−1
∂
∂ t . As we mentioned earlier, the map φ gives a correspondence between
Fg and Fg for the elliptic curves. We observe that these rings are governed by the
Poincare´ metric ds2 := −∂t∂¯t log(t − ¯t) on H. We can think of the Weil–Petersson
metric and the holomorphic limit as higher dimensional analogues of the Poincare´
metric and the map φ respectively. This similarity has been further analyzed in
[1, 28, 41].
5.2 Ka¨hler Normal Coordinates
Let M be a Ka¨hler manifold of dimension m with with Ka¨hler potential K(z, z¯). The
canonical coordinates {t i}mi=1 around p = (a, a¯) ∈M are defined to be the holomor-
phic coordinates such that
∂IKi|p = 0 = ∂IΓ ki j |p, (9)
where ∂I = ∂ti1 · · ·∂tin for I =(i1, i2, · · · in). One can locally solve the second equation
in (9) for t to get the following, see e.g. [24, 20]:
t i(z) = Ki ¯j(a, a¯)(K
¯j(z, a¯)−K ¯j(a, a¯)) .
The holomorphic function f (z, a¯) is the degree 0 part in the Taylor expansion of the
function f (z, z¯) in z¯ centered at a¯. This will be explained below using a holomorphic
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exponential map [33].
We first consider the exponential map expRp : TRp M →M as a Riemannian mani-
fold. Thinking of TRp M as a complex vector space equipped with the complex struc-
ture induced by that on M, the map expRp : (ξ , ¯ξ ) 7→ (z(ξ , ¯ξ ), z¯(ξ , ¯ξ )) is in general
not holomorphic. Now with the assumption that the metric Gi ¯j(z, z¯) is analytic in z, z¯,
we can analytically continue the map expRp to the corresponding complexifications
TCp M and MC = M×M, where M is the complex manifold with complex structure
opposite to that on M.
The coordinates on the complexifications TCp M and MC =M×M are respectively
given by (ξ ,η) and (z,w), which are the analytic continuation of the coordinates
(ξ , ¯ξ ) and (z, z¯) from TRp M →֒ TCp M and ∆ : M →֒ MC = M×M respectively. Here
∆ : M →M×M, p 7→ (p, p¯) is the diagonal embedding. The underlying point of p¯ is
the same as p, but we have used the barred notation to indicate that it is a point on M.
Since the Christoffel symbols Γ ki j (z, z¯) are analytic in (z, z¯), we know that the
map expCp : (ξ ,η) 7→ (z(ξ ,η),w(ξ ,η)) is analytic, that is, holomorphic in (ξ ,η).
Moreover, the map expCp defines a local bi-holomorphism from a neighbourhood
around 0 ∈ TCp M to a neighbourhood of (p, p¯) ∈ MC. One claims that expCp |T 1,0M
gives a holomorphic map T 1,0p M → M which is locally bi-holomorphic near 0 ∈
T 1,0p M. To show that it maps T 1,0p M to M, it suffices to show that w◦ expCp |T 1,0p M =
w(p¯), that is, w(ξ ,0) = w(p¯). Recall that z¯ and thus w satisfies the equation for the
geodesic equation
d2
ds2 z¯
k +Γ ¯k
¯i ¯j
dz¯¯i
ds
dz¯ ¯j
ds = 0,
dz¯¯k
ds (0) =
¯ξ ¯k = 0, z¯(0) = z¯(p¯) .
It is easy to see that w(s) = w(p¯) is one and thus the unique solution to the dif-
ferential equation. Therefore, w ◦ expCp (ξ ,0) = w(p¯) as desired. Since z(ξ ,η) is
holomorphic in both ξ ,η , we know z(ξ ,0) is holomorphic in ξ . The same reason-
ing for the exponential map expRp shows that it is locally a bi-holomorphism.
Hence one gets a holomorphic exponential map expholp = expCp |T 1,0M : T 1,0p M →
M. We now denote the coordinate ξ on T 1,0p M by t, and then this is the canonical co-
ordinates desired. The exponential maps expRp and expholp are contrasted as follows:
expRp = expCp |TRp M = exp
C
p |T 1,0p M⊕T 1,0p M ,
expholp = expCp |T 1,0p M = exp
C
p | j(T 1,0p M)=T 1,0p M⊕{0} .
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where T 1,0p M⊕T 1,0p M means the image of the map T 1,0p M → T 1,0p M⊕T0,1p M, v 7→
(v,v∗), where v∗ is the complex conjugate of v; and j(T 1,0p M) is the image of the
map j : T 1,0p M 7→ T 1,0p M⊕T 0,1p M, v 7→ (v,0).
5.3 Examples of Canonical Coordinates
In this section we shall compute the canonical coordinates for some examples of
Ka¨hler manifolds.
Example 3 (Fubini–Study metric). Consider the Fubini–Study metric on P1 with
Ka¨hler potential K = log(1+ |z|2). It follows then
Kz =
z¯
(1+ |z|2) , Kzz¯ =
1
(1+ |z|2)2 , ∂
N
z Kz¯ =
(−1)N+1N!z¯N−1
(1+ |z|2)N+1 , N ≥ 1 .
We see that z is the canonical coordinate based at a = 0. To find the canonical
coordinate at a point p represented by a 6= 0, we apply Eq. (5.2) and get
t(z) = (1+ |a|2)2
(
z
(1+ za¯)
− a
(1+ aa¯)
)
.
We see that the canonical coordinates have non-holomorphic dependence on the
base-point.
Example 4 (Poincare´ metric). Consider the SL(2,Z)–invariant metric on H
ω =
√−1
2
Kττ¯ dτ ∧dτ¯ = 1y2 dx∧dy,
where e−K = τ−τ¯√−1 , τ = x+
√−1y. Straightforward computations show that
Kτ¯ =
1
τ− τ¯ , Kττ¯ =−
1
(τ− τ¯)2 .
It follows that the canonical coordinate based at p given by a is
t(τ) =−(a− a¯)2
(
1
τ− a¯ −
1
a− a¯
)
.
For a = i∞, the canonical coordinate t coincides with the complex coordinate on
H⊂ C.
Example 5 (Weil–Petersson metric for elliptic curve family). Consider the “univer-
sal” elliptic curve family parametrized by H. Fixing the holomorphic top form
Ωτ = dzτ = dx + τdy on Tτ . Using the diffeomorphism from the fiber Tτ to the
fiber Ta given by
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zτ =
τ− a¯
a− a¯ za +
a− τ
a− a¯ z¯a ,
we can compute the Ka¨hler potential for the Weil-Peterson metric from
e−K(τ,τ¯) =
√−1
ˆ
Tτ
Ωτ ∧Ω τ = τ− τ¯√−1 .
This is the Poincare metric considered in Example 4.
Example 6. Let M be a Ka¨hler manifold with local coordinates {zi} and a holomor-
phic function F(z) such that the Ka¨hler potential K is given by K = 12 Imwiz¯
i where
wi(z) = ∂iF(z). A Ka¨hler manifold of this type is a special Ka¨hler manifold [19] and
the canonical coordinates are then given by
t i(z) =
1
τi j(a)− τ¯i j(a¯) (w j(z)−w j(a)− τ¯ jk(a¯)(z
k− ak)),
where τi j(z) = ∂i∂ jF(z).
5.4 Holomorphic Limits
The holomorphic limit of a function f (z, z¯) based at a is defined as follows. First
one analytically continues the map f to a map defined on MC. Using the fact that
expCp is a local diffeomorphism from TCp M to MC, we get ˆf = f ◦expCp : TCp M →C.
The holomorphic limit of f (z, z¯) is given by ˆf | j(T 1,0) : T 1,0p M → TCp M → C. The
coordinates (z, z¯) and (t, ¯t) are often used for (z,w) and (ξ ,η) when considering
holomorphic limits.
In the canonical coordinates t on the Ka¨hler manifold M, the holomorphic limit
of f based at a is described by
f ◦ exphola = ˆf | j(T 1,0a M) : T
1,0
a M×{0}→ C, t 7→ f ◦ exphola (t).
In terms of an arbitrary local coordinate system z on M, taking the holomorphic limit
of the function f (z, z¯) at the base point a is the same as keeping the degree zero part
of the Taylor expansion of f (z, z¯) with respect to z¯.
Let us return to the special Ka¨hler geometry on the moduli space of complex
structures of a Calabi–Yau threefold. It can be shown that the special coordinates
{t i}ni=1 defined near a LCSL are the canonical coordinates [8]. Moreover, rewriting
the defining equation for the Ka¨hler potential introduced in Section 2.2 as
e−K(z,z¯) = φ0φ0e−K(t,¯t), e−K(t,¯t) =√−1
(
2F(t)− 2F(t)+ (ta− ¯ta)(Fa +Fa)
)
,
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we obtain
Ki =−∂i logφ0 +Ka ∂ t
a
∂ zi , Γ
k
i j =
∂ zk
∂ ta
∂
∂ zi
∂ ta
∂ z j +
∂ zk
∂ tc Γ
c
ab
∂ ta
∂ z j
∂ tb
∂ z j .
Then, according to (9), their holomorphic limits at the LCSL are given by:
lim
¯t→√−1∞
Ki =−∂i logφ0, lim
¯t→√−1∞
Γ ki j =
∂ zk
∂ ta
∂
∂ zi
∂ ta
∂ z j . (10)
We used the notation lim
¯t→√−1∞ because the LCSL corresponds to
√−1∞ in the
mirror coordinates t. In the rest of the article, we shall use the notation lima to
denote the holomorphic limit based at the point a.
5.5 Boundary Conditions
As we have mentioned in Section 4, the holomorphic anomaly equations only de-
termine the topological string amplitude Fg up to some holomorphic ambiguity
fg(z) and certain boundary conditions on the moduli space M are needed to fix
the ambiguity fg(z). What are commonly used are the physical interpretation of the
asymptotic behaviors of Fg at the singular points on the moduli space M . The
boundary conditions of Fg at the LCSL (mirror to the large volume limit of X∨
given by t i =
√−1∞ for 1 ≤ i ≤ h1,1(X∨)) and at the conifold loci are satisfied by
the holomorphic limits of the normalized topological string amplitude (φ0)2g−2Fg
based at the corresponding loci on the moduli space [8, 9, 21, 6].
At the LCSL, the boundary conditions read
lim
LCSL
F1 = − 124 t
i
ˆ
X∨
c2(X∨)∪Ti +O(e2pi it) ,
lim
LCSL
(φ0)2g−2Fg = (−1)g χ(X
∨)
2
|B2gB2g−2|
2g(2g− 2)(2g− 2)!+O(e
2pi it), g≥ 2.(11)
Of course, these come from the expression of the Gromov–Witten potentials in (2).
The boundary conditions at the conifold locus (CON) determined by ∆ j(z) = 0 (1≤
j ≤ m) read
lim
CON
F1 = − 112 log t
j
c + regular function ,
lim
CON
(φ0CON, j)2g−2Fg =
(c j)g−1|B2g|
2g(2g− 2)(tCON, j)2g−2 + regular function, g≥ 2 ,(12)
where φ0CON, j and tCON, j = φ1CON, j/φ0CON, j are the regular period and the normalized
vanishing period φ1c, j near the conifold locus ∆ j = 0 respectively, and c j is a constant
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independent of genus g. The condition in (12) is often called the gap condition due
to the fact that the sub-leading terms are vanishing [29, 30].
In a good situation and for small g, these boundary conditions suffice to deter-
mine the holomorphic ambiguity fg and thus Fg to a large extent (see [30, 27] and
references therein).
6 Examples
In this section we shall review mirror symmetry of some compact and non-compact
Calabi-Yau threefold families.
6.1 Quintic Threefold
Consider the Dwork pencil of quintic threefolds for ψ ∈ C:
X∨ψ := {x51 + x52 + x53 + x54 + x55−ψx1x2x3x4x5 = 0} ⊂ P4.
The mirror manifold Xψ is obtained as a crepant resolution of the orbifold
Xψ := X∨ψ /G, ψ ∈C,
where
G =
{
(ai) ∈ (Z5)5 |
5
∑
i=1
ai = 0
}
/Z5 ∼= (Z5)3.
We refer the reader to [23, 11] for details. The Picard–Fuchs equation of the mirror
family reads (
θ 4− 55z(θ + 15 )(θ +
2
5)(θ +
3
5)(θ +
4
5 )
)
φ(z) = 0, (13)
where z = (5ψ)−5 and θ = z ∂∂ z . By the Griffiths transversality, we have
z3Czzz =−
ˆ
X
Ω ∧θ 3Ω .
Again by using the Griffiths transversality and Picard–Fuchs equation (13), we ob-
tain
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θ (z3Czzz) = −
ˆ
X
θΩ ∧θ 3Ω −
ˆ
X
Ω ∧θ 4Ω
= −θ
ˆ
X
θΩ ∧θ 2Ω +
ˆ
X
θ 2Ω ∧θ 2Ω −
ˆ
X
Ω ∧
(
2 ·55z
1− 55zθ
3Ω + · · ·
)
= −θ
(
θ
ˆ
X
Ω ∧θ 2Ω −
ˆ
X
Ω ∧θ 3Ω
)
+
ˆ
X
θ 2Ω ∧θ 2Ω −
ˆ
X
Ω ∧
(
2 ·55z
1− 55z θ
3Ω + · · ·
)
= −θ (z3Czzz)− 2 ·5
5z
1− 55z (z
3Czzz).
Solving for z3Czzz from this first order differential equation, we get
Czzz =
c
z3(1− 55z) ,
for some constant c. Near the large complex structure limit z = 0, the special coordi-
nate t(z) is an infinite series in z computed from the periods φ0(z)∼ regular, φ1(z)∼
logz+ · · · . Mirror symmetry then predicts that under the mirror map t(z)= φ1(z)/φ0(z),
we should have as in (3):
Kttt = φ0(z)−2(∂ z∂ t )
3 c
z3(1− 55z) .
Comparing the asymptotic behaviors of both sides as z → 0 or equivalently t 7→√−1∞, we find c = 5. Thus we can determine the g = 0 Gromov–Witten invariants
by comparing the q-series expansions, where q = e2pi
√−1t(z)
.
Genus one mirror symmetry was worked out in [8] by using the holomorphic
anomaly equation for F1. The solution is given by the formula in (6)
F1 =
1
2
log(Gzz¯eK(4−
χ(X∨)
12 ))+
1
2
| logzb(1− 55z)a|2 , (14)
for some constants a,b. To fix these constants, we use the boundary conditions for
F1 at the LCSL z = 0 and at the conifold point z = 1/55. The latter implies that
a =−1/6. The former says that in the holomorphic limit at the LCSL, from (11) we
obtain
lim
LCSL
F1 =− t24
ˆ
X∨
c2(X∨)∪H +O(e2pi
√−1t) , (15)
where H is the hyperplane class of X∨. To compute the holomorphic limit of the
quantities involved in F1 at the large complex structure limit, we use the results
discussed in Section 5.4. According to the asymptotic behaviors
φ0(z) = 1+O(z), t(z) = φ
1(z)
φ0(z) = logz+O(z) .
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and using the formulas in (10) we get the following asymptotic behaviors of the
holomorphic limits
Gzz¯ ∼ ∂ t∂ z ∼
1
z
, Kz ∼−∂z logφ0(z) = regular function .
Comparing the asymptotic behaviors of both sides in (15), we get
1
2
+
b
2
=− 1
24
ˆ
X∨
c2(X∨)∪H .
In the current case, we have χ(X∨) = −200 and ´X∨ c2(X∨)∪H = 50 and thus we
get the full solution
F1 =
1
2
log(Gzz¯e
62
3 K)+
1
2
| logz− 316 (1− 55z)− 16 |2.
By using the mirror map and the holomorphic limit for Gzz¯, we can then write the
holomorphic limit7:
∂tF1(t) =−12∂t log
∂ t
∂ z −
31
3 ∂t logφ
0(z)+
1
2
∂t logz−
31
6 (1− 55z)− 16 .
We refer the reader to [18, 43] for mathematical proofs of this formula. Comparing
it with the expected form obtained from (2), we get the g = 1 Gromov–Witten in-
variants.
Genus two case is much more involved than the above two case, but was worked
out in [9]. The result is given by the formula in (8), with the holomorphic ambiguity
f2(z)
f2(z) =−71375288 −
10375
288
1
(1− 55z) +
625
48
1
(1− 55z)2 .
The propagators Si j,Si,S can be solved explicitly from the equations in (7) that they
satisfy [9]. This determines the g= 2 Gromov–Witten invariants in the same manner
as above.
For higher genus Fg, the non-holomorphic part is a polynomial in the propa-
gators and the Ka¨hler derivatives which can be solved genus by genus recursively
[40, 4], as mentioned in Section 4.3. The holomorphic ambiguities can be fixed by
using the boundary conditions up to genus 51 [30].
7 Computationally, for genus one amplitude, we need to take its derivative to get rid of the anti-
holomorphic terms. Also the generating function of genus one Gromov-Witten invariants with one
insertion, which is given by the first derivative of F1, is more natural due to stability reasons.
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6.2 Local P2
The holomorphic anomaly equations also apply to non-compact Calabi–Yau three-
folds. Let us consider the Calabi–Yau threefold X∨ = K
P2 , the total space of the
canonical bundle of P2. By varying the Ka¨hler structure of X∨, we get a family
X ∨ → N . The mirror family is constructed by following the lines in [13] using
Batyrev toric duality [7], or the Hori–Vafa construction [26]. For definiteness, we
will display the equation for the mirror family X →M obtained by the Hori–Vafa
method
uv−H(y1,y2;z) = 0, (u,v,y1,y2) ∈C2× (C∗)2 ,
where H(y1,y2;z) = y1y2(−z+ y1 + y2)+ 1 and z is the parameter for the base M .
It is a conic bundle over (C×)2 which degenerates along the so-called mirror curve
{H(y1,y2;z) = 0}. The mirror family X → M comes with the following Picard-
Fuchs equation: (
θ 3− 27zθ (θ + 13 )(θ +
2
3 )
)
φ = 0.
Near the LCSL, given by z = 0, there are three solutions of the form
φ0(z) = 1, φ1(z) = logz+ · · · , φ2(z) = (logz)2 + · · ·
and the mirror map is provided by t(z) = φ1(z)/φ0(z). As in the quintic case, the
Yuwaka coupling can be solved from the Picard-Fuchs equation:
Czzz =
κ
z3(1− 27z) ,
where κ = − 13 is the classical triple intersection number of X∨. The normalized
Yukawa coupling in the t coordinate is then
Kttt = (φ0(z))−2(∂ z∂ t )
3 κ
z3(1− 27z) =−
1
3
(θ t)3
1− 27z .
From (6), the genus one amplitude is of the form
F1 =
1
2
log(Gzz¯eK(4−
χ(X∨)
12 ))+
1
2
| logzb(1− 27z)a|2.
The constant a is solved from the gap condition at the conifold point z = 1/27 and
turns out to be a = −1/6. The constant b has to satisfy the boundary condition at
the LCSL given by
1
2
+
1
2
b =− 1
24
ˆ
X∨
c2(X∨)∪H.
In the current case, we know χ∨ = χ(P2) = 3 and
´
X∨ c2(X
∨)∪H = 2 and thus we
get at genus one
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F1 =
1
2
log(Gzz¯e
15
4 K)+
1
2
| logz− 76 (1− 27z)− 16 |2 .
In the current non-compact case, we have the holomorphic limit by using (10)
Gzz¯ ∼ ∂ t∂ z , Kz ∼−∂z logφ
0(z) = 0 .
Therefore we obtain
∂tF1(t) =−12∂t log
∂ t
∂ z +
1
2
∂t logz−
7
6 (1− 55z)− 16 .
The higher genus topological string amplitudes are more involved but can be worked
out in a similar manner [32].
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