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Abstract
In this paper, we introduce and study a class of implicit vector equilibrium problems, which
includes a number of (scalar) implicit equilibrium problems, implicit variational inequalities, and
implicit complementarity problems as special cases. By using KKM-Fan theorem, we prove some
new existence theorems of solutions for this kind of implicit vector equilibrium problems in Haus-
dorff topological vector spaces. Our results extend and unify some corresponding results of several
authors.
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1. Introduction
It is well known that equilibrium problem is closely related to game theory, mechanics
and physics, economics and finance, transportation and operations research, variational in-
equality and complementarity problem, optimization and control problem, etc. (see, for
example, [1–10,12–24] and references therein). Recently, the generalized vector equi-
librium problem has been studied by many authors (see, for example, [1–3,12,17]). It
includes as special cases generalized vector variational inequality problems, generalized
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and vector equilibrium problems.
Let X and Y be Hausdorff topological vector spaces (t.v.s.), K a nonempty convex
subset of X. Let C :K→ 2Y be a point-to-set mapping such that for any x ∈K , C(x) is a
pointed, closed and convex cone in Y with nonempty interior intC(x), i.e., intC(x) = ∅.
In this paper, we consider the following implicit vector equilibrium problem (for short,
IVEP): given a vector valued bifunction f :K ×K→ Y and g :K→K , find x∗ ∈K such
that
(IVEP) f (g(x∗), y) /∈ − intC(x∗), ∀y ∈K.
Examples of (IVEP):
(i) If C(x) = C for all x ∈ K , then (IVEP) reduces to the problem of finding x∗ ∈ K
such that
(IVEP) f (g(x∗), y) /∈− intC, ∀y ∈K.
(ii) If f :K ×K → Y and g is the identity mapping on K , then (IVEP) reduces to the
problem of finding x∗ ∈K such that
(VEP′) f (x∗, y) /∈− intC(x∗), ∀y ∈K,
which has been studied in [12].
(iii) If f :K ×K→ R, g :K→K with f (g(x), x) 0 for all x ∈K , and C(x)=R+ =
[0,∞) for all x ∈K , then (IVEP) reduces to the implicit equilibrium problem (IEP)
of finding x∗ ∈K such that
(IEP) f (g(x∗), y) 0, ∀y ∈K.
(iv) If T :K → L(X,Y ), θ :K × K → X, and g :K → K , then (IVEP) reduces to the
generalized vector variational inequality (GVVI) of finding x∗ ∈K such that
(GVVI) 〈T (g(x∗)), θ(y,g(x∗))〉 /∈− intC(x∗), ∀y ∈K,
where L(X,Y ) denotes the space of all continuous linear operators from X to Y ,
〈T (x), y〉 denotes the evaluation of the linear operator T (x) at y . Furthermore, if g
is the identity mapping on K , Y = R, and C(x)= R+ = [0,∞) for all x ∈ K , then
L(X,Y )=X∗ is the topological dual space ofX and (GVVI) reduces to the nonlinear
variational-type inequality considered by Behera and Nayak [4].
(v) If g is the identity mapping onK , h :K→K , and θ(y, x)= y−h(x) for all x, y ∈K ,
then (GVVI) reduces to the problem of finding x∗ ∈K such that
(GVVI′) 〈T (x∗), y − h(x∗)〉 /∈− intC(x∗), ∀y ∈K,
which has been studied by Siddiqi et al. [23].
(vi) If h is the identity mapping on K , then (GVVI′) reduces to the vector variational
inequality (VVI) of finding x∗ ∈K such that
(VVI) 〈T (x∗), y − x∗〉 /∈ − intC(x∗), ∀y ∈K,
which has been studied in [8–10].
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to the problem of finding x∗ ∈K such that
(VVI′) 〈T (x∗), y − h(x∗)〉 0, ∀y ∈K,
which has been studied in [15,22]. Moreover, if h is the identity mapping on K , then
(VVI′) reduces to the Hartmann–Stampacchia variational inequality [14].
From the above examples, it is clear that our implicit equilibrium problem (IVEP) con-
tains a number of (scalar) implicit equilibrium problems, implicit variational inequalities,
and implicit complementarity problems as special cases. In Section 2, we present some pre-
liminaries which will be used in rest of the paper. By using KKM-Fan theorem, we prove
some new existence theorems of solutions for (IVEP) in Section 3. Our results extend and
unify corresponding results of [5–9,12,13,19,23].
2. Preliminaries
We first recall definitions which needed in the main results of this paper.
Definition 2.1. A point-to-set mapping F :K→ 2Y is called KKM-map if, for every finite
subset {x1, x2, . . . , xn} of K such that co{x1, x2, . . . , xn} is contained in⋃ni=1F(xi), where
co denotes the convex hull.
Definition 2.2. Let f :K ×K→ Y be a vector valued bifunction and g :K→K .
(i) f (x, y) is a Q-function with respect to y if, for any given x ∈K ,
f
(
x, ty1 + (1− t)y2
) ∈ tf (x, y1)+ (1− t)f (x, y2)+Q
for all y1, y2 ∈K and t ∈ [0,1], where Q is a closed and convex cone of Y such that
intQ = ∅.
(ii) g is a affine mapping if, for any y1, y2 ∈K and t ∈R,
g
(
ty1 + (1− t)y2
)= tg(y1)+ (1− t)g(y2).
Remark 2.1. Let f :K ×K → Y be a vector valued bifunction. f (x, y) is a Q-function
with respect to y if, for any given x ∈K ,
f
(
x,
n∑
i=1
tiyi
)
∈
n∑
i=1
tif (x, yi)+Q
for all yi ∈K and ti ∈ [0,1] (i = 1, . . . , n) with ∑ni=1 ti = 1.
Remark 2.2. It is easy to see that if Q contains zero of Y and g is affine, then g is Q-
function.
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short, u.s.c.) at x0 ∈X if, for any net {xλ} in X such that xλ → x0 and for any net {yλ} in
Y with yλ ∈ T (xλ) such that yλ → y0 in Y , we have y0 ∈ T (x0). T is called u.s.c. on X if
it is u.s.c. at each point of X.
Definition 2.4. Let f :K ×K → Y be a vector valued bifunction, f (x, y) is hemicontinu-
ous with respect to y if, for any given x ∈K ,
lim
t→0+
f
(
x, ty1 + (1− t)y2
)= f (x, y2)
for all y1, y2 ∈K.
We also need the following lemmas:
Lemma 2.1 [11]. Let K be a nonempty and convex subset of a Hausdorff t.v.s. X. Let
G :K → 2X be a KKM-map, such that for any y ∈ K , G(y) is closed and G(y∗) is con-
tained in a compact set D ⊆ X for some y∗ ∈ K . Then there exists x∗ ∈ D such that
x∗ ∈G(y) for all y ∈K , i.e.,⋂y∈K G(y) = ∅.
Lemma 2.2. Let Y be topological vector space with a pointed, closed and convex cone C
such that intC = ∅. Then ∀x, y, z ∈ Y , we have
(i) x − y ∈ − intC and x /∈− intC ⇒ y /∈ − intC;
(ii) x + y ∈ −C and x + z /∈− intC ⇒ z− y /∈ − intC;
(iii) x + z− y /∈− intC and −y ∈ −C ⇒ x + z ∈ − intC;
(iv) x + y /∈ − intC and y − z ∈−C ⇒ x + z /∈ − intC.
Proof. (i) If y ∈ − intC, then x = x − y + y ∈ − intC − intC ⊆− intC, a contradiction
of our assumption.
(ii) If z−y ∈− intC, then x+z= x+y+z−y ∈ −C− intC ⊆− intC, a contradiction.
(iii)If x + z ∈− intC, then x + z− y ∈− intC −C ⊆− intC, a contradiction.
(iv) If x + z ∈ − intC, then x + y = x + z+ y − z ∈ − intC − C ⊆− intC, a contra-
diction. ✷
3. Existence of solutions for (IVEP)
In this section, we give some existence theorems of solutions for (IVEP).
Theorem 3.1. Let K be a nonempty convex subset ofX, g :K→K a mapping, and f :K×
K→ Y a vector valued bifunction. Suppose that the following assumptions hold:
(1) g is continuous;
(2) f (x, y) is continuous with respect to x;
(3) The point-to-set mapping W :K → 2Y , defined by W(x) = Y\(− intC(x)), ∀x ∈ K ,
is upper semicontinuous on K;
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(i) q(g(x), x) /∈− intC(x), ∀x ∈K;
(ii) q(g(x), y)− f (g(x), y) ∈− intC(x), ∀x, y ∈K;
(iii) {y ∈K | q(x, y) ∈− intC(x)} is convex, ∀x ∈K;
(5) Furthermore, suppose that there exists a nonempty, compact and convex subsetD ofK ,
such that for each x ∈K\D, there exists y ∈D such that
f
(
g(x), y
) ∈− intC(x).
Then, there exists x∗ ∈K such that f (g(x∗), y) /∈− intC(x∗) for all y ∈K .
Proof. Define
G(y)= {x ∈D | f (g(x), y) /∈− intC(x)}, ∀y ∈K.
We first prove that for any y ∈ K , G(y) is closed. Let {xα} be a net in G(y) such that
xα → x . Then x ∈D since D is compact. It follows from xα ∈G(y) that
f
(
g(xα), y
)
/∈ − intC(xα) ⇒ f
(
g(xα), y
) ∈W(xα)= Y\{− intC(xα)}.
Since f (x, y) is continuous with respect to x and g is continuous, we have f (g(xα), y)→
f (g(x), y). By the upper semicontinuity of W , we know that f (g(x), y) ∈ W(x) ⇒
f (g(x), y) /∈− intC(x) and so G(y) is closed. We now show that ⋂y∈K G(y) = ∅. Since
D is compact, it is sufficient to prove that the family {G(y)}y∈K has the finite intersection
property. Let {y1, y2, . . . , yn} be a finite subset of K and set B = conv(D ∪ {y1, . . . , yn}).
Then B is a compact and convex subset of K .
We define two point-to-set mappings F1,F2 :K→ 2B as follows:
F1(y)=
{
x ∈ B | f (g(x), y) /∈− intC(x)}, ∀y ∈K,
and
F2(y)=
{
x ∈ B | q(g(x), y) /∈ − intC(x)}, ∀y ∈K.
From assumptions (i) and (ii) of (4), we have
q
(
g(y), y
)
/∈ − intC(y)
and
q
(
g(y), y
)− f (g(y), y) ∈ − intC(y).
Now Lemma 2.2(i) implies that
f
(
g(y), y
)
/∈ − intC(y)
and so F1(y) is nonempty. Since F1(y) is a closed subset of a compact set B , we know
that F1(y) is compact. Next, we prove that F2 is a KKM-map. Suppose that there exists a
finite subset {u1, u2, . . . , un} of B and λi  0, i = 1,2, . . . , n, with ∑ni=1 λi = 1, such that
u¯=
n∑
λiui /∈
n⋃
F2(uj ),i=1 j=1
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q
(
g(u¯), uj
) ∈ − intC(u¯), j = 1,2, . . . , n.
From assumption (4)(iii) we have
q
(
g(u¯), u¯
) ∈− intC(u¯),
which contradicts to assumption (4)(i). Hence F2 is a KKM-map. From assumption (4)(ii)
and Lemma 2.2(i), we have F2(y) ⊆ F1(y), ∀y ∈ K . In fact, x ∈ F2(y) implies that
q(g(x), y) /∈− intC(x), and by assumption (4)(ii), we have
q
(
g(x), y
)− f (g(x), y) ∈ − intC(x).
It follows from Lemma 2.2(i) that
f
(
g(x), y
)
/∈ − intC(x),
i.e., x ∈ F1(y). Thus, F1 is also a KKM-map. From Lemma 2.1, there exists x∗ ∈ B
such that x∗ ∈ F1(y) for all y ∈ K . Thus, there exists x∗ ∈ B such that f (g(x∗), y) /∈
− intC(x∗) for all y ∈ K . By assumption (5), we get x∗ ∈ D and moreover x∗ ∈G(yi),
i = 1,2, . . . , n. Hence {G(y)}y∈K has the finite intersection property. This completes the
proof of Theorem 3.1. ✷
Example 3.1. Let X = Y = R2, K = (0,1] × (0,1], and C = R2+. It is easy to see that
g(x) = (x2, x1), the bifunctions f (x, y) = (x1 + x2 − y1, x1 + x2 − y2) and q(x, y) =
(x1 + x2− (y1 + y2), x1 + x2− (y1+ y2)), with x = (x1, x2), y = (y1, y2), satisfy assump-
tions (1)–(4) of Theorem 3.1. If we take D = {(x1, x2) | x1 + x2  1, x = (x1, x2) ∈ K},
then assumption (5) of Theorem 3.1 holds. And, the solutions set for (IVEP) is {(x1, x2) |
x1 + x2  1, x = (x1, x2) ∈K}.
Assume X and Y are real Hausdorff topological vector spaces, L(X,Y ) is the space of
all continuous linear operators from X to Y , and σ is the family of all bounded subsets of
X whose union is total in X, i.e., the linear hull of
⋃{S: S ∈ σ } is dense in X. Let B be a
neighbourhood base of 0 in Y . When S runs through σ , V through B, the family
M(S,V )=
{
l ∈ L(X,Y ):
⋃
x∈S
〈l, x〉 ⊂ V
}
is a neighbourhood base of 0 in L(X,Y ) for a unique translation-invariant topology, called
the topology of uniform convergence on the sets S ∈ σ , or briefly, the σ -topology, where
〈l, x〉 denotes the evaluation of the linear operator l ∈L(X,Y ) at x ∈X.
Corollary 3.1. Let X and Y be real Hausdorff topological vector spaces, K a nonempty
convex subset of X and L(X,Y ) the topological vector space under the σ -topology. Let
T :K → L(X,Y ), θ :K ×K → X, and g :K → K . Suppose that the following assump-
tions hold:
(1) g is continuous;
(2) θ(y, x) is continuous with respect to x;
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(4) The point-to-set mapping W :K → 2Y , defined by W(x) = Y\(− intC(x)), ∀x ∈ K ,
is upper semicontinuous on K;
(5) There exists a vector bifunction q :K ×K → Y such that
(i) q(g(x), x) /∈− intC(x), ∀x ∈K;
(ii) q(g(x), y)− 〈T (g(x)), θ(y, g(x))〉 ∈ − intC(x), ∀x, y ∈K;
(iii) {y ∈K | q(x, y) ∈− intC(x)} is convex, ∀x ∈K;
(6) Furthermore, suppose that there exists a nonempty, compact and convex subsetD ofK ,
such that for each x ∈K\D, there exists y ∈D such that〈
T
(
g(x)
)
, θ
(
y,g(x)
)〉 ∈− intC(x).
Then there exists x∗ ∈K such that 〈T (g(x∗)), θ(y, g(x∗))〉 /∈− intC(x∗) for all y ∈K .
Proof. Let f (x, y) = 〈T (x), θ(y, x)〉. The bilinear mapping 〈·, ·〉 :L(X,Y ) × X→ Y is
continuous (see [12, p. 114, Lemma 1]). It follows from Theorem 3.1 that the conclusion
of Corollary 3.1 is true. This completes the proof of Corollary 3.1. ✷
Let g :K → K and two vector valued bifunctions f1, f2 :K × K → Y such that
f1(g(x), x) = f2(g(x), x) = 0, ∀x ∈ K . Next, we give the existence result for the im-
plicit vector equilibrium problem (IVEP) in the case where f (g(x), y) = f1(g(x), y) +
f2(g(x), y), ∀x, y ∈ K . That is, we consider the following implicit vector equilibrium
problem: find x∗ ∈K such that
(IVEP′) f1
(
g(x∗), y
)+ f2(g(x∗), y) /∈− intC(x∗), ∀y ∈K.
Theorem 3.2. Let K be a nonempty convex subset of X, g :K → K a mapping, and
fi :K ×K → Y (i = 1,2) two vector valued bifunctions. Let Q :=⋂x∈K{−C(x)} such
that intQ = ∅. Suppose that the following assumptions hold:
(1) C(g(x))⊆ C(x), ∀x ∈K;
(2) g is affine and continuous;
(3) (i) f1(g(x), x)= 0, ∀x ∈K; (ii) f1(x, y)+f1(y, x) ∈ {−C(x)}∩{−C(y)}, ∀x, y ∈K ;
(iii) f1(g(x), y)−f1(x, g(y)) ∈ {−C(x)}∩{−C(y)}, ∀x, y ∈K; (iv) f1(x, y) is hemi-
continuous with respect to x and continuous with respect to y; (v) f1(x, y) is Q-func-
tion with respect to y;
(4) (i) f2(g(x), x)= 0, ∀x ∈K; (ii) f2(x, y) is continuous with respect to x; (iii) f2(x, y)
is Q-function with respect to y;
(5) The point-to-set mapping W :K → 2Y , defined by W(x) = Y\(− intC(x)), ∀x ∈ K ,
is upper semicontinuous on K;
(6) Furthermore, suppose that there exists a nonempty, compact and convex subset D of
K , such that for each x ∈K\D, there exists y ∈D such that
f1
(
g(x), y
)+ f2(g(x), y) ∈− intC(x).
Then, there exists x∗ ∈K such that f1(g(x), y)+ f2(g(x), y) /∈− intC(x∗) for all y ∈K .
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assumptions remain the same as in Theorem 3.2.
Proposition 3.1. There exists x∗ ∈D such that f2(g(x∗), y)− f1(y, g(x∗)) /∈ − intC(x∗)
for all y ∈K .
Proof. We consider the set
G(y)= {x ∈D | f2(g(x), y)− f1(y,g(x)) /∈ − intC(x)}, ∀y ∈K.
Then for any y ∈K , G(y) is closed. In fact, let {xα} be a net in G(y) such that xα → x .
Then x ∈D since D is compact and
f2
(
g(xα), y
)− f1(y,g(xα)) /∈ − intC(xα),
i.e.,
f2
(
g(xα), y
)− f1(y,g(xα)) ∈W(xα)= Y\{− intC(xα)}.
Since g is continuous, f1(x, y) is continuous with respect to y , and f2(x, y) is continuous
with respect to x , we have
f2
(
g(xα), y
)− f1(y,g(xα))→ f2(g(x), y)− f1(y,g(x)).
The upper semicontinuity of point-to-set mappingW implies that f2(g(x), y)−f1(y, g(x))
∈W(x) and so f2(g(x), y)−f1(y, g(x)) /∈ − intC(x). Thus x ∈G(y) and G(y) is closed.
Now, we prove that G is a KKM-map. Suppose that there exists a finite subset {x1, . . . , xn}
of D and λi  0, i = 1, . . . , n, with ∑ni=1 λi = 1, such that
x¯ =
n∑
i=1
λixi /∈
n⋃
j=1
G(xj).
Then
f2
(
g(x¯), xj
)− f1(xj , g(x¯)) ∈ − intC(x¯), j = 1, . . . , n. (3.1)
It follows from assumptions (1) and (3)(ii) that
f1
(
xj , g(x¯)
)+ f1(g(x¯), xj) ∈ {−C(xj )}∩ {−C(g(x¯))}⊆−C(x¯). (3.2)
By adding (3.1) and (3.2), we obtain
f2
(
g(x¯), xj
)+ f1(g(x¯), xj) ∈ − intC(x¯)−C(x¯)⊆− intC(x¯), j = 1, . . . , n.
Since C(x¯) is the convex cone, we have
n∑
j=1
f2
(
g(x¯), xj
)+ n∑
j=1
f1
(
g(x¯), xj
) ∈ − intC(x¯). (3.3)
Since f1(x, y) and f2(x, y) are Q-functions with respect to y , then f1(x, y)+ f2(x, y) is
also Q-function with respect to y and hence
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(
g(x¯), x¯
)− n∑
j=1
f1
(
g(x¯), xj
)+ f2(g(x¯), x¯)− n∑
j=1
f2
(
g(x¯), xj
)
∈Q⊆−C(x¯). (3.4)
From (3.3) and (3.4), we have
f1
(
g(x¯), x¯
)+ f2(g(x¯), x¯) ∈− intC(x¯)−C(x¯)⊆− intC(x¯),
a contraction with f1(g(x¯), x¯)= f2(g(x¯), x¯)= 0. Thus G is a KKM-map. Since G(y) is
contained in a compact set D, by Lemma 2.1, there exists x∗ ∈D such that f2(g(x∗), y)−
f1(y, g(x∗)) /∈− intC(x∗) for all y ∈K . This completes the proof of Proposition 3.1. ✷
Proposition 3.2. The following statements are equivalent:
(1) ∃x∗ ∈D: f2(g(x∗), y)− f1(y, g(x∗)) /∈− intC(x∗), ∀y ∈K;
(2) ∃x∗ ∈D: f1(g(x∗), y)+ f2(g(x∗), y) /∈− intC(x∗), ∀y ∈K .
Proof. (2)⇒ (1). Let (2) hold. Then there exists x∗ ∈D such that
f1
(
g(x∗), y
)+ f2(g(x∗), y) /∈− intC(x∗)
for all y ∈K . From assumptions (1) and (3)(ii) we have
f1
(
g(x∗), y
)+ f1(y,g(x∗)) ∈ {−C(y)}∩ {−C(g(x∗))}⊆−C(x∗).
By Lemma 2.2(ii), there exists x∗ ∈D such that
f2
(
g(x∗), y
)− f1(y,g(x∗)) /∈− intC(x∗)
for all y ∈K .
(1)⇒ (2). Let (1) hold. Then there exists x∗ ∈D such that
f2
(
g(x∗), y
)− f1(y,g(x∗)) /∈− intC(x∗)
for all y ∈K .
Let xt = ty + (1− t)x∗ ∈K , 0 < t  1. Since C(x∗) is the convex cone, then
tf1
(
g(xt ), y
)− (1− t)f1(xt , g(x∗))
− tf1
(
g(xt ), y
)+ (1− t)f2(g(x∗), xt) ∈ − intC(x∗). (3.5)
Since f1(x, y) is Q-function with respect to y and f1(g(xt ), xt )= 0, we have
−tf1
(
g(xt ), y
)− (1− t)f1(g(xt ), x∗) ∈Q= ⋂
y∈K
{−C(y)}⊆−C(x∗). (3.6)
By assumption (3)(iii), we obtain
f1
(
g(xt ), x
∗)− f1(xt , g(x∗)) ∈ {−C(x∗)}∩ {−C(xt )}⊆−C(x∗).
Since C(x∗) is the convex cone, it follows that
(1− t)f1
(
g(xt ), x
∗)− (1− t)f1(xt , g(x∗)) ∈ −C(x∗). (3.7)
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−tf1
(
g(xt ), y
)− (1− t)f1(xt , g(x∗)) ∈−C(x∗)−C(x∗)⊆−C(x∗). (3.8)
Then (3.5), (3.8), and Lemma 2.2(iii) imply that
tf1
(
g(xt ), y
)+ (1− t)f2(g(x∗), xt) /∈ − intC(x∗). (3.9)
Since f2(x, y) is Q-function with respect to y and f2(g(x∗), x∗)= 0, we have
f2
(
g(x∗), xt
)− tf2(g(x∗), y) ∈Q= ⋂
y∈K
{−C(y)}⊆−C(x∗).
Since C(x∗) is the convex cone, we get
(1− t)f2
(
g(x∗), xt
)− t (1− t)f2(g(x∗), y) ∈−C(x∗). (3.10)
Now (3.9), (3.10), and Lemma 2.2(iv) imply that
tf1
(
g(xt ), y
)+ t (1− t)f2(g(x∗), y) /∈− intC(x∗).
Dividing by t , we get
f1
(
g(xt ), y
)+ (1− t)f2(g(x∗), y) /∈ − intC(x∗),
that is
f1
(
g(xt ), y
)+ (1− t)f2(g(x∗), y) ∈W(x∗).
Letting t ↘ 0 and hence xt → x∗. Since W(x∗) is closed, g is affine and f1(x, y) is hemi-
continuous with respect to x , we have
f1
(
g(x∗), y
)+ f2(g(x∗), y) ∈W(x∗)
and thus
f1
(
g(x∗), y
)+ f2(g(x∗), y) /∈− intC(x∗).
This completes the proof of Proposition 3.2. ✷
Proof of Theorem 3.2. Let {y1, y2, . . . , yn} be a finite subset of K and B = conv(D ∪
{y1, . . . , yn}). Then B is a compact and convex subset of K . Then, by Proposition 3.1,
there exists x∗ ∈B such that
f2
(
g(x∗), y
)− f1(y,g(x∗)) /∈− intC(x∗)
for all y ∈K , in particular,
f2
(
g(x∗), yi
)− f1(yi, g(x∗)) /∈ − intC(x∗), i = 1, . . . , n.
Hence, every finite subfamily of the family of closed sets
H(y)= {x ∈ B | f2(g(x), y)− f1(y,g(x)) /∈− intC(x)}, ∀y ∈K,
has nonempty intersection. Since B is compact, we have
⋂
y∈K H(y) = ∅. From Proposi-
tion 3.2 we obtain
⋂
y∈K G(y) = ∅. Thus there exists x∗ ∈ B such that
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(
g(x∗), y
)+ f2(g(x∗), y) /∈− intC(x∗)
for all y ∈K . By assumption (6), x∗ ∈D such that
f1
(
g(x∗), y
)+ f2(g(x∗), y) /∈− intC(x∗)
for all y ∈K . This completes the proof of Theorem 3.2. ✷
Example 3.2. Let X = Y = R2, K = [−1,1] × [−1,1], and C = R2+. It is easy to see
that g(x) = (x2, x1), f1(x, y) = ((x1 + x2) − (y1 + y2), (x1 + x2) − (y1 + y2)), and
f2(x, y) = (y2 − x1, y1 − x2), with x = (x1, x2), y = (y1, y2), satisfy assumptions (1)–
(5) of Theorem 3.2. If we take D = {(x1, x2) | x1 + x2  0, x ∈ K}, then assumption (6)
of Theorem 3.2 holds. Obviously, Propositions 3.1 and 3.2 hold, and the solutions set for
(IVEP′) is {(1, x2) | x2 ∈ [−1,1]} ∪ {(x1,1) | x1 ∈ [−1,1]}.
Remark 3.1. Our results extend and unify corresponding results of [5–9,12,13,19,23].
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