Abstract In social tagging systems such as Delicious and Flickr, users collaboratively manage tags to annotate resources. Naturally, a social tagging system can be modeled as a (user, tag, resource) hypernetwork, where there are three different types of nodes, namely users, resources and tags, and each hyperedge has three end nodes, connecting a user, a resource and a tag that the user employs to annotate the resource. Then how can we automatically cluster related users, resources and tags, respectively? This is a problem of community detection in a 3-partite, 3-uniform hypernetwork. More generally, given a K-partite K-uniform (hyper)network, where each (hyper)edge is a K-tuple composed of nodes of K different types, how can we automatically detect communities for nodes of different types? In this paper, by turning this problem into a problem of finding an efficient compression of the (hyper)network's structure, we propose a quality function for measuring the goodness of partitions of a K-partite K-uniform (hyper)network into communities, and develop a fast community detection method based on optimization. Our method overcomes the limitations of state of the art techniques and has several desired properties such as comprehensive, parameter-free, and scalable. We compare our method with existing methods in both synthetic and real-world datasets.
Introduction
Networks are appropriate models for studying the structures and dynamics of real-world systems, where nodes represent the fundamental entities of a system and edges represent the relationships between entities. One crucial step when conducting such a study is to detect communities: groups of related nodes that correspond to functional subunits of the underlying system such as protein complexes and social spheres. Community detection in unipartite networks has been extensively investigated [1] [2] [3] [4] [5] . There are many heterogenous systems that can be modeled as K-partite K-uniform (hyper)networks, or simply K, K -(hyper)networks, where the nodes can be divided into K disjoint sets and each (hyper)edge has K end nodes, one in each set . For example, the DBLP computer science bibliography can be modeled In unipartite networks, there is no restriction on edges, i.e., an edge can connect any two nodes. It is considered that unipartite networks are suited to model homogeneous systems composed of entities of a single type, e.g., a social network where nodes represent individuals and edges represent the friendship between two individuals (see Fig.1(a) ).
Since edges have more than two end nodes when K > 2, they are actually hyperedges. Correspondingly, the networks are hypernetworks.
©2011 Springer Science + Business Media, LLC & Science Press, China

Xin Liu et al.: Detecting Communities in K, K -(Hyper)Networks
779
as an author-paper network, where edges between authors and papers represent the authoring relationship. This is a case for 2, 2 -networks, often referred as bipartite networks (see Fig.1(b) ). In social tagging systems, users collaboratively manage tags to annotate resources. The tagging relationship involves three entities of different types: a user, a resource and a tag that the user employs to annotate the resource. A social tagging system can be naturally modeled as a (user, tag, resource) hypernetwork. This is a case for 3, 3 -hypernetworks (see Fig.1(c) ).
As for community detection in K, K -(hyper)networks, a common strategy is to reduce a K, K -(hyper)network to simpler unipartite networks [6] [7] , 2, 2 -networks [8] , or K, 2 -networks [9] . One major drawback of this strategy is that some valuable information of the original (hyper)network is lost during reduction [10] , and the subsequently detected communities are less accurate. Researchers also proposed extended modularity optimization [11] [12] [13] [14] [15] and tensor decomposition [16] methods. But these two methods are designed to detect communities of one-to-one correspondence , as shown in Fig.2(a) . Real-world heterogeneous systems are often more complex than that. For example, 1) in DBLP computer science bibliography, a research group may publish papers on data mining and also on natural language processing; 2) in social tagging systems, a group of users may have interest in resources about programming and also enjoy resources about sports news; a collection of resources about flower photos may be annotated by some users with tags like "flower", "beautiful", "nature", and also annotated by some other users with semantically different tags like "canon", "macro", "100 mm lens" (because they are photography enthusiasts). Hence, communities of many-to-many correspondence, as shown in Fig.2(b) , are practically more significant. To the best of our knowledge, there is no method that is able to detect communities of many-to-many correspondence up to now. Besides, another disadvantage of some existing methods [9, [16] [17] [18] [19] [20] is that they require experimenters to specify certain parameters such as the numbers of communities. In practice, such a priori knowledge is difficult to obtain .
Rosvall and Bergstrom recently proposed an information compression method for community detection in unipartite networks [22] . The main insight is to convert the community detection problem to a problem of finding an efficient compression of the network's structure. In this paper, we extend their idea and propose a framework to address the problem of community detection in K, K -(hyper)networks. Specifically, we propose a quality function for measuring the goodness of partitions of a K, K -(hyper)network into communities, and develop a fast algorithm for optimizing the quality function. Our method overcomes the limitations of existing methods and has the following key properties.
• Comprehensive: it is able to handle broad families of K, K -(hyper)networks, and is competent for both communities of one-to-one correspondence and communities of many-to-many correspondence.
• Parameter-free: it can automatically detect communities, without any a priori knowledge like the numbers of communities.
• Accurate: it is more sensitive than previous methods.
• Scalable: it is fast and scalable to large-scale data. The rest of the paper is organized as follows. Section 2 reviews related research. Section 3 formulates the problem of community detection in K, K -(hyper)networks. We introduce our method, including the quality function and the optimization algorithm in Section 4, with attendant notes on implementation in Appendix. Section 5 presents experimental results, followed by a conclusion in Section 6.
Related Work
Here we discuss related work from four areas:
K, 2 -networks are networks whose nodes can be divided into K disjoint sets and each edge can only connect two nodes in different sets. When K = 2, K, K -network and K, 2 -network indicate the same thing, namely the bipartite network. When K > 2, K, K -hypernetwork differs fundamentally from K, 2 -network, since the "building block" of the former is the hyperedge connecting K end nodes, while "building block" of the latter is the pairwise edge connecting two end nodes.
A community is said to have correspondence with another community, if there are dense connections between them.
In a community detection problem, the numbers of communities are not specified by experimenters but should be found by a method itself [6, 21] . Thus, the classic clustering and graph partitioning approaches which require experimenters to specify the numbers of communities are not qualified. unipartite network, 2, 2 -network, K, 2 -network (K > 2), and K, K -hypernetwork (K > 2).
Unipartite Network
The study of community detection in unipartite networks has a long history. It is closely related to graph partitioning [23] in graph theory and computer science, and hierarchical clustering [24] in sociology. In recent years, this study has attracted a great deal of interest, especially in the realm of statistical physics [1] [2] [3] [4] [5] . And, particular attention should be paid to modularity [25] [26] , a quality function for measuring the goodness of partitions of a unipartite network into communities. It is based on the idea that a random network is not expected to have community structure, so the possible existence of communities in a given network is revealed by comparison between certain quantities in this given network and those in an appropriate random network. Although modularity suffers from the resolution limit [27] attributed to the existence of multiscale community structure [28] , it has been widely used. Modularity optimization [29] [30] [31] [32] [33] [34] [35] [36] [37] is perhaps the most popular method for community detection in unipartite networks, partly in virtue of its parameter-free nature.
2, 2 -Network
Due to the success of modularity optimization, some researchers extended it to 2, 2 -networks [11] [12] [13] . In their extended modularity formulas, a community seeks only one community of another node type, with dense connections between them. Hence, one major drawback of these methods is that they are biased towards communities of one-to-one correspondence, and cannot handle communities of many-to-many correspondence. In parallel, Guimerà et al. proposed another extended modularity optimization method [6] , which focuses on community detection in one node set at a time. Their method essentially amounts to carrying out modularity optimization in a unipartite network reduced from the original 2, 2 -network. Thus, as mentioned before, it suffers from the accuracy problem.
There are many researches on co-clustering objects of two types. The information-theoretic co-clustering algorithm [17] is among the first to address this problem. Follow-up work includes [18] [19] [20] . However, all of them require a priori knowledge such as the numbers of clusters.
Community detection in K, 2 -Networks is related to the problem of co-clustering objects of multiple types. Successful methods include consistent bipartite graph co-partitioning [38] , high order coclustering [39] , spectral relational clustering [40] , graph approximation [41] , and collective matrix factorization [42] [43] , etc. All of these methods need experimenters to specify certain parameters.
A common strategy for processing a K, Khypernetwork is to reduce it to simpler networks. Take a (user, tag, resource) hypernetwork as an example. In Zlatić's method [7] , they reduce the hypernetwork to three unipartite networks respectively for users, tags and resources based on a node similarity measure, and then use bottom-up optimization algorithm in each of the unipartite networks; in Neubauer's method [8] , they reduce the hypernetwork to a user-tag 2, 2 -network, a user-resource 2, 2 -network and a tag-resource 2, 2 -network to formulate an extended modularity and then apply modularity optimization algorithm. In Lu's method [9] , they decompose the 3-way (user, tag, resource) hyperedge into pairwise user-tag, user-resource, and tag-resource edges to build a user-tag-resource 3,2 -network, and then employ K-means algorithm. One major drawback of this class of methods is that some valuable information of the original hypernetworks is lost during reduction [10] , and the subsequently detected communities are less accurate.
Murata extended modularity optimization to K, K -hypernetworks [14] [15] . In his extended modularity formula, a community seeks only one community of another node type, with dense connections between them. Hence, this method is biased towards communities of one-to-one correspondence. Lin et al. presented an approach for detecting communities in rich media social networks by consistent decomposition of multiple tensors [16] , which also applies to the community detection problem in K, K -hypernetworks. However, they only consider the same numbers of communities in different node sets (due to the restriction on dimensions of the decomposed factor matrices), implying the oneto-one correspondence between communities. Another weakness is that these numbers have to be specified by experimenters in advance.
There are researches towards understanding the properties and structures of the 3, 3 -hypernetwork model for social tagging systems. Zlatić et al. discussed hyperedge distributions, node similarity, and correlations [7] . Cattuto et al. studied path length, clustering coefficient, and node connectivity [44] . Halpin et al. focused on dynamics of tag distributions [45] .
Problem Formulation
One fundamental issue is the definition of community in a K, K -(hyper)network. Generally, a community should be a group of related nodes that correspond to a functional subunit of the underlying real-world system. In unipartite networks, a community is often understood as a group of nodes with dense connections between them. But this notion is not suitable for K, K -(hyper)networks, since nodes of the same type are not connected. Instead, we consider a K, K -(hyper)network community as a group of "parallel" nodes (of the same type), i.e., the nodes that are similar to one another as regards their relations to nodes of other types. In other words, "parallel" nodes connect to other nodes in similar ways [46] [47] . This is a natural assumption, because a group of "parallel" nodes are very likely to form a functional subunit. For example, in a social tagging system, those users having similar tagging actions are very likely to share the same interest; those resources that are annotated with many common tags are very likely to be in the same category.
In the following, we formulate the problem of community detection in K, K -(hyper) networks. Now assume an undirected and unweighted
| is the number of nodes in the k-th node set, and m = |E| the number of (hyper)edges. The structure of H can be represented
size, with elements
0, otherwise.
The problem of community detection in H is that, given A, how we can find a "good" partition C = {V
. . .
Note that the numbers of communities c (k) (k = 1, 2, . . . , K) are not known a priori.
The meaning of "good" is twofold: 1) nodes in the same community are "parallel" (in a sense that we mentioned in the first paragraph of Section 3, and the same hereinafter); 2) (hyper)edges between communities are either dense or sparse, so that the correspondence between communities is clear. It is easy to see that the above criteria of "good" apply to both communities of one-to-one correspondence and communities of manyto-many correspondence. Whether we should make a partition into the former or the latter is determined by the intrinsic structure of H itself. Table 1 summarizes the notations frequently used in this paper.
The k-th node set E The (hyper)edge set n The total number of nodes
The number of nodes in the k-th node set
The number of communities in the k-th node set m
The total number of (hyper)edges
The i k -th node of the k-th node set
The α k -th community of the k-th node set
The number of nodes in the α k -th community of the k-th node set
The vector whose element S
indicates community membership of the i k -th node of the k-th node set A
The K-dimensional array whose element A i 1 i 2 ···i K indicates the number of (hyper)edges between v
In this section we present our method for solving the problem formulated in Section 3. We first define a quality function for measuring the goodness of partitions of a K, K -(hyper)network into communities, and then propose an algorithm for optimizing the quality function.
Quality Function
The main insight of the information compression method proposed by Rosvall and Bergstrom [22] is to convert the community detection problem to a problem of finding an efficient compression of the network's structure. In their study, they focus on information compression on a unipartite network's structure. In the following, we extend their idea to show how to compress the structural information of a K, K -(hyper)network, in order to formulate our quality function. Now let us envision a communication process of transmitting structural information of a K, K -(hyper)network H. A signaler knows the structure of H and aims to transmit much of the information in a reduced fashion to a receiver over a noiseless channel. To do so, the signaler makes a partition of H into communities and encodes the structural information X = {A} as compressed information summarizing the community partition:
is the community membership vector of the k-th node set, and M is the community connectivity array. For a partition dividing the k-th node set into c (k) communities, we have
size, with element M α1α2···α K ∈ {0, 1, . . . , m} indicating the number of (hyper)edges between communities V
It is easy to derive that the description length (in bits)
where the logarithm is taken in base 2. After receiving Y , the receiver knows the community membership of each node and the number of (hyper)edges between each community K-tuple
Then he tries to recover the original structural information X by constructing possible candidates. The number of different candidates is given
where n
α k , the parentheses in (1) denote the binomial coefficient, and each binomial coefficient gives the number of different candidates for recovering the original
Hence, the description length (in bits) of the additional information for the receiver to recover X (i.e., the conditional information between X and Y ) is
The objective is that the signaler transmits the least while the receiver receives the most. This is apparently a dilemma. If the signaler makes a partition of If the signaler makes a "good" partition (as described in Section 3, and the same hereinafter), he can highlight certain regularities (e.g., the similarities of nodes in the same community) and filter out relatively unimportant details (e.g., the dissimilarities of nodes in the same community). Intuitively, the compression based on it would achieve the optimal trade-off between L(Y ) and L(X|Y ) (see Fig.3 for illustration) . According to the minimum description length (MDL) principle [48] ,
would get the minimum value. This is the quality function for C . It is clear that the lower value of Q H , the better of C . It should be emphasized that Q H highly values a "good" partition, which applies to both communities of one-to-one correspondence and communities of many-to-many correspondence.
Algorithm for Minimizing Quality Function
Now we can evaluate a partition based on the quality function Q H , and a low value of Q H indicates a "good" partition. Then the task is to search over all possible partitions for one that has a minimum Q H . However, like modularity optimization [29] [30] [31] [32] [33] [34] [35] [36] [37] , finding the global optimal solution is NP-hard [49] . Thus approximate algorithm is required.
We develop an algorithm modified from label propagation algorithm (LPA) [37, [50] [51] . LPA is fast for minimizing Q H (originally designed for maximizing the modularity [51] ), but it is prone to get stuck in a poor local minimum [37] . Our algorithm achieves a proper balance between accuracy and speed. It can be divided into two iterative phases. In Phase 1, we run LPA in the original (hyper)network H, to reach a local minimum of Q H . In Phase 2, we run LPA in a reduced (hyper)networkH, to escape the local minimum previously reached. Specific procedures and detailed explanations of our algorithm are as follows.
Initially we assign each node a unique label, indicating its community membership. Therefore, there are as many initial communities as there are nodes. Then we enter Phase 1 (running LPA in H).
(a) In each step, in a random sequential order, update each node's label to one of the existing labels (the existing labels in the node set of the considered node) that generates the greatest decrease of Q H ; if no new label generates a decrease of Q H , keep the node's label unchanged (the label updating rule).
(b) Repeat (a), each step in a new random sequential order, until no decrease of Q H can be achieved.
(c) Identify communities as nodes bearing the same labels. In the above procedures, note that 1) according to the label updating rule, Q H never increases; 2) some initial labels vanish while some others become popular. Thus, Phase 1 in effect seeks to minimize Q H by combining communities. At the initial stage when each community is composed of one node, we can easily combine communities. Later, with communities getting larger and larger, combining them becomes harder and harder: combining community V 2 's label; but it is difficult to achieve this consensus based on the updating rule of each individual node. Consequently, Phase 1 finally stops and converges to a local minimum of Q H .
In Phase 2 we try to escape the local minimum. Following the method presented in [35] , we build a reduced (hyper)networkH whose nodes are now the communities identified in Phase 1 . Then, we assign each node inH a unique label, and sequently and repeatedly update their labels (running LPA inH). Note that the nodes are now the communities identified in Phase 1. By updating a node's label to another, we actually combine these two communities and escape the local minimum.
After Phase 2 finishes, we would come back to the original (hyper)network H and enter Phase 1 again. That is, we first retrieve each node's label from the corresponding label inH , and then run LPA to reach another local minimum . With these two phases being repeated iteratively, a fairly good solution can be finally obtained.
It should be noted that the above algorithm, though described as to minimize Q H , can be used to optimize other quality functions (for maximization, just make some minor modification, e.g., decrease→increase, minimum→maximum). In Appendix, we discuss implementation issues and show how this algorithm can be speeded to run in near linear time.
Experiments
In this section we present experiments for evaluating the performance of our method in 2, 2 -network and 3, 3 -hypernetwork.
Southern Women 2, 2 -Network
First, we use the famous Southern women 2, 2 -network as a "touchstone". The original data underlying this network were collected by Davis et al. during the 1930s as part of an extensive study of class and race in black and white society in the Deep South [53] . It describes the participation of 18 women in 14 social events. Then we can derive a 2, 2 -network whose nodes represent women and social events, and whose edges represent the participation of the women in the events. This data and the corresponding 2, 2 -network have been intensively studied by social scientists.
1) Based on the ethnographic knowledge, Davis made a partition of the 18 women into two groups -women 1∼9 in the first group and women 9∼18 in the second (woman 9 is a secondary member of both groups) [53] . 2) Freeman reviewed 21 different studies and identified a consensus partition of the 18 women into two groups -women 1∼9 in the first group and women 10∼18 in the second [54] .
Taken together, we consider the partition that divides women into two communities -{1 ∼ 9} and {10 ∼ 18} as the ground truth (since it is in agreement with both the findings of Davis and Freeman). vanced by Guimerà [6] , (c) the extended modularity optimization proposed by Murata [12] , (d) the extended modularity optimization presented by Barber [11] , and (e) the extended modularity optimization brought forward by Suzuki [13] . Women are indicated as circle symbols located at the top side, while events are indicated as square symbols located at the bottom side. Nodes in the same community are painted in the same color.
Except for our method, existing approaches for community detection in 2, 2 -networks include the extended modularity optimization methods [6, [11] [12] [13] and In order to calculate Q H inH, we introduce the node weight (equal to the number of nodes in the corresponding communities in H) and (hyper)edge weight (equal to the number of (hyper)edges between the corresponding communities in H) [35, 52] .
For a given node vx in H, there is a nodevx inH corresponding to vx's community, so we retrieve vx's label fromvx's label.
In Phase 2, all nodes' labels in a community are forced to be updated jointly. By running LPA in H, we can update the individual labels separately and further refine the solution.
the co-clustering algorithms [17] [18] [19] [20] . Here we only consider the extended modularity optimization methods, since the co-clustering algorithms require a priori knowledge such as the numbers of clusters and are not qualified in a strict sense [6, 21] . Fig.4 shows the partitions obtained by different methods. (The partitions obtained by the extended modularity optimization methods are reported in [6, 11, 13] .) It is satisfying to find that only our method's partition for women (the top side nodes in Fig.4(a) ) is consistent with the ground truth proposed by the social scientists. Our partition of events into three communities is also reasonable, as it conforms to the criteria of "good": 1) nodes within the same event community are "parallel"; 2) the correspondence between communities is clear -event communities {1∼6} and {10∼14}, respectively, correspond with woman communities {1∼9} and {10∼18}, while event community {7∼9} corresponds with both woman communities. In addition, our method detects communities of manyto-many correspondence, while others detect communities of one-to-one correspondence. (Although there are many-to-many correspondence between communities described in Fig.4 (e), this partition seems somewhat strange, since several communities consist of only one node.)
Synthetic 3, 3 -Hypernetwork
Now, let us concentrate on comparing our method with existing methods through a standard benchmark test [2, 8, [14] [15] 25] in synthetic 3, 3 -hypernetworks. The basic scheme is as follows.
1) We generate a set of random 3, 3 -hypernetworks with known community structure (the true partition).
2) Applying various community detection methods to these hypernetworks (the true partition is hidden at this time), we compare the similarities between partitions obtained by these methods and the true partition.
3) The more similar an obtained partition is to the true partition, the better of the corresponding method.
To quantify the similarity between two partitions, we adopt the widely used normalized mutual information (NMI) [2] . NMI is an information theoretic measure that calculates the amount of common information between two partitions. Specifically,
where P 1 and P 2 are two partitions on the same set of nodes, c P1 is number of communities in P 1 , c P2 is number of communities in P 2 , N is the total number of nodes, N α· is the number of nodes in the α-th community of P 1 , N ·β is the number of nodes in the β-th community of P 2 , and N αβ is the number of nodes that are both in the α-th community of P 1 and the β-th community of P 2 . If P 1 and P 2 match completely, we have a maximum NMI value of 1, whereas if P 1 and P 2 are totally independent of one another, we have a minimum value of 0. For comparison, we consider several methods that cover state-of-the-art techniques. They are, in order, the extended modularity optimization method (ExModularity) [14] , the tensor decomposition method (MetaFac) [16] , and the method that involves reduction of a 3, 3 -hypernetwork to 2, 2 -networks (BiReduction) [8] (a brief description of these three methods is included in Subsection 2.4). In addition, we consider another method (UniReduction) modified from Zlatić's approach [7] , which involves reduction of a 3, 3 -hypernetwork to unipartite networks.
Detailed description of UniReduction is as follows. To make it clear, we color the three node sets V (1) , V (2) , and V (3) in a 3, 3 -hypernetwork red, green, and blue, respectively. Suppose we are to detect red communities. We first reduce the original hypernetwork to a weighted unipartite network of red nodes, and then employ modularity optimization in this unipartite network. The edge weight w (1) xy between v in the unipartite network is equal to their similarity in the original hypernetwork as measured by Jaccard index [55] . In specific,
where Γ (v y . Justification of this method is that the more similar two nodes are to each other, the larger of the edge weight between them, and thus the more probable they are grouped into the same community by modularity optimization.
Note that ExModularity, UniReduction, and BiReduction all rely on heuristics to optimize their respective quality functions. The original ExModularity and
The major difference between Zlatić's approach and UniReduction lies in the similarity measure for calculating the edge weight. In Zlatić's approach, the similarity measure only considers neighbors in one node set, i.e., either green or blue neighbors of v (thus some information of the original hyperedges is lost). In UniReduction, the similarity measure considers both green and blue neighbors.
BiReduction use the greedy bottom-up algorithm [29] . To be fair, we consistently use Algorithm 1 (described in Subsection 4.2, and the same hereinafter) as the optimization algorithm for our method, ExModularity, UniReduction, and BiReduction. (Actually, Algorithm 1 is empirically proved to be superior to the greedy bottom-up algorithm in terms of the optimization result.)
Communities of One-to-One Correspondence
For the first case, we consider comparing these methods in a set of synthetic 3, 3 -hypernetworks with builtin communities of one-to-one correspondence. Detailed hypernetwork generation procedures are as follows.
1) Set the numbers of red, green and blue nodes as
. Set the numbers of red, green and blue communities as c
Equally divide the red, green and blue nodes into c (1) , c (2) and c (3) communities. That is, n
(1) ; α 2 = 1, . . . , c (2) ; α 3 = 1, . . . , c (3) ).
2) For each community triple (V
α2 , V
α3 ), first set the hyperedge density as
0.005 rand , otherwise.
(2) rand is a random number from 0.0 to 1.0, which acts as a noise factor. Then, with probability p α1α2α3 , randomly place hyperedges connecting nodes v
From (2), we can find that dense hyperedges are placed between the α-th red, α-th green and α-th blue communities (α = 1, . . . , 8), constituting their one-to-one correspondence.
By gradually decreasing p dense from 0.08 to 0.00, we generate different hypernetworks , with the resulting community structure more and more weak. Thus we pose greater and greater challenges to different methods.
In Fig.5 , we show the performances of various methods in this set of hypernetworks (values are averaged over 20 runs). On the whole, performance of each method varies in a similar way across red, green and blue node sets (since red, green and blue nodes are in a symmetric status in the hypernetwork generation procedures). Specifically, our method, ExModularity, and BiReduction perform excellently, correctly detecting not only the numbers of communities but also community membership of each node almost all the way to the point p dense = 0.05. At the turning stage, i.e., when p dense falling from 0.045 to 0.03, our method slightly outperforms ExModularity and BiReduction, as shown in the embedded figures. MetaFac, though given a priori knowledge of the true numbers of communities (the number of red/green/blue communities are set as 8), does not provide remarkable result. Not all nodes' community memberships can be detected by MetaFac, even at p dense = 0.08. The record of UniReduction is even worse. Its performance began to deteriorate as early as p dense = 0.055.
All of these methods miss the true community structure when p dense <0.025. To see this, we compare the partitions obtained by our method, ExModularity, UniReduction and BiReduction with the true partition. We are surprised to find that these obtained partitions are consistently much better than the true partition, as measured by their respective quality functions (the true partition should have been better than any other partitions based on an objective view), that is, these quality functions fail to tell right from wrong and become invalid. Consequently, all of the methods fail, since one can never expect an optimization algorithm to find the For different p dense , the number of hyperedges generally ranges from 9 400 to 16 500.
true partition under an invalid quality function. The only difference is that, under different quality functions, our method favors a partition into only one community (in each node set), while ExModularity and BiReduction prefer a partition into over 40 communities (in each node set). According to the information theory, a partition into one community is totally independent of the true partition, leading to an NMI value of 0 (this is the reason that our method's value dives towards 0). On the other hand, a randomly generated partition into 40 communities is expected to have an NMI value of 0.310±0.0001 (based on 10 000 tests), which is comparable to the values achieved by ExModularity and BiReduction (this is the reason that these two methods can still have nice looking records even when no community structure exists, i.e., at p dense = 0.00). Therefore, it is just deceptive information given by NMI, and ExModularity and BiReduction are actually not superior to our method when p dense < 0.025.
Communities of Many-to-Many Correspondence
As for the second case, we generated a set of random 3, 3 -hypernetworks with built-in communities of many-to-many correspondence. Detailed procedures are as follows.
1) Set the numbers of red, green and blue nodes as n (1) = 120, n (2) = 160, n (3) = 200. Set the numbers of red, green and blue communities as c
(1) = 6, c (2) = 8, c (3) = 10. Equally divide red, green and blue nodes into c (1) , c (2) and c (3) communities. That is, n
α3 ), first set the hyperedge density as 
Then, with probability p α1α2α3 , randomly place hyperedges connecting nodes v
α3 . From (3), we can find that around 48 out of the c (1) × c (2) × c (3) = 480 community triples are randomly selected and placed with dense hyperedges. Since 48 is much larger than c (1) , c (2) and c (3) , there must be manyto-many correspondence between communities. Similarly, we gradually decrease p dense from 0.08 to 0.00, and generate a set of hypernetworks 11 O , with resulting community structure more and more difficult to detect.
The performances of various methods in this set of hypernetworks are shown in Fig.6 (values are averaged over 20 runs). As Fig.6 shows, our method outperforms others by a large margin. It works almost perfectly all the way until p dense = 0.015, with a sudden degradation thereafter. (The reason that our method's NMI value is well below others' when p dense < 0.015 is the same as discussed in the test for communities of one-to-one correspondence.)
As for other methods, we can observe two common features. 1) None of them can detect community memberships with 100% accuracy, even when p dense = 0.08. 2) Their performances deteriorate much earlier than our method, often with records fluctuating wildly before the turning points. Therefore, as expected, these methods cannot handle communities of many-to-many correspondence. In specific, UniReduction is the second best in most of the time, followed by MetaFac. Note that MetaFac is given at least an estimate of the true numbers of communities (the number of red/green/blue communities are set as 8), so its performance is not appealing. Contrary to the excellent performances in the previous set of hypernetworks, BiReduction and ExModularity do not show satisfactory results this time.
Remark. One may wonder that why the performance of our method in this test is better than that in 
11
O For different p dense , the number of hyperedges generally ranges from 8 000 to 55 000. the previous test for communities of one-to-one correspondence. This is because there are more communities triples placed with dense connections this time (recall that around 48 community triples are placed with dense hyperedges in the hypernetwork generation procedures for communities of many-to-many correspondence, while only 8 community triples are placed with dense hyperedges in the generation procedures for communities of one-to-one correspondence). Thus, more information can be capitalized by our method, resulting in a better performance. These two tests show that our method is competent for detecting both communities of one-to-one correspondence and communities of many-to-many correspondence. For the former case, our method slightly wins the state-of-the-art techniques. For the latter case which is more significant in practice, our method outperforms others by a large margin. Whether we should make a partition into the former case or the latter case is determined by the intrinsic structure of the (hyper)network itself.
Conclusion
Based on the information compression idea [22] , we define a quality function for measuring the goodness of partitions of a K, K -(hyper)network into communities, and develop an algorithm for optimizing this quality function. Our method provides a framework to solve the community detection problem in K, K -(hyper)networks.
Compared with existing methods, our method is competent for both communities of one-to-one correspondence and many-to-many correspondence. It should be emphasized that our method is automatic and independent of any priori knowledge like the numbers of communities. By carefully designing the algorithm (see Appendix), our method also has the desired property of scalability.
The framework proposed in this paper is the first step for analyzing complex heterogeneous systems. A real-world heterogeneous system often contains several different kinds of relationships: some relationships are formed between entities of the same type, some are between entities of different types. Generally, the relationship between entities of the same type can be modeled as a unipartite network, while the relationship between entities of different types can be modeled as a K, K -(hyper)network. Thus, such a heterogeneous system can be modeled as multiple related (hyper)networks, one for each kind of relationship. Community detection from multiple related (hyper)networks is left for our future work. • When updating the label of a node, say v (1) x , instead of considering all of the existing labels as candidates, we only consider the labels of the nodes which are similar to v (1) x . Specifically, we can find v (1) x 's t most similar nodes based on a given similarity measure [56] . Generally, the larger of t, the more accuracy is achieved, while the smaller of t, the more speed-up is achieved. Accordingly, the time complexity of the algorithm is reduced to O(tm), or O(m) for small t.
• It is possible to introduce a threshold 1 , so that we can stop the current Phase and enter the next Phase when the gain in Q H achieved by one step of label updating does not exceed 1 . Similarly, we can introduce another threshold 2 and terminate the algorithm when the gain in Q H achieved by the current Phase does not exceed 2 . Fig.A1 shows the running details of LPA and our algorithm (without speed-up) in the Southern women 2, 2 -network, and synthetic 3, 3 -hypernetworks. It is clear that LPA is prone to get stuck in a poor local minimum, resulting in a suboptimal solution. On the other hand, our algorithm which involves running LPA in the original (hyper)network H (Phase 1) and in the reduced (hyper)networkH (Phase 2) iteratively, enables us to search a much better solution than that obtained by LPA within a reasonable time limit. Thus, our algorithm achieves a proper balance between accuracy and speed.
