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In 1997, Johnson, Holroyd and Stahl conjectured that the circular
chromatic number of the Kneser graphs KG(n,k) is equal to the
chromatic number of these graphs. This was proved by Simonyi
and Tardos (2006) [13] and independently by Meunier (2005) [10],
if χ(KG(n,k)) is even. In this paper, we propose an alternative ver-
sion of Kneser’s coloring theorem to conﬁrm the Johnson–Holroyd–
Stahl conjecture.
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1. Introduction
The Kneser conjecture [6] was proved by Lovász [8] using the Borsuk–Ulam theorem; all subse-
quent proofs, extensions and generalizations also relied on Algebraic Topology results, namely the
Borsuk–Ulam theorem and its extensions. Matoušek [9] provided the ﬁrst combinatorial proof of the
Kneser conjecture. Schrijver [12] found a fascinating family of subgraphs of Kneser graphs that are
vertex-critical with respect to the chromatic number. Ziegler [15] provided a combinatorial proof of
Schrijver’s theorem [12].
Johnson, Holroyd and Stahl [5] conjectured that the circular chromatic number of the Kneser
graphs KG(n,k) equals their chromatic number. Hajiabolhassan and Zhu [4] proved that for any posi-
tive integer k, if n is large enough, then the circular chromatic number of the Schrijver graph SG(n,k)
equals their chromatic number. They answered a question of Lih and Liu [7].
It was proved by Simonyi and Tardos [13], and independently by Meunier [10], that if χ(KG(n,k))
is even, then χc(SG(n,k)) = χc(KG(n,k)) = χ(SG(n,k)) = χ(KG(n,k)). They use the same old topo-
logical result of Fan [2] to prove the Johnson–Holroyd–Stahl conjecture [5] holds for every even n.
Meunier [11] provided another combinatorial proof of Schrijver’s theorem [12] by Fan’s combinatorial
formula [3].
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In Section 3, we propose a speciﬁc labeling theorem by Fan’s combinatorial lemma [2]. In Section 4,
we obtain an alternative version of Kneser’s coloring theorem. In Section 5, we prove the Johnson–
Holroyd–Stahl conjecture using this new coloring theorem.
2. Conventions and deﬁnitions
We use [n] to denote the set {1,2, . . . ,n} of n integers. For x, y ∈ [n], we deﬁne dn(x, y) =
min{|x − y|,n − |x − y|}. For every nonempty subset S of [n], max(S) denotes the maximal element
of S . In particular, we deﬁne max(∅) = 0.
A mapping c : V −→ [m] is a (proper) coloring of a graph G = (V , E) with m colors if none of
the edges e ∈ E is monochromatic under c. For positive integers p and q with p  2q, a coloring
f : V −→ [p] of a graph G = (V , E) is called a (p,q)-coloring if for all adjacent vertices u and v one
has q | f (u) − f (v)| p − q, that is, dp( f (u), f (v)) q.
The chromatic number χ(G) of a graph G = (V , E) is the smallest number m such that a proper
coloring c : V −→ [m] exists. The circular chromatic number of a graph G = (V , E) is deﬁned as χc(G) =
inf{p/q: there is a (p,q)-coloring of G}.
We denote by
([n]
k
)
the collection of all subsets of [n] with cardinality k, and denote by ([n]k )stable
the collection of all stable k-subsets, that is, all subsets that do not contain any two adjacent elements
modulo n. The Kneser graph, denoted as KG
([n]
k
)
or KG(n,k), is deﬁned for parameters n  2k > 0 as
the graph having
([n]
k
)
as vertex set. Two vertices are deﬁned to be adjacent in KG(n,k) if they are
disjoint. The stable Kneser graph or Schrijver graph, denoted as KG
([n]
k
)
stable or SG(n,k), is deﬁned for
parameters n  2k > 0 as the graph having
([n]
k
)
stable as vertex set. Two vertices are deﬁned to be
adjacent in SG(n,k) if they are disjoint.
We write {+,−,0}n for the set of all signed subsets of [n], the family of all pairs (X+, X−) of
disjoint subsets of [n]. Such subsets can alternatively be encoded by sign vectors X ∈ {+,−,0}n , where
Xi = + denotes that i ∈ X+ , while X j = − means that j ∈ X− . The positive part of X is X+ :=
{i ∈ [n]: Xi = +}, and analogously for the negative part X− . For every signed subset (X+, X−) in
{+,−,0}n , the signed subset (X−, X+) can be encoded by sign vector −X , that is, (−X)+ = X− and
(−X)− = X+ . For example, −(0+−+) = (0−+−). We write |X | for the number of non-zero signs
in X , that is, |X | = |X+| + |X−|. We write max(X) for the maximal element of X+ ∪ X− , that is,
max(X) = max(X+ ∪ X−).
In the following, we shall switch freely between the different notations for signed sets. For sign
vectors, we use the usual partial order from oriented matroid theory, which is deﬁned componentwise
with 0+ and 0−. Thus X  Y , that is (X+, X−) (Y+, Y−), holds if and only if X+ ⊆ Y+ and
X− ⊆ Y− . We write alt(X) for the length of the longest alternating subsequence of non-zero signs in
X . For example, alt(0+−+ + 00 + 0) = 3. A sign vector X ∈ {+,−,0}n is k-alternating if alt(X) = k
and max(X+ ∪ X−) = k for 1 k  n. For example, (−+−+0000) is 4-alternating, but (0−+−+000)
is not 4-alternating.
A nonempty subset S of {+,−,0}n \{0}n is called antipodal provided that X ∈ S implies −X ∈ S .
For positive integers k and n, where 1 k n, we deﬁne
{+,−,0}nk :=
{
X ∈ {+,−,0}n: |X | k}
and
{+,−,0}nk :=
{
X ∈ {+,−,0}n: |X | = k}.
Hence {+,−,0}n1 = {+,−,0}n\{0}n .
For positive integers m and n, and an antipodal subset S ⊆ {+,−,0}n\{0}n , a labeling map
λ :S −→ {±1,±2, . . . ,±m} is called antipodal if λ(−X) = −λ(X) for all X .
For positive integers m and n, and an antipodal subset S ⊆ {+,−,0}n \{0}n , a signed set-valued
map f : S −→ {+,−,0}m \{0}m is called antipodal if f (−X) = − f (X) for all X .
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Let n be a positive integer and let sd([−1,+1]n) be the barycentric subdivision of the n-cube
[−1,+1]n . We denote ∂(sd([−1,+1]n)) to be the boundary of sd([−1,+1]n). In this paper, the
vertex set of ∂(sd([−1,+1]n)) can be identiﬁed with {+,−,0}n\{0}n . Every set with n vertices in
{+,−,0}n\{0}n form an (n − 1)-simplex if they can be arranged in a sequence X1  X2  · · ·  Xn
satisfying |X j| = j for j = 1,2, . . . ,n.
Tucker’s lemma [14] says that if we take a suitable triangulation of an n-ball, and label its vertices
by labels in {±1,±2, . . . ,±n} in a way that is antipodal on the boundary, then there is a “com-
plementary edge” whose endpoints receive opposite labels. Both Matoušek’s proof [9] of the Kneser
conjecture and Ziegler’s proof [15] of Dol’nikov’s theorem [1] rely on the Octahedral Tucker’s lemma
[15], which corresponds to Tucker’s lemma [14] applied to (the boundary of) the barycentric subdivi-
sion of the n-cube [−1,+1]n . Fan [2] proposed the following combinatorial formula on the barycentric
subdivision of the octahedral subdivision of n-sphere Sn .
Lemma 1 (Fan’s combinatorial lemma). Let K be a symmetric barycentric subdivision of the octahedral sub-
division of the n-sphere Sn. Suppose that each vertex of K is assigned a label from {±1,±2, . . . ,±m} in such
a way that (i) labels at antipodal vertices sum to zero and (ii) labels at adjacent vertices do not sum to zero.
Then there are an odd number of n-simplices whose labels are of the form {k1,−k2, . . . , (−1)nkn+1}, where
1 k1  k2  · · · kn+1 m. In particular, m n + 1.
In this section, we will establish a speciﬁc labeling theorem via the following combinatorial lemma,
which corresponds to Lemma 1 applied to ∂(sd([−1,+1]n)).
Lemma 2 (Octahedral Fan’s lemma). Let n be a positive integer. Suppose λ : {+,−,0}n\{0}n −→ {±1,±2,
. . . ,±n} satisﬁes (i) λ is antipodal and (ii) X  Y implies λ(X) = −λ(Y ) for all X, Y . Then there are an odd
number of (n−1)-simplices whose labels are of the form {1,−2, . . . , (−1)n−1n} and there are an odd number
of (n − 1)-simplices whose labels are of the form {−1,+2, . . . , (−1)nn}.
Let n and k be two positive integers with 4 2k  n. First we need some preliminary deﬁnitions
related to {+,−,0}n\{0}n . Suppose λ : {+,−,0}n\{0}n −→ {±1,±2, . . . ,±n} satisﬁes (i) λ is antipodal
and (ii) X  Y implies λ(X) = −λ(Y ) for all X, Y .
Deﬁnition 3. For each X ∈ {+,−,0}n\{0}n , we deﬁne α(X, λ,n) to be the number of those σ for
which
(i) σ is an (n − 1)-simplex of ∂(sd([−1,+1]n)),
(ii) the vertex set of σ contains the vertex X , and
(iii) the labels of σ assigned by λ are of the form {+1,−2, . . . , (−1)n−1n}.
We denote Σn2k−2 = {X ∈ {+,−,0}n2k−2: |X+| k or |X−| k}. One can easily check that Σn2k−2 is
an antipodal subset of {+,−,0}n\{0}n . Then we establish two important deﬁnitions related to Σn2k−2.
Suppose that ϕ : Σn2k−2 −→ {±1,±2, . . . ,±(n − 2k + 2)} satisﬁes (i) ϕ is antipodal, (ii) X  Y
implies ϕ(X) = −ϕ(Y ) for all X, Y , and (iii) X  Y implies |ϕ(X)| |ϕ(Y )| for all X, Y .
Deﬁnition 4. A sequence of signed sets X2k−1, X2k, . . . , Xn is called a ϕ-admissible sequence in Σn2k−2
if the signed sets satisfy
(i) X2k−1  X2k  · · · Xn ,
(ii) |X j| = j for j = 2k − 1,2k, . . . ,n, and
(iii) {ϕ(X2k−1),ϕ(X2k), . . . , ϕ(Xn)} ∈ {{+1,−2, . . . , (−1)n−1(n − 2k + 2)}, {−1,+2, . . . , (−1)n(n − 2k +
2)}}.
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called a pair of matching ϕ-admissible sequences if they satisfy
(i) ϕ(X j) = −ϕ(Y j) for j = 2k − 1,2k, . . . ,n, and
(ii) there exists a signed set Z ∈ {+,−,0}n2k−2 with |Z+| = |Z−| = k − 1 such that Z  X2k−1 and
Z  Y2k−1.
Note that Z ∈ {+,−,0}n2k−2\Σn2k−2, that is, Z /∈ Σn2k−2. Now we propose a speciﬁc labeling theo-
rem on Σn2k−2 as follows.
Theorem 6. Let n and k be two positive integers with 4  2k  n. Suppose ϕ : Σn2k−2 −→ {±1,±2, . . . ,±(n − 2k + 2)} satisﬁes
(i) ϕ is antipodal,
(ii) X  Y implies ϕ(X) = −ϕ(Y ) for all X, Y , and
(iii) X  Y implies |ϕ(X)| |ϕ(Y )| for all X, Y .
Then there exist a pair of matching ϕ-admissible sequences in Σn2k−2 .
Proof. First we denote
Γ = {X ∈ {+,−,0}n2k−2: ∣∣X+∣∣= ∣∣X−∣∣= k − 1}.
Then deﬁne a map f : {+,−,0}n\{0}n −→ {±1,±2, . . . ,±n} as follows:
Case I. For those X such that X /∈ Σn2k−2.
We deﬁne f (X) as ±(n − 2k + 2 + |X |), where the sign indicates which of max(X+) or max(X−)
equals max(X+ ∪ X−). Thus we obtain a value f (X) in the set {±(n− 2k+ 3),±(n− 2k+ 4), . . . ,±n}.
Case II. For those X such that X ∈ Σn2k−2.
We deﬁne f (X) = ϕ(X). Thus we obtain a value f (X) in the set {±1,±2, . . . ,±(n − 2k + 2)}.
One can easily check that f is antipodal and satisﬁes X  Y implies f (X) = − f (Y ) for all X, Y .
By Case II,
X  Y implies
∣∣ f (X)∣∣= ∣∣ϕ(X)∣∣ ∣∣ϕ(Y )∣∣= ∣∣ f (Y )∣∣ (1)
for all X, Y ∈ Σn2k−2.
We know that Γ is the set of signed sets in {+,−,0}n\{0}n whose labels assigned by f belong to
{−n,+n}. For any (n−1)-simplex, whose labels assigned by f are of the form {+1,−2, . . . , (−1)n−1n}
or the form {−1,+2, . . . , (−1)nn}, in ∂(sd([−1,+1]n)), its vertex set must contain exactly one signed
set in Γ . By Lemma 2, we have∑
X∈Γ
α(X, f ,n) = 1 (mod 2).
It implies that there exists a signed set Z ∈ Γ with f (Z) = (−1)n−1n such that
α(Z , f ,n) = 1 (mod 2).
For this ﬁxed Z , we deﬁne another labeling map g : {+,−,0}n\{0}n −→ {±1,±2, . . . ,±n} with
g(X) =
{− f (X) if X ∈ {Z ,−Z},f (X) otherwise.
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X  Y implies
∣∣g(X)∣∣ ∣∣g(Y )∣∣ (2)
for all X, Y ∈ Σn2k−2. By Lemma 2, we have∑
X∈Γ
α(X, g,n) = 1 (mod 2).
It follows that
α(Z , f ,n) + α(−Z , f ,n) +
∑
X∈Γ \{Z ,−Z}
α(X, f ,n)
= α(Z , g,n) + α(−Z , g,n) +
∑
X∈Γ \{Z ,−Z}
α(X, g,n)
= 1 (mod 2).
It is obvious that∑
X∈Γ \{Z ,−Z}
α(X, f ,n) =
∑
X∈Γ \{Z ,−Z}
α(X, g,n).
Since f (−Z) = − f (Z) = g(Z), α(−Z , f ,n) = α(Z , g,n) = 0. Thus,
α(Z , f ,n) = α(−Z , g,n) = 1 (mod 2).
It means that there exists an (n − 1)-simplex, with Z as a vertex, whose labels assigned by f
are of the form {+1,−2, . . . , (−1)n−1n}. There also exists another (n − 1)-simplex, with the same
vertex −Z , whose labels assigned by g are of the form {+1,−2, . . . , (−1)n−1n}. By the antipo-
dality of g , there exists an (n − 1)-simplex, with Z as a vertex, whose labels assigned by g are
of the form {−1,+2, . . . , (−1)nn}. From (1), (2), and the deﬁnitions of f and g , there are signed
sets X2k−1, X2k, . . . , Xn and Y2k−1, Y2k, . . . , Yn in Σn2k−2 satisfy (i) Z  X2k−1  X2k  · · ·  Xn and
Z  Y2k−1  Y2k  · · · Yn , (ii) |X j| = |Y j | = j, for j = 2k− 1,2k, . . . ,n, and (iii) f (X j) = (−1) j−1( j −
2k + 2) and g(Y j) = f (Y j) = (−1) j( j − 2k + 2) for j = 2k − 1,2k, . . . ,n. From Deﬁnitions 4 and 5, we
know that X2k−1, X2k, . . . , Xn and Y2k−1, Y2k, . . . , Yn are a pair of matching ϕ-admissible sequences
in Σn2k−2. So we are done. 
4. Coloring theorem
In this section, we obtain the following alternative version of Kneser’s coloring theorem by using
Theorem 6.
Theorem 7 (Alternative Kneser coloring theorem). Let n and k be two positive integers with 2  2k  n.
Suppose that c : ([n]k ) −→ [n − 2k + 2] is a proper coloring of KG(n,k) with (n − 2k + 2) colors. Then there
exist two disjoint (k− 1)-subsets S, T of [n] and n− 2k+ 2 distinct integers i1, i2, . . . , in−2k+2 ∈ [n]\(S ∪ T )
such that c(S ∪ {i j}) = c(T ∪ {i j}) = j for j = 1,2, . . . ,n − 2k + 2.
Proof. It is obvious that the statement is true for k = 1. Assume that k  2. Deﬁne a map
g :Σn2k−2 −→ {+,−,0}n−2k+2\{0}n−2k+2 by g(X) = (g(X)+, g(X)−), with g(X)+ = {c(A): A ⊆ X+,
A ∈ ([n]k )} and g(X)− = {c(A): A ⊆ X−, A ∈ ([n]k )}. One can easily check that g is antipodal and satis-
ﬁes
X  Y implies g(X) g(Y ) for all X, Y ∈ Σn2k−2. (3)
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h : {+,−,0}n−2k+2\{0}n−2k+2 −→ {±1,±2, . . . ,±(n − 2k + 2)}
be deﬁned as follows:
Assume max(X) = t for some t ∈ {1,2, . . . ,n − 2k + 2}.
Case I. X is t-alternating. Then we deﬁne h(X) as ±t , where the sign indicates which of max(X+) or
max(X−) equals t . Thus we obtain a value h(X) in the set {±1,±2, . . . ,±(n − 2k + 2)}.
Case II. X is not t-alternating. Then we deﬁne h(X) as ±(t − 1), where the sign indicates which of
max(X+) or max(X−) equals t . Thus we obtain a value h(X) in the set {±1,±2, . . . ,±(n − 2k + 1)}.
One can easily check that h is antipodal and
max(X) − 1 ∣∣h(X)∣∣max(X) for all X . (4)
First we claim that for all X, Y ∈ {+,−,0}n−2k+2\{0}n−2k+2,
X  Y implies h(X) = −h(Y ). (5)
Suppose to the contrary that there exist X, Y in {+,−,0}n−2k+2\{0}n−2k+2 with X  Y such that
h(X) = −h(Y ). Hence max(X)  max(Y ) and |h(X)| = |h(Y )|. Since h(X) and h(Y ) have opposite
signs, max(X) = max(Y ), and then max(X)max(Y ) − 1. From (4), max(Y ) − 1 |h(Y )| = |h(X)|
max(X)  max(Y ) − 1. It follows that max(X) = |h(X)| = |h(Y )| = max(Y ) − 1. Hence X belongs to
Case I. Since h(X) and h(Y ) have opposite signs, this is possible only if Y belongs to Case I, and then
h(X) = −h(Y ). It contradicts the hypothesis.
Next we claim that for all X, Y ∈ {+,−,0}n−2k+2\{0}n−2k+2,
X  Y implies
∣∣h(X)∣∣ ∣∣h(Y )∣∣. (6)
Suppose to the contrary that there exist X, Y in {+,−,0}n−2k+2\{0}n−2k+2 with X  Y such that
|h(Y )| < |h(X)|. Clearly max(X) max(Y ). From (4), max(Y ) − 1  |h(Y )| < |h(X)| max(X). It im-
plies that |h(Y )| < |h(X)| = max(X) = max(Y ). Hence X belongs to Case I. Since X  Y , we have
X = Y , and then h(X) = h(Y ). It is a contradiction. So we are done.
Clearly, h ◦ g is antipodal. From (3), (5), and (6), we can derive that X  Y implies (h ◦ g)(X) =
−(h ◦ g)(Y ) and |(h ◦ g)(X)|  |(h ◦ g)(Y )|, for all X, Y ∈ Σn2k−2. By Theorem 6, there exist a pair of
matching (h ◦ g)-admissible sequences A2k−1, A2k, . . . , An and B2k−1, B2k, . . . , Bn in Σn2k−2. It means
that
|A j| = j = |B j| for j = 2k − 1,2k, . . . ,n. (7)
Assume without loss of generality that
h
(
g(A j)
)= (−1) j−1( j − 2k + 2) and h(g(B j))= (−1) j( j − 2k + 2) (8)
for j = 2k − 1,2k, . . . ,n.
From (8) and the deﬁnition of h, g(An) and g(Bn) are (n− 2k+ 2)-alternating. Since h(g(An)) and
h(g(An−1)) have opposite signs, and we know that max(g(An−1))max(g(An)) = n−2k+2, we have
max(g(An−1)) n − 2k + 1. Since |(h ◦ g)(An−1)| = n − 2k + 1, we have that g(An−1) is (n − 2k + 1)-
alternating. Similarly, we have g(Bn−1) is (n − 2k + 1)-alternating, too. Continuing this process, we
can easily derive that
g(A2k−2+i) and g(B2k−2+i) both are i-alternating (9)
for i = 1,2, . . . ,n − 2k + 2. It follows that
g(A2k−2+i)+ ∪ g(A2k−2+i)− = g(B2k−2+i)+ ∪ g(B2k−2+i)− = [i] (10)
for i = 1,2, . . . ,n − 2k + 2.
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quences, there exists a signed set C with |C+| = |C−| = k − 1 such that C  A2k−1 and C  B2k−1.
From (8), h(g(A2k−1)) = +1 and h(g(B2k−1)) = −1. It can be veriﬁed that
g(A2k−1) = (+,0, . . . ,0) and g(B2k−1) = (−,0, . . . ,0), (11)
and then |A+2k−1| = k = |B−2k−1| and |A−2k−1| = k − 1 = |B+2k−1|.
From (7), (9), (11), and the deﬁnition of g , we can derive that
∣∣A−j ∣∣=
⌊
j
2
⌋
= ∣∣B+j ∣∣ and ∣∣A+j ∣∣=
⌊
j + 1
2
⌋
= ∣∣B−j ∣∣ (12)
for j = 2k − 1,2k, . . . ,n.
From (12), we have C− = A−2k−1, C+ = B+2k−1, and |A+2k−1| = |B−2k−1| = k. From (9) and the deﬁni-
tion of g , we have c(A+2k−1) = c(B−2k−1) = 1. It implies that A+2k−1 ∩ B−2k−1 = ∅, otherwise it contradicts
the hypothesis that c is a proper coloring of KG(n,k). Let S = C+ ⊆ A+2k−1 and T = C− ⊆ B−2k−1. Clearly
S and T are disjoint. So there exists an integer i1 ∈ [n]\(S ∪ T ) such that c(S ∪ {i1}) = c(T ∪ {i1}) = 1.
Moreover, we have(
A+2k−1, A
−
2k−1
)= (S ∪ {i1}, T ) and (B+2k−1, B−2k−1)= (S, T ∪ {i1}). (13)
Now we prove the theorem by induction.
Initial step: From (12), we have A+2k = A+2k−1, B−2k = B−2k−1 and |A−2k| = |B+2k| = k. From (13), there
exist integers p,q ∈ [n]\(S ∪ T ∪ {i1}) such that A−2k = A−2k−1 ∪ {p} = T ∪ {p} and B+2k = B+2k−1 ∪ {q} =
S ∪ {q}. From (10) and the deﬁnition of g , we have c(T ∪ {p}) ∈ g(A2k)− ⊆ {1,2} and c(S ∪ {q}) ∈
g(B2k)+ ⊆ {1,2}. Since c(S ∪ {i1}) = c(T ∪ {i1}) = 1, we have c(T ∪ {p}) = c(S ∪ {q}) = 2, otherwise
it contradicts the hypothesis that c is a proper coloring of KG(n,k). Similarly, we have p = q. Let
i2 = p = q. It follows that there exist 2 distinct integers i1, i2 ∈ [n]\(S ∪ T ) such that c(S ∪ {i1}) =
c(T ∪ {i1}) = 1 and c(S ∪ {i2}) = c(T ∪ {i2}) = 2. Moreover, we have (A+2k, A−2k) = (S ∪ {i1}, T ∪ {i2}) and
(B+2k, B
−
2k) = (S ∪ {i2}, T ∪ {i1}).
Inductive step: Let t be an integer with 2  t  n − 2k + 1. Suppose that there exist t distinct
integers i1, i2, . . . , it ∈ [n]\(S ∪ T ) such that
(a) c(S ∪ {i j}) = c(T ∪ {i j}) = j, for j = 1,2, . . . , t ,
(b) (
A+2k−2+t, A
−
2k−2+t
)= (S ∪ {i1, i3, . . . , i2
 t−12 +1}, T ∪ {i2, i4, . . . , i2 t−12 }),
and
(c) (
B+2k−2+t, B
−
2k−2+t
)= (S ∪ {i2, i4, . . . , i2 t−12 }, T ∪ {i1, i3, . . . , i2
 t−12 +1}).
If t is odd, then t = 2
 (t+1)−12 +1 = 2
 t−12 +1 and t+1 = 2 (t+1)−12  = 2 t−12 +2. From (12), we
have A+2k−1+t = A+2k−2+t , |A−2k−1+t | = |A−2k−2+t | + 1, |B+2k−1+t | = |B+2k−2+t | + 1, and B−2k−1+t = B−2k−2+t .
From (b) and (c), there exist integers p,q ∈ [n]\(S ∪ T ∪ {i1, i2, . . . , it}) such that A−2k−1+t = A−2k−2+t ∪
{p} = T ∪ {i2, i4, . . . , it−1, p} and B+2k−1+t = B+2k−2+t ∪ {q} = S ∪ {i2, i4, . . . , it−1,q}. From (10) and the
deﬁnition of g , we have c(T ∪ {p}) ∈ g(A2k−1+t)− ⊆ {1,2, . . . , t + 1} and c(S ∪ {q}) ∈ g(B2k−1+t)+ ⊆
{1,2, . . . , t + 1}. From (a), we have c(T ∪ {p}) = c(S ∪ {q}) = t + 1, otherwise it contradicts the hy-
pothesis that c is a proper coloring of KG(n,k). Similarly, we have p = q. Let it+1 = p = q. It means
that there exists an integer it+1 ∈ [n]\(S ∪ T ∪ {i1, i2, . . . , it}) such that c(S ∪ {it+1}) = c(T ∪ {it+1}) =
t + 1. Moreover, we have A−2k−1+t = T ∪ {i2, i4, . . . , it+1} and B+2k−1+t = S ∪ {i2, i4, . . . , it+1} where
t = 2
 (t+1)−12  + 1 and t + 1 = 2 (t+1)−12 .
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 (t+1)−12  + 1 = (2
 t−12  + 1) + 2. From
(12), we have |A+2k−1+t | = |A+2k−2+t | + 1, A−2k−1+t = A−2k−2+t , B+2k−1+t = B+2k−2+t , and |B−2k−1+t | =
|B−2k−2+t | + 1. From (b) and (c), there exist integers p,q ∈ [n]\(S ∪ T ∪ {i1, i2, . . . , it}) such that
A+2k−1+t = A+2k−2+t ∪{p} = S ∪{i1, i3, . . . , it−1, p} and B−2k−1+t = B−2k−2+t ∪{q} = T ∪{i1, i3, . . . , it−1,q}.
From (10) and the deﬁnition of g , we have c(S∪{p}) ∈ g(A2k−1+t)+ ⊆ {1,2, . . . , t+1} and c(T ∪{q}) ∈
g(B2k−1+t)− ⊆ {1,2, . . . , t + 1}. From (a), we have c(S ∪ {p}) = c(T ∪ {q}) = t + 1, otherwise it contra-
dicts the hypothesis that c is a proper coloring of KG(n,k). Similarly, we have p = q. Let it+1 = p = q.
It means that there exists an integer it+1 ∈ [n]\(S ∪ T ∪ {i1, i2, . . . , it}) such that c(S ∪ {it+1}) = c(T ∪
{it+1}) = t + 1. Moreover, we have A+2k−1+t = S ∪ {i1, i3, . . . , it+1} and B−2k−1+t = T ∪ {i1, i3, . . . , it+1}
where t = 2 (t+1)−12  and t + 1 = 2
 (t+1)−12  + 1.
It follows that there exist t + 1 distinct integers i1, i2, . . . , it+1 ∈ [n]\(S ∪ T ) such that c(S ∪ {i j}) =
c(T ∪ {i j}) = j, for j = 1,2, . . . , t + 1,(
A+2k−2+(t+1), A
−
2k−2+(t+1)
)= (A+2k−1+t, A−2k−1+t)
= (S ∪ {i1, i3, . . . , i2
 (t+1)−12 +1}, T ∪ {i2, i4, . . . , i2 (t+1)−12 }),
and (
B+2k−2+(t+1), B
−
2k−2+(t+1)
)= (B+2k−1+t, B−2k−1+t)
= (S ∪ {i2, i4, . . . , i2 (t+1)−12 }, T ∪ {i1, i3, . . . , i2
 (t+1)−12 +1}).
By induction, there exist n − 2k + 2 distinct integers i1, i2, . . . , in−2k+2 ∈ [n]\(S ∪ T ) such that
c(S ∪ {i j}) = c(T ∪ {i j}) = j, for j = 1,2, . . . ,n − 2k + 2. The proof is complete. 
Remark 1. Let n and k be two positive integers with 4 2k n. Let t = n− 2k+ 2 and c : ([n]k )−→ [t]
be a proper coloring of KG(n,k) with t colors. The alternative Kneser coloring theorem demonstrates
that KG(n,k) must contain a (t−1)-regular bipartite subgraph, denoted by G , with t distinctly colored
vertices on either side such that each vertex on one side is connected to all vertices on the other
side except the single vertex with the same color. When n − 2k + 2 is even, G contains two disjoint
t-cycles, with consecutive vertices u1,u2, . . . ,ut and v1, v2, . . . , vt , respectively, such that c(ui) =
c(vi) = i for i = 1,2, . . . , t . In fact, it is a special case of the Zig–zag theorem proposed by Simonyi
and Tardos [13]. In particular, for n − 2k + 2 is odd, G contains a 2t-cycle with consecutive vertices
u1,u2, . . . ,ut , v1, v2, . . . , vt , such that c(ui) = c(vi) = i for i = 1,2, . . . , t . It is already enough to prove
the odd case of the Johnson–Holroyd–Stahl conjecture [5].
Example 8. Let c : ([4]2 ) −→ [2] be a proper coloring of KG(4,2) with 2 colors. Then there exist dis-
tinct positive integers x, y, z,w ∈ [4] such that c({x, y}) = c({x, z}) = 1. It implies that c({z,w}) =
c({y,w}) = 2. Let S = {y}, T = {z}, i1 = x, and i2 = w . Hence c(S ∪ {i1}) = c(T ∪ {i1}) = 1 and
c(S ∪ {i2}) = c(T ∪ {i2}) = 2.
5. Main results
In this section, we provide a combinatorial proof to show that the Johnson–Holroyd–Stahl conjec-
ture [5] is true.
Theorem 9. Let n and k be two positive integers with 2 2k n. Then χc(KG(n,k)) = χ(KG(n,k)).
Proof. It is well known that χc(KG(n,1)) = χ(KG(n,1)) = n for every positive integer n. Assume that
k  2. Suppose to the contrary that there exists c : ([n]k ) −→ [p] is a (p,q)-coloring of KG(n,k) with
positive integers p and q, where p  (n−2k+2)q−1 and q 2. Then we can deﬁne another function
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ĉ(A) = t, if c(A) ∈ {(t − 1)q + 1, . . . , tq}where 1 t  n − 2k + 2.
If p  (n − 2k + 1)q, then ĉ is a proper coloring of KG(n,k) with at most n − 2k + 1 colors. It is
impossible. It follows that (n − 2k + 1)q + 1  p  (n − 2k + 2)q − 1 and ĉ is a proper coloring of
KG(n,k) with n− 2k+ 2 colors. By Theorem 7, there exist two disjoint (k− 1)-subsets S, T of [n] and
n − 2k + 2 distinct integers i1, i2, . . . , in−2k+2 ∈ [n]\(S ∪ T ) such that ĉ(S ∪ {i j}) = ĉ(T ∪ {i j}) = j for
j = 1,2, . . . ,n − 2k + 2. Hence
c
(
S ∪ {i j}
) ∈ {( j − 1)q + 1, . . . , jq}
and
c
(
T ∪ {i j}
) ∈ {( j − 1)q + 1, . . . , jq}
for 1 j  n − 2k + 2.
Since dp(c(A1), c(A2)) q for every two disjoint k-sets A1, A2 ∈
([n]
k
)
,
c
(
T ∪ {it+1}
)
 c
(
S ∪ {it}
)+ q
and
c
(
S ∪ {it+1}
)
 c
(
T ∪ {it}
)+ q
for t = 1,2, . . . ,n − 2k + 1.
Assume that n − 2k + 2 is even. We have
c
(
T ∪ {in−2k+2}
)
 c
(
S ∪ {i1}
)+ (n − 2k + 1)q.
It implies that dp(c(S ∪{i1}), c(T ∪{in−2k+2})) p− (n−2k+1)q  (n−2k+2)q−1− (n−2k+1)q =
q − 1. It contradicts the hypothesis that c is a (p,q)-coloring of KG(n,k).
Assume that n − 2k + 2 is odd. We have
c
(
S ∪ {in−2k+2}
)
 c
(
S ∪ {i1}
)+ (n − 2k + 1)q
and
c
(
T ∪ {in−2k+2}
)
 c
(
T ∪ {i1}
)+ (n − 2k + 1)q.
If c(T ∪{i1}) c(S∪{i1}), then c(T ∪{in−2k+2}) c(S∪{i1})+ (n−2k+1)q. It implies that dp(c(S∪
{i1}), c(T ∪ {in−2k+2})) p − (n− 2k+ 1)q (n− 2k+ 2)q− 1− (n− 2k+ 1)q = q− 1. It contradicts to
the hypothesis that c is a (p,q)-coloring of KG(n,k).
If c(S∪{i1}) c(T ∪{i1}), then c(S∪{in−2k+2}) c(T ∪{i1})+ (n−2k+1)q. It implies that dp(c(T ∪
{i1}), c(S ∪ {in−2k+2}))  p − (n − 2k + 1)q  (n − 2k + 2)q − 1 − (n − 2k + 1)q = q − 1. Similarly, it
contradicts to the hypothesis that c is a (p,q)-coloring of KG(n,k).
It is a contradiction. Then we obtain that χc(KG(n,k))  n − 2k + 2. Since χc(KG(n,k)) 
χ(KG(n,k)) = n − 2k + 2, χc(KG(n,k)) = χ(KG(n,k)) = n − 2k + 2. The proof is complete. 
Therefore, the Johnson–Holroyd–Stahl conjecture [5] is settled by Theorem 9. By Remark 1, we can
derive the following result with the same kind of proof of Theorem 9 (omitted here) directly.
Corollary 10. Let n,k, p,q be positive integers with 4  2k  n, p = (n − 2k + 2)q, and q  2. Suppose
c : ([n]k )−→ [p] is a (p,q)-coloring of KG(n,k). Then there exist two disjoint (k − 1)-subsets S, T of [n] and
n − 2k + 2 distinct integers i1, i2, . . . , in−2k+2 ∈ [n]\(S ∪ T ) such that c(S ∪ {it+1}) − c(T ∪ it) = c(T ∪
{it+1}) − c(S ∪ it) = q for t = 1,2, . . . ,n − 2k + 1. Moreover, if n − 2k + 2 is odd, then it also satisﬁes
c(S ∪ {i j}) = c(T ∪ i j) for j = 1,2, . . . ,n − 2k + 2.
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By Corollary 10, there exist distinct positive integers a,b, x1, x2, x3 ∈ [5] and a positive inte-
ger m ∈ [q] such that c({a, xi}) = c({b, xi}) = m + (i − 1)q for i = 1,2,3. Let A = {m,m + q,
m + 2q} and B = {c({x1, x2}), c({x1, x3}), c({x2, x3})}. Since {a,b} ∩ {x1, x2, x3} = ∅, there exists
s ∈ [3] such that d3q(c({a, xs}), c({a,b}))  q and d3q(c({a, xs}), z)  q for all z ∈ B . Let S = [5]\
{a,b, xs}. Since {a,b} ∩ S = {a, xs} ∩ S = ∅, d3q(c({a,b}), c(S))  q and d3q(c({a, xs}), c(S))  q.
It implies that {c({a,b}), c({a, xs}), c(S)} = A. Hence there exists t ∈ [3]\{s} such that c(S) =
c({a, xt}) and d3q(c({a, xt}), z)  q for all z ∈ B . Let T = [5]\{a,b, xt}. Similarly, we have that
{c({a,b}), c({a, xt}), c(T )} = A and c(T ) = c({a, xs}). It follows that {c(X): X ∈
([5]
2
)
, X = {xs, xt}} = A.
Let χ = χ(KG(n,k)) = n − 2k + 2. Given a (χq,q)-coloring of KG(n,k) with odd χ , Corollary 10
illustrates that there is at least one 2χ -cycle in KG(n,k) in which only χ equidistant colors are used.
Example 11 explains that the Peterson graph KG(5,2) uses only 3 equidistant colors for all but one of
the vertices in any (3q,q)-coloring.
So it remains an interesting issue to ﬁgure out how big a subgraph of KG(n,k) can be generally
claimed where χ equidistant colors are used in any (χq,q)-coloring.
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