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Abstract²In this paper, a novel high speed ECC processor 
implementation for point multiplication on Field Programmable 
Gate Array (FPGA) is proposed. A new segmented pipelined full-
precision multiplier is used to reduce the latency and the Lopez-
Dahab (LD) Montgomery point multiplication algorithm is 
modified for careful scheduling to avoid data dependency 
resulting in a drastic reduction in the number of clock cycles 
required.  The proposed ECC architecture has been implemented 
on Xilinx FPGAs Virtex4, Virtex5 and Virtex7 families. To our 
knowledge, our single multiplier and three multipliers based 
designs show the fastest performance to date when compared to 
reported works individually. Our one multiplier based ECC 
processor also achieves the highest reported speed together with 
the best reported area-time performance on Virtex4 (5.32 µs at 210 
MHz), on Virtex5 (4.91 µs at 228 MHz), and on the more advanced 
Virtex7, (3.18 µs at 352 MHz). Finally, the proposed three 
multiplier based ECC implementation is the first work reporting 
the lowest number of clock cycles and the fastest ECC processor 
design on FPGA (450 clock cycles to get 2.83 µs on Virtex7).  
 
Index Terms² High Speed ECC, Point Multiplication, Low 
Latency, Pipelined Bit Parallel Multiplier, Field Programmable 
Gate Array 
I. INTRODUCTION 
LLIPTIC curve cryptography (ECC) was proposed by 
Koblitz [1] and Miller [2] in 1985 individually. Public key 
cryptography based on ECC provides higher security per bit 
than its RSA counterpart [3]. ECC has some additional 
advantages such as a more compact structure, a lower 
bandwidth, and faster computation that all make ECC usable in 
both high speed and low resource applications. The National 
Institute of Standards and Technology (NIST), US has proposed 
a number of standard Elliptic curves over binary fields ܩܨ(2m) 
[5]. Binary field curves are suitable for hardware 
implementation as field arithmetic operations are carry free. 
FPGA based ECC hardware design is increasingly popular 
because of its flexibility, shorter development time scale, easy 
debugging and continual improvement of the technology (lower 
power and higher performance FPGAs). 
   Many high performance ECC processor implementations 
on FPGA have been reported in the literature; the most relevant 
are presented in [10], [11], [12], [13], [14], [15], [16], [17], [20], 
[21], [22], and [23]. The common optimizing technique of high 
speed designs is the reduction of latency (number of clock 
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cycles) of a point multiplication (PM). To achieve low latency 
for a PM, these works adopted either parallel multipliers or 
large size multipliers at the expense of additional area 
complexity; pipelining stages are also often used to increase 
clock frequency at the expense of few extra clock cycles and 
area overheads [10, 12]. In addition, the pipelining stages in the 
multipliers create idle cycles at the PM level if there is data 
dependency in the instructions. As a result, careful scheduling 
is required to take full advantage of pipelining. Indeed, recently 
we have reported the highest throughput and highest speed   
ECC designs on FPGA in [24, 25] by using novel digit-serial 
and bit parallel multipliers together with efficient scheduling 
and pipelining techniques.  
In this paper we extend our work in [24, 25] to yield two 
important contributions to the state of the art. First is the fastest 
and also crucially with the best area-time metric ECC design on 
FPGA to date to the best of our knowledge.  And secondly, we 
report an even faster ECC processor design with the lowest ever 
latency (clock cycles) that achieves the performance of the 
theoretical limit. These are achieved via a novel pipelining 
technique that enables high clock frequencies to be attained and 
via a thorough investigation of the different combinations of the 
field multipliers to evaluate the performance limits for high 
speed applications. Below are listed the key contributions to the 
results: 
x A full precision ܩܨ(2m) multiplier with segmented 
pipelining to reduce both latency and area. 
x A one multiplier-based architecture for the ECC processor 
design targeted at high performance but with low area 
(fastest ECC processor with best area and time 
complexities). 
x  A three multipliers-based architecture for the ECC 
processor design aimed at the highest possible speed.  
x A modified Montgomery point multiplication algorithm to 
avoid extra latency due to our two-stage pipelining in the 
field multiplier and use of careful point multiplication 
scheduling to reduce latency. 
x A pipelined Moore finite state machine (FSM) based 
control unit is designed to avoid data dependency in the 
arithmetic operations by introducing an extra cycle 
delay.  
x Data is tapped from different pipeline stages to localize 
some arithmetic operations and avoid memory input-output 
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operations.  
x A repeated square over square circuit (capable to perform 
a 4-square or quad square operation in a single clock cycle) 
to reduce latency for the multiplicative inversion operation  
based on Itoh-Tsujii algorithm [9].  
x Finally, we use Xilinx ISE timing closure techniques to 
achieve the best possible high performance results 
The rest of this paper is organized as follows: Section II 
presents the background of ECC and associated arithmetic 
operations over GF(2m); full-precision multiplication is also 
discussed in this section. Our proposed full-precision GF(2m) 
multiplier is presented in Section III. Sections IV, and V cover 
the proposed ECC processor architectures. In Section VI,. the 
implementation results are presented, and compared to the state 
of the art. Finally, this paper is concluded in Section VII. 
II. ECC BACKGROUND AND ITS ARITHMETIC  OVER GF(2M) 
A. Scalar Point Multiplication 
7KH PDLQ RSHUDWLRQ LQ(&& LV VFDODUSRLQW PXOWLSOLFDWLRQܳ ൌ ݇ܲǡZKHUH݇LVDSULYDWHNH\LQWHJHUܳLVDSXEOLFNH\
DQGܲLVDEDVHSRLQWRQDQHOOLSWLFFXUYHܧ7KHSXEOLFNH\ܳ
LVFRPSXWHGE\NWLPHVSRLQWDGGLWLRQRSHUDWLRQ ܳ ൌ ݇ܲ ൌ ܲ ൅ ڮ ൅ ܲ ൅ ܲ   
,IWKHSXEOLFܳ DQGܲ DUHNQRZQWKHQWKHSULYDWH݇LVGLIILFXOW
WRUHWULHYH$QHOOLSWLFFXUYHRYHUܩܨPܧFDQEHGHILQHGDV ݕଶ ൅ ݔݕ ൌ ݔଷ ൅ ܽݔଶ ൅ ܾ 
:KHUH ܽǡ ܾ א ܩܨPܾ ്  ?DQG DSRLQWDW LQILQLW\ LV ߠ VXFK
WKDW ଵܲ ൅ ߠ ൌ ଵܲZKHUH ଵܲ ൌ ሺݔଵǡ ݕଵሻDQGሺݔଵǡ ݕଵሻ א ܩܨሺ ?௠ሻǤ 7KHSRLQWPXOWLSOLFDWLRQ݇ ܲLVDFKLHYHGE\XVLQJVFDODUSRLQW
PXOWLSOLFDWLRQ DOJRULWKPV XWLOL]LQJ SRLQW DGGLWLRQ DQG SRLQW
GRXEOLQJGHSHQGLQJRQWKHLWKYDOXHRI݇ǡ ݇௜>@ 6FDODUSRLQWPXOWLSOLFDWLRQFDQEHDIILQHFRRUGLQDWHVEDVHG
RU SURMHFWLYH FRRUGLQDWHV EDVHG %HFDXVH RI WKH H[SHQVLYH
LQYHUVLRQ RSHUDWLRQ LQYROYHG LQ DIILQH FRRUGLQDWHV EDVHG
DOJRULWKPVSURMHFWLYHFRRUGLQDWHVEDVHGSRLQWPXOWLSOLFDWLRQLV
DPRUHFRPPRQFKRLFHIRU(&&KDUGZDUHLPSOHPHQWDWLRQ,Q
WKLV SDSHU WKH /RSH]±'DKDE 0RQWJRPHU\ /' SRLQW
PXOWLSOLFDWLRQ LV FRQVLGHUHG 7KLV DOJRULWKP UHTXLUHV  ILHOG
PXOWLSOLFDWLRQV  ILHOG VTXDULQJ RSHUDWLRQV DQG  DGGLWLRQ
RSHUDWLRQV DV VKRZQLQDOJRULWKP >@7KH /' DOJRULWKP LV
JHQHUDOO\ IDVWHU WR LPSOHPHQW DQG OHDGV WR LPSURYHG
SDUDOOHOLVPDQGUHVLVWDQFHWRVLGHFKDQQHOSRZHUDWWDFN 
B. Field Arithmetic over GF(2m) 
)LHOGPXOWLSOLFDWLRQILHOGVTXDULQJILHOGDGGLWLRQDQGILHOG
LQYHUVLRQRSHUDWLRQVDUHLQYROYHGLQDSRLQWRSHUDWLRQ$GGLWLRQ
DQG VXEWUDFWLRQ DUH HTXLYDOHQW RYHU *)P ZKLFK DUH YHU\
VLPSOHELWZLVH[RURSHUDWLRQV 
)LHOGLQYHUVLRQLVYHU\FRVWO\LQWHUPRIKDUGZDUHDQGGHOD\
,QSURMHFWLYHFRRUGLQDWHVDQLQYHUVLRQRSHUDWLRQLVXVHGIRUWKH
SURMHFWLYHWRDIILQHFRRUGLQDWHVFRQYHUVLRQWKDWFDQEHDFKLHYHG
ZLWKPXOWLSOLFDWLYHLQYHUVLRQ7KH ,WRK7VXMLL >@DOJRULWKPLV
VHOHFWHGDVLWUHTXLUHVRQO\ ଶሺ ݉ሻ PXOWLSOLFDWLRQVDQGPUHSHDWHGVTXDULQJ RSHUDWLRQV ,QSURMHFWLYHFRRUGLQDWHVEDVHG
LPSOHPHQWDWLRQV RYHUDOO SHUIRUPDQFH GHSHQGV RQ WKH
SHUIRUPDQFHRIWKHILHOGPXOWLSOLHUV 
C.  Full-precision Multiplier for ECC Application 
)RUKLJKVSHHG(&&DSSOLFDWLRQ WKHILHOGPXOWLSOLHU LV WKH
PDLQSDUWRIWKHDULWKPHWLFXQLWFRPSDUHGWRWKHILHOGVTXDULQJ
DQG ILHOG DGGLWLRQ FLUFXLWV GXH WR WKH KLJK DUHD DQG WLPH
FRPSOH[LWLHV RI WKH PXOWLSOLHU 7KH SHUIRUPDQFH RI WKH
PXOWLSOLHUDIIHFWVWKHRYHUDOOSHUIRUPDQFH7KHSHUIRUPDQFHRI
WKHPXOWLSOLHUGHSHQGVPDLQO\RQWKHVL]HRIWKHPXOWLSOLHU$
ODUJHU VL]H PXOWLSOLHU UHGXFHV ODWHQF\ WR VSHHG XS WKH SRLQW
RSHUDWLRQKRZHYHU WKHFULWLFDOSDWKGHOD\ LVLQFUHDVHG7KXV
SLSHOLQLQJ LV RIWHQ DGRSWHG WR VKRUWHQ WKH FULWLFDO SDWKGHOD\
0RUHRYHUVRPHPXOWLSOLFDWLRQDOJRULWKPVVXFKDV.DUDWVXED
DUHXVHGWRLPSURYHDUHDDQGWLPHFRPSOH[LW\>@)RU
WKH KLJKVSHHG HQG RI WKH GHVLJQ VSDFH ODUJH GLJLW VHULDO
PXOWLSOLHUVRUELWSDUDOOHOPXOWLSOLHUVVXFKDVVFKRROERRNDQG
0DVWURYLWRDUHRIWHQXVHG7KHELWSDUDOOHOPXOWLSOLHUWDNHVRQH
FORFNF\FOHODWHQF\ZKLFKFDQEHDQDWWUDFWLYHRSWLRQWRVSHHG
XSWKHSRLQWPXOWLSOLFDWLRQ 
7KHILHOGPXOWLSOLFDWLRQIRU(&&RYHU*)PLVGLYLGHGLQWR
WZR SDUWV WKH *) PXOWLSOLFDWLRQ SDUW *)08/ DQG WKH
UHGXFWLRQSDUW)RUDODUJHVL]HPXOWLSOLHUWKH*)08/SDUWLV
FRVWO\ FRPSDUHG WR WKH UHGXFWLRQ SDUW >@ 7KXV WKH PDLQ
RSWLPL]DWLRQ RI WKH ODUJH PXOWLSOLHU LV FRQFHQWUDWHG RQ WKH
*)08/SDUW7KHUHDUHVHYHUDOKLJKSHUIRUPDQFHELWSDUDOOHO
PXOWLSOLHUVLQWKHOLWHUDWXUH>@>@>@>@DQG>@7KH
FRPSOH[LW\ RI D ELW SDUDOOHO PXOWLSOLHU FDQ EH TXDGUDWLF RU
VXETXDGUDWLF>@$TXDGUDWLFPXOWLSOLHUDFKLHYHVKLJKHUVSHHG
E\FRQVXPLQJKLJKHUDUHDWKDQWKDWRIDVXETXDGUDWLFPXOWLSOLHU
6XETXDGUDWLF PXOWLSOLHUV DUH PRVWO\ EDVHG RQ WKH .DUDWVXED
DOJRULWKP WR UHGXFH WKH DUHD FRPSOH[LW\ DW WKH H[SHQVH RI D
ORZHUFORFNIUHTXHQF\7KHSHUIRUPDQFHRIWKH.DUDWVXEDEDVHG
ELW SDUDOOHO PXOWLSOLHU LV LPSURYHG E\ DGRSWLQJ SLSHOLQLQJ
WHFKQLTXHV>@ ,Q WKHQH[WVHFWLRQ ZHSUHVHQWDQRYHOKLJK
SHUIRUPDQFHIXOOSUHFLVLRQGF(2m) PXOWLSOLHU ZLWKVHJPHQWHG
SLSHOLQLQJ 
III. PROPOSED GF2M MULTIPLIER WITH SEGMENTED 
PIPELINING  
7KH SURSRVHG IXOOSUHFLVLRQ GFP ILHOG PXOWLSOLHU
LQFOXGLQJ UHGXFWLRQ ZLWK VHJPHQWHG SLSHOLQLQJ LV VKRZQ LQ
)LJDQGFRQVLVWVRIWZRVWDJHVSLSHOLQLQJWRLPSURYHFORFN
IUHTXHQF\7KHILUVWVWDJHSLSHOLQLQJLVWKHSURSRVHGVHJPHQWHG
SLSHOLQLQJWREUHDNWKHFULWLFDOSDWKGHOD\RIWKH*)08/SDUW
ZKLFKLVVLPLODUWRWKHSUHVHQWHGZRUNLQ>@,QWKHVHJPHQWHG
SLSHOLQLQJZHGLYLGHWKHPELWPXOWLSOLHURSHUDQGLQWRQQXPEHU
Algorithm 1: LD Montgomery Point Multiplication over GF(2m) [6] 
INPUT: ݇ ൌ ሺ݇௧ିଵǡ ǥ ǡ ݇ଵǡ ݇଴ሻଶ with ݇௧ିଵ ൌ  ?ǡ ܲ ൌ ሺݔǡ ݕሻ ג ܧሺܨଶ೘ሻ 
OUTPUT: ݇݌ 
Initial Step: ܲሺ ଵܺǡ ܼଵሻ ՚ ሺݔǡ  ?ሻǡ  ?ܲ ൌ  ሺܳܺଶǡ ܼଶሻ ՚ ሺݔସ ൅ ܾǡ ݔଶሻ 
For ݅ from ݐ െ  ? downto 0 do 
If ݇௜ ൌ  ? then 
Point addition:ܲ൫ ଵܺǡܼଵ൯ ൌܲ൫ ଵܺǡܼଵ൯ ൅ ܳ൫ܺଶǡܼଶ൯ Point Doubling: ܳሺܺଶǡ ܼଶሻ ൌ ? ሺܳܺଶǡ ܼଶሻ 
1. ܼଵ ՚ ܺଶǤ ܼଵ 
2. ଵܺ ՚ ଵܺǤ ܼଶ 
3. ܶ ՚ ଵܺ ൅ ܼଵ 
4. ଵܺ ՚ ଵܺǤ ܼଵ 
5. ܼଵ ՚ ܶଶ 
6. ܶ ՚ ݔǤ ܼଵ 
7. ଵܺ ՚ ଵܺ ൅ ܶ 
8. 5HWXUQܲሺ ଵܺǡ ܼଵሻ 
1. ܼଶ ՚ ܼଶଶ 
2. ܶ ՚ ܼଶଶ 
3. ܶ ՚ ܾǤ ܶ 
4. ܺଶ ՚ ܺଶଶ 
5. ܼଶ ՚ ܺଶǤ ܼଶ 
6. ܺଶ ՚ ܺଶଶ 
7. ܺଶ ՚ ܺଶ ൅ ܶ 
5HWXUQܳሺܺଶǡ ܼଶሻ 
Conversion Step: ݔଷ ՚ ଵܺȀܼଵ Ǣ ݕଷ ՚ ሺሺݔ ൅ ଵܺሻ ܼଵ ? ሻሾሺ ଵܺ ൅ ݔܼଵሻሺܺଶ ൅ݔܼଶሻ ൅ ሺݔଶ ൅ ݕሻሺܼଵܼଶሻሿ(xܼଵܼଶሻିଵ ൅ ݕǤ 
 
RIZELWORQJGLJLWPXOWLSOLHURSHUDQGV7KHQZHPXOWLSO\WKHP
ELWPXOWLSOLFDQGE\HDFKRIWKHZELWPXOWLSOLHUV7KHUHVXOWVRI
WKHZGLJLWVL]HPXOWLSOLHULVPZELWORQJ:HVDYHHDFKRI
WKHUHVXOWVLQWKHPZVL]HSLSHOLQLQJUHJLVWHU+HUHZHVDYH
Q PXOWLSOLFDWLRQV UHVXOWV LQ WKH Q QXPEHU RI   PZ VL]H
UHJLVWHUV7KHRXWSXWVRIWKHPZVL]HVUHJLVWHUVDUHDOLJQHG
E\VKLIWLQJORJLFDOO\ZELWVIURPHDFKRWKHUIROORZHGE\[RU
RSHUDWLRQVDGGLWLRQ7KHUHVXOWRIWKHDGGLWLRQLVPELWORQJ
LVWKHQUHGXFHGWRPELWLQWKHUHGXFWLRQXQLW,QWKHUHGXFWLRQ
XQLWZHUHGXFHPELWWRPELWPXOWLSOLHURXWSXWXVLQJDIDVW
LUUHGXFLEOH UHGXFWLRQ SRO\QRPLDO >@>@ 7KH RXWSXW RI WKH
UHGXFWLRQXQLWLVDSSOLHGWRWKHVHFRQGVWDJHSLSHOLQLQJUHJLVWHU
7KXVWKHUHDUHWZRSLSHOLQLQJVWDJHVDQGKHQFHWKHSURSRVHG
PXOWLSOLHUFRQVXPHVRQO\FORFNF\FOHVDVDQLQLWLDOGHOD\ WR
SHUIRUPPXOWLSOLFDWLRQ7KHSLSHOLQLQJRIWKHPXOWLSOLHUGLYLGHV
WKHWRWDOFULWLFDOSDWKGHOD\LQWRWZRSDUWVWKHFULWLFDOSDWKGHOD\
RI*)08/ ஺ܶ ൅ ሺ݈݋݃ଶሺ ݉ ݊ ? ሻሻ ௑ܶDQGWKHFULWLFDOSDWKGHOD\RIWKHUHGXFWLRQSDUWXVLQJWKHIDVW1,67UHGXFWLRQSRO\QRPLDOU
QRPLDOሺଶሺሺ ݊ ൅  ?ݎሻሻ ௑ܶ DV VKRZQ LQ 7DEOH >@ %RWKFULWLFDOSDWKGHOD\VGHSHQGRQWKHVL]HRIWKHVHJPHQWZ7KXV
DQ\RQHRIWKHWZRFULWLFDOSDWKVFDQEHWKHFULWLFDOSDWKRIWKH
PXOWLSOLHU 7KH RSWLPXP FULWLFDO SDWK FDQ EH GHILQHG E\ WKH
RSWLPXPVL]HRIZZKLFKFDQEHGHWHUPLQHGE\DWULDODQGHUURU
PHWKRG 
$ RQH VWDJH SLSHOLQLQJ VHJPHQWHG SLSHOLQLQJ DFKLHYHV 
FORFNF\FOHGHOD\7KHFULWLFDOSDWKGHOD\RIWKHPXOWLSOLHULVWKH
FRPELQDWLRQ RI WKH 08/*) DQG WKH UHGXFWLRQ SDUW ZKLFK
LV ஺ܶ ൅ ሺଶሺ ݉ ݊ ? ൅ ݊ ൅  ?ݎሻሻ ௑ܶ  $JDLQ WKH FULWLFDO SDWKGHOD\FDQEHPRGXODWHGE\FKDQJLQJWKHVL]HRIWKHVHJPHQWRI
WKH PXOWLSOLHU 7KH RSWLPXP VL]H RI WKH VHJPHQW RI WKH
PXOWLSOLHU FDQ EH DOVR DFKLHYHG E\ XVLQJ D WULDO DQG HUURU
PHWKRG,Q7DEOHZHSUHVHQWVSDFHDQGWLPHFRPSOH[LWLHVRI
RXUSURSRVHGPXOWLSOLHUVDQGZHFRPSDUHWKHVHZLWKTXDGUDWLF
DQGVXETXDGUDWLFELWSDUDOOHOPXOWLSOLHUVUHSRUWHGLQ>@>@
>@DQG>@,QWKHWKHRUHWLFDODQDO\VLVRIWKHTXDGUDWLFDQG
VXETXDGUDWLF PXOWLSOLHUV WKH TXDGUDWLF ELW SDUDOOHO PXOWLSOLHU
KDVWZLFHDVKLJKVSHHGDVWKHVSHHGRIWKHVXETXDGUDWLFEXW
WKHTXDGUDWLFPXOWLSOLHU FRQVXPHV WLPHVPRUHDUHD >@
0RUHRYHU WKH DXWKRUV LQ >@ FRPSDUH WKH LPSOHPHQWDWLRQ
UHVXOWVRIWKHWZRELWSDUDOOHOPXOWLSOLHUVZKHUHWKH\VKRZWKH
UDWLR4XDGUDWLF6XETXDGUDWLFLVLQWHUPVRIDUHDDQG
LQ WHUPVRIGHOD\7KHLULPSOHPHQWDWLRQUHVXOWV VKRZWKDW WKH
TXDGUDWLFELWSDUDOOHOPXOWLSOLHUFDQDFKLHYHKLJKHUVSHHGDQG
WKH DUHDWLPH SURGXFW RI WKH VXETXDGUDWLF PXOWLSOLHU
RXWSHUIRUPVWKHTXDGUDWLFPXOWLSOLHUE\RQO\7KHUHIRUH
D TXDGUDWLF PXOWLSOLHU LV FRQVLGHUHG D EHWWHU RSWLRQ IRU KLJK
VSHHG(&& LPSOHPHQWDWLRQZKHQDUHDLVQRWDFRQVWUDLQW IRU
H[DPSOHWKHTXDGUDWLFPXOWLSOLHULQ>@DQGLWVLPSURYHGVSHHG
YHUVLRQ LQ  >@ ERWK EDVHG RQ D PDWUL[YHFWRU PHWKRG
0DVWURYLWR FDQ DFKLHYH LPSURYHG VSHHG RQ D VXETXDGUDWLF
PXOWLSOLHU>@EXWZLWKODUJHUDUHD 
$Q DQDO\WLFDO FRPSOH[LW\ DQDO\VLV IRU WKH PXOWLSOLHUV LV
VKRZQLQ7DEOH2XUSURSRVHG PXOWLSOLHUFRQVXPHVVLPLODU
DUHDWRWKHPXOWLSOLHUVLQ>@>@>@DQG>@P!!ሺ݊ െ ?ሻ݉ ൅ ሺݎ െ  ?ሻ ݉ %XW LWV UHJXODU VWUXFWXUH PDNHV LW PRUH
VXLWDEOH IRU SLSHOLQLQJ KHQFH RIIHUV PRUH VFRSH IRU KLJKHU
VSHHGSHUIRUPDQFH2XUSURSRVHGPXOWLSOLHUKDVDYHU\ VKRUW
FULWLFDO SDWK FRPSDUHG WR WKH UHSRUWHG SDUDOOHO PXOWLSOLHUV
KHQFHFDQVKRZEHWWHUDUHDWLPHSHUIRUPDQFHGXHWRLWVKLJK
VSHHG DGYDQWDJH )RU WKH DUHD FRPSOH[LW\ RXU SURSRVHG
PXOWLSOLHUFRQVXPHVWKHVDPHUHVRXUFHVRI;25DQG$1'JDWHV
DVWKDWRIWKHTXDGUDWLFELWSDUDOOHOPXOWLSOLHUDQGXVHVIOLSIORSV
))V WR UHGXFH WKH FULWLFDO SDWK GHOD\ )RU LOOXVWUDWLRQ DQ
 )LJ3URSRVHG6HJPHQWHG)XOOSUHFLVLRQ0XOWLSOLHURYHU*)P 
7$%/(, 
/$7(1&<&5,7,&$/3$7+'(/$<ሺ ௠ܶ௨௟$1'5(6285&(62)352326(')8//35(&,6,2108/7,3/,(529(5ܩܨሺ ?௠ሻ 
Ref Type CCs #XOR #AND #FFs Critical path delay(Tmul) 
[19] Quadratic 1 ݉ଶ െ  ? ݉ଶ - ஺ܶ ൅ ሺ ?൅ ଶሺ ݉ሻሻ ௑ܶ 
[19] Subquadratic 1  ?Ǥ ? ୪݉୭୥మሺଷሻ െ  ?݉൅  ?Ǥ ? ݉୪୭୥మሺଷሻ - ஺ܶ ൅ ሺ ?ଶሺ ݉ሻ ൅  ?ሻ ௑ܶ 
[20] Pipelined-Quadratic 1 ݉ଶ ൅  ?  ݉ ݉ଶ 40m ஺ܶ ൅ ሺሺ݉ ݌ሻ ? ൅ ଶሺ ݉ሻሻ ௑ܶ 
[26] Mastrovito 1 m(m-1)+3(m-1) ݉ଶ - ஺ܶ ൅ ሺ݈݋݃ଶሺ  ?݉൅  ? ?ݑ െ  ? ?ሻ ௑ܶ 
[27] Mastrovito with SPB 1 ݉ଶ ൅  ?݉െ  ? ݉ଶ - ஺ܶ ൅ ሺ ?൅ ݈݋݃ଶሺ  ?݉൅ ݑ െ  ?ሻ ௑ܶ 
OUR MUL. 
Fig. 2 
Full-precision 
 (Segmented pipelined) 
1 ݉ሺ݉ െ  ?ሻ ൅ ሺ݊ െ  ?ሻ݉൅ ሺݎ െ  ?ሻ݉ ݉ଶ n(m+w-1)+m ஺ܶ ൅ ሺଶሺ ݉ ݊ ? ሻሻ ௑ܶ or ሺଶሺሺ ݊ ൅  ?ݎሻሻ ௑ܶ 
OUR MUL. 
Fig. 3 
Full-precision 
 (Segmented pipelined) 
1 ݉ሺ݉ െ  ?ሻ ൅ ሺ݊ െ  ?ሻ݉൅ ሺݎ െ  ?ሻ݉ ݉ଶ n(m+w-1) ஺ܶ ൅ ሺଶሺ ݉ ݊ ? ൅ ݊ ൅  ?ݎሻሻ ௑ܶ ݓ ൌ ǡ ݊ǡ  ?Segments =݉ ݓ ? , ݂ሺݔሻ ൌ ݔ௠ ൅ ݔ௟ ൅ ݔ௛ ൅ ݔ ௚ ൅  ?݋ݎ݂ሺݔሻ ൌ ݔ௠ ൅ ݔ௟ ൅  ?݋ݎ݂ሺݔሻ ൌ ݔ௠ ൅ ݔ௟ሺ௨ାଵሻ ൅ ݔ௟௨ ൅ ݔ ൅  ?. ஺ܶ ௑ܶ are 
AND and XOR gates delays respectively, p =  # pipelining stages, CCs= Clock Cycles, SPB= shifted polynomial basis, r= 5 (for penta) or 3 (for tri) nomial. 
DSSUR[LPDWH1DUHDWLPHFRPSOH[LW\DQDO\VLVLVTXDQWLILHGRYHU
*)IRUWKHYDULRXVPXOWLSOLHUVDQGVNHWFKHGLQ)LJ7KH
UHVXOWV VKRZ WKDW WKH SURSRVHG PXOWLSOLHU RXWSHUIRUPV WKH
UHSRUWHGPXOWLSOLHUVLQ>@>@>@DQG>@LQWHUPVRIDUHD
WLPHSHUIRUPDQFH 
IV. PROPOSED HIGH PERFORMANCE ECC (HPECC) FOR 
POINT MULTIPLICATION 
In this section, we present careful scheduling in the point  
addition and point doubling operations, a novel pipelined full-   
precision multiplier and other supporting units to achieve high   
speed, low latency while optimizing area complexity. 
A. Point Multiplication without Pipelining Delay 
In general, the Montgomery point addition and point  
doubling in the projective coordinates requires a total of six   
field multiplication, five field squaring and four field addition 
operations equivalent latency if implemented serially according 
to Algorithm 1 [6]. If the field squaring and field addition 
operations can be operated concurrently with multiplication 
then the point operations latency will be equivalent to the 
latency of the six field multiplications. The six multiplications 
can, for example, be computed in two steps using three 
multipliers or in   three steps using two multipliers or in six steps 
by serial multiplications using one multiplier [17], [13] and  
[10]. Again, the digit size can affect the performance of ECC; 
for example, a bit serial implementation takes m cycles, a digit 
 
1
 Based on Xors only as this is also done by references [ 26,27]; ANDs 
complexity is the same for all. 
(ݓ bits) serial one takes (݉ /ݓ) cycles and a bit parallel 
implementation takes a single clock cycle [8], [12] and [11]. In 
the case of high speed design, digit serial multipliers are 
considered to reduce latency. The disadvantage of large digit 
serial multipliers is lower clock frequency. Thus, pipelining  
stages are applied to improve clock frequency [12]. The clock  
frequency can be improved with the increase of the number of 
pipelining stages in breaking the critical path delay. The main 
disadvantages of increasing the number of pipelining stages in 
the high-speed end of the design space are the increase in the 
number of clock cycles per multiplication and overcoming data 
dependency [12]. To avoid pipelining delay, optimal scheduling  
of the field operations of the point multiplication is necessary 
Our first proposed ECC processor architecture is shown in 
Fig. 3. It comprises a full-precision m bit multiplier with two  
stages pipelining, one squaring circuit, one quad squaring 
circuit and two addition circuits in order to accomplish point 
operations (point addition and point doubling) within six clock 
cycles. To achieve six clock cycles based point operations, we 
include some strategies in the point operations of the 
Montgomery point multiplication algorithm as shown in 
Algorithm 2 [24]. In the proposed algorithm, we combine point 
addition and point doubling to avoid data dependency. In the  
point multiplication, a particular loop is overlapped with its 
next loop by 2 clock cycles due to two stages pipelining. Thus, 
state1 (st1) and state2 (st2) depend on the previous key bit, ݇ ௜ାଵ. 
For example, if previous bit, ݇௜ାଵ ൌ  ? then the last output will 
be ଵܺ otherwiseܺଶ. The last output of a loop decides the 
sequence of st1 and st2 in the next loop. The rest of the states 
depend on the current bit of ݇ǡ ݇௜. To support a six clock cycle 
based algorithm, we apply a squarer or double square (Quad 
Square) or both operations in parallel along with the 
multiplication. Again, one of the field adders is placed in the 
common data path to add on the fly. The second adder is used 
to add the two outputs of the multiplier as shown in Fig. 3. Both 
adder circuits can add two of their inputs or can transfer either 
of the inputs, if we need either. Moreover, we can save some 
 
 
Fig. 2. Comparative Area and Delay Performance of Bit-Parallel GF(2m) 
Multiplication (m=163, n=12, r=5 and u=3) 
Algorithm 2: Proposed Combined LD Montgomery Point 
Multiplication (for 6 clock cycles) 
For ݅ from ݐ െ  ? down to 0 do  
If ݇௜ ൌ  ? then 
If ݇௜ାଵ ൌ  ? then If ݇௜ାଵ ൌ  ? then 
Point addition:ܲ൫ ଵܺǡܼଵ൯ ൌ ܲ൫ ଵܺǡܼଵ൯ ൅ ܳ൫ܺଶǡܼଶ൯and Point Doubling: ܳሺܺଶǡ ܼଶሻ ൌ  ? ሺܳܺଶǡ ܼଶሻ 
St1: ܼଵ ՚ ܺଶǤ ܼଵ;ܣ ՚ ܼଶ                 
St2: ଵܺ ՚ ଵܺǤ ܼଶ,ܼଶ ՚ ܣଶ ;             ܴଶ ՚ ܣସ;ܣ ՚ ܺଶ           St1: ܼଶ ՚ ଵܺǤ ܼଶ; ܣ ՚ ܼଶ                 St2: ܺଶ ՚ ܺଶǤ ܼଵ;ܼଶ ՚ ܣଶ;              ܴଶ ՚ ܣସ;ܣ ՚ ܺଶ           
St3:ܺଶ ՚ ܾǤ ܴଶ ൅ ܣସ;  ܴଵ ՚ ܣଶ 
St4:ܼଶ ՚ ܴଵǤ ܼଶ,  ܣ ՚ ଵܺ ൅ ܼଵ 
St5: ଵܺ ՚ ଵܺǤ ܼଵ,ܼଵ ՚ ܣଶ 
St6:  ଵܺ ՚ ݔǤ ܼଵ ൅  ଵܺ. 
Conversion Step: Same as Algorithm 1. 
 
 
Fig. 3. Proposed High Performance ECC Processor Architecture 
 
intermediate results of field operations in the local registers (R1, 
R2, M and accumulator, A.) to avoid loading/unloading to the 
main memory. As a result, we can avoid idle clock cycles due 
to the memory input-output operations. A data flow diagram is 
shown in Fig. 4 to demonstrate the proposed combined point 
operations.  In this diagram, we explain point operations for ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ? where ݇௜ is the current bit, ݇௜ାଵ is the previous bit and ݇௜ିଵ is the next bit of key (݇).  In 
this data   flow diagram, we show the loop operation of the point  
multiplication in projective coordinates. In our implementation, 
a multiplication takes three clock cycles due to two stages 
pipelining and a square operation takes two clock cycles where 
one clock cycle is used to load in the accumulator (A) register. 
The addition operation is realized in the common data path and 
accomplished in the same clock cycles. As we used two stage 
pipelining and there is a data dependency in between two loops, 
we use careful scheduling. In this scheduling, the present loop 
operation of point multiplication is overlapped with the next 
loop operations.  
x We see, the starting state, st1 of a particular loop 
depends on the value of previous bit,  ݇௜ାଵ. If the 
previous bit, ݇ ௜ାଵ ൌ  ?means ܺ ଵ is not ready. Then, we 
start from st1 with the multiplication between ܺଶ and ܼଵ instead of ଵܺ  and ܼଶ . In this case, The st2 is the 
multiplication  between ଵܺ  and ܼଶ.  
x The  ଵܺ  operand of  the st2 is calculated by addition 
of two outputs(Mula_out and  Mulb_out in Fig. 1) of 
the multipliers where one output(from Mula_out) is 
tapped after the reduction unit (dotted arrow) and the 
other one from the multiplier output(Mulb_out). The 
other operand of st2 is ܼଶ  which is already saved in 
the memory in st1 to use in st2. Here, the delay of the 
memory operation (accessingܼଶ) is utilized to 
calculate ଵܺ; again, as ݇௜ ൌ  ?, we need  the square and 
quad square of  ܼଶ. Thus, we save ܼଶ in the memory 
and accumulator simultaneously in st1 to achieve the 
squaring operations of ܼଶ in the st2.  The output of the 
square circuit (ܣଶ ൌ ܼଶଶ) is saved in the memory and 
the output of quad square (ܣସ ൌ ܼଶସ) is saved in the 
local register, ܴଶ  (dotted box). We can use data from 
the local register (dotted box)  immediately without 
doing any memory operations to save clock cycles.  
x Similarly, during st2, st3 and st4, the squaring 
operations of ܺଶ is realized by saving in the 
accumulator through B-bus; in this case, the square 
output, ܣଶ ൌ ܺଶଶ is saved in the local register,ܴଵ 
whereas the quad square output, ܣସ ൌ ܺଶସ  is saved in 
the memory. In st3 and st4, one of the multiplication 
operands is used from the memory and the other 
operand from the local registers.  
x In st4, ܼଵ (result of ܺଶǤ ܼଵ) is ready to save in the 
memory to use in st5. Again in st4, the available 
output, ܼଵ  is required to add with the multiplication 
result of ܺ ଵ on the fly. At this time, we access (tapping)  ଵܺ  from the output of the reduction unit (dotted arrow, 
one cycle earlier than the normal output) to add with ܼଵ  followed by saving in the accumulator to do the 
square operation to get a new ܼଵ.  
x The new ܼଵ  is ready in st5 to save in the memory and 
is required in the st6 and the next loop. In st5, the old ܼଵ (saved in st4) is used for multiplication with ଵܺ  
where ଵܺ  is directly collected from the multiplier 
output followed by saving in the local register, ܯ. We 
can manage ଵܺ   to use immediately for multiplication 
by using the instruction delay (pipelined Moore 
machine based control unit) of accessing the old ܼଵ 
from memory. 
x  In st6, we add ܺଶ (from memory) on the fly with the 
multiplier output to get newܺଶ followed by saving in 
the memory. Again, the multiplication in st6 is in 
between the base point, ݔ and new  ܼଵ  is completed 
after two clock cycles. But, a new loop is started after 
st6.  
Thus, the st1 of the new loop depends on the last coordinate 
of the previous loop, ଵܺ (in this case of ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ?) which   is calculated by adding the results of the 
multiplications started in st5 and st6. 
     In Fig. 5, we demonstrate the loop of point multiplication 
for ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ?. The previous bit of ݇, is ݇௜ାଵ ൌ  ? means coordinate ܺଶ of the last loop is not ready to 
start with. 
x In this case, the first state (st1) is started with 
multiplication between ଵܺ  and ܼଶ. In this state, the 
multiplier output (ܼଵ) started from st4 of the previous 
loop is saved in the memory to using in the next state 
(st2). In the same state, we need  to start the squaring 
operation on ܼଶ. Thus ܼଶ is accessed from memory 
through the A_bus for multiplication and through the 
B_bus into the accumulator for squaring.   
x In st2, the multiplication isܺଶ.ܼଵ; where ܺଶ is 
 
 
Fig. 4. Data flow of HPECC for ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ? 
calculated by adding two outputs of the multiplier and 
then is saved in the ܯ register for use in the next 
cycles to multiply with ܼଵ. In the same time, the 
calculated ܺଶ is required and saved in the 
accumulator for squaring as݇௜ ൌ  ?.  
     The rest of the states of Fig. 5 are similar to Fig. 4. 
 
B. Multiplier with Segmented Pipelining for HPECC 
:HFRQVLGHUWKHWZRH[WUHPHILHOGVL]HVLQWKH1,67VWDQGDUG
>@LH*)DQG*)WRHYDOXDWHWKH(&&SHUIRUPDQFH,Q
WKHLPSOHPHQWDWLRQRYHU*)ZHVHOHFWݓ ൌ  ? ?ELWWRJHW
RIWKHGLJLWVHULDOPXOWLSOLFDWLRQUHVXOWV7KHUHVXOWVWKHQDUH
ORDGHGLQWKHWZHOYHELWORQJUHJLVWHUV7KXVWKHFULWLFDOSDWK
RI08/*)GHSHQGVRQRQHWZRLQSXW$1'JDWHDQGOD\HUV
RI WZR LQSXW;25 JDWHV WR DFKLHYH D [ PXOWLSOLFDWLRQ
$JDLQWKHSLSHOLQLQJUHJLVWHURXWSXWVDUHVKLIWHGDQG[RUHG
IRUDFFXPXODWLRQWRJHWWKHIXOOSUHFLVLRQPXOWLSOLFDWLRQUHVXOW
PZLWKRXW UHGXFWLRQ7KHUHVXOWLVWKHQUHGXFHGLQWR
ELW LQ WKH UHGXFWLRQ XQLW XVLQJ WKH IDVW LUUHGXFLEOH UHGXFWLRQ
SRO\QRPLDO>@7KHUHGXFHGUHVXOWLVVDYHGLQWKHVHFRQGVWDJH
SLSHOLQLQJUHJLVWHU7KXVWKHDUFKLWHFWXUHZRUNVOLNHELW
GLJLWVHULDOPXOWLSOLHUVDUHRSHUDWLQJLQSDUDOOHO IROORZHGE\D
IXOOSUHFLVLRQUHGXFWLRQRSHUDWLRQ7KHUHGXFWLRQXQLWFRQVLVWV
WZRSDUWV  WKHDFFXPXODWLRQSDUWDQG WKH UHGXFWLRQSDUW7KH
DFFXPXODWLRQ SDUW KDV  OD\HUV RI  LQSXWV ;25V DQG WKH
UHGXFWLRQSDUWKDVUUQRPLDOLUUHGXFLEOHSRO\QRPLDOOD\HUV
RI  LQSXW ;25V 7KXV WKH FULWLFDO SDWK GHOD\ LV EDODQFHG
WKHRUHWLFDOO\$JDLQLQWKH(&&SURFHVVRULPSOHPHQWDWLRQRYHU
*)ZHDOVRFRQVLGHUWKHVHJPHQWVL]HRIELW 
C. Square Circuit, Memory Unit and Control Unit of HPECC  
Our proposed high speed ECC processor design operates by 
using six clock cycles for each loop of the point multiplication.   
To achieve the six cycles point multiplication loop, we need a 
quad square (4-square) circuit to do a one clock quad square 
operation. The quad squaring is used in the st2 and st3 along 
with field multiplication as shown in our proposed Algorithm 
2. Again, the latency of the conversion step contributes a 
significant amount to the total latency of the proposed ECC 
processr as the latency of the loop operation is comparable with 
that of the conversion step. In the conversion step, the inversion 
operation consumes the major part of the latency in our 
projective based ECC processor implementation, a 
multiplicative inversion is applied for the projective to affine 
coordinate conversion. Several multiplications and m steps 
repeated squaring operations are required. Thus, we can utilize 
the quad square circuit for speeding up the inversion by 
reducing the number of the repeated square operations. In our 
proposed architecture, we use a register (accumulator) in the 
arithmetic data path to achieve a repeated quad square 
operation without loading to the main memory. Thus, we need 
1 clock cycle for a 4-square, 2 clock cycles for an 8-square and 
so on.  
     We design a friendly memory unit that is developed in a 
single behavioral entity which comprises an accumulator and 
8xm register file. The register file is based on distributed RAM 
to give high performance and flexibility. There are five input-
output buses in the memory unit. Particularly, our register file 
consists of three output buses (A, B, D) and one input bus. Data 
through A-bus and B-bus takes one more cycle delay than data 
through D-bus as shown in Fig. 3. Data from D-bus is dedicated 
to the multiplier input through the  M register. Hence, the two 
outputs of the memory through A-bus and B-bus, and the output 
of M (through D-bus) are synchronized.  The  M register acts as 
a pipelining register between the input and the output of the 
multiplier and also saves local data for the multiplier. The 
memory unit offers flexibility to access any data from any 
location of the memory through each of the output buses 
independently. The memory unit takes one cycle for a write 
operation and one cycle for a read operation. The accumulator 
is designed in the same entity of the memory unit and utilizes 
unused resources (flip-flops) of the memory unit.  Apart from 
our memory unit, we deploy local registers R1  and  R2 ; R1 and 
R2 are used to save outputs of square and quad square 
respectively. Thus, the local registers (R1  and R2) and M  save 
outputs of concurrent operations to avoid the idle state that is 
due to the common input bus of the memory unit,  and also 
avoid the data dependency in the successive point operations 
loop.  
    A pipelined Moore finite state machine based control unit 
is developed in the single behavioral entity. The Moore 
machine takes one clock cycle delay to address the memory 
unit. The advantage of this initial instruction delay is a more 
flexible data control that allows for some intermediate 
operations to be carried out during this cycle delay with the help 
of the local registers. Again, the control unit consists of very 
few states to complete a point multiplication due to the full-
precision multiplier and concurrent operations. As a result, the 
control unit consumes very low area while helps keeping speed 
very high. 
 
Fig. 5. Data flow of HPECC for ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ? 
D. Critical Path Delay and Clock Cycles of the HPECC  
2XUSURSRVHGKLJKVSHHG(&&+3(&& SURFHVVRUGHVLJQ
XVHVDVHJPHQWHGSLSHOLQLQJEDVHGIXOOSUHFLVLRQPXOWLSOLHUWR
DFKLHYH VL[ FORFN F\FOHV IRU HDFK ORRS RI WKH SRLQW
PXOWLSOLFDWLRQ 7KH FULWLFDO SDWK GHOD\ RI WKH (&& PDLQO\
GHSHQG RQ WKH FULWLFDO SDWK RI WKH PXOWLSOLHUV $JDLQ WKH
SURSRVHGPXOWLSOLHUVFULWLFDOSDWKGHOD\FDQEHWKHFULWLFDOSDWK
GHOD\RIWKH*)08/SDUWRUWKHUHGXFWLRQSDUWGHSHQGLQJRQ
WKHVL]HRIWKHVHJPHQW$VWKHPXOWLSOLHURXWSXW0XODBRXWLV
WDSHGDWHQGRIWKHUHGXFWLRQSDUWDQGSDVVHGWKURXJKWKHDGGHU
DQGPXOWLSOH[HUIROORZHGE\VDYLQJLQWKH0UHJLVWHUWKHFULWLFDO
SDWK GHOD\ RI WKH (&& FDQ EH WKH GHOD\ RI WKH UHGXFWLRQ
SDUWDGGHUPX[7KHFULWLFDOSDWKGHOD\RIWKH(&&SURFHVVRU
DUFKLWHFWXUH LV VKRZQ LQ 7DEOH ,,  7KH PDLQ IRFXV RI RXU
SURSRVHG(&&SURFHVVRULVWKHUHGXFWLRQLQWKHQXPEHURIFORFN
F\FOHV 3DUWLFXODUO\ RXU GHVLJQ FDQ PDQDJH WR WDNH  FORFN
F\FOHVIRUHDFKORRSRIWKHSRLQWPXOWLSOLFDWLRQLQWKHSURMHFWLYH
FRRUGLQDWHV7KHWRWDOFORFNF\FOHVIRUSRLQWPXOWLSOLFDWLRQVLV
WKHVXP RI WKUHHPDLQSDUWVDIILQHFRRUGLQDWHV WRSURMHFWLYH
FRRUGLQDWHVLQLWLDOL]DWLRQSRLQWPXOWLSOLFDWLRQLQWKHSURMHFWLYH
FRRUGLQDWHV DQG ILQDOO\ SURMHFWLYH FRRUGLQDWHV WR  DIILQH
FRRUGLQDWHV FRQYHUVLRQ  7KH WRWDO QXPEHU RI FORFN F\FOHV
&&V IRU SRLQW PXOWLSOLFDWLRQ    &&V UHTXLUHG IRU
LQLWLDOL]DWLRQ[P&&V IRUSRLQWPXOWLSOLFDWLRQ LQWKH
SURMHFWLYH FRRUGLQDWHV  &&V IRU WKH ILQDO FRRUGLQDWHV
FRQYHUVLRQ P&&VIRUVTXDUH0XOIRULQYHUVLRQ[
&&V IRU ,QYHUVLRQ&&V IRURWKHUV FORFN F\FOHVIRU
SLSHOLQLQJDVVKRZQLQ7DEOH,,, 7KHRWKHUVFORFNVF\FOHVDUH
WKDWDUHLQGHSHQGHQWRIFXUYHVL]HVLQFOXGHGPXOWLSOLFDWLRQV
DGGLWLRQDQGVTXDUHRSHUDWLRQV)RUH[DPSOHWKHWRWDOFORFN
F\FOHVIRUSRLQWPXOWLSOLFDWLRQRYHU*) [ 
    F\FOHV 6LPLODUO\ WKH ODWHQF\ RI
+3(&&SURFHVVRURYHU*)LVFORFNF\FOHV 
V. PROPOSED LOW LATENCY ECC (LLECC) PROCESSOR FOR 
POINT MULTIPLICATION 
7KHVSHHGRI(&&FDQEHLPSURYHGIRUKLJKVSHHGDSSOLFDWLRQV
E\ UHGXFLQJ ODWHQF\ RI WKH SRLQW PXOWLSOLFDWLRQ 3DUDOOHO IXOO
SUHFLVLRQ PXOWLSOLHUV FDQ UHGXFH ODWHQF\ WR VSHHG XS WKH SRLQW
RSHUDWLRQV :H SURSRVHG D KLJK VSHHG (&& SURFHVVRU IRU SRLQW
PXOWLSOLFDWLRQXWLOL]LQJWKUHHIXOOSUHFLVLRQPXOWLSOLHUV WRDFKLHYH
WKHORZHVWODWHQF\KLJKVSHHG(&&DVVKRZQLQ)LJ 
A. Low Latency Montgomery Point Multiplication 
0RQWJRPHU\3RLQWPXOWLSOLFDWLRQRIIHUVIOH[LELOLW\RISDUDOOHO
ILHOG RSHUDWLRQV WKHUH DUH VL[ ILHOG PXOWLSOLFDWLRQV LQ WKH
SURMHFWLYHFRRUGLQDWHVEDVHG0RQWJRPHU\SRLQWPXOWLSOLFDWLRQ
DVVKRZQLQ$OJRULWKPDOOZKLFKFDQEHFDUULHGRXWLQSDUDOOHO
EDVHG RQ GDWD GHSHQGHQF\ ,Q DGGLWLRQ WKH 0RQWJRPHU\
DOJRULWKPH[KLELWVWKHORZGDWDGHSHQGHQF\DVLWHPSOR\VRQO\
[FRRUGLQDWHV>@ 
7KHVL[PXOWLSOLFDWLRQVFDQEHDFKLHYHGLQWZRVWHSVE\XVLQJ
WKUHH IXOOSUHFLVLRQ PXOWLSOLHUV DV VKRZQ LQ$OJRULWKP  7R
DFKLHYH WKH WKHRUHWLFDO OLPLW RI WKH ORRS RSHUDWLRQ DQ (&&
SURFHVVRU DUFKLWHFWXUH QHHGV VLQJOH FORFNHG ILHOG PXOWLSOLHUV
DORQJZLWKFRQFXUUHQWVTXDUHDQGDGGLWLRQRSHUDWLRQVDOOZLWK
FDUHIXOVFKHGXOLQJ ,QRXULPSOHPHQWDWLRQKHUHZH WDUJHWDQG
DFKLHYH WKLV OLPLW ZKLFK WR RXU NQRZOHGJH QR SUHYLRXVO\
UHSRUWHGLPSOHPHQWDWLRQKDVDFKLHYHGWRGDWHGXHWRWKHKLWKHUWR
UHVWULFWLYH SHUIRUPDQFH RI WKH ILHOG PXOWLSOLHU :H SURSRVH D
PRGLILHG0RQWJRPHU\SRLQWPXOWLSOLFDWLRQORRSEDVHGRQWZR
VWHSV XVLQJ WKUHH IXOO SUHFLVLRQ PXOWLSOLHUV 0XO 0XO
KLJKOLJKWHGDQG0XODVVKRZQLQ$OJRULWKP,QHDFKVWDWH
RI WKH SURSRVHG DOJRULWKP WKUHH PXOWLSOLFDWLRQV RXWSXWV DUH
FRQFXUUHQWO\XVHGIRUDGGLWLRQVVTXDUHDQGVTXDUHRYHUVTXDUH
VTXDUHWRJHQHUDWHWKHUHTXLUHGRXWSXWIRUWKHQH[WVWDWHVDV
VKRZQLQ)LJ0XO0XODQG0XODUHWKHWKUHHPXOWLSOLHUV
WKDWPXOWLSO\WKHWKUHHGLIIHUHQWPXOWLSOLFDWLRQVLQYROYHGLQHDFK
VWHSRI$OJRULWKPLQDVLQJOHFORFNF\FOH$JDLQWKHDGGHUDQG
FDVFDGHG VTXDUH FLUFXLWV DUH LQ WKH VDPH GDWD SDWK RI WKH
PXOWLSOLHU RXWSXW WR SHUIRUP DGGLWLRQ VTXDUH DQG VTXDUH
RSHUDWLRQVXVLQJWKHPXOWLSOLHUVRXWSXWV 
)RU WKHLQLWLDOLVDWLRQRI$OJRULWKPZHVDYH WKHUHTXLUHG
YDULDEOHV WR VWDUW WKH ORRS RSHUDWLRQ LQ ORFDO UHJLVWHUV ܴଵܴଶܴଷܴସܴହDQGܴ଺)RUDSDUWLFXODUYDOXHRIN݇௜ ൌ  ?ǡWKHPXOWLSOLHUV0XO0XODQG0XODVVKRZQLQ)LJFDOFXODWHܺଶ ՚ ܺଶǤ ܴଵሼܴଵ ൌ ܼଵሽǡ ܼଶ ՚ ଵܺǤ ܴଷሼܴଷ ൌ ܼଶሽǡܼଵ ՚ଵܺଶǤ ܴହ൛ܴହ ൌ  ܼଶଶൟǤ,QWKHVDPHVWHSDFDVFDGHGVTXDULQJRIܺଶ LVSHUIRUPHG WRREWDLQ WKHVTXDUH RSHUDWLRQ ܴଶ ՚ ܺଶସIROORZHGE\VDYHLQWKH5UHJLVWHU,QVWHSRQHLQSXWRI0XOሺ ଵܺ ൅ ܼଵሻଶ DQG WKH RWKHU LQSXW [ IURP PHPRU\ XQLW LVSURFHVVHG E\ DGGLQJ WKH RXWSXWV RI 0XO DQG 0XO XVLQJ
DGGHUIROORZHGE\VTXDULQJ7KHRXWSXWRIWKHVTXDULQJLVDOVR
VDYHGLQWKH5UHJLVWHUDVܼଵIRUWKHQH[WORRS7KH0XORXWSXWDQG0XODUHDGGHGE\DGGHUWRJHW ଵܺǡDQLQSXWRIVWHSRIWKH0XOLQWKHQH[WORRS,QWKHVWHSWKHLQSXWVRI0XODUH
WKHRXWSXWV0XOܼଵDQG0XO ଵܺ7KH0XORXWSXWܼଶRIVWHSLVVDYHGLQWKHUHJLVWHUܴଷLQWKHVWHSWRXVHDVDQLQSXWRI PXO LQ WKH QH[W ORRS DQG WKH 0XO RXWSXWܼଶLV VTXDUHGܼଶଶDQGVTXDUHGܼଶସXVLQJWKHFDVFDGHGVTXDUHFLUFXLWVWKHQVDYHGLQWKHUHJLVWHUV5DQG5$JDLQWKHLQSXWVRI0XO
RIVWHSDUHEIURPWKHPHPRU\XQLWDQGܼଶସIURPUHJLVWHU5DQG WKHPXOWLSOLFDWLRQRXWSXW LVDGGHGZLWK WKHFRQWHQW RI5
7$%/(,, 
&5,7,&$/3$7+'(/$<ሺ ாܶ஼஼2)7+(352326('(&& 
Ref Critical path delay 
HPECC ௠ܶ௨௟ or ሺଶሺ ݊ ൅  ?ݎሻሻ ௑ܶ ൅ ௔ܶௗௗ௘௥ ൅  ?ܶ ௠௨௫ 
LLECC ௠ܶ௨௟ ൅ ௔ܶௗௗ௘௥ ൅ ௦ܶ௤௥ ൅  ? ௠ܶ௨௫ ݊ ൌ  ?Segments, r is the r-nomial irreducible polynomial,  ௠ܶ௨௫= 2x1 
mux delay. ௦ܶ௤௥=ଶሺ ݇ሻ, ௔ܶௗௗ௘௥ = ௫ܶǤ 
 
Fig. 6. Proposed Low Latency ECC Processor Architecture 
 
ܺଶସሻXVLQJDGGHUWKHQLQSXWWHGDVܺଶDQLQSXWRIPXOLQWKHQH[W ORRS 7KXV WKH SURSRVHG DUFKLWHFWXUH VXSSRUWV WKH
FDOFXODWLRQRIDOORIWKHQHZLQSXWVIRUWKHQH[WORRSVXFKDVଵܺܺଶܼଵǡDQGǡ ܼଶXVLQJWKHWZRVWHSVRIDOJRULWKP$SDUWIURP WKLV ZH XWLOL]H D VPDUW VFKHGXOLQJ WR DYRLG GDWD
GHSHQGHQF\ LQ WKH VXFFHVVLYH ORRSV :H D VKRZ GDWD IORZ
GLDJUDPV WR LOOXVWUDWH WKH SRLQW RSHUDWLRQV IRU WKH GLIIHUHQW
FRPELQDWLRQVRIWKHSUHYLRXVFXUUHQWDQGQH[WYDOXHVRI݇௜LQ)LJDQG)LJ 
7KHGDWDIORZGLDJUDPVKRZQLQ)LJLVIRUWKHYDOXHVRI݇௜ାଵ ൌ  ?݇௜ ൌ  ? DQG ݇௜ିଵ ൌ  ? ,Q WKLV FDVH WKH SRLQWRSHUDWLRQVRIWKHSUHYLRXVORRSFXUUHQWORRSDQGQH[WORRSDUH
WKHVDPHKHQFHWKHUHLVQRWUDQVLWLRQRIWKHSRLQWRSHUDWLRQVLQ
WKHVXFFHVVLYHORRSV7KHUHDUHRQO\WZRVWDWHVVWDQGVWIRU
HDFKORRSWRDFFRPSOLVKWKHILHOGRSHUDWLRQVLHPXOWLSOLFDWLRQ
VTXDUHDQGDGGLWLRQIRUDSRLQWPXOWLSOLFDWLRQORRSRSHUDWLRQ
7KH ILHOGPXOWLSOLFDWLRQ WDNHVFORFNF\FOHGHOD\GXH WRRQH
VWDJHSLSHOLQLQJKRZHYHUWKHILHOGVTXDUHDQGILHOGDGGHUKDYH
RQO\FRPELQDWLRQDOFLUFXLWGHOD\DQGFDQEHSHUIRUPHGLQWKH
VDPH FORFN F\FOH ,Q )LJ  WKH GDWD GLDJUDP VKRZV WKH
XWLOL]DWLRQRIWKUHHIXOOSUHFLVLRQPXOWLSOLHUVFDOOHG0XO0XO
DQG0XOLQHDFKVWDWHWRDFFRPSOLVKWKUHHPXOWLSOLFDWLRQV$V
WKHPXOWLSOLHUDGGHUDQGVTXDUHFLUFXLWVDUHFDVFDGHGZHFDQ
DFKLHYHGLIIHUHQW ILHOGRSHUDWLRQV LQ WKH VDPH FORFN F\FOH E\
WDSSLQJWKHUHVXOWVUHVSHFWLYHO\ 
x )RU H[DPSOH LQ VW 0XO DQG 0XO RXWSXWV
݅Ǥ ݁Ǥ ܼଵܽ݊݀ ଵܺDUHDGGHGDQGVTXDUHGWRJHWQHZܼଵRQWKHIO\7KHܼଵLVLPPHGLDWHO\XVHGLQWKHQH[WORRSDVDQLQSXWWR0XODQGDOVRܼଵLVVDYHGLQ5HJLVWHUሺܴଵWRXVHLQWKHQH[WORRS$JDLQWKHRXWSXWRI0XOLVܼଶLVVTXDUHGDQGVTXDUHGLQWKHVDPHFORFNWRJHWܼଶଶDQG ܼଶସ$IWHU WKHQ WKH WKUHHRXWSXWV ܼଶ ܼଶଶDQGܼଶସDUHVDYHGLQܴଷܴସDQGܴହUHJLVWHUUHVSHFWLYHO\WRXVHLQWKHQH[WORRS 
x ,QVWDWHVWZHJHWRXWSXW ଵܺE\DGGLQJWKHRXWSXWVRI
0XO DQG 0XO DQG ZHDOVRJHW ܺଶ   E\ DGGLQJ WKHRXWSXWRI0XODQGWKHFRQWHQWRIܴ ଶܺଶସ7KHܺ ଶDQGLWVVTXDUHǡ ܺଶଶDUHGLUHFWO\DSSOLHGDVDQLQSXWRI0XODQG0XOUHVSHFWLYHO\LQWKHVWRIWKHQH[WORRSDQG
DOVRܺଶLVVTXDUHGRYHUVTXDUHGVTXDUHWRJHWܺଶସRXWSXWLQWKHVDPHFORFNF\FOHLVVDYHGLQWKHܴଶIRUWKHQH[WRSHUDWLRQ 
7KXV DOO LQSXWV WKDW DUH UHTXLUHG WR EHJLQ WKH QH[W ORRS DUH
UHDG\7KHGDWDIORZGLDJUDPLVWKHVDPHIRUWKHFRPELQDWLRQRI
YDOXHV݇௜ାଵ ൌ  ?݇ ௜ ൌ  ?DQG݇ ௜ିଵ ൌ  ?H[FHSWWKDWWKHYDULDEOHVDUHFKDQJHGDVVKRZQLQ$OJRULWKP 
,Q )LJ D GDWD IORZ GLDJUDP RI WKH ORRS RI SRLQW
PXOWLSOLFDWLRQLVSUHVHQWHGIRUWKHYDOXHVRI݇௜ାଵ ൌ  ?݇௜ ൌ  ?DQG݇௜ିଵ ൌ  ?7KHGLDJUDPVKRZVWKUHHFRQVHTXHQWORRSVIRUVL[FORFNF\FOHVRIGDWDIORZWRLOOXVWUDWHWKHWUDQVLWLRQIURPWKH
ORRSRI݇௜ ൌ  ?WRWKHORRSRIWKH݇௜ ൌ  ? x ,QFORFNF\FOHVDQG WKHSRLQWRSHUDWLRQVIRU WKH
YDOXHRI݇௜ ൌ  ?LVSHUIRUPHG$VWKHQH[WORRSIRU݇௜ ൌ ?WKHVTXDUHGRXWSXWVRIWKHORRS݇௜ ൌ  ?VKRXOGEHܼଵଶܼଵସ ଵܺଶDQG ଵܺସLQVWHDGRIܼଶଶܼଶସܺଶଶǡDQGܺଶସ,QWKHORRSܼଵଶLVFDOFXODWHGDQGVDYHGLQܴହLQWKHVW$JDLQWKHRXWSXW ଵܺRIWKHORRSZLOOEHVTXDUHGDQGVTXDUHGWRJHW ଵܺଶDQG ଵܺସLQWKHVWRIWKHQH[W ORRS݇௜ ൌ  ? x ,QVWRIWKHORRSRI݇௜ ൌ  ?DWFORFNF\FOHWKH ଵܺଶLVXVHG DV0XO LQSXW WKH ଵܺସ LV VDYHG LQ ܴଶ ,Q WKHVDPHVWDWHWKHFRQWHQWRIܴହܼଵଶLVVTXDUHGWRJHWܼଵସDQGVDYHGLQܴସ7KXVWKHVHFRQGORRSIRU݇௜ ൌ  ?FDQEHVWDUWHGZLWKWKUHHPXOWLSOLHUVLQSXWVܺଶܼଵ ଵܺܼଶDQG ܼଵଶ ଵܺଶDIWHU WKHSUHYLRXVORRS݇௜ ൌ  ? ,Q WKLVFDVH WKHORRS݇௜ ൌ  ? LQSXWVRI0XODQG0XODUHWKHVDPHDVWKH LQSXWVRIWKHSUHYLRXV ORRS݇௜ ൌ  ?GXHWRWKHODVWRXWSXWWKHDGGLWLRQRIܴଶDQG0XORIWKHSUHYLRXV ORRS LVܺଶ KRZHYHU WKH RXWSXWVRI WKHPXOWLSOLHUVDUHGLIIHUHQWWKDQWKDWRIWKHSUHYLRXVORRS 
x 1RZWKHILQDOORRSLVIRU݇௜ ൌ  ?FORFNF\FOHVRIDQG LVVLPLODU WR)LJQRWUDQVLWLRQH[FHSW WKDW WKH
YDULDEOHVDUHFKDQJHGDVVKRZQLQ$OJRULWKP 
Algorithm 3: Proposed Low Latency Montgomery Point Multiplication 
(2 clock cycles based loop operation is shown) 
For ݅ from ݐ െ  ? down to 0 do  
If ݇௜ ൌ  ?ǡ ௜݇ାଵ ൌ  ? and ݇௜ିଵ ൌ  ? then{ No  transition} 
Point addition:ܲ൫ ଵܺǡܼଵ൯ ൌ ܲ൫ ଵܺǡܼଵ൯ ൅ ܳ൫ܺଶǡܼଶ൯and Point Doubling: ܳሺܺଶǡ ܼଶሻ ൌ  ? ሺܳܺଶǡ ܼଶሻ 
Mul1 Mul2 Mul3 
St1: ܼଵ ՚ ܺଶǤ ܴଵ; ሼܴଵ ൌ ܼଵሽ ଵܺ ՚ ଵܺǤ ܴଷǢܼଶ ՚ ܺଶଶǤ ܴସǢ ܴଶ ՚ ܺଶସ ;  
St2: ଵܺ ՚ ሺݔǤ ሺ ଵܺ ൅ ܼଵሻଶ ൅  ଵܺ ՚ ଵܺǤ ܼଵሻ; ܺଶ ՚ ܾǤ ܴହ ൅ ܴଶ; 
 ܴଵ ՚ ሺ ଵܺ ൅ ܼଵሻଶܴଷ ՚ ܼଶܴହ ՚ ܼଶସ;ܴସ ՚ ܼଶଶ;  
else If ݇௜ ൌ  ?ǡ ௜݇ାଵ ൌ  ? and ݇௜ିଵ ൌ  ? then{Transition :݇௜ ൌ  ? to ݇௜ ൌ  ?} 
St1: ܼଵ ՚ ܺଶǤ ܴଵ; ሼܴଵ ൌ ܼଵሽ   ଵܺ ՚ ଵܺǤ ܴଷǢܼଶ ՚ ܺଶଶǤ ܴସǢ ܴଶ ՚ ܺଶସ ;  
St2: ଵܺ ՚ ሺݔǤ ሺ ଵܺ ൅ ܼଵሻଶ ൅  ଵܺ ՚ ଵܺǤ ܼଵሻ; ܺଶ ՚ ܾǤ ܴହ ൅ ܴଶ; ܴଵ ՚ ሺ ଵܺ ൅ ܼଵሻଶܴଷ ՚ ܼଶܴହ ՚ ሺሺܺଵ ൅ ܼଵሻଶሻଶ;{ ܴହ ൌ ܼଵଶሽ  
If ݇௜ ൌ  ?, ݇௜ାଵ ൌ  ? and݇௜ିଵ ൌ  ?  then {Transition : ݇௜ ൌ  ? to ݇௜ ൌ  ?} 
St1:ܺଶ ՚ ܺଶǤ ܴଵǢሼܴଵ ൌ ܼଵሽܼଶ ՚ ଵܺǤ ܴଷǢܼଵ ՚ ଵܺଶǤ ܴହǢܴଶ ՚ ଵܺସǢ ܴସ ՚ ܴହଶ; {ܴସ ൌ ܼଵସሽ 
St2:ܺଶ ՚ ሺݔǤ ሺܺଶ ൅ ܼଶሻଶ ൅ ܺଶ ՚ ܺଶǤ ܼଶሻ;  ଵܺ ՚ ܾǤ ܴସ ൅ ܴଶ; 
 ܴଵ ՚ ሺܺଶ ൅ ܼଶሻଶܴଷ ՚ ܼଵܴହ ՚ ܼଵସ;ܴସ ՚ ܼଵଶ; 
If ݇௜ ൌ  ?, ݇௜ାଵ ൌ  ? and݇௜ିଵ ൌ  ?  then{ No  transition} 
St1:ܼଶ ՚ ଵܺǤ ܴଵǢ ሼܴଵ ൌ ܼଶሽܺଶ ՚ ܺଶǤ ܴଷǢܼଵ ՚ ଵܺଶǤ ܴସǢܴଶ ՚ ଵܺସǢ 
St2:ܺଶ ՚ ሺݔǤ ሺܺଶ ൅ ܼଶሻଶ ൅ ܺଶ ՚ ܺଶǤ ܼଶሻ;  ଵܺ ՚ ܾǤ ܴହ ൅ ܴଶ; 
 ܴଵ ՚ ሺܺଶ ൅ ܼଶሻଶܴଷ ՚ ܼଵܴହ ՚ ܼଵସ;ܴସ ՚ ܼଵଶ; 
Conversion Step: As shown in the Algorithm 1. 
 
 
Fig. 7. Data flow of  LLECC for ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ? 
 
7KXV WKH ORRS RI WKH SRLQW RSHUDWLRQV FDQ EH DFFRPSOLVKHG
XWLOL]LQJRQO\WZRFORFNF\FOHVIRUDQ\VHWRIYDOXHVRI݇௜ାଵ݇௜
DQG݇௜ିଵ 
B. Multiplier with Segmented Pipelining for LLECC 
3DUDOOHO PXOWLSOLHUV DUH XVHG WR UHGXFH ODWHQF\ IRU SRLQW
PXOWLSOLFDWLRQ LQ (&& SURFHVVRU LPSOHPHQWDWLRQV DQG WKH
PDMRULW\RIUHSRUWHGGHVLJQVLQWKHOLWHUDWXUHDUHEDVHGRQGLJLW
VHULDOPXOWLSOLHUVLQVWHDGRIELWSDUDOOHOPXOWLSOLHUV>@%LW
SDUDOOHOPXOWLSOLHUVWDNHODUJHUDUHDDQGFULWLFDOSDWKGHOD\DVWKH
VL]HRIWKHPXOWLSOLHULVODUJHGXHWRWKHODUJHILHOGVL]HVRIWKH
(&&FXUYHV>@7KHVXETXDGUDWLFELWSDUDOOHOPXOWLSOLHUFDQ
EHVXLWDEOHIRUDKLJKVSHHG(&&GHVLJQKRZHYHUSLSHOLQLQJLV
UHTXLUHGWRLPSURYHVSHHG>@7KHDGRSWLRQRIWKHSLSHOLQLQJ
LQWKHSURSRVHGPXOWLSOLHUEDVHG(&&SURFHVVRULVOLPLWHGDV
WKH ORRS RSHUDWLRQ WDNHV SODFH ZLWKLQ WZR FORFN F\FOHV RQO\
7KXVRQO\RQHVWDJHSLSHOLQLQJFDQEHDGRSWHGWRLPSURYHWKH
SHUIRUPDQFHRIWKHPXOWLSOLHUSURYLGLQJDVPDUWVFKHGXOLQJLV
GHYLVHG WR RYHUFRPH WKH GDWD GHSHQGHQF\ 7KH OLPLWDWLRQ RI
SLSHOLQLQJLVDVHULRXVERWWOHQHFNIRUWKHWUDGLWLRQDOELWSDUDOOHO
DQG VXETXDGUDWLF PXOWLSOLHUV WR DFKLHYH VLJQLILFDQW
SHUIRUPDQFH 7KLV LV RYHUFRPH LQ RXU SURSRVHG VHJPHQWHG
SLSHOLQLQJ WHFKQLTXHE\ LPSOHPHQWLQJQSLSHOLQHV LQSDUDOOHO
DFKLHYLQJDQRYHUDOOVLQJOHVWDJHRQO\SLSHOLQLQJDVVKRZQLQ
)LJ   7KLV PDNHV WKH SURSRVHG IXOOSUHFLVLRQ PXOWLSOLHU
VXLWDEOHIRUWKHYHU\ORZODWHQF\ORRSZKLOHVWLOOPDLQWDLQLQJD
KLJK SHUIRUPDQFH 7KH KLJK SHUIRUPDQFH FDQ DOORZ KLJK
VHFXULW\(&&FXUYHVWREHGHSOR\LQPRUHDSSOLFDWLRQV     In 
our proposed low latency ECC (LLECC) processor 
architecture (as shown in Fig. 6), we consider LLECC 
implementation over GF(2163) where we use three parallel 
multipliers where each of them is a 163 bit  full-precision 
multiplier with 14 bit segmented pipelining. 
C. Square Circuit, Memory Unit and Control Unit of LLECC 
2XUSURSRVHGOHDVWODWHQF\(&&//(&&SURFHVVRUWDNHV
FORFN F\FOHV IRU D ORRS RSHUDWLRQ RI WKH 0RQWJRPHU\ SRLQW
PXOWLSOLFDWLRQV 7R DFFRPSOLVK  FORFN F\FOHV EDVHG ORRS
RSHUDWLRQ ZH QHHG WR SURFHVV WKH PXOWLSOLHU RXWSXW LQ VDPH
FORFNF\FOHE\FDVFDGLQJWKHDGGHUDQGVTXDUHFLUFXLWV7KXV
LQ)LJWKHUHDUHVHYHUDOH[WUDDGGHUVTXDUHFLUFXLWVDQGORFDO
UHJLVWHUV DUH FRQVLGHUHG WRFDOFXODWH VRPH LQVWUXFWLRQV RI WKH
SRLQW RSHUDWLRQ RQ WKH IO\ DV FRPSDUH WR )LJ  7KH PDLQ
PHPRU\ DUFKLWHFWXUH DGRSWHG LV WKH VDPH DV WKDW RI WKH
GLVWULEXWHGEDVHGPHPRU\RI)LJXVHGWRHQKDQFHVSHHG2XU
PDLQPHPRU\VDYHVWKHLQLWLDOLQSXWDQGWKHILQDORXWSXWVDQG
GXULQJ D ORRS RSHUDWLRQ WKH PHPRU\ VXSSOLHV WKH FRQVWDQW
YDOXHV[\EDVPRVWRIWKHFDOFXODWHGRXWSXWVDUHVDYHGLQWKH
ORFDOUHJLVWHUVWRUHGXFHWKHGHOD\IRUPHPRU\DFFHVV 
:HDOVRXVHDVHSDUDWHVKLIWUHJLVWHUNUHJLVWHUWRVDYHWKH
NH\RIWKH(&&7KHVKLIWUHJLVWHUVKLIWVELWLQHYHU\WZRF\FOHV
WRJHQHUDWHDQHZVHWRIYDOXHVIRU݇௜ାଵ݇௜DQG݇௜ିଵXVHGLQWKHFRQWUROXQLWDVVKRZQLQ)LJ7KHFRQWUROXQLWRIWKH//(&&
LVDOVREDVHGRQDILQLWHVWDWHPDFKLQH)60WKDWFRQWUROVWKH
WZRFORFNF\FOHVEDVHGSRLQWRSHUDWLRQVDQGLVVLPSOHUWKDQWKH
FRQWURO XQLW RI WKH +3(&& DV PRVW RI WKH RSHUDWLRQ DUH
SHUIRUPHGFRQFXUUHQWO\ 
D. Critical Path Delay and Clock Cycles of the LLECC 
,QWKHSURSRVHGORZODWHQF\(&&//(&&DUFKLWHFWXUHZH
SHUIRUPVHYHUDOLQVWUXFWLRQVLQWKHVDPHF\FOHE\FDVFDGLQJWKH
PXOWLSOLHUDGGHUDQGVTXDUH FLUFXLWV DV VKRZQLQ)LJ 7KH
FULWLFDOSDWKGHOD\RIWKH//(&&LVWKHSDWKGHOD\RI08/*)
WKHUHGXFWLRQSDUWDGGHUVTXDUH[PX[DVVKRZQLQ
7DEOH,,7KHFULWLFDOSDWKGHOD\FDQEHRSWLPLVHGE\VHOHFWLQJ
WKHVL]HRIZWKURXJKDWULDODQGHUURUDSSURDFK 
7KHWRWDOFORFNF\FOHVRI(&&PDLQO\GHSHQGVRQWKHODWHQF\
RIWKHORRSRSHUDWLRQRIWKHSRLQWPXOWLSOLFDWLRQ:HDFKLHYH
FORFNF\FOHVIRUHDFKORRSRSHUDWLRQIRUWKH0RQWJRPHU\SRLQW
PXOWLSOLFDWLRQLQSURMHFWLYHFRRUGLQDWHVZKLFKLVWKHWKHRUHWLFDO
OLPLWRIWKH0RQWJRPHU\SRLQWPXOWLSOLFDWLRQDOJRULWKPXQGHU
SURMHFWLYH FRRUGLQDWHV $JDLQ WKH FRRUGLQDWHV FRQYHUVLRQ
FLUFXLW LQFOXGHV WKH FRVWO\ LQYHUVLRQ RSHUDWLRQ :H DGRSW
PXOWLSOLFDWLYH LQYHUVLRQ WR UHGXFHDUHDDQG WLPHFRPSOH[LWLHV
 
Fig.8. Data flow of LLECC for ݇௜ାଵ ൌ  ?  , ݇௜ ൌ  ? and ݇௜ିଵ ൌ  ? 
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ECC Initial + point operations + Conversion GF(2163) GF(2571) 
HPECC  ? ൅ሺ ?ܯଵሻሺ݉ െ  ?ሻ ൅ሺ ?ܯଶ+ Inv1+ ?ܯଷ ൅  ?) 1099 3783 
LLECC  ? ൅ሺ ? ൅  ?ܯଵሺ݉ െ  ?ሻ ൅  ?ሻ ൅ሺ ?ܯଶ ൅Inv2+ ?ܯଶ ൅  ?) 450 - 
 
RYHUKHDGV>@$VWKHWRWDOODWHQF\RIWKHSRLQWPXOWLSOLFDWLRQLQ
SURMHFWLYH FRRUGLQDWHV EDVHG RQ WKH WZR FORFNHG F\FOHV ORRS
RSHUDWLRQVLVFRPSDUDEOHWRWKHODWHQF\RIWKHILQDOFRQYHUVLRQ
RSHUDWLRQ UHGXFLQJ WKH FORFN F\FOHV IRU WKH FRQYHUVLRQ
RSHUDWLRQLVUHTXLUHG7KHLQYHUVLRQRSHUDWLRQLQYROYHGLQWKH
FRQYHUVLRQVWHSFRQVXPHVPRVWRIWKHFORFNF\FOHVDQGLVWKXV
WKHIRFXVIRURSWLPLVDWLRQ:HXVHDVTXDUHFLUFXLWWRVSHHG
XS WKH PXOWLSOLFDWLYH LQYHUVLRQ RSHUDWLRQ 7KH WRWDO FORFN
F\FOHV&&VIRUSRLQWPXOWLSOLFDWLRQVRIWKH//(&& &&V
IRULQLWLDOLVDWLRQ&&VWRVWDUWRIWKHORRSP[&&VIRU
ORRSRSHUDWLRQV&&V WRH[LW ORRS &&V IRU&RRUGLQDWHV
FRQYHUVLRQ PIRUVTXDUHPXO[&&VIRULQYHUVLRQ
RWKHUV DV VKRZQ LQ 7DEOH ,,, 7KH //(&& DUFKLWHFWXUH
FRQVXPHVH[WUDFORFNF\FOHVDWWKHVWDUWRIILUVWORRSDQGDWWKH
HQGRIWKHILQDOORRSRSHUDWLRQGXHWRORDGXQORDGRIYDULDEOHV
WRIURP WKH ORFDO UHJLVWHUV $JDLQ WKH ODWHQF\ IRU LQYHUVLRQ
GHSHQGV RQ WKH FXUYH VL]H DQG GHILQHG E\ ہଶ ݉ െ  ?ۂ ൅݄ሺ݉ െ  ?ሻ െ  ?ǡZKHUH݄ሺ݉ െ  ?ሻ LV WKH +DPPLQJZHLJKW 7KH
RWKHUFORFNF\FOHVFORFNF\FOHVWKDWDUHLQGHSHQGHQWRIFXUYH
VL]H LQFOXGH PDLQO\  PXOWLSOLFDWLRQV DQG  DGGLWLRQ DQG 
VTXDUH RSHUDWLRQV )RU H[DPSOH WKH WRWDO FORFN F\FOHV IRU
*)   [         FORFN
F\FOHV 
VI. IMPLEMENTATION RESULTS 
The architectures have been implemented (placed and 
routed) on Xilinx Virtex4, Virtex5 and Virtex7 FPGA 
technologies to enable fair comparisons to relevant reported 
designs on the same technologies as well as provide 
achievable implementation results RQ PRUH UHFHQW
WHFKQRORJLHV :KHUH IHDVLEOH WKH GHVLJQV KDYH EHHQ
LPSOHPHQWHG LQHDFK9LUWH[ IDPLO\ 7KH )3*$VL]H VHOHFWHG
ZDV WKH VPDOOHVW LQ WKH IDPLO\ WKDW FRXOG DFFRPPRGDWH WKH
GHVLJQLQWHUPVRIDUHDDQGSLQFRXQW 
7KH UHVXOWV RI RXU SURSRVHG KLJK VSHHG (&& SURFHVVRU
LPSOHPHQWDWLRQ RQ 9LUWH[ ;&9/; 9LUWH[
;&9/;DQG9LUWH[;&97IRU+3(&&DQGDJDLQ
9LUWH[;&9/;DQG9LUWH[ ;&97IRU //(&&
RYHU *) DQG 9LUWH[ ;&9;7 IRU +3(&& RYHU
*)XVLQJ;LOLQ[ ,6( WRRODIWHUSODFHDQGURXWHDUH
VKRZQLQ7$%/(,97KHSUHVHQWHGUHVXOWVDUHDFKLHYHGZLWK
WKH XVH RI KLJK VSHHG WLPLQJ FORVXUH WHFKQLTXHV :H XVHG
UHSHDWHG SODFH DQG URXWH IRU GLIIHUHQW WLPLQJ FRQVWUDLQWV WR
DFKLHYH WKH EHVW SRVVLEOH UHVXOW7KH KLJK SHUIRUPDQFH (&&
LPSOHPHQWDWLRQV RYHU *)  EDVHG RQ RQH PXOWLSOLHU
+3(&&B0RQ9LUWH[9LUWH[DQG9LUWH[FRQVXPH
VOLFHVVOLFHVDQGVOLFHVDQGFDQRSHUDWHDWPD[LPXP
TABLE IV 
COMPARISON OF PROPOSED ECC WITH PUBLISHED STATE OF THE ART OVER GF(2M) AFTER PLACE AND ROUTE ON FPGA 
Ref. Slices 
(Sls) 
FFs LUTs Freq. 
(MHz) 
kP 
Time 
(µs) 
Sls x 
Time x 
10-3 
Latency, 
Clock    
Cycles 
FPGA Resources:  
Multipliers(Mul) 
ECC over GF2163 
[10] 4080 1502 7719 197 20.56 84 4050 Virtex-4 41 bit Karatsuba Mul 
[11] 8095 - 14507 131 10.70 87 1429 Virtex-4 163 bit Karatsuba Mul 
[12] 16209 7962 26364 154 19.55 317 3010 Virtex-4 55 bit Mastrovito mul 
[14] 20807 - - 185 7.72 161 1428 Virtex-4 3 Core 82 bit Mul 
[15] 24363 - - 143 10.00 244 1446 Virtex-4 3 GNB 55 bit Mul 
[16] 17929 - 33414 250 9.60 172 2751 Virtex-4 3 Digit Serial 55 bit Mul 
[17] 12834 6683 22815 196 17.20 221 3372 Virtex-4 2 GNB 55 bit Mul 
[21] 8070 - 14265 147 9.70 78 1429 Virtex-4 163 bit Karatsuba Mul 
[22] 10417 - - 121 9.00 94 1091 Virtex-4 163 bit Karatsuba Mul 
[23] - - 27889 133 16.00 - 2128 Virtex-4 163 bit Karatsuba Mul 
[24] 3536 1870 6672 290 14.39 51 4168 Virtex-4 41 bit Digit Serial Mul 
HPECC_1M 12964 3077 23468 210 5.32 69 1119 Virtex-4 163 bit Mul 
[13] 6150 - 22936 250 5.48 34 1371 Virtex-5 3 Digit Serial 81 bit Mul 
[11] 3513 - 10195 147 9.50 33 1429 Virtex-5 163 bit Karatsuba Mul 
[17] 6536 4075 17305 262 12.90 84 3379 Virtex-5 2 GNB 55 bit Mul 
[21] 3446 - 10176 167 8.60 30 1429 Virtex-5 163 bit Karatsuba Mul 
[23] - - 18505 199 11.00 - 2189 Virtex-5 163 bit Karatsuba Mul 
[24] 1089 1522 3958 296 14.06 15 4168 Virtex-5 41 bit Digit Serial Mul 
[25] 10363 6529 29095 153 5.10 53 780 Virtex-5 2x163 bit Mul 
HPECC_1M 4393 3090 16090 228 4.91 22 1119 Virtex-5 163 bit Mul 
LLECC_3M 11777 3403 42192 113 3.99 47 450 Virtex-5 3x163 bit Mul 
[24] 1476 1886 4721 397 10.51 16 4168 Virtex-7 41 bit Digit Serial Mul 
[25] 8736 6529 27105 223 3.50 31 780 Virtex-7 2x163 bit Mul 
HPECC_1M 4150 3747 14202 352 3.18 13 1119 Virtex-7 163 bit Mul 
LLECC_3M 11657 7969 41090 159 2.83 33 450 Virtex-7 3x163 bit Mul 
ECC over GF2571 
[10] 34892 6445 66594 107 133.00 4641 14231 Virtex-4 143 bit Karatsuba Mul 
[24] 12965 10066 38547 250 57.61 747 14420 Virtex-7 143 bit Digit Serial Mul 
HPECC_1M 50336 29217 141078 111 34.05 1815 3783 Virtex-7 571 bit Mul 
 
FORFN IUHTXHQFLHV RI  0+]  0+] DQG  0+]
UHVSHFWLYHO\7KHDFKLHYHPHQWRIKLJKIUHTXHQF\LVGXHWRWKH
GHVLJQ RI WKH KLJK SHUIRUPDQFH ILHOG PXOWLSOLHU 2XU /RZ
ODWHQF\ (&& SURFHVVRU EDVHG RQ WKUHH SDUDOOHO PXOWLSOLHUV
//(&&B0LPSURYHVVSHHGE\UHGXFLQJODWHQF\ZLWKDQDUHD
RYHUKHDG 7KHSURSRVHG //(&& RQ9LUWH[ FDQ PDQDJH 
0+]IUHTXHQF\E\FRQVXPLQJWKHVDPHDUHDRIWKH9LUWH[
0+]DQG6OLFHV 
7$%/(,9SURYLGHVGHWDLOHGFRPSDULVRQWRVWDWHRIWKHDUW
XVLQJWKHVDPHWHFKQRORJ\ 
2XUSUHYLRXVKLJK WKURXJKSXWGHVLJQSUHVHQWHG>@ LV WKH
EHVWUHSRUWHGLPSOHPHQWDWLRQLQWHUPVRIDUHDWLPHPHWULFRXU
+3(&& LPSOHPHQWDWLRQ SUHVHQWHG KHUH RYHU *) RQ
9LUWH[DFKLHYHVDEHWWHUPHWULFYDOXHDUHDWLPHPHWULFRI
HYHQXVLQJDIXOOSUHFLVLRQPXOWLSOLHU2XUSUHYLRXVKLJKVSHHG
(&& LPSOHPHQWDWLRQ SUHVHQWHG LQ >@ LV WKH IDVWHVW )3*$
GHVLJQ WRGDWHRQ9LUWH[2XUSURSRVHGGHVLJQ LQ WKLVSDSHU
RXWSHUIRUPV>@LQERWKVSHHGDQGDUHDWLPHPHWULFV 
)RU9LUWH[ WKHSUHYLRXVKLJKHVW VSHHG LPSOHPHQWDWLRQ LV
SUHVHQWHGLQ>@DQGFRQVXPHGVOLFHVWRDFKLHYH
V XVLQJ WKUHH  ELW SDUDOOHO PXOWLSOLHU FRUHV 2XU +3(&&
LPSOHPHQWDWLRQRQ9LUWH[FRQVXPHVOHVVDUHDDQGVKRZV
VSHHGLPSURYHPHQW$JDLQRXUZRUNXVHVOHVVDULWKPHWLF
ELWPXOWLSOLHUUHVRXUFHWRJDLQWLPHVLPSURYHPHQWLQ
WKHDUHDWLPHPHWULF6OLFHV[7LPH[DVFRPSDUHGWRWKH
ZRUNLQ>@,Q>@WKHDXWKRUVSUHVHQWHGDKLJKVSHHGGHVLJQ
WKDW XVHG  VOLFHV WR DWWDLQ  V IRU WKH SRLQW
PXOWLSOLFDWLRQWLPHPHDQZKLOHRXUSURSRVHGZRUNRQ9LUWH[
LVIDVWHU WKDQ WKDW LQ >@DQG FRQVXPLQJ OHVVDUHD7KH
ZRUNSUHVHQWHGLQ>@XVHVWKUHHELWPXOWLSOLHUVFRQVXPHG
WZR WLPHV WKHDUHD WR DFKLHYH VZKHUHDVRXUGHVLJQ FDQ
VKRZ WZR WLPHV EHWWHU VSHHG 7KH PRVW UHOHYDQW ZRUN LV
SUHVHQWHGLQ>@ZKHUHWKHDXWKRUVXVLQJDELWPXOWLSOLHU
ZLWKIRXUVWDJHSLSHOLQLQJWRDFKLHYHPD[LPXPFORFNIUHTXHQF\
0+]2XUGHVLJQLVEDVHGRQELWPXOWLSOLHUZLWKWZR
VWDJHVSLSHOLQLQJDFKLHYHGDFORFNIUHTXHQF\RI0+]WKDW
LVFORFNIUHTXHQF\VSHHGXSLPSURYHPHQW$JDLQRXU(&&
SURFHVVRULPSOHPHQWDWLRQLVWZLFHDVIDVWZLWKRQO\PRUH
VOLFHV WKLV WUDQVODWHV WR  LPSURYHPHQW LQ WKH DUHDWLPH
PHWULF WKDQ WKH UHSRUWHG HIILFLHQW GHVLJQ LQ >@ 2XU GHVLJQ
VKRZV  EHWWHU DUHDWLPH PHWULF WKDQ WKH SUHYLRXV EHVW
RSWLPL]HGGHVLJQSUHVHQWHGLQ>@7KHZRUNSUHVHQWHGLQ>@
XVHGSLSHOLQLQJWHFKQLTXHWRDFKLHYHKLJKFORFNIUHTXHQF\2XU
SURSRVHG(&&SURFHVVRUXVHVVWDJHVSLSHOLQLQJWRJHW
LPSURYHPHQWLQFORFNIUHTXHQF\VSHHGRYHU>@7KHZRUNLQ
>@LVWKHSUHYLRXVYHUVLRQRI>@7KHZRUNLQ>@DQG>@
DUHDVLPLODULPSOHPHQWDWLRQWR>@KRZHYHU>@LVD/87V
RSWLPLVHGLPSOHPHQWDWLRQ ,QFRPSDULVRQZLWK>@>@DQG
>@RXUZRUNVKRZVEHWWHU UHVXOWVWKDQ WKHEHVW UHVXOWV WKH\
SUHVHQWHG 
)RU 9LUWH[ WKH EHVW UHSRUWHG SHUIRUPDQFH UHVXOW RYHU
*)LVVDQGLVSUHVHQWHGLQ>@ZLWKVOLFHV
2XU SURSRVHG (&& SURFHVVRU FRQVXPHV RQO\  VOLFHV WR
FRPSXWHDSRLQWPXOWLSOLFDWLRQLQVLVEHWWHULQERWKVSHHG
DQGDUHDWKDQWKDWLQ>@2XUVWDWHRIDUWDFKLHYHV
GRXEOHWKHVSHHGRI>@EXWFRQVXPLQJRQO\PRUHVOLFHV
7KHSUHVHQWHGZRUNLQ>@FRQVXPHVVOLFHVWRJHWDVSHHG
RIVRXUDUHDWLPHPHWULFLVWLPHVEHWWHUWKDQWKDWLQ
>@ 
7KH SURSRVHG +3(&& DUFKLWHFWXUH RYHU *) WKH
KLJKHVWVHFXULW\1,67FXUYHLVWKHILUVWUHSRUWHGIXOOSUHFLVLRQ
PXOWLSOLHUEDVHGLPSOHPHQWDWLRQDQGVHWVDQHZWLPHUHFRUGIRU
SRLQWPXOWLSOLFDWLRQVRQ9LUWH[ 
2XU ORZ ODWHQF\ (&& //(&& UHTXLULQJ RQO\ WZR FORFN
F\FOHV IRU 0RQWJRPHU\ SRLQW PXOWLSOLFDWLRQ LV WKH ILUVW
LPSOHPHQWDWLRQ LQ WKH OLWHUDWXUH ZLWK VXFK VFKHGXOH 7KH
SURSRVHG //(&& GHVLJQ KDV WKH ORZHVW ODWHQF\ ILJXUH 
FORFNF\FOHVIRUWKHFXUYHRYHU*)UHSRUWHGWRGDWHZKLOH
VWLOO DFKLHYLQJ  D KLJK  FORFN IUHTXHQF\ WKDQNV WR WKH  QRYHO
SLSHOLQLQJ WHFKQLTXH LQ WKH ILHOG PXOWLSOLHU DQG WKH VPDUW
EUHDNLQJ RI WKH ORQJ FULWLFDO SDWK GHOD\ E\ LQVHUWLQJ ORFDO
UHJLVWHUV)XUWKHUPRUHWKH//(&&RYHU*)LPSOHPHQWHG
RQ9LUWH[VKRZVWKHIDVWHVWHYHUILJXUHIRUSRLQWPXOWLSOLFDWLRQ
VRQ)3*$DWWKHWKHRUHWLFDOOLPLWRISHUIRUPDQFH. 
VII. CONCLUSIONS 
7KLV SDSHU SUHVHQWHG D YHU\ KLJK VSHHG HOOLSWLF FXUYH
FU\SWRJUDSK\SURFHVVRUIRUSRLQWPXOWLSOLFDWLRQRQ)3*$EDVHG
RQ D QRYHO  VWDJHV SLSHOLQHG IXOOSUHFLVLRQ PXOWLSOLHU LQ
+3(&&  DQG D  VWDJHSLSHOLQHG IXOOSUHFLVLRQ PXOWLSOLHU LQ
//(&&ZLWKFDUHIXOVFKHGXOLQJLQERWKFDVHVIRUWKHFRPELQHG
0RQWJRPHU\SRLQWPXOWLSOLFDWLRQDOJRULWKP 
Our proposed high performance one multiplier based 
architecture takes six cycles for a loop of the Montgomery point 
multiplication in the projective coordinates without any 
pipelining delay whereas our low latency ECC (3-multiplier 
based) processor takes only two clock cycles. The architectures 
have been implemented (placed and routed) on Xilinx Virtex4, 
Virtex5 and Virtex7 FPGA families resulting in the fastest 
reported implementations to date to the best knowledge of the 
authors.  On the Virtex4 our ECC point multiplication over 
GF(2163) takes 5.32 µs with 13418 slices - is faster than the 
fastest previously reported Virtex 4 design [14] and also faster 
than the fastest reported design to date (5.48 µs) which was on 
a Virtex 5 [13].  On Virtex5, our design over GF(2163) is not 
only even faster at 4.91 µs but also smaller than that of [13]. 
Our implementation on the new Virtex7 FPGA technology 
achieves the best area-time performance with the highest speed 
to date; an ECC implementation takes only 3.18 µs using 4150 
slices. To evaluate scalability of our contributions, we also 
implemented the proposed one multiplier based architecture 
over GF(2571), the highest security curve in the NIST standard 
[5],  on Virtex 7; this is the first reported implementation, which 
can complete a point multiplication by taking only 37.54 µs. 
Our parallel multipliers based ECC design is the first reported 
full-precision parallel architecture which shows the highest 
speed (2.83 µs) for the point multiplication over GF(2163) with 
the lowest latency (450 clock cycles) on FPGA. 
The proposed ECC processor implementations would enable 
faster deployment of public-key cryptography protocols for 
example in terms of key agreement (ECDH) and digital 
signatures (ECDSA) across a range of platforms with improved 
efficiency in terms of area/power resource. 
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