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Introduction 
Jac Vennix, a career in the light of methods, model building and management 
Etiënne Rouwette, Inge Bleijenbergh and Hubert Korzilius 
Students who start their bachelor study in Business Administration at Radboud University 
gain their first understanding of methodology through Jac Vennix’ book ‘Theory and practice 
of empirical research methods’. At present this book it in its umpteenth edition, exemplifying 
both Jac’s life-long interest in methodology as well as his continuous strive for better 
understanding and better explanation of the topic. Methodology for management has a 
practical side in the sense that many management issues point to a lack of knowledge: to 
which extent do our customers value feature X of product Y? How satisfied are employees in 
different departments of our organisation? To answer these questions a thorough 
understanding of research designs, data gathering techniques and analysis methods is needed, 
as well as skills in working with these designs and methods. Although knowledge and skills 
on empirical research methods are necessary, they are not sufficient for an academically 
trained management researcher. Jac has sought to expand the repertoire of a management 
researcher in two directions. First of all he supports management students to become reflexive 
researchers by embedding research methodology in discussions about philosophy of science. 
Second, he supports the implementation of research results by equipping students with skills 
to intervene in organisations. This brings us to three interwoven fields that can be recognized 
in Jac’s work: methods, model building and management.  
Methods 
The topics discussed under the header of research methodology and their development over 
time can be illustrated by looking at Jac’s seminal book ‘Theory and practice of empirical 
research methods’. The first edition was published in 2006 and the last edition sent to the 
publisher in April 2016. The book provides a foundation for methodology by describing 
science and knowledge, theory and hypotheses and scientific paradigms. This book deals with 
fundamental questions, for instance on what constitutes true knowledge and how it can be 
created. The introduction in the theory of empirical research methods is completed with 
chapters on quantitative, qualitative and applied research. All chapters are illustrated by 
examples from practice, following the empirical cycle and illustrating research goals and 
questions, operationalisation, data gathering, data construction, analysis of quantitative and 
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qualitative research and the practice of applied research. The final chapter on the logic of 
doing research is where the largest development has taken place over the years. Different than 
other methodology books that excel in checklists and flowcharts, Jac’s book - and in 
particular the final chapter - emphasizes the coherence between choices in the research 
process. A particular research question makes the choice for some research designs more 
logical than others, but designs also need to fit to the date available and accessible.  
Jac’s insights were gained in teaching students at Utrecht University, the Faculty of Social 
Sciences and Nijmegen School of Management at Radboud University. Several contributions 
to the current book address the challenges of guiding students through the world of 
methodology, ensuring that they learn to recognize dilemmas and pitfalls, understand which 
options are available, and are equipped to make an informed choice in each phase of the 
empirical cycle. 
Model building 
In one particular version of applied methodology, Jac has spent much of his time and energy: 
group model building. His 1996 book ‘Group model building; facilitating team learning using 
system dynamics’ to a great extent shaped the field of facilitated modeling in system 
dynamics. To the present day, group model building is one of the only simulation approaches 
that combines formal modeling with direct client involvement. (Discrete Event Simulation is 
following suit.) Many applications in real life organisations have been published and were 
instrumental in building the expertise of colleagues in facilitating group model building 
sessions. With the consortium partners in the European Master in System Dynamics Jac has 
developed a curriculum to teach master students in group model building at Radboud 
University. Over the years Jac has supervised a long list of PhD students looking at the 
effectiveness of group model building. Many of the PhDs involved have contributed a chapter 
to this book. 
Management 
In his career Jac had the role of chair of Business Administration twice and was chair of 
Research and Intervention Methodology for a long period. In the first role he had a major role 
in a reorganization process of the Business Administration department. Despite the 
complexities of the organizational change process and the personal strains involved most 
people that were part of the process describe it as constructive and fair. With regard to the 
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Research and Intervention Methodology chair Jac managed to create a team that shares 
responsibilities in research, teaching as well as administrative tasks in an open and 
communicative atmosphere. His exemplary behavior in creating commitment and managing 
by walking around was key to this process. Moreover, he was a strong supporter of integrating 
elements of responsibility and sustainability in the research program of business 
administration, which was illustrated by his support for the research program ‘responsible 
organizations’ His specific management style and research interest inspired several 
contributors to this book. 
Drawing the three field of Jac’s work together, there is one conclusion that stands out. Jac 
has been a model to many that he has met in professional and personal life. This is not easy as 
actions speak louder than words. In Jac’s work these two sides seem to merge effortlessly. It 
was a pleasure for the editorial team to compile this book for him and we are grateful to all 
who contributed. 
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1: Making them wonder: The challenge of teaching students to do research 
Rienk Van Marle & Geertje Tonnaer 
 
Introduction 
We are two research methodology teachers who gained our first experiences in teaching 
research methods in the department of Jac Vennix at the Nijmegen School of Management 
(NSM). Our passion is challenging students to learn about doing research. Making them 
wonder is what makes us happy. This is not an easy job, but we do our best and we try to 
improve whatever we can. In this contribution we share some of our thoughts and experiences 
with teaching research methods.  
We have both continued our career after the NSM at the Hospitality Business School 
(HBS) of Saxion University of Applied Science (UAS). Rienk joined the school in 2006 and 
Geertje joined in 2010. We have both been actively involved in teaching and (re)developing 
research courses, as well as in composing the learning about research throughout the HBS 
curricula. HBS offers three different bachelor degrees, namely Tourism Management (TM), 
Hotel Management (HM) and Facility Management (FM). FM is the only study that is no 
longer offered in both English and Dutch, the other two, TM and HM, are. HBS also offers 
two master degrees, namely Facility and Real Estate Management (FREM) and a MBA. Our 
contribution is focused on our experiences within the bachelor degree programmes. 
Since the beginning of this century, institutes of higher professional education (HPE or 
Hoger Beroeps Onderwijs in Dutch) in the Netherlands have been increasing their emphasis 
on research activities. Griffioen (2013) describes how research became a publicly financed 
responsibility of HPE due to the Lisbon and Bologna agreements. As a consequence of this 
new responsibility, teaching research methodology became part of the curriculum of HPE 
bachelor degrees. Students are expected to learn how to do research in preparation for their 
graduation project and their professional career. For this reason, institutes of HPE hired 
employees with experience in teaching research methods, defined new learning objectives, 
and developed courses on research methodology. We started to work at an HPE institution 
during this transition period. We developed and taught our courses based on our experiences 
in teaching research methods at a traditional university. Our initial course development was 
characterized by a high degree of “copy-paste” of research methods teaching at traditional 
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universities. Throughout the years our views on course design developed in a more HPE 
specific direction. In this paper we share some of our learning experiences, and we will reflect 
on future developments.  
Teaching research methodology 
Being a research methods teacher in higher education is not easy. Many academic 
publications stress the complexity of teaching this subject, mostly relating it to poor 
motivation, learning difficulties or even anxiety among students. Authors seem to agree that 
students find research methodology subjects vague and difficult, or in the words of Earley 
(2013) “a complex domain” (p. 242). Or as Sundt (2010) describes it: “Students struggle to 
understand the relevance of research methods to their education and career goals, complain 
that the topic is tedious and difficult, and approach the course with a minimum of enthusiasm 
and more than a little dread.” (p.266). Sundt (2010) also notes that students manage to solve 
the short term problems of passing the research methods course, creating problems in the long 
run by not being able to recall nor apply any of the course elements.  
By comparing our experiences both at a traditional university and at an HPE institution, we 
recognize this characterization of research methods teaching. Examiners of graduation 
projects often complain that students do not know enough about how to do research, whereas 
these students successfully passed all the research methodology courses of the curriculum. It 
really is a challenge to manage student learning during a course, and enable students to 
successfully transfer what was learned to future situations. The primary vocational focus 
makes teaching research methodology at an HPE institution even more complex (Gray et al., 
2015).  
Based on an overview of academic literature Wagner, Garner, and Kawulich (2011) plead 
for the development of a pedagogical culture in research methods teaching, i.e. “the exchange 
of ideas within a climate of systematic debate, investigation and evaluation surrounding all 
aspects of teaching and learning in the subject.” (p.75). Wagner et al. (2011) identified three 
themes that call for further research. The first theme is the need for expert teachers of research 
methods, whose role and desirable characteristics ought to be researched. The second theme is 
about challenges of teaching and learning specific aspects of research methods. Finally, the 
third theme focuses on differences between disciplines when it comes to research methods 
(Wagner et al., 2011). In our daily work we try to contribute to this pedagogical culture, by 
discussing and altering our course design in order to improve student performance. For 
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example, we have tried to encourage our students to be active outside the classroom. In order 
to do so, we have created online (via Blackboard) questions that enable students to test their 
acquired knowledge each week. The student is then able to check whether he/she has picked 
up what he/she should have picked up. These questions are often old exam questions (mostly 
the multiple choice questions) which test the student’s knowledge at exam level. Besides, 
students are asked to prepare each class. After they have finished their preparation, they can 
verify their entry level for each class through another online test (is the student ready to attend 
the class?). 
Earley (2013) published an overview comparable to the Wagner et al. (2011) study, 
analysing academic literature on research methods teaching. However, compared to Wagner 
et al. (2011), Earley (2013 focuses less on the teacher and what is taught and more on the 
student and what is learned. The meta-study Earley (2013) executed derives five 
characteristics of students taking part in a research methods course: (1) students do not see the 
relevance of such courses for their education and their career, (2) students are anxious or 
nervous about the difficulty of such courses, (3) students are not interested in and hence not 
motivated to study the course material, (4) students have poor attitudes toward research, (5) 
students have misconceptions about research. The findings are based on various levels of 
education, e.g. undergraduate and graduate. However, it may be assumed that these student 
characteristics are stronger in environments where research is a less integral part of curricula, 
career perspectives, and institutional culture like we see in a UAS. Therefore, it is not 
surprising that we recognize all five characteristics in our HPE teaching practice. Research is 
not as visible or apparent in the industry the students will work in. Students experience that 
research is a ‘school’ thing and is barely related to the respective industries they are studying 
for. Secondly, teachers of other subjects are also less involved in research as they usually are 
in a regular university. Not all teachers are involved in research nor are they obligated to be. 
We believe this enforces the idea among students that research is only a ‘thing’ for the 
research teachers, rather than it being an integral part of their curriculum. 
Based on interviews with sixteen Dutch research methodology teachers, Van Marle (2014) 
distinguishes two dimensions that can be used to explain the complexity of a course. The first 
dimension is the extent to which a course corresponds to the intrinsic motivation of students. 
Earley’s (2013) first and third characteristic, relevance and interest, are part of this dimension. 
The second dimension (Van Marle, 2014) is about the extent to which a course requires an 
attitude change. Many students do not start a research methodology course with the curiosity 
14 
 
or critical thinking attitude that is expected. This implies that learning is more than gaining 
knowledge and developing skills. It is also about developing willingness and ability to 
question your own way of thinking and to be open to new frames of reference. Students need 
to be socialized in a culture of research, with its specific methodology language, habits, and 
ways of thinking. Earley’s (2013) second and fourth characteristic, anxiety and a poor attitude 
towards research, are part of this dimension on attitude change. The required attitude change 
makes a course difficult and creates anxiety and nervousness. Vennix (2010) recognizes these 
feelings by stating that this way of learning is difficult and may cause frustration. Both 
dimensions, motivation and attitude change, help to detect and understand what Warwick and 
Ottewil (2004) call “problem subjects”.  
Warwick and Ottewil (2004) suggest strategies for coping with problem subjects. They do 
not specifically focus on research methods courses, but in their definition of a ‘problem 
subject’ they present a framework that fits most of the abovementioned characteristics. 
Problem subjects that are compulsory, are perceived to be more difficult than other courses, 
apply different frames of reference than other courses, lack prior student knowledge to build 
upon and, most importantly, teach content that students perceive to be irrelevant (Warwick & 
Ottewil, 2004). “In these circumstances, teaching [problem subjects] can be, at best, a 
particular challenge and, at worst, an extremely unrewarding experience. In short, they are a 
potential nightmare.” (p. 337). Fortunately, we do not experience any nightmares in our 
teaching. However, we do recognize the fact that it is challenging.  
Relevance 
In order to strengthen the link between a subject and the intrinsic motivation of students, 
relevance of research methods is seen by many of the abovementioned authors as a key 
ingredient. We distinguish four types of relevance: (1) relevance within a course, (2) 
relevance of a course for other courses that run at the same time, (3) relevance of a course to 
future elements of the curriculum, and (4) relevance to the future professional career. Below 
we will indicate our experiences with each of these types.  
When it comes to relevance of research methods within a course, we designed our courses 
in such a way that students always experience the entire research (or empirical) cycle. We do 
not offer any phases of the research cycle in separate courses, e.g. a course on research design 
or writing conclusions based on research findings, but we choose to integrate all phases in 
each course (three separate courses in total). This means that students have to formulate 
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research objectives and questions, write a theoretical framework, set up their methodology, 
collect data, analyse data, draw conclusions, and write a discussion. This integration allows us 
to emphasize the relevance of one phase for the other. This helps students to understand that 
their research strategy depends on the formulated research questions, and that data analysis is 
an essential step in order to formulate conclusions, etc.  
In one of our modules on research methodology we gained experience in creating 
relevance for another course that ran at the same time. Students who attended the course on 
qualitative research were expected to apply their findings in an advice that was required for a 
separate course. However, due to the rather artificial link between research and advice, this 
integration was not very successful in increasing relevance. Students were unable to truly 
apply the knowledge gained through research in their advice, in part because they had to use 
their results even if they failed the qualitative research course. We are currently trying to 
create a (relevance) link between our course on quantitative research and one of the courses 
that runs simultaneously. This attempt will serve two purposes. On the one hand we hope to 
increase the link between relevant content and research methodology for students. On the 
other hand, we believe this link will also lead to a more efficient way of working, since the 
work load of students will no longer be completely separated per course. 
Our experiences with strengthening the relevance of courses to future elements of the 
curriculum mainly focus on links between different research methods courses, and on how 
students apply research methods in their graduation assignment. This means that relevance is 
emphasized by explaining to students how research modules build on each other and how they 
prepare for the graduation project. Besides, relevance is strengthened by using the same 
language in different courses in order to help students to see the connections.  
Our strongest focus on relevance deals with professional relevance. Students have 
difficulty in seeing how research methodology is relevant to their future career. To illustrate, 
we try to support them by making sure that every example, exercise, and assignment is 
situated in the professional context of their education. A strong source of inspiration for 
finding such relevant situations lies in our coaching of graduation students. When we started 
working at our institution, we were by no means an expert of the content of each of the three 
studies of HBS. Students aspire to become tourism, hotel or facility managers. Our personal 
expertise lies within political sciences and sociology. However, through coaching students 
who are working on their bachelor’s thesis, our knowledge and ideas of the professional 
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context were strongly developed. By being actively involved in the student’s process in 
becoming more knowledgeable in the topic of their thesis, we learned as a side-effect. For 
instance, we learned about the guest journey currently used in hospitals, about the change in 
the tourism industry (increase of online booking, decrease of the classical travel agencies), 
etc. In a HPE context, one could argue that the teacher ought to possess knowledge about the 
industry. In our experience, this does not imply that the teacher needs to be an industry expert, 
as long as the teacher knows about some of the challenging topics and issues of the industry. 
However, it would be interesting to study how teachers from different backgrounds perform 
with regards to showing the professional relevance of a research methods course to their 
students.  
Gray et al. (2015) refers to this professional relevance as “vocational relevance” which can 
be increased by moving away from teaching research methods as stand-alone courses in 
favour of integrating research methods into the more content related courses. In our case, this 
applies to the integration of our quantitative research course into the course “entrepreneurship 
in hotel management”. This would not only increase the awareness of the relevance of 
research methods for other parts of the curriculum, but also improve the ability to apply this 
knowledge in the professional career. Therefore, Gray et al. (2015) recommend using 
vocational relevance as a driver. Students are required to propose and complete research 
projects that are vocationally relevant. By integrating research methods in larger projects, we 
can improve the emphasis of delivering insights that are relevant to professional applications, 
e.g. an advice or a product design. At the moment our courses are still isolated from the 
content related courses and this makes our assignments less vocationally relevant.  
Warwick and Ottewil (2004) point out that ‘ghettoization’ is another risk when it comes to 
relevance. In these situations, they state that the teachers of problem courses are isolated from 
the rest of the curriculum and which are often taught by junior staff members from outside the 
department (Warwick & Ottewil, 2004). They seem to be more indifferent to the specific 
needs of the students (Van Buuren, 2009). To avoid this isolation, it is suggested to treat 
problem subjects like research methods as a collective responsibility (Warwick & Ottewil, 
2004). In our opinion, this implies a change in understanding of, and attitude towards research 
among staff members. Therefore, we initiated a course on research methods mandatory for all 
teachers (at some point each teacher should attend the course). Besides, the UAS has to ensure 
that a minimum of their staff has a master’s degree (70%). It is encouraging to see the positive 
outcomes of teachers taking part in master’s programs when it comes to treating research 
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methods as a collective responsibility. However, it remains a challenge to get ‘everyone on 
board’. On the other hand, the challenge is also not to overshoot the target. In order to 
establish the right collective responsibility, the organisation needs to find the right balance 
between educating towards a certain profession and becoming well-equipped researchers. 
Thinking about strengthening professional relevance raises the question whether a problem 
subject like research methods would serve aims that are close to the student’s future career. In 
this perspective Earley (2013) wonders whether the focus of research methods education 
should either be on training consumers or producers of research, or both. Vennix (2010) 
describes the ‘academic professional’ as someone who could be consumer, client or producer 
of research. In traditional universities students are prepared to become researchers. In 
vocational education like in HPE bachelor programs, students are not expected to become 
researchers. In most disciplines the future activities of alumni will not contain research 
activities as these are taught in university research methods courses. They are expected to be 
users and clients of research. In order to discover the actual professional relevance of research 
for a specific discipline, Sundt (2010) proposes an analysis called ‘Decoding the discipline’. 
This implies an analysis of how professional experts operate, in order to determine what ought 
to be learned. At this moment in our institution we are reconsidering our vision for the desired 
characteristics of our alumni. General institutional documents state that we aim for reflective 
practitioners with research ability. In order to define learning outcomes, the concept “research 
ability” needs to be operationalized. 
Saxion wide, the operationalization of research ability is based on three components that 
Andriessen (2014) distinguishes: (1) research attitude (e.g. curiosity, critical thinking and the 
desire to innovate), (2) application of knowledge from research conducted by others, and (3) 
doing research yourself. The distinction between the second and third component is identical 
to how Earley (2013) and Vennix (2010) distinguish the consumer/user and the producer of 
research. Healey and Jenkins (2009) make a similar distinction when differentiating between 
research as a product or research as a process. The professional both has the ability to 
consume research outcomes produced by others, and the ability to produce own findings by 
undertaking research activities. By applying the operationalization of Andriessen (2014) in 
formulating our learning outcomes, we widen our scope from a focus on the process of doing 
research to a broader view that also includes attention for research attitude and application of 
research. In the following, we will focus specifically on the development of research attitude 
since that is a challenge that, in our opinion, affects the whole curriculum.  
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Research attitude 
When it comes to their research attitude, HPE students are expected to develop their curiosity, 
their critical thinking and their desire to innovate (Andriessen, 2014). As we saw earlier, such 
a change in attitude may be difficult and cause students to become frustrated. Also, a 
successful socialization of students cannot be achieved if it is limited to the realm of research 
methodology courses. In our institution we have recently started the design of two new 
curricula: the curriculum of our part-time school and a tourism studies curriculum. In both 
cases, we want to make the development of research attitude a collective responsibility for all 
teachers teaching in the new curricula. This means that all courses and all staff members will 
play a role in this, e.g. by being a research attitude role model, by stimulating curiosity in 
course activities, by challenging critical thinking in discussions, etc. In the part time school, 
design teams are asked to indicate in what way they contribute to the development of the 
research attitude of students. Until now, course designers of all modules will contribute to 
developing a research attitude. The next step will be to indicate which aspects of research 
attitude the modules will focus on and to identify how they will go about achieving this. It 
will stimulate a broad awareness of a shared collective responsibility. Hopefully the students 
will recognize that this research attitude is not restricted to a couple of research methods 
courses alone, but is part of the complete curriculum. The new part time school will start in 
September 2016. 
We have also tried to achieve this attitude change by trying to increase the level of critical 
thinking in our classes. Last year, we introduced elements of flipping the classroom (i.e. 
flipping the classroom is a term which refers to students studying the materials outside of the 
classroom, and then use class time to apply this newly acquired knowledge, in problem-
solving or working on exercises. As a result, student achieve a higher level of cognitive work 
in class (Brame, 2013)) in one of our modules on research methods. We had various reasons 
to do this. Reducing the level of knowledge transfer during classes was one of these reasons. 
Before, students were quite passive consumers of an active teacher who had to deliver a lot of 
knowledge via quite substantial PowerPoint presentations. We wanted to increase the activity 
of students during class. We moved some of the original PowerPoint content to videos, and 
we skipped some content in class which was well explained in the book. This reduced amount 
of instruction created time for discussion, application, and reflection. Additionally, we created 
formative tests in the digital learning environment, to make students aware of their progress. 
The first results of this change gave us mixed feelings. Besides the start-up problems 
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regarding the digital learning environment, many students were not that eager to prepare for 
each class. This led us to make improvements in the digital environment and in our class 
policy regarding preparation. Keeping track of individual preparation, in part by using tools 
offered by the digital learning environment as well as through class communication, seems to 
help student to start working.  
To round off 
On the one hand we are positive about the above mentioned future developments at our 
Hospitality Business School regarding the relevance of research methods and attitude change 
in the direction of integrating research with the content. It seems to be the right direction, both 
for delivering the right alumni and for achieving better learning outcomes of research 
methodology teaching. However, Sundt (2009, p. 269) warns us that teaching these courses 
will never become easy:  
“In our methods courses, we ask students to abandon traditional models of knowing 
and comfortable frameworks for understanding the world in exchange for scepticism 
and uncertainty. We should not be surprised that they resist these efforts and we 
should be prepared to support them through this process. […] Research methods 
involve a significant amount of meta-cognition and higher- order thinking. Students 
are asked to learn an entirely new way of thinking about thinking and knowing about 
knowledge. These are inherently difficult tasks […] a fact easily overlooked by faculty 
experts.”  
Teaching research methodology can be a challenge as we have described above. However, 
every time a student picks up on the relevance or shows their acquired research attitude, our 
spirits are lifted. There was once a student who shouted out loud throughout the classroom 
“why do I need to know all of this?!”. A few weeks later she whispered to her teacher “don’t 
tell anyone, but I actually quite like this research thing…!” 
  
20 
 
References 
Andriessen, D. (2014). Praktisch relevant en methodisch grondig? Dimensies van onderzoek 
in het HBO. (Practically relevant and methodologically rigorous? Dimensions of research 
in HPE). Kenniscentrum innovatie en business, Utrecht: Hogeschool Utrecht. 
Brame, C. J. (2013). Flipping the classroom. Retrieved March 22 2016 from 
https://cft.vanderbilt.edu/wp-content/uploads/sites/59/Flipping-the-classroom.pdf 
Earley, M. A. (2014). A synthesis of the literature on research methods education. Teaching in 
Higher Education, 19(3), 242-253. 
Gray, C., Turner, R., Sutton, C., Petersen, C., Stevens, S., Swain, J., Esmond, B., Schofield, 
C., & Thackeray, D. (2015). Research methods teaching in vocational environments: 
developing critical engagement with knowledge? Journal of Vocational Education & 
Training, 67(3), 274-293. 
Griffioen, D.M.E., (2013). Research in higher professional education: A staff perspective. 
(Dissertation). Amsterdam: University of Amsterdam.  
Healey, M., & Jenkins, A. (2009). Developing undergraduate research and inquiry. York: 
Higher Education Academy. 
Sundt, J. (2010). Overcoming student resistance to learning research methods: An approach 
based on decoding disciplinary thinking. Journal of Criminal Justice Education, 21(3), 
266-284. 
Van Buuren, H. (2009, August 14-15). Making statistics meaningful: the merits of a 
competence-based approach. Paper presented at the IASE Satellite Conference: Next Steps 
in Statistics Education, Durban, South Africa.  
Van Marle, R.S.F. (2014, June). Succesvolle strategieën in methodenonderwijs: ruimte voor 
maatwerk? (Successful strategies in methodology teaching: space for customization?). 
Paper presented at the Onderwijs Research Dagen: Deelname en Distantie, Groningen, The 
Netherlands.  
Vennix, J. A. M. (2010). Theorie en praktijk van empirisch onderzoek (Theory and practice of 
empirical research) (2nd ed.). Harlow: Pearson/Custom Publishing. 
21 
 
Wagner, C., Garner, M., & Kawulich, B. (2011). The state of the art of teaching research 
methods in the social sciences: towards a pedagogical culture. Studies in Higher 
Education, 36(1), 75-88. 
Warwick, P., & Ottewill, R. (2004). How can ‘problem subjects’ be made less of a problem? 
Teaching in Higher Education, 9(3), 337-347. 
  
22 
 
  
23 
 
2: European Master in 'Bitsing' Dynamics 
Frans De Groot 
 
To Prof. Dr. Jac Vennix 
Dear Jac, 
I met you as a result of a suggestion by the management of Amsterdam Airport Schiphol 
Group. I had a burning question. They told me that you were one of the few who could 
answer it. 
For the question, we have to go back to the early 1990s. I had then discovered a 7-step model 
which organisations could use to successfully achieve their objectives, especially their 
financial (revenue and profit), commercial (such as marketing and sales targets) and 
operational objectives (organisational goals). The model was the now well-known Bitsing 
method, as descibed in the international bestseller “Bitsing. The 7 laws of guaranteed 
growth”.  
This is confirmed by the results of many case studies, to mention a few: A toy retailer 
achieved a 23% increase in turnover, while their closest competitors experienced a nearly 
10% reduction in sales. A Postal company increased its number of sales by 17% - while total 
market shrunk by 19%. An aircraft maintenance company booked the biggest performance 
increase in its sector for three consecutive years - and the business division of a major bank 
achieved 230% growth in turnover. 
I developed the basis of the method in 1993. In the years since, hundreds of businesses, 
organisations, institutions and individuals applied it. And all were tracked in the process of 
achieving their goals. New knowledge and insights arose in that process of following the 
numerous practical applications, while measuring, learning and optimising. And so it was that 
the Bitsing method continued to develop, improve and become more successful.  
It delivered some truly surprising results. Our study of these Bitsing applications revealed a 
growing number of businesses, organisations and institutions that were achieving their goals 
without difficulty. Some of them even grew explosively - and sometimes at precisely the 
magic rate of 300%. A car manufacturer, a bank, a housing corporation, the national airport 
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and the railways are just a few of the many who achieved growth of 300% using the Bitsing 
method.  
That this growth percentage was exactly 300% intrigued me. I knew that the method enabled 
the successful achievement of objectives, but I had no idea why the achieved growth was so 
often 300%. The reason had to lie somewhere in the predictive function of the method itself, I 
thought - as did the management of Schiphol Group. Easy to say. But what indeed was the 
real reason for it? 
This was the question I brought to you, Jac. And it soon led to the Bitsing method becoming a 
proud component of your EMSD programme, the European Master in System Dynamics. 
Four European universities are involved in this two-year master's. The students, drawn from 
all over the world, attend Nijmegen's Radboud University for the programme's third semester. 
There they are trained in the application of System Dynamics within management teams. And 
therein lay the opportunity to subject the Bitsing method to the critical eyes of you, your 
inspired team and your students.  
For readers who are less familiair with the Bitsing method, Jac, let me explain a bit more 
about the method and how it integrates with System Dynamics and how both methods 
strenghten one another. Located in the heart of the methode is a six-step route that every 
human being walks before he arrives at a target. Which target is the organizations goal.  
The discovery of the Bitsing method started with a simple model, so called the BITSER 
model. The BITSER model was a communication vehicle that was used by organizations to 
organise their campaigns. The BITER model is comprised of six steps. I called these the steps 
of the BITSER staircase. Everyone walks up this same staircase in order to end up at a final 
destination: the continuity revenue goal of an organization. Everything an organization does 
should be in service of these six steps. Nearly every organisation unconsciously only targets 
one step when approaching a target audience, and this is often the wrong one. It leads to poor 
and disappointing results. This makes sense, as only a small group was helped to the next 
step, while all the people on the remaining steps were left standing.  
The steps are named after the barriers that people on the steps encounter. I’m summarising 
them here.  
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B Brand awareness 
I Image 
T Traffic 
S Sales  
E Extra Sales 
R Resell 
The bottom of the staircase 
Here we encounter the type of person who hasn’t heard the name of a brand or organisation. 
 
Step 1. The B 
The B represents ‘Brand awareness’. Here are the people who have heard the name of the 
brand, but they’re not considering it yet.  
Step 2. The I 
The I stands for ‘Image’, or rather the phrase ‘I want you’. On this step we’ll find people who 
do have a preference for the brand, but aren’t being activated by it.  
Step 3. The T 
The T is for ‘Traffic’. This means visits to your sales location or an appointment. Without 
this, people aren’t able to do what they need to do, like buying. These people showed up for 
the brand at for example a store, but haven’t bought the product or service of the brand yet.  
Step 4. The S 
The S is for ‘Sale’. This can be a sale of a product. But it could also easily be a signature on 
an employment contract, an outstanding employee or a behavioural change. The people on 
this step have bought the product or service once, but haven’t made any additional purchases 
since. 
Step 5. The E 
The E is for ‘Extra sales’. This could be a repeat purchase, or the purchase of multiple 
products or services. Extra sales also cover the people who continue to meet the goals and 
expectations an organization set out for them. These are the people who interact with the 
organisation beyond that first purchase, often purchase (multiple) products or services. 
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Step 6 – The R 
The R is for ‘Resell’. Here is where the people can be found who routinely sell the brand, its 
products and services and the underlying organisation to the people they know, without you 
having to do something in return.  
The BITSER model consists of six steps. A target market is divided over the six steps. To 
make every person move a step further along the stair, each step needs its own activity 
program. This was the beginning of the 1990’s. 
Over a period of more than twenty years I’ve closely monitored literally hundreds of 
companies, organizations and persons actively using these BITSER-steps-model in pursuit of 
their goals. Through a continuous loop of careful measuring, learning and subsequent 
optimization, I was able to map every success case versus any failures experienced in order to 
gain definitive insight into what ‘works’ and what doesn’t.  
During the process of studying all their BITSER-activities, a distinct group of organizations 
was able to hit their targets time and time again, seemingly without effort. Some amongst 
them grew exponentially, sometimes up to the magic level of 300%. They were all found to 
have seven ‘things’ in common, they: 
1. All targeted a Continuity goal 
2. Focused on hard financial facts 
3. Made their market approach unbeatable 
4. Applied a mix of actions that got everything out of every person in their target markets 
5. Deployed effective programs 
6. Predicted results before they roll out their action programs 
7. Assured positive financial returns 
 
Through these seven revolutionary insights, I discovered the underlying secret to definite 
success of reaching goals, and securing continuity of organizations. Seven rules were found to 
lie at the foundation off accelerated growth, the achievement of goals and the healthiness of 
organizations in the world. The rules are now known as ‘the seven Bitsing principles’. 
De principles 1, 2, 4, 6 and 7 are fed by financial figures and quantitative data as also the 
method of System Dynamics is fed with these types of data. 
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Targeting a Continuity goal (#1) means a goal that safeguards the continuity of an 
organization as it is today, without any downsizing but instead build forward from here. The 
organizations that uses the Bitser-step-model and grow exponentially unanimously started 
their journey with a financial / continuity-revenue goal in place.  
The focus on hard financial facts (#2) prevents that organizational decisions are being based 
on assumptions. Using facts and facts alone does enable to reach the right decisions. In pursuit 
of a financial goal one needs to base his and his organization’s focus and decisions on 
financial facts. 
The application of a mix of actions that gets everything out of every person (#4) make it 
possible to resonate with each and every person in a certain target audience for maximum 
results. 
The prediction of results before roll out (#6) in advance of all choices and corresponding 
activities of an organization ensures the positive achievement of goals under all 
circumstances. It is an indescribable feeling when you’re certain you will be always achieving 
your goals. 
The assurance of positive financial returns (#7) means the accurate prediction of the 
financial returns of all current and future activities deployed, and that an organization 
subsequently spends a smaller amount of money on its activities than their respective returns. 
Investing without positively knowing what to expect in return makes an organization 
gambling for its future. 
One of the main principles of Bitsing and System Dynamics is their reliance on established 
facts - such as the results of latest research on the conversion of quotations to sales, the 
current average sales per order, the current up-sell and cross-sell results and many other types 
of facts. Scientific precision can be achieved when strategies are based on facts - as opposed 
to 'our best assumptions' such as Bitsing and System Dynamics do. 
The unique strength of Bitsing compared to System Dynamics is that Bitsing gives the 
answers to how to approach target markets to successfully reach goals within these markets. 
The outcome of a System Dynamics process can easily be ‘sold’ to its stake holders using the 
Bitsing method. In reverse, System Dynamics is able to substantiate the outcome of a Bitsing 
exercise. The different way Bitsing and Systems Dynamics both bring up the right answers to 
financial, strategic, tactical and operational issues makes them ultimately bring more synergy. 
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Using System Dynamics, an attempt was made to copy the Bitsing model and see whether 
System Dynamics could add anything to the Bitsing method - and in the process also answer 
the '300% growth question'. 
A seemingly simple task, in principle. Bitsing can, after all, be described as a chain, with its 
links being the factors that influence goal achievement. These develop, step by step, over 
time. In effect, it is a ladder - climbed by everyone in the organisation - in order to end up 
where the organisation wants to be: the achievement of its objectives.  
System Dynamics does something very similar: it identifies the 'resource flows' of an 
organisation (for example staff, finance, marketing, production, and so on) and the 
interrelationships that exist between these resource flows. These interrelationships enable 
dynamic developments to take place within and around organisations.  
These similarities indicated that it should not be difficult to translate the Bitsing model into a 
dynamic System Dynamics model. In so doing we could further investigate the answer to 
what had now become two questions: "Why does the Bitsing method work so well - and why 
does it regularly deliver a result that is significantly higher than the set objective, namely 
300%?"  
It was hard work. For the students and particularly for you, Jac. It turned out that it was too 
early to discover an explanation using the system-dynamic models. So you proceeded as 
follows: 
a. As the Bitsing method was new to everyone, the first year, students set about 
making a one-on-one 'translation' of the Bitsing method into a System Dynamics 
model. This supplied the necessary insight, for everyone, into the Bitsing method.  
b. In the second year you instructed your students on the potential added value that 
System Dynamics could bring to the Bitsing method, in order to uncover the first 
parts of the answers we were in search of.  
c. In the following year our implicit knowledge of how the Bitsing method 
functioned was made explicit via the modelling of case studies. This was necessary 
to enable modelling in System Dynamics.  
I was endlessly surprised by the number of insights I gained from the unremitting efforts of all 
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concerned. And at the clarity and utility of these insights. I was, indeed, immediately able to 
share them with many organisations struggling with their (growth) objectives. You enabled 
the integration of Bitsing, a comprehensive method that bundles all success-determining 
factors, with the method of System Dynamics - thereby also making Bitsing a tangible reality. 
The results were extraordinary. In the meantime, dozens of organisations have gained much-
improved insight into the reasons underlying the inevitability with which they achieved their 
objectives - and many more have used these insights to attain their goals without difficulty. 
Whether leading multinationals or modest one-man businesses. How cool is that!  
Today we are working on a general 'Bitsing System Dynamics model', which can be applied 
to all kinds of organisations. This will enable simple visualisation of the sources and chains in 
and around organisations - such as management, marketing, sales and after-sales chains - and 
will greatly aid communication with regard to questions about objectives and specific 
problems.  
I am committed to continuing our 'tracking study' within the EMSD programme. So that 
dynamic analysis using System Dynamics becomes a supplement to the calculation models 
that currently support Bitsing. Entirely in accordance with your plan, we will repeat the 
analysis within a variety of scenarios - for example in growing and declining markets, with 
more or less competition, or (and that will be the answer to our question) in the context of 
whatever underpins the 300% increases. And we will continue until we achieve the required, 
accurate insights into the entire business revenue model. 
Finally, I would like to highlight two aspects. 
The first is that you have made EMSD into something very special. I would even call it 
'uncopyable'. And it's this: You haven't only taught the students how to analyse an 
organisation's strategic issues using System Dynamics models. And you haven't only taught 
them to create and test robust solutions using the model. You have also ensured that students, 
in their future careers - as you have said yourself - 'Can make such a model. Not for the 
organisation, but with it. To create support for and to guarantee implementation of the chosen 
strategy'. 
You teach your students to facilitate management teams in coming to a shared model. You've 
called this, very appropriately, Group Model Building. I know, from hard experience, that 
facilitating a group of people requires totally different skills than the purely analytical skills 
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necessary to make a System Dynamics model. You bring these skills together. This is what 
makes your EMSD programme so unique. Its combination of analytical and social skills: 'The 
geek who can speak.' I will also try to continue to provide my contribution in that area, via 
guest lectures. After all, the Bitsing method helps individuals to think and act in the right way 
and so, also, to communicate.  
The second thing I want to emphasise is your help in applying the Bitsing method to the 
EMSD programme's own 'commercial' activities. The true combination of two wonderful 
worlds: System Dynamics and Bitsing. These are fundraising activities, aimed at helping to 
guarantee the financial future of the programme. As a result, the program won't be dependent 
on contributions from the European Commission (which recently designated this EMSD-
Bitsing pilot as 'best practice'). The programme thus sets an example to other European 
master's programmes - one of self-sustainability and successful operation without government 
support. 
We started to analyse the data that was required to provide the models of the Bitsing method. 
All four Univerisities of the EMSD program and a selection of its staff where part of this 
‘analysis Bitsing workshop day’. The result was a Bitsing Guarantee plan containing the 
surprising and often eye opening answers on the seven Bitsing principles, such as: 
a) The financial continuity revenue goal of EMSD (Principle 1),  
b) The strategic focus on target markets and EMSD offering to these target markets to 
secure that the goal will be reached (Principle 2),  
c) The messages that gave EMSD and unbeatable market positioning compared to its 
competitors (Principle 3),  
d) Insight in the BITSER-steps focused mix of action needed to get everything out of 
every person in the target markets (Principle 4),  
e) The technical foundation on the basis of which the action plan need to be translate 
towards effective BITSER programs (Principle 5), 
f) The BITSER program result prediction which showed that the continuity revenue 
goal could be reach (Principle 6), 
g) And last but not least, de assurance that positive financial returns will be reached 
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and the EMSD program “has set an example to other European master's programmes - 
one of self-sustainability and successful operation without government support”. 
The Guarantee plan found its roll out in 2015. Program ideas where executed and at this 
moment 73% of the T’s necessary to reach our S’s (Sales) have been met. This year of 2016 
will be the year of sales conversion. 
Jac, I am convinced that we will, in the years to come, find all the answers and goals we 
currently seek. The answers why the Bitsing method make organization grow with 300% and 
the goal of EMSD to become the first European program that is financialy self-supporting. 
You have laid a solid foundation for this, with the development of well-founded hypotheses 
that could explain the success of the Bitsing method. I am immensely grateful to you for this. 
I am both honoured and proud to have got to know you. I am committed to systematically 
reviewing everything we have developed and, in turn, to testing and refining the insights that 
emerge from that process. All of this is aimed at strengthening the link between the Bitsing 
method and System Dynamics, thereby providing further, scientific support for the Bitsing 
method and making it even more effective.  
We will stay in touch. 
Till sometime soon,  
Frans de Groot  
Founder of the Bitsing method 
  
32 
 
  
33 
 
3: The meaning of honesty for research 
Piet J. M. Verschuren 
 
Introduction 
The last decade there is a long list of fraud and plagiarism in science, each time leading to an 
incidental superficial debate. However, despite the meaning of honesty is much wider than 
malversation, there is no thorough and structural debate among scientific researchers and 
methodologists about what this concept really means for science and for scientific research. 
Most of them may think that this is a matter of daily life, not of science, and that it at best can 
be regarded as a philosophical issue. This does not take away that it appears to be a crucial 
issue for researchers. Without honesty validity as the most important criterion of science, does 
not have a chance. Researchers encounter, wittingly or not, both many seductions and 
opportunities to be not fully honest, without being traced.  
In this contribution the concept of honesty is elaborated, not only as an humanitarian 
virtue, but especially as a methodologically relevant issue. First the meaning of the concept of 
honesty is scrutinized, revealing three components: openness, truthfulness and fairness. In the 
next three sections these three are elaborated respectively. I finish with an epilogue.  
The concept of honesty 
Let us take both as a metaphor and starting point the way honesty is used in daily life. Here 
we expect others to be open about what they think and do, and not to hide away things that we 
should know. So openness appears to be one aspect of honesty. However, people should not 
just be open about whatever they think or do. Their thoughts and deeds should also be 
truthful. And thirdly, we normally regard others as honest on the condition that they do not 
cheat or victimize us; they should be straightforward in their deeds. In sum honesty appears to 
be built up of three components: openness, truthfulness and fairness.  
What do these three components mean for scholars and researchers? For them openness 
means transparency in principle about everything they both do and find during the research. 
We might call this process and product openness respectively. The second component, 
truthfulness, is core business for scholars and researchers, as truth finding is a major concern 
of science. It means that they try to adhere to the facts, in what they do on the one hand, and 
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in what they say or write on the other. Here we make a difference between truth finding and 
truth speaking as two aspects of truthfulness. And finally fairness means that scholars and 
researchers come up to what the stakeholders of the research deserve, and that they don’t act 
at the cost of them.  
Whether the researcher should be honest very much depends on the questions honest (a) to 
whom, and (b) when during the research process. There are five categories of actors for whom 
the researcher’s honesty is to be considered, which categories may overlap one another or 
even coincide: (1) the contractor and/or financier, (2) the users/readers of the research report, 
(3) the research units, i.e. those who are studied, (4) other researchers in the field, (5) the 
authors, i.e. scholars and scientific researchers, of scientific publications that the researcher 
consulted. In the rest of this contribution we call these target groups.  
As to the question at which point in time the researcher should be honest there are three 
possibilities: (1) before, (2) whilst and (3) after the research is executed. As elaborated in 
section 2, in principle openness towards contractors or financiers takes place before, as to the 
research units whilst, and towards the users/readers and other researchers after the research. 
As we will see the answer to the questions of openness (a) why and (b) about what, highly 
differs for these five groups and three points in time. With the aid of these distinctions we can 
explore the links between the three components of honesty. There appears to be a kind of 
hierarchy between them (see Figure 1). 
 
First of all openness of the researcher may contribute to his truthfulness. It is difficult if not 
impossible for a researcher to be fully truthful without being open. Besides, openness is a 
precondition of fairness of a researcher. It is a task of the latter, put by either a financier 
(fundamental research) or a contractor (practice-oriented contract research), to produce 
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knowledge about the research object. So fairness asks for openness as to the results of his 
research project. The researcher also has to be open about what he exactly does or did during 
the preparation and execution of the research. This openness too is what all five target groups 
in some way or the other need for reasons to be explored in section 2. And finally, 
truthfulness may contribute to fairness: no fairness without a minimum of truthfulness. The 
reason again is that all five target groups deserve that the researcher is truthful. Seen from the 
point of view of the hierarchy here above, fairness is the crucial component of honesty, 
openness and truthfulness in large part being preconditions for it. 
The three components also may put limits to one another. For instance, openness of the 
researcher towards the persons studied (respondents, observed) may harm the validity of the 
data, because of biases such as social desirability and strategic behavior that easily can get 
into play. Thus openness puts limits to truthfulness in the sense of truth speaking. 
Truthfulness in the sense of truth finding may put limits to fairness. An example is a 
researcher who does not agree with the preferences of the contractor or financier as to the 
choice and formulation of the research questions to be answered. Truth finding may force him 
to stick to his research issue. Another instance of this type of limitation occurs if the results of 
the research do not come up to the expectations of the contractor or financier, or when the 
research findings are not in their advantage. And fairness may put limits to openness in cases 
where openness is not to the benefit of the target group. This may for instance occur when a 
contractor wants to hide away the research results from competitors. 
However, as to truthfulness in the sense of truth finding the researcher does not have any 
choice. As truth is the central concern of science, it has to prevail regardless the fairness or 
openness that may be demanded by the target groups. So, if users/readers deserve that the 
researcher comes up with a result A, whereas the latter is going to find B, he has to stick to B. 
In other words, fairness can’t prevail over truthfulness. Truth is the most crucial value of 
science, and contamination of it will further degrade science as a respectful institute in 
modern society.  
Openness 
In order to make clear the criterion of openness of a researcher as a component of his honesty, 
two questions are to be elaborated: (a) Openness why? (b) Openness about what? As to the 
questions of openness to whom and when, roughly the same goes as for honesty in general. 
Before answering the questions (a) and (b) we have to make a distinction between openness 
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for and openness about something. These are at the input and the output side of the researcher 
respectively. Openness for is what is called accessibility, whereas openness about can be 
labeled as transparency or open-heartedness. Accessibility turns out to be an aspect of 
truthfulness. In the rest of the present section the concept of openness in the sense of 
transparency is elaborated. 
Openness why 
As already mentioned, a first question to be answered is why the researcher should be open, at 
whose interest? Openness will make the researcher vulnerable to attacks, so it’s a legitimate 
question. There may be six reasons for openness of the researcher: (1) reasonableness, (2) 
doing justice, (3) getting the research and its findings accepted, (4) a right interpretation of the 
results by others, (5) control of the researcher, and (6) accumulation of knowledge. 
(1) Reasonableness: This criterion differs from fairness, as the latter has to do with nobleness 
and courtesy, whereas reasonableness is about a duty of the researcher to present the research 
results. Theory-oriented research normally is paid from taxes, so as a democratic principle the 
community must be able to take profit. And in case of a practice-oriented contract research 
there is a contractor who paid for it.   
(2) Doing justice: Normally a researcher starts with studying what is already known about his 
subject matter. The reasons are not to invent the wheel, and to be able to formulate 
informative and steering research questions (Verschuren, in press, chapter 10). However, the 
researcher is supposed to refer to these authors in his report. 
(3) Getting accepted the research and its results: One first concern of a researcher is to get the 
research proposal accepted by the financier or contractor. Next he has to get accepted the 
research results by the latter, as well as by other actual and potential users. For this it is 
important that the researcher is open about the research design (see below), about what he did 
during the research (logic in use, see below), and about the research findings.  
(4) Right interpretation: For those who want to make use of the research findings, i.e. 
contractors, users and other researchers in the field, it is important that they rightly interpret 
the contents of the research report. For this they should know how the research was designed 
and executed, the decisions that were taken, as well as the strategies and methods that were 
used. 
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(5) Control of the researcher: The subject of control are the acts and decisions of the 
researcher during the preparation, execution and reporting of the research project. This control 
has two aspects: (a) Control by others, like the users/readers of the research report and other 
researchers in the field. (b) Self control of the researcher. As to the latter, once the researcher 
realizes that he has to be open about what he did and what he did not do during the 
preparation and execution of the research, he not only forces himself to make the right 
methodological decisions during the research as much as possible. It is also an incentive to 
behave truthfully, the second criterion of honesty. An important aspect of this is to prevent 
him from malversation, such as fraud and plagiarism.  
(6) Accumulation of knowledge: Whenever other researchers or the researcher himself want 
to replicate the research, and or if they want to build on the results, they need to know all ins 
and outs of the research and its findings. 
Openness about 
A researcher in principle has to be open as to: (1) The research design, (2) his assumptions, 
viewpoints and expectations concerning the research issue, (3) the logic in use, (4) his own 
interests, (5) the research findings and (6) the theoretical sources he consulted. 
(1) The research design: The design of a research has to be subdivided into a conceptual and a 
technical part. In the conceptual design the problem to be solved is made clear and translated 
into the research goal and the research questions. He also defines the main concepts in the 
research questions in order to make clear these questions and to downsize purposively the 
project. In the technical design the research strategy is chosen and specified, as well as the 
methods for data gathering and data analysis (Verschuren, in press, chapter 10). Roughly the 
conceptual and the technical design represent the contexts of discovery and of justification 
respectively.  
(2) Assumptions, viewpoints and expectations: Every researcher has to assume several issues, 
for instance for being able to formulate informative and steering research questions 
(Verschuren in press, chapter 10). The users/readers not only should know these assumptions 
because these may in part determine the research findings. Besides this is important for 
understanding what the researcher actually did and the decisions he made. So the researcher 
has to make these assumptions explicit, and to present them in the research report. Mostly he 
also beforehand has ideas about the research object, as well as expectations about the answers 
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to the research questions. It is a good strategy to be open about these expectations in the 
research report, and then to see to what extend these are verified or falsified by the research, 
and to comment in the latter case.  
(3) Logic in use: Mostly the research is not executed exactly as it was designed. The reasons 
are unexpected happenings and pitfalls, as well as wrong viewpoints, expectations and 
assumptions that the researcher had in advance. Most researchers feel embarrassed, and won’t 
report things like these. Derksen, Korsten, and Bertrand (1988) who studied this phenomenon 
write: ‘…it appeared not to be simple to convince authors [the researchers they studied] that a 
fully open description of practical problems during the execution [of their research] would not 
be harmful for their image and that it neither would diminish their chances for [obtaining] 
future (contract) research’ [my translation from Dutch; PV] (Derksen et al., 1988, p. 15). 
Instead of reporting their logic in use, i.e. the way the researcher actually executed the 
research, including misconceptions, mistakes and wrong tracks that initially were followed, 
they tend to hide away these and report how the research ideally was executed, the 
reconstructed logic. However, instead of feeling ashamed the researcher should see these 
‘failures’ as insight in progress. Before the start they had good reasons to do things as they 
did, and they only can talk about failures grace to increased insight. Moreover, the logic in use 
is important for the user/reader for being able to rightly interpret and value the research 
findings. And finally it is also important for other researchers, so that they can learn from 
each other. For more information see Verschuren (in press, chapter 2). 
(4) Own interests: The researcher may, consciously or unconsciously, have personal interests 
in the research. He certainly should not be open about this towards the respondents and the 
observed, i.e. the research units, before and during the research. The reason is that this may 
influence their answers (respondents) and or their behavior (observed), thus causing invalid 
data. But openness towards financiers and contractors before the research starts may be at 
stake. The latter must be able to take this information into consideration, and to balance the 
revenues against the risks they take. Also afterwards when the research is finished, the 
researcher better is open about his interests by putting this information in the research report. 
This is to be preferred compared to a situation that the researcher tries to hide away this 
information, whilst later on it becomes apparent. In that case the readers/users might feel 
cheated. 
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(5) Research findings: It is a matter of reasonableness that the researcher is fully open as to 
the research findings. But what about intermediate findings halfway the project? Openness at 
this point may counteract truthfulness in the sense of truth finding, as these findings may 
influence the respondents and or the observed. And should the researcher also be open as to 
findings that he was not looking for, i.e. that are a byproduct? And is he obliged to be open 
about what he learned from a methodological point of view? As to the last two questions there 
are no predetermined answers. It depends on careful consideration of the situation at hand and 
balancing advantages and disadvantages. 
(6) Theoretical sources: The researcher must always be clear about the theoretical sources he 
consulted. If he fails to do so, this is an instance of plagiarism. For more information over the 
concept of openness and the role it plays in research methodology see Verschuren, in press, 
chapter 2. In sum this overview makes clear that the question whether the researcher should 
be open or not very much depends the answer to the questions why, about what, to whom, and 
when the openness is to take place. 
Truthfulness 
For the researcher to be open is an important part of honesty. However, as we saw this is not 
enough. To be open about whatever the researcher does or did, does not give any guarantee 
for his honesty. He should also be truthful, that is adhering to the facts. This has two aspects: 
(a) A strive for valid knowledge of reality, without distorting or contaminating it. (b) 
Reporting exactly what was found, no less, no more. In section 1 I labeled these as truth 
finding and truth speaking respectively. Another more current and less controversy labeling is 
veracity and frankness. 
(a) Veracity: As said the researcher’s attitude must be one of truth finding. However, truth is 
an aggravating concept. It is practically discarded in present day science, as the concept is 
difficult to define. What is that, truth? Is there just one single truth, or are there more truisms? 
How do/can we know what is true? Who decides what is true? Et cetera. For that reason 
scholars replaced truth by the concept of validity, defined as ‘correspondence with reality’. 
Unfortunately this in large part shifts the problem, because new questions arise: What is 
reality exactly? Whose reality? Who decides what is real, or is a matter of fact? The best way 
to counter this problem is to define validity operationally as the absence of distortion. There 
are numerous well known and methodologically extensively documented types of distortion, 
both from the researcher himself and from respondents and observed. As to the researcher, he 
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can make errors such as selective and distorted perception, tunnel view, biased viewpoint and 
going native. And respondents and observed make mistakes such as interviewer bias, social 
desirability, strategic behavior, response set et cetera. So, part of veracity is the tendency and 
the capacity of a researcher to avoid, eliminate, reduce or repair these distortions. 
However, this insufficiently covers the criterion of veracity. If it were sufficient there 
would be no need for the concept of truthfulness, and we could stick to the traditional 
criterion of validity. Firstly the biases mentioned all regard the context of justification (as 
opposed to the context of discovery; see below). This domain is about the question how the 
researcher is doing the research, as is elaborated in the technical design. And within this 
domain the biases mentioned only regard the measurement and observation process for which 
there is a lot of sound methodological regulation. Besides, a researcher has to make decisions 
and choices that are not bound to methodological procedures, rules and criteria, i.e. so called 
‘free decisions’. Examples are the choice of a theoretical framework, of definitions of the 
main concepts in the research questions, the way the researcher downsizes the project, the 
choice of assumptions that he makes, et cetera. Here decisions and choices much more depend 
on the person of the researcher, which stresses the importance of his veracity. 
The same goes for the context of discovery, with its main question of what the researcher 
is studying. Roughly this regards the goal of the research and the research questions to be 
answered, i.e. the conceptual design of the research. Many decisions and choices to be made 
here also are or should be the subject of veracity. For instance, the researcher must not only 
avoid that he is influenced by his own interests, by his fixed ideas about the research object, 
and by the interests and/or fixed ideas of stakeholders of the research. Besides he must be 
accessible for relevant input; the concept of openness for information. By allowing some 
types of information and resisting others, the researcher is able to distort a right view of the 
object of research. This contradicts the well known methodological criterion of researcher 
independency. The acting of the researcher should be independent of himself as a person and 
of others, i.e. respondents, financiers, contractors, users, or other stakeholders, as well as other 
researchers in the field, who might influence him. As a consequence he must be open to all 
relevant information.  
(b) Frankness: Truthfulness of the researcher is not only a matter of truth finding or veracity. 
He also must be truthful in how he communicates about both the way he executes the research 
and what he finds, the case of truth speaking. This communication should be frankly, without 
41 
 
distorting the information, without hiding something away and without adding something. He 
also should frankly report his doubts if there are any. And especially he should be open as to 
the logic in use. Synonyms for frankness that also represent the aspect of honesty that is 
envisaged here are open-heartedness, uprightness and integrity. It stands to reason that 
openness is or should be part of frankness: no frankness without openness. However, the 
reverse is not true, as one can be open without being frank or open-hearted.  
Fairness 
Fairness is about taking into account what others, i.e. target groups and the world we live in, 
deserve. As revealed in the first three sections openness and truthfulness are deserved (or 
should be deserved) by target groups. So lack of openness and truthfulness means a lack of 
fairness anyway. However, besides these so called errors of omission there may be also errors 
of commission as to fairness; the researcher may act to the detrimental of others. From this it 
follows that he must respect their integrity, not distorting, undermining, victimizing, affecting 
or violating them, and must act in their spirit. The errors of omission as to fairness follow 
directly from sections 2 and 3. In the present section we will concentrate on the active 
component of fairness, to be elaborated for each of the five target groups mentioned before. 
For practical reasons we concentrate on the main issues, as examples of what fairness of the 
researcher may mean. Before starting the reader must realize that most of what will be said 
about users/readers in point 2 here after, also counts for financiers and contractors. 
(1) Financiers and contractors: Fairness in the sense of respecting the concerns of the latter 
especially is at stake in the conceptual design of the research, i.e. analyzing and defining the 
problem to be solved, and translating it into research questions. As to the first, the researcher 
should be straightforward in carrying out a problem analysis resulting in an adequate 
definition of the problem to be solved. Paradoxically enough this may mean that the 
researcher does not follow the financier’s or contractor’s demands. This despite the fact that 
this can bring him easily into a dilemma: not following the financier or contractor may mean 
loss of finances for the research project. The reasons for straightforwardness are that miscon-
ceptions of financiers and contractors as to the problem to be solved are very normal, and that 
problem analysis asks for sound methodological skills (Rouwette & Franco, 2015; Vennix & 
Rouwette, 2009; Verschuren, in press, chapter 13). 
Partly because of ignorance, partly as a consequence of the dilemma above, and partly as 
an instance of false fairness, many researchers as a rule follow the financier or contractor. For 
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instance, in an article on this topic Raaijmakers (2009) writes: ‘… there will be no 
insurmountable disagreements between contractor and researcher, for the simple reason that 
mostly the researcher will conform to the frame of reference of the contractor’ [my translation 
from the Dutch; PV] (Raaijmakers, 2009, p.169). However, as is demonstrated, honesty of the 
researcher asks for his critical attitude. 
(2) Users/readers of the results: Here fairness regards primarily the research results. These 
results, or simply reading the research report, should not embarrass the users/readers. Or, at 
least, they should be warned when reading might be embarrassing. Fairness to the users also is 
a matter of accessibility of the research results. This is especially the case with most research 
at universities, which in large part is paid from taxes. So reasonableness asks for free access 
to the results. This is exactly what Merton (1942) meant with his criterion of communalism 
(Merton, 1973, see the epilogue here after). This idea may explain an explosion of open 
access journals in the last few years. 
(3) The research units, i.e. respondents and observed: Fairness of the researcher here first of 
all means that he openly tells them beforehand what kind of data he is looking for, and how he 
is going to find, gather or produce these data. For instance, in an experiment or random 
clinical trial (RCT) the test persons should know in advance what the object of research is, 
and whether they will be in the experimental or in the control group. This is an instance of the 
well known criterion of informed consent. In addition, respondents and observed should know 
whether the results can be harmful or can be used against them. 
(4) Other researchers: Firstly fairness towards other researchers means that they not only must 
be able to replicate the research for testing purposes. They must also have an opportunity to 
build on these findings. Secondly fairness means that they as much as possible must be hold 
back from making the same mistakes or from following the same unfruitful tracks as the 
researcher initially might have done. This demand in large part comes down to openness 
about the logic in use of a project. 
(5) Authors who were consulted: In modern society knowledge and insight is regarded to be 
owned by the producers. So borrowing their ideas without referring to their names and 
publications is regarded as theft, and is labeled as plagiarism. 
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Epilogue 
When Merton in 1942 formulated his CUDOS norms these were limited to four criteria to be 
fulfilled by scholars and scientific researchers: communalism, universalism, disinterestedness 
and organized skepticism (Merton, 1973). With communalism he meant that the results of 
science must be regarded as a collective good, so in principle they must be openly accessible 
for everybody. And the norm of universalism says that the work of scientists must be 
evaluated equally, irrespective of their religion, race or ethnicity. 
Since the eighties of the last century science gradually became more commercial, which 
may have inspired Habermas to add one criterion: honesty of the researcher (Habermas, 
1990). So he opted for the CUDOSH norms, with the H of honesty. However, our analysis 
makes clear that this addition is less complementing than it seems at first sight. Two out of 
Merton’s four criteria appear to partly cover the concept of honesty. These are communalism 
and disinterestedness, the first and third of the CUDOS norms. Merton’s communalism 
appears to be the equivalent of openness about the research findings. And his claim of 
disinterestedness of the researcher turns out to be one of the preconditions of veracity. 
Without disinterestedness truth finding is difficult if not impossible. 
These overlaps do not take away that Habermas’ merit is that he was the first to put the 
issue of honesty of scholars and researchers in the front light. We now know that there are not 
only humanitarian but also methodological arguments for it. Honesty is all the more 
methodologically crucial as a researcher in general has many opportunities and seductions for 
forgetting to be open, truthful or fair, wittingly or not. Tragically enough one can even say 
that the more methodologically qualified, the more opportunities a researcher has to do so 
without being detected. From this it follows that we must leave behind a widely adhered and 
misguiding truism that for adequate and fruitful research we just need a skillful researcher. He 
also must be open, truthful and fair. 
This conclusion gives me an opportunity to refer to my highly recognized colleague Jac 
Vennix. For many years we worked together on research methodology, talking about 
fundamental methodological issues. It revealed a common basic view on science and 
scientific research. I’m sure he will appreciate my final conclusion above. This idea is further 
supported by the fact that in all those years I have got to know Jac as an open, truthful and fair 
person. 
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4: If conducted properly1 
Marleen McCardle-Keurentjes 
 
Introduction 
Scientific research to identify the success of group model building interventions is on the 
move. Clearly, since the call from Andersen, Richardson, and Vennix (1997, p. 189) for 
“adding more science to the craft”, steps in the right direction have been made. For the 
progress made, see for instance, Rouwette and Vennix (2006) and Scott, Cavana, and 
Cameron (2016). Noteworthy is the wider range of research designs that are employed to 
evaluate group model building nowadays. Whereas a case study used to be the preferred way 
for conducting research, controlled experiments have been added to the palette of research 
designs used. For sure, this is a notable step forward towards more knowledge about group 
model building support. Case study research allows for in-depth understanding of what group 
model building offers in real-life, however, experimental research allows for tests of 
assumptions. By (more) precision in a controlled context, bias coming from factors other than 
the manipulation is reduced (Dunn, 2009, p. 77; Finlay, 1998, p. 198).  
Because realism and control are not very compatible but both valuable, research in group 
model building should not just depend on one type of research design. Quite a while ago, 
McGrath (1982, p. 80) made the point clear: It is from using multiple research approaches, 
that we may expect to benefit. It is in the interplay and the compensation for each other’s 
methodological flaws—inherent to each and every design and method—that a degree of 
progress can be achieved. In that context, given that case-study based research was available 
in abundance, yet, comparison of findings problematic, for my dissertation research 
(McCardle-Keurentjes, 2015) supervised by Jac Vennix and Etiënne Rouwette, an 
experimental approach was taken.  
We used classroom experiments in order to contribute to knowledge on the effectiveness of 
group model building. The effectiveness of group model building (GMB) was tested by 
comparing the differences in strategic decision making processes and outcomes of supported 
groups and non-supported groups. The latter were called the ‘meeting as usual’ (MU) groups. 
                                                          
1 “Öne of the most powerful interventions for any facilitator which, if conducted properly, is not threatening to 
other people, is to ask questions” (Vennix, 1996: p. 149) This words were the inspiration for this paper. 
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In the GMB condition, groups were guided by the facilitator, whereas the MU groups were 
run by the chairperson. The role of chair was randomly assigned to one of the participants. 
Looking at the decision making processes in both conditions, one of the interesting 
differences was that the facilitator in GMB meetings demonstrated more questioning 
behaviour than the chairperson in MU meetings. 
Although at first sight one may be inclined to take that outcome for granted, the result is an 
important contribution to the field of research on evaluation of group model building. First, 
asking questions is considered as an important facilitation skill or technique, however, the act 
of asking questions by the facilitator in group model building meetings has largely been 
neglected in empirical studies.2 Our empirical finding that the facilitator posed more questions 
than the chairperson in a meeting as usual provides initial support for the importance attached 
to facilitator’s attitudes such as the attitude of inquiry (Vennix, 1996, p. 149). Second, the 
evidence was obtained in an experimental research environment, with participants randomly 
assigned to their role and the condition, and working on the same decision making task. To 
the best of our knowledge, asking questions by the facilitator has not been examined in an 
experimental setting before. The controlled research setting provided us with good reasons to 
believe that the variation in the independent variable ‘decision support’ (i.e., GMB versus 
MU) caused the difference between the number of questions asked by the discussion leader in 
the experimental conditions (cf. Hayes, 2005, p. 323).  
Thus, there is evidence that asking questions distinguishes the management of the 
discussions in supported versus nonsupported groups. Yet, considering the role of the 
facilitator and its importance for the group model building process, it is useful to examine the 
facilitator’s questioning behaviour in more detail. This will contribute to more understanding 
of what really matters when group model building is used and ultimately, more generally, in 
decision support for groups facing strategic, messy problems. In particular, it is relevant to 
discover in what way the facilitator in group model building uses questioning while 
supporting the group in covering the content of the problem at hand as well as the process 
(i.e., the interaction between participants). Knowing how questioning is used and in what way 
the facilitator’s questioning differs from questioning by the chairperson in a meeting as usual 
would allow us to evaluate the facilitator’s questioning behaviour more specifically in relation 
to group model building aims. The lessons learned can be shared in scripts describing 
                                                          
2 Only recently, in a master thesis study, the number of questions asked was investigated for selected parts of two 
real-life GMB meetings in one project (Adriaans, 2014). 
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facilitated modelling practices (Hovmand et al., 2012; Scriptapedia, 2015). In my contribution 
here, as a preparation for future research, I will elaborate on the role of asking questions by 
the facilitator in managing the discussion.  
This paper is structured as follows. In the next section, I briefly portray group model 
building as a decision support system while focusing on the central elements of the 
intervention: facilitation and modelling. Facilitation and modelling practices are revealed in 
how questions are asked en what is asked during group model building. Questioning is a vital 
tool, and I propose that questioning by the facilitator belongs to both content related 
modelling as relational activities in group facilitation. Subsequently, in the third section, I 
summarise the reasons we had for investigating the number of questions asked by the 
facilitator in my dissertation research and present the findings on this factor. The fourth 
section is of a conceptual nature. Extending my former reasoning, I illustrate that the extent to 
which specific types of questions are asked in a meeting and how they are asked, should be 
taken into account given the aims of facilitated modelling. For example, the degree to which 
clarifying questions are asked in a meeting, aimed at understanding what someone means. In 
the fifth section, I give a few suggestions on fields of literature that we can take a look at 
when continuing our inquiry into questioning. Finally, in the sixth section, I propose to 
continue the research on this topic while connecting experimental research and field studies. 
Facilitation and modelling in interaction 
A short and well-known characterisation of group model building is provided with the 
following description: “a bundle of techniques used to construct system dynamics models 
working directly with client groups on key strategic decisions” (Andersen, Vennix, 
Richardson, & Rouwette, 2007, p. 691). More recently, group model building has been 
classified into the family of the facilitated modelling approaches, a category of decision 
support systems specifically designed to support strategic decision making groups facing 
messy problems (Franco & Montibeller, 2010, p. 496). Facilitated modelling interventions 
aim to structure and jointly define the problem situation and to help participants gain more 
and a (more) shared understanding of the problem situation. By fostering the alignment 
between individual representations of the problem situation, they contribute to reaching an 
agreed upon, joint answer to this situation. Moreover, the aim is to contribute to commitment 
to the results (p. 494). These approaches draw on the combined use of two main means: 
modelling and facilitation. Together, in a facilitated information sharing process, the problem 
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owners build a model of their problem situation (pp. 489, 492). In building and re-examining 
this model, the problem owners are helped to jointly structure their problem situation and 
develop a course of action. The process should allow participants to openly exchange ideas, 
reflect on the evolving model, and to change their opinion without losing face (Franco & 
Montibeller, 2010, p. 493). Note that it seems inconceivable to manage such a process without 
ever asking questions. Group facilitation and modelling are intertwined in this process. In 
particular, the intertwinement can be recognised in the facilitator’s questioning behaviour as 
we will see further on. I will first briefly discuss why group facilitation and modelling are 
thought to be helpful in providing group decision making support. 
Modelling is thought to help the group members in gaining more understanding of 
distinctive content issues in their problem situation. For instance, by identifying and drawing 
cause-effect relations, group members can literally see how elements in a problem situation 
are interconnected (Vennix, 1996, pp. 34-35). Thereby, modelling is a way for group 
members to better understand the meaning and implications of information shared in the 
group. This can serve as the basis for agreement on a decision and commitment to the 
decision (Rouwette, Vennix, & Felling, 2009, pp. 571-574). Yet, modelling and specifically, 
structuring the problem in a group often is a complicated story. First, because of the related 
elements in the strategic problem at hand. Generally actors are not aware of feedback effects. 
The dynamics in the problem situation due to the interactions between the elements over time 
are very troublesome (Sterman, 2000, pp. 21-23). Next, the group members differ in expertise 
and background. The resources of a group are largely determined by who is in the room (cf. 
Andersen & Richardson, 1997, p. 109). Indeed, the reason for decision making in groups (vs. 
individually) typically is that groups have more information at their disposal which can be 
used to enhance decision quality. Each group member may contribute unique information to 
the discussion. Therefore, the inclusion of group members having different expertise is 
purposefully arranged in order to prevent a too narrow view on the problem. 
 It is in this context that group facilitation is likely to have a beneficial effect. Group 
member diversity in expertise and knowledge is useful in order to obtain a more complete 
view on the problem, yet, the varying and sometimes conflicting views of group members add 
to the complexity of the joint modelling process. Multiple views and interests complicate the 
information exchange and integration (Beers, 2005, pp. 9-10). Individual group member’s 
representations of the problem, depending on individual background and position, can be very 
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different (Cronin & Weingart, 2007, p. 764). Often, assumptions differ and concepts are 
differently understood which initially may pass unnoticed.  
The points discussed so far concern the group modelling activity through a discussion 
focused on the content of the problem. But issues of content are not the only thing at stake in 
modelling. The individual goals of group members may be different (Cronin & Weingart, 
2007, p. 766). Along with the discussion of diverse perspectives (content related), the 
participants’ interests play a role and complexities arise with respect to the relational 
dimension of the group communication. It must be taken into account that those who 
participate in the modelling, share the problem; they have a common context, and thus will 
meet each other again after the modelling process. Participants envision “a future” for which 
social relationships are important (cf. Eden, 1995, p. 309). Relational communication in the 
group is important since socioemotional factors have been identified as facilitating and 
hindering outcomes of decision making groups (Keyton & Beck, 2009, p. 15). Trust, for 
instance, has been shown to be an essential relational factor for information processing in 
groups (Mengis & Eppler, 2008, p. 1288). 
To conclude, in a strategic problem situation, the various perspectives of the group 
members can be very useful to build a shared and more complete model (cf. Phillips, 2007, p. 
380). But they bring along complexities that make facilitation imperative to supporting the 
modelling process. The ambition to manage content related complexities in strategic decision 
making groups while also taking care of the relational dimension in the group process, 
underscores the crucial importance of group facilitation during the modelling process (cf. 
Visser, 2007, p. 454).  
In practice, when groups are supported with group model building, the interplay between 
‘content’ and ‘process’ is evident. Modelling and facilitation are intertwined, and 
simultaneously done.3 They form one package. For the topic of this paper however, it is 
important to recognise the two dimensions—modelling and facilitation—in the intervention, 
for these dimensions strongly colour the facilitator’s questioning behaviour. It is useful to 
                                                          
3 The question might come up whether one of the two is of primary importance in decision support, with the 
other being secondary? One could argue that facilitation is most crucial for effective group decision support. As 
explained above, strategic, messy problem situations are so difficult to deal with that good modelling would be 
not successful without good group facilitation. On the other hand, similarly, good modelling cannot be missed. 
Like Vennix (1996, p. 266) put it concerning the building of system dynamics models: “Without this skill one 
will be a poor help to a management team”. See also p.141: ”What is really required in the context of group 
model-building is a thorough knowledge of system dynamics and extensive model-building skills in order to be 
able to ask the right questions during meetings” [italics added]. 
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realise that what (kind of) questions the facilitator asks will be mostly related to the group 
modelling activity; the focus is on uncovering the content of the problem at hand, while how 
these questions are asked specifically relates to the discussion process.4 This means I believe 
that (a) the content of the unfolding model will be directed through the type of questions 
asked by the facilitator, and (b) that the facilitator’s act of questioning including the way in 
which questions are framed and articulated, will influence the group atmosphere5 during the 
unfolding group discussion process. Questioning, in itself, and how questions are presented 
will influence the group atmosphere and group interaction (e.g., the degree of participation in 
the discussion). Thus, I see questioning as a technique that the facilitator deliberately can use 
to influence both the tangible outcomes of group model building (i.e., the model and 
agreements made) and intangible outcomes such as commitment and the maintenance of 
social relations between the group members. In my dissertation research, several reasons have 
been mentioned for examining the facilitator’s questioning behaviour. In the next section, 
these reasons are summarised and the findings presented on the comparison of the frequency 
of questions asked by the facilitator and the chairperson. 
Frequency of questions asked by the facilitator 
The overall aim of my dissertation research was to contribute to knowledge on group model 
building’s effectiveness. A major part of the research was devoted to testing whether group 
model building groups did a better job (compared to the control groups) in pooling and using 
their informational resources. As already stated, one of the factors examined was the number 
of questions asked by the facilitator. There were four reasons or points that inspired us to 
examine this factor (McCardle-Keurentjes, 2015, pp. 108-110).  
First, asking questions is a direct way to explore perspectives, ideas or experiences of 
others. Exchange and discussion can be initiated through questions. Information can not only 
be elicited but also validated by questions (Stivers, 2010, p. 2776). Second, questioning 
induces a thinking process (Vennix, 1996, pp. 149-150), and helps to promote dialogic 
communication (Spano, 2006, p. 279). Note that Franco proposed the dialogue as the most 
                                                          
4 Similarly to how we can differentiate between the content of a group discussion and the discussion process; 
what is the group discussing versus how is the group discussing together?  
5 Kelly and Spoor (2006, as cited in Beck, Paskewitz, & Keyton, p. 309) describe emotions as “intense, short-
lived feeling states” and moods are “long-lasting feeling states”. Participants’ emotions and moods influence 
each other and create a group emotional state and group mood. At the group level, emotions and mood can 
influence group interaction and subsequently, group outcomes. 
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promising conversation form for effective facilitated modelling (Franco, 2006, pp. 814-815). 
This form of group conversation specifically aims for achieving a shared understanding by, 
for instance, not only assuring that each participant can contribute to the discussion but also 
hears the contributions of others. Questioning techniques, such as, systemic questioning, can 
be used to compare participants’ views: to draw out “connections and relationships in the 
perspectives and stories that participants tell” (Spano, 2006, p. 280). Third, questioning has 
been proposed as a way to keep information “alive” in the discussion, for instance by relating 
a new contribution to content discussed in an earlier discussion episode (Larson, Christensen, 
Franz, & Abbott, 1998, p. 105). Finally, it has been shown that questioning positively affects 
the process of knowledge integration in a group, for instance through directing attention to 
others and change of topics (Okhuysen & Eisenhardt, 2002, pp. 382, 384).  
Based on these points and the assumptions underlying facilitated modelling as described 
before, we hypothesised that more questions would be asked by the person leading the 
discussion in GMB groups (i.e., the facilitator) than by the leading person in the control 
condition (i.e., the chairperson in MU groups6).  
The hypothesis was tested in two classroom experiments with participants in a third year 
course of the Bachelor’s programme in Business Administration at Radboud University. 
Decision making groups were assembled in a meeting of one hour to clarify a given problem 
situation and to decide what had to be done to tackle the problem. Each group was randomly 
assigned to either the group model building condition or the MU condition. Videotaped 
discussions of in total 80 groups were transcribed7, and coded by coders who were unaware of 
the hypotheses. Each sentence from a facilitator in a transcript was considered as a separate 
unit, and coded as a question or nonquestion. Regardless of the content of the contributions in 
the discussion, if the contribution was accompanied by a question mark in the transcript, the 
contribution was coded as a question.  
In the first experiment, 26 five-person groups participated (Ncontributions = 24452). Of the 
participants in these groups, 66 were women and 64 men. The mean age was 21.5 years (SD = 
                                                          
6 Typically, the chairperson in a meeting faces a dual task; at one hand to lead the group to a desired outcome—
serving the group—and at the other, similar to other participants in the discussion process, to bring up ideas of 
one’s own, serving one’s individual interests (Straus & Doyle, 1978, p. 9; cf. Vennix, 1996, p. 142). 
7 We decided to rely upon the natural language interpretation of the transcribers. Hence, for the transcription of 
the videotaped group discussions, no specific instructions were given about the use of question marks.  
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2.05). In the second experiment, 54 three-person groups participated (Ncontributions = 35713). 
Here, 82 participants were women, 80 men, and the mean age was 21.6 years (SD = 2.10).  
For each group discussion, we determined the percentage of the questions asked by the 
discussion leader (out of the total number of contributions—questions and nonquestions—in 
the group discussion). In both experiments, a Mann-Whitney U test showed that the facilitator 
asked more questions than the chairperson; the differences were statistically significant, and 
the effect sizes could be considered “large” (see Table 1). 
Table 1. Results from Mann-Whitney U tests predicting more questions asked by the 
discussion leader in meetings supported by group model building than in meetings as usual 
Note. GMB = group model building, MU = meeting as usual. 
a Corrected for ties. b One-tailed, exact significance. c nGMB = 13, nMU = 13. 
d Percentage of the total number of 
contributions in the discussion. e nGMB = 26, nMU = 28. 
This evidence supports the notion that questioning is a typical facilitation technique (cf. 
Phillips, 2007, pp. 386, 395). Obviously, however, by just assessing the relative frequency of 
the questions asked, our measurement of questioning was very limited.8 As stated in the 
introduction, it would be valuable to continue by addressing questions like: What type of 
questions does the facilitator in group model building ask? How does the facilitator ask 
questions? To address such questions, we need to develop a more fine-grained account of 
questioning in group model building. The start of such an account will be dealt with below. 
Questioning in group model building 
For a better understanding of the role of questioning in group model building facilitation, it is 
useful to clarify how asking questions by the facilitator relates to the aims of facilitated 
modelling. After all, we are seeking to evaluate questioning (behaviour) as an element of 
                                                          
8 Also, we did not examine the influence of questions asked on the outcome variables in the study. 
 GMB MU  GMB MU 
U za pb r 
 
Median 
(range) 
 Mean 
 Rank 
Experiment 1c          
Questions 
askedd 
14.27 
(13.45) 
3.34 
(8.30) 
 
16.75 7.46 6.00 -3.33 < .001 .80 
Experiment 2e          
Questions 
askedd 
10.07 
(14.99) 
4.47 
(8.31) 
 
40.19 15.71 34.00 -5.71 < .001 .78 
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facilitation with regard to the effectiveness of group model building. In this section, I identify 
the function of questioning in facilitated modelling and I make a start with the identification 
of relevant aspects of the facilitator’s questioning behaviour (i.e., question types and ‘how to 
question’ points).  
Questioning and facilitated modelling aims 
From the points that initially inspired us to examine the facilitator’s questioning behaviour, 
we can derive functions of questioning in facilitated modelling. In summary, questioning 
contributes to realising facilitated modelling aims in the following ways. Questioning is a way 
to: 
- probe into the knowledge, ideas and assumptions of participants. It enhances 
the exchange and use of information in the group (cf. aim: to structure and jointly 
define); 
- tempt participants to (re)consider and think about the perspectives of others in 
the group, to clarify and verify information, and to consider connections between what 
has been contributed (earlier) in the discussion (cf. aim: to gain (more) shared 
understanding and an agreed upon answer); 
- encourage group members’ participation in the dialogical conversation (cf. 
aim: to enhance commitment to the decision); 
Whereas the first two functions primarily have to do with content issues (i.e., the 
representation of the problem in the model and in participants’ minds), the relational 
contribution of questioning is more apparent in the last function (i.e., inviting group members 
to participate and thereby, enhancing their commitment to the decision). As an effect of 
having been involved in the process of decision making, decision makers will be more willing 
to accept the decision (Nijstad, 2009, p. 123) and feel committed to it. In Table 2, the relations 
between questioning and aims of facilitated modelling have been summarised. 
Table 2. Questioning related to facilitated modelling aims 
 Jointly 
defining 
Fostering 
understanding 
Enhancing 
commitment 
Questioning  Probing 
Clarifying 
Verifying  
Systemic 
Inviting 
Questioning and group facilitation attitudes and skills 
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Next, a basis for evaluation of the facilitator’s questioning behaviour in group model building 
has been provided by Vennix in his description of “how to be a good facilitator” (1996, pp. 
145-170). Interestingly, right at the beginning he warns for easily believing that for instance, 
questioning is a simple facilitation skill (p. 145), as unintentionally, a question may include a 
preferred answer or a judgement (p. 146). Three important elements for effective group 
facilitation have been distinguished: attitudes, skills and tangible tasks. In Vennix’ view, 
however, “the attitudes are most important since the right skills will almost automatically 
follow from the right attitudes, and skills which are not embedded in the right attitude and 
accompanied by a corresponding behaviour will generate averse effects” (p. 146). In his 
discussion of attitudes and skills, the topic questioning pops up regularly. 
Concerning the attitudes of group model building facilitators, key characteristics are: a 
neutral, authentic, helping, and inquiring attitude. In short, typically, the facilitator is expected 
to be neutral with regard to the content of contributions, and with regard to the participants 
(p.150). By asking questions with the intention to help the other(s), the facilitator can show 
that he/she wants to understand the participants. This then may lead to a “joint thinking 
process” (p.148). Asking questions is meant to foster an attitude of inquiry within the group; 
“focusing on the problem and posing questions is also helpful to avoid politicking and win-
lose fights” (p. 150). That this indeed may happen, is illustrated in the following case.  
In the second session of a GMB-project a new participant joined the project. At 
some point she got annoyed and started arguing with another participant. The 
facilitator intervened and explained the procedure again. Although we had 
explained the procedure briefly to her she had missed the experience of working 
together in the first session. She reacted by saying that we should talk about what 
we were going to do instead of keep asking questions. The facilitator reacted by 
explaining that as a group in this phase we were all investigators into the problem, 
in a later phase we would of course talk about what should be done. The session 
continued and at some point, the same participant started arguing again but 
stopped herself in the act by saying: “Oh no, I shouldn’t start a discussion but I 
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have to formulate it as a question.” (B.L.A. Fokkinga, personal communication, 
January 21, 2016) 
With regard to skills, in the communication with participants, reflective listening based on 
genuine inquiry is needed (pp.159-160). Miscommunication is really in the details. Asking 
clarifying questions is important not only for the facilitator’s understanding but also for the 
purpose that each of the participants understands what has been contributed. Reflective 
listening by the facilitator (e.g., you mean that…?) may help to get a group into reflective 
listening mode Also, the facilitator should ask critical questions if there is the threat of 
premature consensus (p. 156). Further, when participants experience that their input in the 
discussion is really listened to, commitment likely will increase (p.160). The facilitator needs 
to keep on inviting the participants, encouraging all group members to participate. Thus, the 
creation of an open atmosphere is a key facilitation task. Vennix has also mentioned that 
language matters: In addressing participants while using the word ‘we’, team building may be 
fostered (e.g., in a question like “do we agree on…?” ; see p. 163). Table 3 shows a summary 
of the facilitator’s questioning behaviour related to facilitated model aims based on Stivers 
(2010), Spano (2006), Franco (2006), Larson et al. (1998), and on Vennix (1996). 
Table 3. Questioning related to facilitated modelling aims and facilitation 
attitudes and skills (update of Table 2) 
 Jointly 
defining 
Fostering 
understanding 
Enhancing 
commitment 
Question type 
 
Probing 
 
Clarifyinga 
Verifying/ 
reflective listeninga 
Systemic 
 
Problem focusedb 
 
 
How to question 
 
 
Criticalc  
 
Neutral 
Helping 
Inquiring 
Invitinga 
‘We-word’ 
 Note. Question type: based on Stivers (2010), Spano (2006), Franco (2006), Larson et al. (1998). How to 
question: based on Vennix (1996). 
a Based on Stivers (2010), Spano (2006), Franco (2006), Larson et al. (1998), and Vennix (1996). b Based on 
Vennix (1996). c If there is a threat of premature consensus (Vennix, 1996, p. 156).  
 
Table 3 shows that three question types emerged in both Stivers (2010), Spano (2006), 
Franco (2006), Larson et al. (1998), and Vennix (1996): inviting questions as encouragement 
to participate, questions that clarify information, and (reflective listening) questions to verify 
56 
 
interpretations. Of these three, the inviting questions specifically aim to increase group 
member participation and involvement in the discussion. The focus is not so much on content; 
what counts most for the inviting questions is the relational message implied by the 
facilitator’s communication. In contrast, clarifying and verifying questions explicitly concern 
the content of the problem at hand and originate in the modelling activity of the group at the 
time of the meeting. In this respect, it should be noted that Vennix (1996, p. 141) pointed out: 
”What is really required in the context of group model-building is a thorough knowledge of 
system dynamics and extensive model-building skills in order to be able to ask the right 
questions [italics added] during meetings”. Nevertheless, as relational messages are included 
in all communicational acts (Keyton & Beck, 2009, p. 16), also for questions focusing on 
content, it remains very relevant how these questions are asked. They should be posed in a 
neutral way, embedded in an helping and inquiring attitude (Vennix, 1996, pp. 147-150). It is 
at this particular point that the intertwinement of modelling and facilitation in the facilitator’s 
questioning behaviour becomes apparent. 
With a little help from other fields  
Questioning is a technique that is also used by practitioners in other domains than facilitated 
modelling. In order to further develop an account on questioning, we can turn to literature on 
group facilitation. For instance, Wilkinson (2004) presented questioning as the most important 
tool for professional facilitators (p. 9). Questioning techniques are at the basis of facilitation 
excellence in a methodology that can be used “to produce consistent and repeatable results” 
(p. 6). The starting question is one of the “secrets” discussed (pp. 33-36). Typically that is the 
question used to begin a new episode in a meeting. Surely, I think that facilitators in group 
model building meetings will recognise the relevance of a good starting question. Next, in the 
group communication literature, the use of questions has been studied. Already in the 1950s, 
Bales started to study the analysis of interaction in groups (Bales, 2002, p. 225). More 
recently, Keyton and Beck (2011) studied how questions were used by teams to create shared 
meaning. Further, insights are offered in the field of researchers in empirical methods, 
counselling, or education. Traditional empirical research methods provide detailed 
suggestions, for instance, for design of questions, and how to ask questions (e.g., Dunn, 2009; 
Emans, 1990). Specifically on questioning in groups, expertise can be found among focus 
group researchers (e.g., Greenbaum, 2000). Similarly, we may benefit from the literature in 
education on questioning by teachers. Although the teacher role differs in an important aspect 
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from the facilitator role (i.e., the teacher having expert knowledge versus the ‘not-knowing’ 
facilitator), teachers and facilitators share the ambition to help increase others’ understanding.  
Let me give one example—recently discovered—as an illustration of insights from other 
fields that may prove helpful to evaluate questioning in group model building. Hyman has 
presented the act of asking questions by a teacher as strategic questioning. He distinguished 
cognitive question types, such as definitional questions (e.g., asking to give descriptive 
characteristics, or meaning), empirical questions (e.g., asking for facts, comparisons, 
explanations, or inferences), and evaluative questions (e.g., asking for opinions and 
justifications) (1979, pp. 10-17). Further, he addressed three considerations (pp. 21-29). First, 
production type. A question may evoke ‘reproductive’ (i.e. eliciting knowledge from 
memory) or ‘productive’ thinking (to make a fresh inference). A question as “what caused 
...?” may elicit either of the two types of thinking. Other considerations are the information 
processing activity that is wanted from the respondent, and the response clue. With regard to 
the information processing activity, we can think of yes-no answers, selection answers (to 
select from alternatives given) or construction answers. Response clues are given in the 
question, aiding the respondent to give an answer. More than one clue may be present in a 
question. Examples of response clues are the Wh-words (e.g., when, why, who, how many), 
parallel terms (e.g., and?, something else?, indicating that questioner expects more of what is 
already available), and cited or excluded terms (which indicate the respondent the framework 
within to respond). With these considerations applied to questions, Hyman formed a grid of 
question types (pp. 28-29). For inquiring the facilitator’s questioning behaviour, I think we 
can expect to benefit from Hyman’s grid. Recall, for instance, that a question unintentionally 
may include a preferred answer or a judgement (Vennix, 1996, p. 146).  
Future research 
Analysing how the facilitator’s questioning behaviour relates to the development of the model 
and the socioemotional atmosphere in the group not only will increase our understanding of 
the functions of questioning in group model building. It also will provide a building block for 
evaluating whether and how the ‘facilitation’ element in facilitated modelling influences the 
group interaction and outcomes of the intervention. The examination of micro-processes in 
group model building such as the facilitator’s questioning behaviour should be conducted in 
multiple and various research settings; case study based as well as experimental; in real-life 
organisational as well as in simulated settings. As said in the introduction of this paper, there 
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are compelling reasons to use multiple designs and methods in research on processes and 
outcomes of group model building. In doing so, findings can be compared and influencing 
factors may be detected. With regard to questioning, just to name a few, the personality of the 
facilitator or cultural values influencing information sharing in an organisation (Brett, 2000, p. 
101) may play a role. Most importantly, cumulative studies may answer a question that a 
single study cannot (Hunter & Schmidt, 1996, p. 329).  
Vennix (1996, p. 149) claimed that “one of the most powerful interventions for any 
facilitator which, if conducted properly, is not threatening to other people, is to ask 
questions”. In this claim, not only is questioning valued as a most influential technique, it is 
also seen as a technique that bears a relational function. Yet only if conducted properly. I 
hope that this paper and future research will contribute to that point. 
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5: The hottest places in hell 
Brigit Fokkinga, Stephan Raaijmakers, Hubert Korzilius 
 
“The hottest places in hell are reserved for those who, in times of great moral crisis, maintain 
their neutrality” (Dante Alighieri). 
 
Introduction 
As Group Model Building (GMB) facilitators we were asked to present the outcomes of a 
GMB project, at a national conference on livability in neighborhoods. This conference for 
practitioners was organized by our client, a regional welfare and care organization. We 
presented the causal loop diagram of the causes and effects of livability in a neighborhood as 
constructed from the perspectives of stakeholders involved in the neighborhood. The 
conference audience apparently encountered the same kind of problems of livability in their 
neighborhoods and several organizations wanted to use the model and our expertise for 
addressing their problem situations. We explained that the model was specific to the local 
circumstances and to the group of stakeholders that were involved in the process of building 
the model, but had limited external validity. As such the model would not be generalizable 
and one-to-one transferrable to other situations. The model in itself was not just a product or a 
tool but an aid to a problem structuring process in which stakeholders constructed a shared 
vision of the complex problem they were faced with, to enhance the likelihood of concerted 
action. We also explained that we were not experts but that our role as facilitators was 
primarily neutral and procedural, in supporting stakeholders in a joint process of elicitating 
knowledge in building a model. This ended the discussion at the conference, but it did not end 
for us. We were faced with a dilemma, that appears to occur more often in our practice. In our 
research group we have carried out multiple GMB projects in the fields of housing, livability 
and safety in neighborhoods and on women in academic positions. In conducting several 
GMB projects in the same field the facilitator gains expertise, whether she wants it or not. 
This knowledge is partly explicit, like in the process of shaping a group model, and partly 
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tacit, or implicit (Polanyi, 1958). Implicit knowledge cannot adequately be articulated in 
verbal terms, but nevertheless influences the way a facilitator will lead the group process. 
Vennix (1996, p. 150) formulates a fundamental idea to GMB practices about neutrality: 
the less a facilitator knows about the problem at stake the lower the chance the facilitator will 
influence the content of the discussion. Therefore, the criterion of neutrality means that the 
facilitator favors no specific perspective and abstains herself from a substantive contribution 
to the discussion. The facilitator guides and supports an argumentative setting directed at an 
adequate representation of the problem situation based on the knowledge of the participating 
stakeholders. However, even in settings that come close to Habermas’ (1981) ideal speech 
situation (herrschaftsfreier Dialog), in which participants are free of non-rational, coercive 
influences, distortions in representation (biases) might occur. Also, in retrieving and 
processing of information human beings use so called heuristics (Tversky & Kahneman, 
1973, 1974). Heuristics are mental shortcuts, simple thinking procedures that support the 
finding of answers to questions. These procedures can be adequate and very efficient, but in 
complex situations they may lead to biases in the understanding of the problem situation, from 
the perspective of the client but also from the perspective of the facilitator.  
In this paper we aim to contribute to the academic debate initiated by Jac Vennix on the 
role of facilitators in group model building projects. More specifically, we will reflect on 
possible biases and heuristics in situations where facilitators have content expertise. Our 
research question is: What is the effect of using facilitators’ content expertise on the 
facilitators’ neutrality in the group model building process? To answer this question we will 
use literature from various theoretical perspectives. First, we will discuss facilitator roles in 
interventions (Schein, 1987). Next, we will present a typology of complex problems, that 
distinguishes between dynamic and behavioral complexity (Roth & Senge, 1996) and will 
confront the type of problem with the role of the facilitator. Then, we will describe relevant 
biases and heuristics and show their implications for the client and for the neutrality of the 
facilitator when a generic model is demanded by the client. We end with a conclusion and 
discuss some practical implications. 
Facilitators’ roles in interventions 
Vennix (1996) elaborates Schein’s (1987) concept of process consultation into a set of 
attitudes for facilitating GMB processes, with neutrality as a key concept. Process 
consultation is focused on the principle of building a helping relationship towards the client. 
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The process consultant does not sell a solution but helps the client to help herself in solving 
the problem, based on the assumption that only the client can decide what is helpful. Problem 
ownership remains with the client and is not taken over by the process consultant. At the start 
of the relationship the process consultant should be open-minded and process-oriented by 
default, in order to structure the problem situation together with the client: “necessary at the 
beginning of any helping process because it is the only mode that will reveal what is really 
going on and what kind of help is needed” (Schein, 1999, p. 10). According to Schein, after 
the initial phase of making sense of the problem, three situations can occur:  
a. If neither the problem nor the solution is clear, then the consultant and the client perform a 
joint diagnosis. The consultant operates in a process consultation role. 
b. If the problem is clear but the solution is not, Schein advices the doctor-patient mode. The 
client lists the symptoms and the consultant diagnoses the ‘disease’ and offers a ‘cure’, this 
cure can be a program, a protocol or a step-by-step-plan to solve the problem. 
c. If the client and the process consultant have a clear view on the problem definition and on a 
suggested solution, the role of the consultant shifts towards an expert role. The expert can 
deliver a service or a competence, for instance by conducting a survey.  
Table 1 gives an overview of the appropriateness of the different roles of the consultant in 
varying problem situations. 
Table 1. Roles in interventions, adapted from Schein (1999) 
 Problem 
 situation 
Role of  
the consultant 
Building a helping relationship with the client (default) 
Is the problem clear? Is the solution clear? 
Process consultant No No 
Doctor Yes No 
Expert Yes Yes 
 
In the Process Consultation role, an attitude of active inquiry and neutrality is essential for the 
consultant. In the following section we will introduce a typology of complex problems to 
open up the problem-space (Roth & Senge, 1996) and to confront the types of problems with 
the roles differentiated by Schein. 
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Complex problems: a typology 
In general, a problem is defined as the discrepancy between the actual and desired situation 
(Vennix, 2011). Systems thinkers see problems as parts of a bigger system, where an 
interconnected set of variables is characterized by feedback mechanisms and can become 
‘messy’. In their systems thinking approach Roth and Senge (1996) developed a typology of 
complex problems that organizations may encounter during a change process. This approach 
is embedded in organizational learning theories like action research (e.g., Argyris & Schon, 
1978; Checkland, 2000) and dialogue theory (Isaacs, 1993), assuming that developing 
practical knowledge in organizations is realized by means of exchange of ideas through 
“action and reflection, theory and practice, in participation with others, in the pursuit of 
practical solutions to issues of pressing concern to people” (Reason & Bradbury, 2001, in 
Brydon-Miller, Greenwood, & Maguire, 2003, pp. 10-11). In their typology, Roth and Senge 
(1996) differentiate between two dimensions of complexity: dynamic and behavioral 
complexity, in order to specify the more general concept of messy problems. These 
dimensions represent problem aspects that organizations have to cope with when dealing with 
long-term processes and changes involving multifaceted issues and the interests of many 
actors. Dynamic complexity embodies physical aspects of problems and “characterizes the 
extent to which the relationship between cause and resulting effects are distant in time and 
space” (Roth & Senge, 1996, p. 94). Behavioral complexity represents the social aspects of 
problems and “characterizes the extent to which there is diversity in the aspirations, mental 
models, and values of decision makers” (Roth & Senge, 1996, p. 93). By combining the two 
dimensions a typology of four problem types emerges (see Table 2). 
Table 2. A typology of complex problems, adapted from Roth and Senge (1996, p. 93) 
 
Dynamic 
complexity 
Behavioral 
Complexity 
 
 
Low  
 
 
High  
 
Low 
 
 
Tame problems 
 
Messes 
 
High 
 
 
Wicked problems 
 
Wicked messes 
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The typology in Table 2 enables the diagnosis of the kind of problems organizations 
encounter and may set the stage for designing actions to solve them. The horizontal axis 
represents the dynamic complexity, the vertical axis the behavioral complexity of these 
problems.  
When both dynamic and behavioral complexity are low, organizations deal with tame 
problems, meaning that there are no complex dynamic interrelations between the various 
components and that the different stakeholders have a shared view on the problem. Tame 
problems can relatively easy be solved, in isolation, by static rather than dynamic analysis 
tools (Roth & Senge, 1996, p.94).  
Messes are characterized by high dynamic and low behavioral complexity. Problems have 
multiple interconnected causes and are manifested in manifold ways but actors involved have 
a shared view.  
Wicked problems exist when dynamic complexity is low and behavioral complexity is 
high. In terms of content wicked problems are rather straightforward, the relationship between 
the various components is relatively static, not involving intricate dynamic structures. 
However, the different actors involved have different perspectives on the problem and also 
have some kind of discussion about it. The problem is clear but in choosing the right solution 
these perspectives should be taken into account. 
Wicked messes are defined by high dynamic and high behavioral complexity. This type of 
problems go way back in time. Decision makers have tried to solve them on numerous 
occasions but without positive results. In taking action against these problems, they  
repeatedly overlooked the long-term consequences and misinterpreted them as external 
dangers threatening the organization. As a consequence, in the case of wicked messes, this 
proactive attitude of the management team all too often is ‘reactiveness in disguise’. By 
fighting ‘the enemy out there’ we, more often than not, react to the consequences of actions 
initiated by ourselves in the distant past (Senge, 1990, pp. 19-21). Furthermore, the matter is 
complicated by the fact that many actors have a stake in the problem but do not have a shared 
vision on it. To address this multifaceted kind of problems, GMB as a problem structuring 
method, is designed to cope with both dynamic and behavioral complexity (Vennix, 1996).  
Although the problem typology discussed gives insight into the background and 
consequences of a problem, the typology in itself is not absolute but should always be applied 
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from the perspective of the client. The meaning of the problem depends on the context and 
history of the problem and the experiences of those involved in understanding the problem. 
For instance, if the client has had experiences of a problem being coupled with 
misunderstanding, disputes and even quarrels between actors, from this perspective the 
problem may be regarded as a wicked mess.  
By confronting the typology above with Schein’s consultancy roles, we may conclude that 
a client with a tame problem does not need a process consultant. The client can solve the 
problem alone or hire an expert. For instance, if more information is needed the client can hire 
a researcher, or if a team does not work together the client can hire a trainer. Messes require a 
‘doctor’ to diagnose the causes of the symptoms and to advise a cure to the problem; for 
instance, a system dynamics (SD) modeler can build a formal SD model of the causal 
structure of the problem, and by running simulations a possible cure will emerge. Wicked 
problems need an expert on facilitating social issues, for instance a conflict negotiator. 
Finally, in wicked messes a thorough diagnosis of the problem is needed that involves all 
stakeholders to foster concerted action. The consultant operates in the process-consultation 
mode. In GMB we refer to this role as facilitator.  
Our research question is directed at situations in which a facilitator has gained knowledge 
on the problem and is approached as such by a client. In this situation the facilitator is 
expected to adopt an expert role. This focus on expertise may lead to a premature reduction of 
a complex problem to a more or less tame problem in the first contact of the client and the 
facilitator. A thorough diagnosis on the type of problem is passed over in this situation and 
generates a tunnel vision focused on solutions. Here the risk of an error of the third kind 
(Dunn, 2014; Mitroff & Featheringham, 1974) emerges: solving the wrong problem. An 
example of this error is the building of an office block while there is no need for more office 
space.  
It gets even more complicated if a client demands a model from another GMB project. In 
this situation the consultant ignores the behavioral complexity and reduces the dynamic 
complexity to a premature generalization of a perceived generic model that may not fit the 
specific complex problem of the client. But the client may not be aware of this and favors the 
product over the process. In this situation biases and heuristics may lead to severe distortions 
on the perception of the problem. The case we described at the beginning of the introduction 
is an example of such a situation: several organizations wanted to use an existing GMB model 
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for addressing their specific problem situations. In the following, we will describe three biases 
and heuristics we deem relevant to understand the consequences of this situation.  
Biases and heuristics and GMB  
Regarding the processing of information by human beings, Kahneman (2003) differentiates 
System 1 and System 2. In this respect, Kahneman (2011) refers to ‘thinking fast and slow’, 
where thinking fast (System 1) is automatic problem solving and thinking slow (System 2) 
deliberate analysis and reflection on problem situations. In daily life, System 1 is active and 
delivers fast answers to the problems we are faced with. It uses simple mental procedures 
(heuristics) and can be adequate and very efficient, but in complex situations it may lead to 
distortions (biases) in the understanding of the problem situation. We discuss three biases and 
heuristics we consider relevant to a situation where a client demands a perceived generic 
model: the bias of preference for coherence over completeness, the hindsight bias, and the 
availability heuristic.  
Preference for coherence over completeness: Finding connections is easier with relatively 
less information than with a lot of data. “It is the consistency of the information that matters 
for a good story, not its completeness. Indeed, you will often find that knowing little makes it 
easier to fit everything you know into a coherent pattern” (Kahneman, 2011, p. 87). 
Hindsight bias (Christensen-Szalanski & Willham, 1991). Recent events and information 
affect how someone looks back at the past. After an event has occurred people tend to see the 
event as having been predictable: the I-knew-it-all-along effect. When asking participants 
what they have learned in a session they tend to say they hardly learned anything new. ”Once 
you adopt a new view of the world (or any part of it), you immediately lose much of your 
ability to recall what you used to believe before your mind changed” (Kahneman, 2011, p. 
202).  
Availability heuristic: This heuristic refers to the mechanism that when “you wish to 
estimate the size of a category or the frequency of an event, […] you report an impression of 
the ease with which instances come to mind” (Kahneman, 2011, p. 130). Retrieval from 
memory favors exceptional and dramatic events and personal experiences over facts and 
images over words. Also, we tend to value situations we hardly remember as less important 
which may lead to systematic underestimation of information that may be crucial in dealing 
with the problem situation (Sterman, 2000, p. 600).  
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The bias of preference for coherence over completeness translated to GMB: If the client 
asks for knowledge as a generic model this appeals very direct and strongly to System 1. The 
generic model shows consistency and may look exhaustive from the perspective of individual 
participants. If the facilitator is asked for expert-knowledge the tendency towards premature 
closure (Kruglanski & Webster, 1996) is high. Participants are likely to accept the model as 
an adequate representation of the problem situation, and suspend further inquiry. Relying on 
the expertise of the facilitator,  they assume that the model contains all relevant variables, and 
therefore the trigger for a check on completeness is pretty well absent. Kahneman (2011, p. 
212) gives an example of his test on the ‘leaderless Group challenge’ of the Israeli army: 
“Having observed one hour of a soldier’s behavior in an artificial situation, we felt we knew 
how well he would face the challenges of officer training and challenges in combat”. A 
coherent pattern of action strategies deduced from a constrained observation was incorrectly 
assumed to be applicable to the harshness and complexity of real combat situations. On a less 
dramatic level, a generic model as a starting point in the process of model building could have 
a similar effect. The model offers the participants a coherent pattern of apparently important 
variables and relations. Variables, though related to the problem situation but not in the 
model, run the risk to be excluded from the outset.   
The inquiring attitude of the participants is further endangered by the hindsight bias and 
availability heuristic. Once the model is accepted as a valid representation of the problem 
situation, it becomes part of the stock of knowledge of the participants. This internalization 
triggers the hindsight bias; it hinders the reconstruction of past states of knowledge on the 
subject matter. While the preference of coherence over completeness leads to omissions in the 
observation, the hindsight bias incites deletions in the recollection of problem information.  
As a consequence, relevant knowledge about characteristics and relations specific for the 
problem situation might get lost. And when one nevertheless tries to get information back that 
is retrieved in memory, the availability of the generic model distorts the problem 
representation by the ease with which its variables and relations come to mind. 
These cognitive errors induce incomplete use of the information needed for understanding 
the problem situation, for the client as well as the facilitator. On the level of dynamic 
complexity: a generic model fosters the bias of preference for coherence over completeness, 
which leads to a neglect of validating the model and its elements for the specific situation. In-
depth understanding is sacrificed for the reason of coherence.  It also decreases the attitude of 
inquiry needed to discover the complexity of the problem situation of the client. On the level 
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of behavioral complexity: A generic model as a starting point in the process of model building 
may induce an illusion of skill and authority of the facilitator, which also decreases an 
inquiring attitude of participants. It moves the ‘Herrschaftsfreier Dialog’ (Habermas, 1981) 
towards a more hierarchical relationship between facilitator and participants. The role of 
stakeholders is diminished which decreases their commitment and trust, and subsequently 
their team learning.  
Conclusion  
We wanted to know what the implications are for a client and for a facilitator, when expertise 
or a model from another project is present or explicitly used for a complex problem situation. 
We used three theoretical perspectives to research this question. According to Schein (1999), 
at the start of any helping process the consultant should be open-minded and process-oriented 
by default, in order to structure the problem situation together with the client, because this is 
the only mode that will reveal what is really going on. In this mode of process consultancy an 
attitude of active inquiry and neutrality is essential for the consultant. Following a joint 
diagnosis of the problem situation by the client and the facilitator, the type of problem is 
assessed which determines the role of the facilitator in the intervention. 
On the basis of Roth and Senge’s (1996) work we presented a typology of complex 
problems by combining two dimensions: dynamic complexity and behavioral complexity. 
Wicked messes contain a high level of both al and behavioral complexity. As a problem 
structuring method, GMB is specifically tailored to address wicked messes. By confronting 
Schein with Roth and Senge we showed that if the facilitator is addressed as an expert this 
focus on expertise may lead to a premature reduction of a complex problem to a more or less 
tame problem, without a thorough diagnosis on the type of problem and the risk of solving the 
wrong problem. Moreover, if a client demands the use of a model from another GMB project 
to understand their current problem, the behavioral complexity is ignored and the dynamic 
complexity may be reduced to a premature generalization of a perceived generic model that 
may not fit the specific complex problem of the client. But the client may not be aware of this 
and favors the product over the process. In this situation biases and heuristics may lead to 
severe distortions on the perception of the problem by the client and threats the neutrality of 
the facilitator. These cognitive errors induce incomplete use of the information needed for 
understanding the problem situation, for the client as well as the facilitator. On the level of 
dynamic complexity: a generic model fosters the bias of preference for coherence over 
72 
 
completeness, which leads to a neglect of validating the model and its elements for the 
specific situation. It also decreases the attitude of inquiry needed to discover the complexity 
of the problem situation of the client. On the level of behavioral complexity: a generic model 
moves the ‘Herrschaftsfreier Dialog’ towards a more hierarchical relationship between 
facilitator and participants. The role of stakeholders is diminished which decreases their 
commitment and trust, and subsequently their team learning. Also, the ownership of the 
problem might shift from the client to the facilitator which may cause lower commitment to 
the proposed solutions. The facilitator as an expert risks to lose her neutral attitude and might 
go into defensive behavior (Vennix, 1996, p. 113) or might incline towards a teaching 
attitude. Ergo, deviation from a process consultancy mode at the beginning of the relationship 
should be avoided. By maintaining a neutral attitude the risk of premature closure and 
generalization can be prevented.  
However, there may be situations in a GMB process where the facilitator has exclusive 
expertise that does not come up from the group and is seen as fundamental by the facilitator. 
In this situation, Vennix’ (1996) advice is that the facilitator makes this explicit by 
temporarily switching roles from facilitator to expert and consequently let the group decide 
what to do with this information. Another solution is to ask an outsider to perform the role of 
expert. In GMB projects on the role of women in academic positions this last solution is used 
(Bleijenbergh & Van Engen, 2015). In these projects information from similar projects with 
other clients is used, but only after a specific model is established within the group. This 
opens up an analysis of similarities and differences between clients which serves as 
benchmarking. On the issue of using a generic model the System Dynamics literature gives a 
well-known example of a model that is used as a product instead of a process: URBAN1. 
Based on Forrester’s Urban Dynamics study (1969), Alfeld and Graham (1976) developed 
URBAN1 as a small and simplified stocks and flows model showing the dynamic structure 
underlying growth, stagnation and decay of a city neighborhood. The assumption of 
URBAN1 is that the structure is generic to every city neighborhood in the world 
(Alfeld,1995). Ghaffarzadegan, Lyneis, and Richardson (2010) review URBAN1 to illustrate 
the usefulness of small SD models in policy making and conclude that these models help in 
teaching policy makers in feedback thinking. 
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Gustave Doré - Dante Alighieri – Inferno – Plate 89 
Dante Alighieri ´s statement “The hottest places in hell”, was meant to indicate that the 
neutrals, those who in this world never take a side, occupy the mouth and vestibule of hell. In 
times of great moral crisis, as probably the current time, maintaining neutrality is unwanted 
and people need to take a side. However, in case of facilitators´ neutrality in GMB projects, 
we have tried to cool this off and reflected on relevant biases and heuristics that may affect 
modelling when a facilitator is not, whether consciously or unconsciously, neutral as well as 
on several solutions to this dilemma. In our efforts we are very much indebted to Jac Vennix, 
one of the founding fathers of GMB and outstanding leader of the Research and Intervention 
Methodology section of Management Sciences at Radboud University. 
  
                                                          
9 Gustave Dore, ca. 1861. Found at April 5 2016 at  https://commons.wikimedia.org/wiki/ 
File:Gustave_Dor%C3%A9_-_Dante_Alighieri_-_Inferno_-_Plate_8_(Canto_III_-
_Abandon_all_hope_ye_who_enter_here).jpg 
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6: Walking the thin line: Reflections of a professional modeler 
Henk Akkermans 
Introduction 
Sometime in the mid-nineteen nineties, Jac Vennix told me, shocked and fuming, his recent 
experience with a mutual acquaintance, a consultant active in the field of organizational 
learning: …and you know what he did during the hexagon brainstorming [a once very 
popular version of the Nominal Group Technique method of brainstorming] session with the 
group? He had kept in his back pocket a carefully prepared hexagon. When it became time to 
do the clustering of the brainstorm items, he put this self-fabricated hexagon in the center and 
grouped the other items around his own theme. Can you imagine!   
Indeed, sneaking in your own opinion in a setting where you are claiming that you are just 
facilitating the expressions of other people’s opinions would count as unethical behavior for 
most people. On the other hand, also without hiding your own hexagon up your sleeve, it is 
impossible for a facilitator not to impose his or her own preconceptions on the group process, 
consciously or unconsciously. I assume that Jac’s outrage was not caused so much by the 
clear effort of this consultant to steer the group in a certain direction, but rather by his attempt 
to do so disguised as a sincere group facilitator, rather than a closet expert consultant.  
It is common knowledge that there are, broadly speaking, two opposing camps in the world 
of business consulting: the process consultants and the expert consultants. The process 
consultants claim that the mode of operations of the expert consultants is ineffective, because 
it takes away ownership from both the problem analysis and the proposed solutions, and 
without ownership there will be little commitment to change, and without commitment, there 
will be no implementation (Akkermans & Vennix, 1997). The expert consultants, on the other 
hand, will claim that the process consultants are ineffective because the very reason that 
clients ask for help is they are aware that they lack certain skills and expertise, and want the 
consultant to be the expert providing those. The process consultants resemble coaches that 
make you perform better, the expert consultants role model is that of the surgeon who 
operates on you to make you better. Few surgeons are great coaches, few coaches are skilled 
surgeons.  
However, is there really such a big and fundamental difference in modeling as between 
coaches and surgeons? And, if there is, does it matter? Back during my PhD student years 
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under Jac, back in the time of Jac’s Group Model Building (GMB), it mattered a great deal, 
also in the system dynamics community. There was something of a controversy between the 
system dynamics modelers operating more as expert consultants and those that operated more 
as process consultants, or at least group facilitators. Over the last quarter century, I have met 
many people from both camps, and have worked as a professional modeler in a wide variety 
of real-world modeling settings, with very different characteristics. I have worked in projects 
mostly in expert mode and mostly in process mode, and these modeling engagements have 
both been successful and unsuccessful. So, what’s my personal assessment, twenty-five years 
later? This paper contains some personal reflections on this question, based on an eclectic set 
of eleven cases and an equal number of lessons from those. To frame these anecdotal 
reflections, the next section contains a generic framework to look at system dynamics 
modeling assignments and consulting roles. 
The changing role of the modeler in the modeling process 
System dynamics (SD) modeling studies come in many varieties. This paper reflects on a 
particular kind of study, which is a commercial consulting engagement for a specific client, 
where the external modeler is the lead responsible for the quality of the SD model and also the 
facilitator of the GMB sessions, thereby combining the so-called model coach and process 
coach roles (Akkermans, 1995a; Richardson et al., 1992). These engagements all share (a) a 
generic modeling process, (b) a generic project stakeholder composition, and (c) a generic 
distribution of expertise / leadership per stakeholder group per modeling process stage.  
a. A generic modeling engagement process 
Before we move to specific experiences from specific modeling engagements, it may be 
helpful to provide a more generic organizing framework for professional modeling 
engagements. In many aspects, using SD modeling to help a group to tackle a complex issue 
resembles a product or software development process.  
First there is the scoping of the issue; then there is a two-stage design process, moving 
from basic and conceptual design to more detailed and technical design. In SD modeling, 
there tends to be a separate stage after the model is technically at such a level of detail and 
maturity that the reference behavior of the issue under investigation is adequately reproduced. 
This is the stage of policy analysis. When the modeling effort has reached a systemic 
understanding of a thorny issue, it becomes highly desirable that options to improve 
performance are systematically analyzed. The next stage is Communication, in this case 
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communication with the broader group of affected parties. And the proof of the pudding 
remains in Implementation. 
b. Typical stakeholders in the modeling process 
Generically speaking, there are at least four stakeholders that together form the natural project 
composition for modeling engagements. The core project team is composed of (1) the 
modeler (or modelers), who is typically (2) supported by staff from the client organization(s). 
The (3) line managers of the organizations dealing with the issue are not the core team, but it 
is their in-depth knowledge of parts of the issue coming from dealing regularly with its 
symptoms are also essential for project success. These managers are also often crucial for 
successful implementations of the recommendations. Last but not least there is (4) the project 
sponsor, often someone from higher management.  
c. Varying roles of stakeholders across process stages 
Figure 1 shows these stages and stakeholders. What is also shown here is a personal 
assessment of the distribution of expertise, and hence also of leadership, per stage. The curved 
line can be read as the shift between the facilitator and the expert role as the engagement 
enfolds that seems appropriate to me.  
 
 
Figure 1: Distribution of expertise and lead in the modeling engagement process 
In the scoping phase, the top management sponsor’s opinions are leading. The sponsor 
knows what the issue at stake is, defines it and allocates resources to address the issue. The 
modeler has a significant influence in this stage, because he/she knows what the “sweet spot” 
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of SD modeling is, for instance, the right level of abstraction (the “policy level”, as Forrester 
(1961) put it, or the right system boundary (e.g., including customers and suppliers). 
In the conceptual design phase, the modeler’s role becomes even more dominant. At first 
this might seem odd, since the modeler is clearly the stakeholder with the lowest level of 
domain knowledge. However, how to translate a real-world, messy problem into a high-level 
diagram, preferably a stocks and flow diagram to facilitate subsequent quantification, requires 
special skill and training. In this stage, this skill level is essential to create a shared mental 
map of the issue through one or more GMB sessions (Akkermans & Vennix, 1997; Vennix, 
1996).  
The dominance of the modeler role in the technical design phase is obvious. Making a 
robust SD simulation model of a real-world setting is a specialized skill. Another important 
role in this stage is played by the internal staff, who are essential in providing specific 
parameter values, values that are typically not provided during the conceptual modeling 
phase. Top management does not play a role in this stage.  
Top management has some influence in deciding what scenarios are to be investigated in 
the policy analysis stage, but primarily this is the domain of the modeler and the support staff, 
who by now know quite well where the “interesting” parts of the model and its behavior can 
be found, and so also what scenarios are most interesting to carve out. Top management 
resumes its central stage position during communication and especially implementation. Here 
the modeler gradually withdraws. By now, ownership of the model and its findings, welcome 
or not, should have been built up internally, ideally with all three internal stakeholders since 
top management and line management and staff will need each other to translate the modeling 
project effort into the regular business processes.  
Please note that the description just given is a stereotype, that every organization and every 
modeling effort is different. Nevertheless, this simplified picture does represent the modeling 
engagements described in the remainder of this text rather well.  
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A quarter century of modeling engagement experiences 
This section looks back on a quarter century of modeling engagements, drawn rather 
eclectically from a much broader range of experiences of “modeling with managers” 
(Akkermans, 1995). The first case goes back to 1991, the implementation of case eleven is 
still ongoing in 2016. From these cases specific lessons relevant to the choice of consulting 
style and its impact on engagement success are drawn. 
Case 1: A lucky start (1991) 
In the summer of 1991, while continuing to work part-time on my PhD at TU Eindhoven, I 
joined a company that specialized in developing decision support systems for managers. My 
first assignment there was a lucky start.  A company that distributed international newspapers 
in the Netherlands had just moved to a new central distribution location but it could not get its 
newspapers to the hundreds of sales outlets throughout the company in time. Perhaps a 
simulation model could help? This turned out to be a fortuitous choice of method.  
The team I worked with consisted of the logistics managers and some of his supporting 
staff. We managed to come up with a whole series of practical recommendations, based on a 
variety of analyses, which all came together in a relatively simple, SD simulation model of the 
distribution supply chain. Communication of these insights to the project sponsor, who kept a 
low profile during the project, and the company owner, who also was, as a self-made man, an 
expert in operations issues, was successful. Implementation went ahead the year afterwards, 
resulting in the saving of several millions of back then guilders, according to the project 
member.  
So, a clear business success and for me personally an entry card into the business 
consulting world and also into academia, as the case study that I wrote on the basis of this 
project was presented at the 1992 Utrecht conference of the SD conference, organized by Jac 
Vennix’s group there. Subsequently, this paper got accepted in an operations management 
journal without any problems as well (Akkermans, 1993).  
Lesson 1: Use, together with the team, any technique to gain insights, and use, as a modeler, 
the model to integrate these 
My main lesson from this case is that the SD modeling effort is only a part of the entire 
problem-solving process. Together with the team, we also used Pareto analysis and even time-
and-method studies of various materials handling techniques. Data collection also included 
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direct observation during the night at the distribution center. A modeler-centric view of the 
world would say that such analyses are there to feed the model with empirical data. A client-
centric view might suggest that the models main role is to integrate a number of separate 
findings into one integrated whole. Throughout the entire analytical process, we obtained 
insights. The simulation model made it possible to put everything together. The SD modeling 
effort was performed in expert mode; problem structuring and specific analyses were done as 
a team effort, with modeler, staff and line management working side by side.  
Case 2: Learning the ropes (1992) 
The second case took place one year later and was a completely different setting than the first. 
Now, Jac Vennix was the group facilitator and I operated as model coach, back-then student 
assistant Etienne Rouwette as the recorder of the sessions (Akkermans et al., 1993; Vennix et 
al., 1996). Also very different from Case 1, this case dealt with a very “soft” issue and no 
attempts were made to quantify the model; there were just the GMB sessions.  
The topic we addressed was the apparent lack of collaboration between a number of 
business units from one IT services company, and root causes for that lack, as well as longer-
term consequences of that lack of collaboration. Our GMB sessions with the managers of the 
company, where I learned the ropes from observing Jac’s facilitation of the group, were quite 
successful in explaining where the lack of collaboration came from and what detrimental 
consequences this would have longer term, also for the managers involved. What we were not 
successful in was in finding clear solutions for this problem, quite unlike the situation in the 
previous case.  
Lesson 2: There is no harm in you as the modeler not finding clear solutions, if line 
management understands the root causes of the problems 
This leads to the main finding from this case. From my engineering background, I felt the 
need to come up with clear “answers” for “decisions”. We didn’t. However, what did change 
considerably as a result from this intervention is that the behavior of the managers themselves 
changed completely. Collectively, they came from one specific region of the country, where 
BU competition had been strong prior to the project. After this project, this region started to 
collaborate quite well and successfully, because the directors themselves were convinced of 
the shortsightedness of their competitive actions. So, if the line managers themselves become 
really convinced that they are part of the problem, this may lead a long way into the solution 
of the problem.   
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Case 3: The soft issues are the hard ones (1994) 
Two year later I led a consulting assignment with a big retail bank that was concerned about 
the adverse long-term effect on customer revenue from closing smaller branch offices, which 
would reduce operational costs in the short run. Here, a large group of managers and internal 
staff were led through a series of GMB sessions. Carefully, the group, which contained a lot 
of expertise on a very broad, complex and “soft” issue, converged on a very much simplified 
version of the problem, which nevertheless contained all the essential parts to support 
decision-making. Obviously, I was not an expert in retail banking, and we stayed in a clear 
process-facilitation role. Nevertheless, in the conceptual modeling a drive to arrive at a clear 
conceptual representation that would lend itself to quantification did help in arriving at the 
core of the issue (Akkermans, 1995b).  
Lesson 3: Without expert domain knowledge, a modeler’s drive to arrive at conceptual clarity 
can be effective in zooming in on the core issues without taking ownership away from the 
domain experts 
This is then also the main lesson from this assignment. You don’t have to be the expert to 
guide a group into what an expert will recognize as the core of the issue.  
Case 4: Understanding the moving parts (1995) 
Shortly before my PhD at TU Eindhoven in 1995, with Jac Vennix as one of my three 
supervisors, I was headhunted by a major consultancy to come and work for them as an expert 
SD modeler. My first major assignment brought me to Chicago, where I worked alongside the 
late Nat Mass, who was my SD mentor during this time. Our client was a telecom company 
undergoing major fluctuations in its service supply chain.  
What struck me in the context of this case was that the project sponsor appeared genuinely 
interested in “understanding how the moving parts work together” for the business process 
she was responsible for. This also helped that Nat and myself were not too worried in 
presenting a working simulation model, which I had developed with guidance from Nat on the 
basis of two GMB sessions led by Nat, which contained quite some provocative behaviors and 
insights. Where I personally thought that the behavior that the model displayed was really too 
“wild”, including a virtual “meltdown” of some of its facilities, our group of line managers 
actually thought that this was precisely the behavior they had seen in the past (Akkermans & 
Vos, 2003).  
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Lesson 4: Having a sponsor who really wants to understand rather than “manage” will 
overcome much resistance against unwelcome findings 
This is also the key insight from this particular case. We were never the domain experts, and 
the model exposed quite some flaws in process design, but since the primary focus was set on 
understanding what happened rather than on blaming people for what happened, this 
engagement was a success and also led to a change in business practices afterwards. 
Case 5: In the pits (1995) 
Shortly afterwards I went through an engagement that was quite unsuccessful but perhaps 
with the same root cause at work. Here the client was a big electronics company that faced 
problems during production ramp-ups. Nat had convinced the sponsor that it would be good to 
check some of the policies that he had in mind with a simulation model. There were no GMB 
sessions, no interviews with company management, just sessions with fellow consultants with 
experience within this company.  Moreover, the messages that we delivered were quite 
unwelcome for the sponsor. These included the ineffectiveness of using quality gates between 
production stages (see also Akkermans & Van Oorschot, 2016) and the potential benefits of 
feeding back quickly findings from root cause analysis of flaws with discarded machines that 
were allocated in “the pit” to upstream production. The sponsor had different ideas about 
these items, and when a typo somewhere halfway the report was spotted, this was reason 
enough to discard the entire modeling effort. So, Lesson 5 reads somewhat as the opposite of 
Lesson 4:  
Lesson 5: Low involvement + unwelcome message = abrupt end of modeling engagement 
Case 6: Three is not a crowd (2000) 
Some years later was the first modeling engagement with clients coming from different 
organizations, from a three-echelon supply chain in high-tech electronics (Akkermans et al., 
2004). The purpose of this model was to aid in some supply chain design issues that this 
network of companies was facing. This supply chain was experiencing a great deal of 
volatility, and the management intuition was that it would be beneficial to engage all parties 
in a joint supply chain planning process. I facilitated multiple supply chain mapping exercises 
with all the parties involved, not from an explicit SD perspective but certainly from a 
systemic and integral perspective.  
Then one of the key sponsors asked if a simulation model could confirm or falsify the 
assumption that information sharing would lead to less volatility. Basically by combining and 
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then modifying existing building blocks from John Sterman’s Business Dynamics (2000),  
I could construct a simulation model within a few weeks that indeed clearly confirmed this 
managerial intuition at a moment when clear answers about who to involve and with what 
intensity was a crucial supply chain design issue. Amongst other, the model analysis 
suggested that an active involvement of the middle part of the supply chain would be highly 
beneficial; indeed three would not be a crowd  (Akkermans et al., 2011).  
Lesson 6: A high-level model can inform the sharp client quickly 
The main takeaway from this case in the current context is that even a high-level model that 
addresses the right questions in a timely way can inform a sharp client quickly and can be of 
high use. So, again the conceptual modeling was a collaborative effort and the technical 
modeling happened in expert mode, but the sustained and intrinsic interest of top management 
in the progress and outcomes made implementation successful.  
Case 7: Worse before better (2002) 
In 2002, a branch of an insurance conglomerate focusing on providing legal aid to consumer 
clients wanted help in developing and validating a Balanced Scorecard (Akkermans & Van 
Oorschot, 2005). This engagement I conducted together with Kim van Oorschot, who acted as 
the model coach here while I played the process coach role (and perhaps did a little QA in the 
modeling process, while Kim was still a budding SD modeler at that time). Here again we 
were blessed with a strong and sharp sponsor, who saw the need to think “out of the box” with 
his management team of industry long-time industry insiders.  
Again, conceptual modeling was side-by-side with the domain experts from line 
management and technical modeling was mainly an affair of us modelers with the support 
staff from the client organization. One of the more difficult messages from the policy analysis 
phase was that our projections for the future were that this would be a “worse-before-better” 
case.  So, despite the good work of the management team in developing a validated and 
balanced management scorecard, performance would still first deteriorate in the year ahead 
before it would gradually improve. And again, the fact that we had a strong sponsor who was 
intrinsically interested in understanding the content and the dynamic complexity of the issue 
at stake, we could get this message across and expectations were set accordingly with 
management and employees.  
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A few years later our sponsor came to give a guest lecture at the university and, indeed, 
reality had played out as projected during the study and several of the recommendations given 
had been taken to hear and had led to good results. 
Lesson 7: Good (management) involvement + unwelcome message = Good expectation 
management and implementation 
So, the lesson here was that if you are as a modeler the bringer of bad news, it helps a great 
deal if your sponsor is not interested in hearing good news, but really just (your best attempt 
at) the truth, either good or bad.  
Case 8: Learning the hard way (2007) 
A high-profile example of a situation where management did not want to hear the truth, but 
just the good news, happened a few years later when a telecom company introduced a new 
service but shoot itself in the foot by ramping up far too optimistically, not unlike the two 
cases discussed earlier on from 1995. After a public outcry had forced top management to 
stop advertising the new service altogether, a large SD modeling effort was set up to do a root 
cause analysis of the problems and come up with good solutions. The root cause analysis 
during the conceptual model building was extensive, involving over 100 management and 
staff in four separate large GMB sessions. Technical design and policy analysis once again 
went in expert mode with modelers and support team and led to a fairly large and 
sophisticated simulation model.  
Some of the top management sponsors of the modeling effort were really interested in the 
findings. Not all of them were. However, all the recommendations from the policy analysis 
pointed in the same direction, not so differently from the telecom study I did in 1995: quality 
of the orders and their processing would have to be improved, if not all other measures would 
fail. That sounded simple, safe and sound enough. And agreements were made to fix these 
quality issues now that the order load was minimal. And yet, some time later, when the order 
intake was ramped up again, it became clear that most of the quality issues had not been 
solved in a fundamental way. The existing culture simply was one where selling was 
appreciated, whereas fixing technical issues or, even worse, preventing issues from 
happening, was not.  
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Lesson 8: A model with a simple message running counter to the existing culture will be 
appreciated but not implemented 
This brings me to the lesson from this case: even if you lead a score of managers through a 
GMB process, even if the subsequent technical modeling is extensive and sound, even if the 
resulting message from all this is simple, all this will not lead to successful implementation if 
this message runs against the existing culture and existing managerial incentives.  
Case 9: Tipping points (2013) 
A later case with the same telecom company, but in a different area, was very different in 
almost every respect. This was not a consulting assignment but a research effort together with 
my PhD Yan Wang. There was only a small group of a handful of managers involved in the 
GMB sessions.  The model we made was also very small. Here, there was only one sponsor 
and she was once more intrinsically interested in what we were trying to find out. The model 
predicted, to our surprise, a tipping point behavior of gradual and slow deterioration of 
performance, leading to a complete and sudden collapse. This was potentially threatening 
enough for management, but also the most promising policy we could come up with would 
require crossing organizational borders and therefore also managerial territories.  
What was especially nice in this case was that, not only did management buy into our 
prediction of tipping point behavior; they also liked our far-reaching policy suggestion. 
Indeed, they told us: “that’s nice, we actually have been doing that for the last few months 
and, indeed, it seems to work!” 
Lesson 9: Surprise model behavior is nice, surprise real-world behavior is much better 
Case 10: Serendipity management (2014) 
This recent case was with an airline that was introducing a new type of aircraft, for which its 
entire workforce of pilots would have to be trained. Pilots are busy people, simulators and 
trainers for them are rare and expensive, formal requirements for changes in qualification are 
high and strict, and having excesses or shortages of either planes or pilots or both are 
extremely expensive. Conceptual and technical modeling was mostly done in expert mode, 
together with a small team of support staff. The resulting model was also fairly complex and 
“tightly coupled”, just as the real pilot workforce aging chain was. During the policy analysis 
phase, top management sponsors and line management became very active and interested, 
also in the deeper structure and dynamics of the model we had made.  
88 
 
One year later, there was a related issue for which I was invited to come and use the same 
model for different policy analyses with the sponsors. That worked quite nicely, and again 
sometime later the sponsor indicated that by his estimate they had already saved many 
millions on the basis of the insights gained by the model. That is always nice to hear, but the 
thing that I found especially relevant to share here, is that these insights were applied in an 
issue that we originally had not been seen as at the core of the problem. Rather, this was a 
related topic that, armed with the generic insight gained by management, could be tackled 
much more effectively as well. 
 Lesson 10: Smart clients pick up more from the modeling process than the answers to their 
immediate questions 
Case 11: Dawn of a new era? (2015) 
Transferring the insights from this last case into a regular business process is at the time of 
writing still ongoing, but going well indeed. This was a modeling assignment for a utility 
responsible for the rollout of so-called smart meters for electricity and gas usage in 
households. I call this the possible dawn of a new era, because my impression was that in this 
case, and indeed in other cases I am working on nowadays, the internal support staff is much 
better qualified to take over technical aspects of modeling and data analysis. Moreover, there 
is simply also much more relevant data available, also in time series format, also from a 
variety of sources.   
One side effect of this is that, as a modeler, I find that every equation I put in is screened 
and potentially challenged, leading to quite some extra work in technical design, but also 
leading to a better model and more trust with the client organization in the technical 
soundness of the model. Another side effect is that, in such a setting, the existing staff is quite 
able to take the model just made and transform its structure and insights into a regular 
operations process, in this case a sales and operations planning process. This leads to my last 
lesson. 
 Lesson 11: When the staff support team goes the extra mile, the modeler will have to work 
harder but implementation of findings will be much better 
Conclusion 
Over twenty years ago, the question to what extent a SD modeler was allowed to “lead the 
witness” seemed a very important one to me, not just from an ethical perspective but also 
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from a business implementation perspective. Now, dozens of modeling engagements later, I 
think the question remains nice but is really not so important. From a methodological setting, 
it remains impossible to observe and map a setting with real people without having an 
influence on them, and without having your own preconceptions playing a part in this. And 
during a modeling engagement, there is a natural flow as shown in Figure 1 from steering a 
little to steering a lot and then back to a little again. Also, in today’s businesses, a new 
generation of data-savvy and systems-minded business analysts may be climbing the ranks, 
making the modeler’s role a more modest one as well.  
Last but not least, in the end it is much more important how intrinsically motivated and 
interested the project sponsors are than how many hexagons or other consulting tricks the 
modeler has on his sleeve. These sponsors, their managers and their staff, they are the real 
heroes of the modeling effort. Try to help them with all the skills and modesty you have 
available, is I think the best advice I can give to fellow SD practitioners, after twenty-five 
years of trying to become a better modeler. And that remains a rather thin line to walk… 
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7: Individual participants and national power distance. Perceived effects of 
Group Model Building in intercultural perspective 
Monic Lansu, Pleun Van Arensbergen and Inge Bleijenbergh 
 
Introduction 
In the application of Group Model Building (GMB) as an intervention, the input of the 
participants in structuring a complex problem is crucial. There is a large level of participant 
interaction and involvement. Facilitators of GMB interventions focus on open communication 
between participants in order to help them gain insight in the complex problem, to foster 
consensus, and to create commitment to the results of the intervention and to proposed 
leverages for change. However, GMB was developed in the Netherlands and the United 
States, and therefore also mainly implemented there. These countries are characterized by a 
small national cultural power distance and a general acceptance of participative ways of 
working. The question is whether the GMB method also works in contexts with large power 
distance in which participative ways of working are less common. This paper aims to 
contribute to knowledge about the role of power distance as cultural context in the perceived 
effects of GMB, by comparing the perceived effects of GMB interventions in various 
countries differing in power distance. Our results show that perceived effects of GMB on 
communication, insight, learning and consensus are comparable in different cultural contexts, 
though there are gender differences on insight, and an interaction effect: women in large 
power distance countries report higher scores on commitment than women in small power 
distance countries. We offer some tentative explanations and suggestions for further research.  
Group Model Building (GMB) is a method of facilitated system dynamic model building, 
in which stakeholders from different positions inside and outside an organization, collaborate 
in order to structure a complex problem and to foster group decision making on this problem 
(Vennix, 1996). Stakeholder participation is characteristic of this method, which is mainly 
used for so called ‘messy problems’, complex dynamic problems on which stakeholders’ 
opinions vary as to the nature, causes of and solutions to these problems (Vennix, 1996). 
These are circumstances in which miscommunication and conflict easily arise, just like a lack 
of support for the outcomes of group decision making (Rouwette, Bleijenbergh, & Vennix, 
2016). The method of GMB therefore not only aims to support stakeholders in increasing their 
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insight in the complex problem, but also to strengthen process related outcomes involving 
quality of communication, consensus and commitment (Rouwette, 2011; Vennix, Scheper, & 
Willems, 1993).  
There are indications that GMB indeed positively influences the experienced quality of 
communication, the consensus reached and the commitment of the participants to the 
outcomes of the intervention (Rouwette, 2011; Rouwette et al., 2016). Meta research by Scott, 
Cavana, and Cameron (2016, p. 8) states that GMB can especially lead to increased consensus 
and commitment. Also, Scott et al. (2016) conclude that more research on the effects of GMB 
is necessary, particularly on the effects in multiple cases and in applied environments, in 
which stakeholders know their input to have significant influence within the organization. 
More research is also needed on the settings in which GMB can be effective. This paper 
focuses on multiple cases in applied environments, in a particular setting, i.e. academic 
institutions in various countries. Using a post intervention questionnaire to assess perceived 
effectiveness of GMB (Vennix et al., 1993), we contribute to a more systematic assessment of 
real life projects (Rouwette, 2011) in intercultural perspective. In the  following, we will 
further explain our focus on national culture. 
Participatory working methods and power distance 
First we address our considerations on the relevance to study the effects of GMB from the 
perspective of national culture. We consider the national culture as a set of relatively stable 
values, beliefs and assumptions, which people acquire in their early childhood. Research 
shows that these affect the effectiveness of management practices (Newman & Nollen, 1996). 
“National culture is a central organizing principle of employees’ understanding of 
work, their approach to it, and the way in which they expect to be treated. National 
culture implies that one way of acting or one set of outcomes is preferable to another. 
When management practices are inconsistent with these deeply held values, employees 
are likely to feel dissatisfied, distracted, uncomfortable, and uncommitted.” (Newman 
& Nollen, 1996, p. 755). 
Newman and Nollen (1996) show that congruence between national culture and 
management practices improves the performance of organizations. Their claim is based on the 
five dimensions of national culture proposed by Hofstede (1991): power distance, 
individualism versus collectivism, masculinity versus femininity, uncertainty avoidance, and 
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long term versus short term orientation. Newman and Nollen (1996) claim that in Western 
countries the popular participatory management practices are effective, because these 
countries are characterized by a small power distance. Power distance is the extent to which 
the less powerful members of institutions and organizations within a country expect and 
accept power to be divided unequally (Hofstede, Hofstede, & Minkov, 2010). In countries 
with large power distance, employees from various organizational levels would not feel 
comfortable to work together face-to-face. They would also have an anxious and suspicious 
approach towards participatory management, as “participation is not consistent with the 
national culture” (Newman & Nollen, 1996, p. 756). In addition it is claimed that in countries 
with small power distance, participatory methods are more established (Fagenson-Eland, 
Ensher, & Burke, 2004), better achievable and supported more naturally than in countries 
with large power distance (Hofstede et al., 2010).  
The participatory character of GMB feeds the expectation that the cultural dimension of 
power distance affects the participants’ experience of the method. However, so far no 
information on the results of GMB in various cultural contexts has been systematically 
collected. Two meta studies on the effects of GMB (Rouwette, Vennix, & Mullekom, 2002; 
Scott et al., 2016) do not specifically report on the location of the interventions, though 
Rouwette et al. (2002) did collect the geographical data of the organizations included in his 
review. Their database10 shows that the organizations were located in the Netherlands and 
Anglo-Saxon countries like the United States and Australia. Scott et al. (2016) do not report 
anything related to geographical location, countries or cultures of the cases they described. 
The affiliation of the authors who were cited, indicate that the meta research predominantly 
involved studies in Anglo-Saxon countries like the United States (Anderson & Richardson, 
1997), Australia and New Zealand (Scott et al., 2014), in addition to a series of studies on the 
effects of GMB in the Netherlands (Fokkinga, Bleijenbergh, & Vennix, 2009; McCardle-
Keurentjes, Rouwette, Vennix, & Jacobs, 2009; Van Nistelrooij, Rouwette, Verstijnen, & 
Vennix, 2012). This geographical concentration suggests that the effectiveness of GMB is 
mainly studied in specific cultural contexts in which power distance according to Hofstede et 
al. (2010) is relatively small. 
In this study we compare GMB interventions in four countries that vary on the cultural 
dimension of power distance. The central research question of this study is whether there are 
                                                          
10 Made available by Rouwette  
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differences in the GMB effects reported by participants in countries characterized by small 
and relatively large power distance. Based on literature on the role of power distance in the 
national culture and the way power distance coheres with management practices (Fagenson-
Eland, 2004; Hofstede et al., 2010; Newman & Nollen, 1996), we expect that there is a 
difference. We expect that participants in large power distance countries will report to a lesser 
extent that the intervention has contributed to improving open communication, insight, 
consensus and commitment, than participants in small power distance countries.  
Participants, design and procedure  
Fifty participants (38% male) from four different universities in four different countries 
participated in four separate GMB interventions. In all cases, the participants were employed 
by the university or the research institute that hosted the intervention. Participants were 
members of scientific, supportive and administrative staff, often placed at management 
positions. The groups varied in size between 9 and 16 participants. 
Table 1. Characteristics of participants to Group Model Building cases 
 France Germany the Netherlands Turkey 
Number of participants 14 9 11 16 
Organizational 
position of participants 
Director, 
secretary 
general, 
associate 
professor, policy 
advisor, HRM, 
postdoc 
Board member, 
full professor, 
head of 
deparment, 
policy officer, 
staff officer 
Dean, chair, full 
professor, 
assistant 
professor, 
postdoc 
Dean, vice dean, 
president 
advisor, chair, 
full professor, 
associate 
professor 
Gender balance (m/f) 8/6 2/7 5/6 4/12 
Language English 
(sometimes 
French) 
English 
(sometimes 
German) 
Dutch 
(sometimes 
English) 
English 
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The four cases in this study are part of the European FP7-funded research project EGERA 
(Effective Gender Equality in Research and the Academia). The study concerns qualitative 
GMB interventions aimed at gender equality in science, that have been implemented at 
universities and research institutes in France, Germany, the Netherlands, and Turkey. The 
authors of this paper, in varying combinations, formed the facilitation team in each of the 
interventions. All interventions made use of the same design and GMB scripts (Andersen & 
Richardson, 1997): discussion of data over time, definition of the problem, nominal group 
technique, modeling, and identification of leverages for change (Vennix, 1996). Each 
intervention consisted of two sessions of four hours, with some time in between the sessions, 
varying from a couple of days to two weeks. Between sessions, participants received a 
workbook with the report of the first session and some questions to be answered in 
preparation to the second session.  
For this study we grouped the four cases into two clusters of power distance: small and 
high. The most recent Power Distance Index (PDI) (Hofstede et al., 2010) ranks 76 countries, 
and gives them an index between 11 and 10411. To give an idea: most Eastern European 
countries have a large power distance, with indices of 70 or more, while the Scandinavian 
countries show the smallest power distance (PDI 18-33). Germany and the Netherlands have 
relatively small power distance, with PDI’s of respectively 35 and 38. France and Turkey 
have a relatively large power distance, with PDI´s of 68 and 66 respectively. In each separate 
case, at the end of the second GMB session, participants were asked to fill out a questionnaire 
with nineteen closed questions.  
Measures 
A written questionnaire with closed questions (Vennix, 1993) was deployed to measure to 
what extent the participants experienced that the GMB intervention in which they 
participated, contributed to Communication, Insight, Consensus and Commitment: the CICC 
questionnaire. Meta research comparing the effects of GMB in various countries (Rouwette et 
al., 2002; Scott et al., 2016) problematizes the use of self-reports as a measure for the 
effectiveness of GMB interventions. However, the systematic use of questionnaires, such as 
the CICC questionnaire in this paper, can be a valuable tool to support scientific evaluation of 
GMB results (Rouwette, 2011). 
                                                          
11 The index rises above 100 because new countries are added to the countries Hofstede originally used to make 
the index, and Hofstede et al. (2010) chose not to adapt the indexing. 
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The CICC questionnaire has nineteen questions, measured with a 5-point Likert scale 
(from strongly agree to strongly disagree). A score of 3 represents a neutral assessment by the 
participant on the contribution the intervention has to communication, insight, consensus and 
commitment, whereas a score of less than 3 means that the participant feels the intervention 
contributed positively. The questions are divided in four scales with all a moderate internal 
consistency12: communication (four items, Cronbach’s α = .48), insight (five items, 
Cronbach’s α = .51), consensus (four items, Cronbach’s α = .57) and commitment (four items, 
Cronbach’s α = .58). In addition, the questionnaire contains two items on the efficiency (using 
modelling in approaching the problem is efficient) and general success (all in all I think these 
meetings were successful) of the intervention. 
Research on the validity of the questionnaire (Rouwette, 2011), has shown that participants 
understand communication to involve the quality of the discussion between different 
participants, e.g. the extent to which participants in GMB think there was openness and equal 
exchange of ideas during the intervention. Consensus refers to agreement on the model, the 
assumptions in the model, and the conclusions. Commitment relates primarily to the 
willingness to work with the results of the project. To a large extent, the CICC questionnaire 
measures dimensions for communication, consensus and commitment that match concepts 
described in literature (Rouwette, 2011). The scale for insight was meant to measure the 
increase in the amount of learning that participants experienced (Vennix et al., 1993), 
although research shows that participants have difficulty evaluating what they have learned 
(Rouwette, Korzilius, Vennix, & Jacobs, 2011). Rouwette (2011) did not try to validate this 
scale. As this paper studies the effects of GMB as perceived by the participants, we see 
discussion on the validity of insight and the other effects as outside the scope of this paper.  
All in all, 29 of 50 participants (58%) filled out the questionnaire: 8 in France, 6 in 
Germany, 8 in the Netherlands, and 7 in Turkey).13 We compare the answers to the 
questionnaires of participants to the interventions in Germany and the Netherlands (small 
power distance) to those of participants from France and Turkey (large power distance). 
These two groups vary little in size: 14 participants in the group with small power distance, 15 
in the large power distance group. 
                                                          
12 The moderate internal consistency as reflected in the Cronbach’s alpha’s of .50 - .60 could indicate that the 
items are interpreted in a conceptual different way by respondents representing different cultural backgrounds. 
This should be further analyzed, for example by testing the measurements invariance by conducting 
confirmatory factor analyses.   
13 Not all participants attended both sessions and a number of participants had to leave before the end of the 
session because of other obligations, and as a consequence did not fill out the questionnaire. 
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Results 
The Shapiro-Wilk test shows that the scores on the four scales are normally distributed (Table 
2). The average for the four scales has been calculated for the group of participants that is 
characterized by a small power distance and for the group that is characterized by a large 
power distance (Table 3). 
 
Table 2. Shapiro-Wilk Test of normality for small and large power distance groups 
Scale Power 
distance 
Statistic df Sig. 
Communication Small .918 14 .208 
Large .927 15 .244 
Insight Small .971 14 .887 
Large .937 15 .343 
Consensus Small .896 14 .099 
Large .957 15 .641 
Commitment Small .926 14 .267 
Large .963 15 .751 
 
First we tested if the participants perceived the intervention to have had a positive effect at 
all. For each scale, the averages differ significantly from a neutral score of 3 (t-test for one 
mean, two-sided significance p <.001), meaning that participants from countries with large as 
well as small power distance believe that the GMB intervention has contributed to the 
creation of communication, insight, consensus and commitment. Next, we tested whether the 
average scores for the small and large power distance groups differ. A t-test for two 
independent samples shows no significant differences between the two groups on the four 
scales (p > .05).  
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Table 3. Mean scores on communication, insight, consensus and commitment (CICC) for 
participants in small compared to large power distance countries, including t-test results 
 Power 
distance 
n M SD t (df) 
Communication Small 14 1.86 0.41 -0.83 (27) 
Large 15 2.02 0.60 
Insight Small 14 1.84 0.42 -1.21 (27) 
Large 15 2.03 0.40 
Consensus Small 14 1.68 0.49 -0.24 (27) 
Large 15 1.72 0.38 
Commitment Small 14 1.96 0.47 0.67 (27) 
Large 15 1.84 0.49 
 
The central topic of the interventions in all four cases was gender equality in science, and 
typical of all cases was an under-representation of women in senior scientific and 
management positions. Given the central role of gender in the interventions, we looked for 
gender differences in the experience of the Group Model Building method.  
 
Table 4. Shapiro-Wilk Test of normality for women and men 
Scale Gender Statistic df Sig. 
Communication Women .940 22 .197 
Men .960 7 .819 
Insight Women .959 22 .472 
Men .933 7 .573 
Consensus Women .949 22 .305 
Men .980 7 .958 
Commitment Women .952 22 .353 
Men .960 7 .570 
 
The Shapiro-Wilk test shows that the scores on the four scales are normally distributed for 
women and men (Table 4). A t-test showed that the scores of both women and men differ 
significantly from neutral (two-sided significance p <.001) and thus both women and men 
find that the intervention contributed to communication, insight, consensus and commitment 
(see Table 5). A comparison between women and men shows that their scores are 
significantly different on the scale insight (t-test, p = .05). Women find the intervention has 
101 
 
contributed more to insight into (M = 1.85; SD = 0.41) the problem than men (M = 2.20; SD = 
0.33 or M = 2.21; SD = 0.39). For the scale of commitment, there is an interaction effect of 
power distance and gender. The difference in assessment of commitment occurs only for 
participants from countries with large power distance (F(1,25) = 4.19; p = .05): here women 
experience a greater contribution to commitment (M = 1.68; SD = 0.39) than men (M = 2.50; 
SD = 0.25). There appears to be no difference in commitment between men and women from 
countries with small power distance. 
 
Table 5. Mean scores on communication, insight, consensus and commitment (CICC) for 
females and males including t-test results 
 Gender n M SD t(df) 
Communication Women 22 1.92 0.57 -0.35 (27) 
Men 7 2.00 0.32 
Insight Women 22 1.85 0.41 -2.04 (27)* 
Men 7 2.20 0.33 
Consensus Women 22 1.65 0.42 -1.14 (27) 
Men 7 1.86 0.43 
Commitment Women 22 1.80 0.46 -2.11 (27)** 
Men 7 2.21 0.39 
Note. *p = .05, **p = .04 
 
Conclusion and discussion 
The intervention method Group Model Building aims to enlarge open communication 
between participants and to increase their insight in a specific complex problem, to create 
consensus about the problem, and commitment to the outcomes. Because of the strong 
participatory character of the method, we expected that the effects of the intervention would 
be experienced differently for participants in countries characterized by varying degrees of 
power distance as a dimension of national culture. More specifically we expected participants 
in countries with a large power distance (France and Turkey) to indicate smaller contributions 
of the intervention than participants in countries characterized by a small power distance (the 
Netherlands and Germany). Therefore we examined whether there are differences in the 
results of GMB that participants report in countries with small and large power distance. We 
did not find such a difference: this study shows that both participants in countries with a large 
power distance as well as participants in countries with a small power distance perceived the 
intervention as effective. The fact that we did not find these differences indicates that the 
effectiveness of the intervention method is not restricted to countries with small power 
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distances, nor to participants that are more familiar with participatory methods. It could also 
be that the influence of national culture on interventions like GMB is smaller than the 
influence of organizational culture. Further research could look into the importance of 
organizational culture. 
However, there were differences in the evaluation of two out of four intervention results. In 
the first place, women, more strongly than men, indicated that the intervention contributed to 
more insight into the problem. An explanation of this gender difference in the perception of 
commitment effects might be that women are more strongly involved in the specific subject of 
the interventions in the four cases, gender equality in science. In all cases women were 
underrepresented in higher academic and management positions. Also there was an 
interaction effect regarding commitment to the results: in countries with a large power 
distance, women gave higher scores to commitment than men did. In countries with small 
power distance, there was no such difference. We cannot explain this difference. Extended 
research is needed to gain more insight in possible gender differences in the perception of 
GMB effects, for instance through international comparative research into interventions with 
a more gender neutral subject.  
In this study, the focus is on the perception of the participants. Extended research, for 
instance into the extent to which the outcomes of GMB interventions percolate into the 
organization, is necessary to find out whether the method has differential results in 
organizations stationed in countries that differ on the cultural dimension of power distance. In 
addition, the influence of other national cultural dimensions, such as femininity/masculinity, 
could have effects on perceived effects of GMB, either direct or in interaction with the power 
distance of the country, or the gender of participants. An additional suggestion for further 
research is to take into account personal attributes of individual stakeholders, e.g. on their 
openness to change, which appears to be an important explanatory variable for the perceived 
success of participatory methods (McCartt & Rohrbaugh, 1995). 
A final suggestion for further research is related to power, e.g. regarding intergroup 
differences of participants’ material power positions within the organization. In this study, we 
specifically looked at power distance as a national cultural dimension of the entire group of 
participants. What is the role of relative power differences between the group of participants? 
Does GMB have different perceived results in groups with little power distance between 
participants compared to groups with participants that differ substantially in power distance? 
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Also it would be interesting to involve the amount of power-leveling in these groups (Van 
Nistelrooij et al., 2012) in the analysis. 
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8: Sustainable organizations and the role of HR: HR related interventions 
towards sustainable change processes 
 
Introduction 
Joost Bücker 
Since the 2008 economic crisis and the late 2015 International Climate Change Agreement 
(the Paris agreement) on a decrease and final ban of the use of carbon energy resources, the 
debate regarding sustainability of organizations and people worldwide, initiated by the 
Brundtland report (WCED, 1987), has intensified. We are urged to take full responsibility for 
individual and organizational behaviour outcomes, and make ‘dirty’ hands. “Issues of 
environmental degradation, marginalization of significant social groups, radicalism and 
protests against capitalism, and the search for innovations in public and private sectors that 
deal with these dilemmas have increasingly become imperative nowadays” (Jabbour & 
Santos, 2008, p. 2133). Corporations in various sectors and industries, such as oil and gas 
industry, energy, financial services, and pension funds, are expected to actively lead 
transformation into more sustainable organizations and investments. A search for 
development criteria which include economic, social, and environmental elements is needed 
(Jabbour & Santos, 2008). 
Although all stakeholders in organizations need to play their role in this transformation 
process, there is a special role for strategic HRM with regard to developing sustainable people 
management policies. Boudreau and Ramstad (2005) see the need of a paradigm shift to 
integrate Human Resource Management with sustainability, moving from a traditional 
economic profit perspective to a new sustainability perspective. Although there is interest in 
making organizations more economically, ecologically and socially sustainable, up until now, 
research on HRM and sustainability is scarce. Ehnert and Wes (2012) see two directions in 
which the need for sustainable HRM could be underpinned. At the macro-level, an 
organization is perceived in its larger environment and HRM can contribute to the societal 
discussion about corporate sustainability. Simply said, HRM cannot stay out of this discussion 
(Jackson et al., 2011). At a micro and meso level, the focus is on the internal processes of 
HRM. Here “the debate is linked to the observation of scarce human resources, of aging 
workforces, and of increasing work-related health problems and the argument is that fostering 
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the sustainability of the HRM system itself becomes a ‘survival strategy’ for organizations 
dependent on high quality employees” (Ehnert & Wes, 2012, p. 223). 
Defining Sustainable HRM 
Research on sustainable HRM originated from a few countries only, such as Germany, 
Switzerland, and Australia (Ehnert & Wes, 2012). Wilkonsson, Hill and Gollan (2001) 
focused on the short term use of human resources in organizations. The authors speak about 
‘consumption’ of people instead of ‘reproduction’. Zaugg et al. (2001) go one step further and 
claim that a sustainable use of the capabilities of people in organizations can lead to a 
competitive advantage, especially where there is labour scarcity. These authors define 
sustainable HRM as “long term socially and economically efficient recruitment, development, 
retainment and dis-employment of employees” (p. II). Most definitions in this period were 
focused on the long term survival, on the viability of organizations, and a future orientation 
(Ehnert & Wes, 2012).  
Later studies used terms such as ‘sustainable work systems,’ HRM’, ‘talent management’, 
and ‘HRM and stakeholder theory’ (Ehnert & Wes, 2012). Cohen et al. (2010, p. 1) define a 
sustainable organization as an “enterprise that simultaneously contributes economic, social 
and environmental benefits — known as the “triple bottom line” — to society while also 
ensuring its own long-term sustainability as an organization.” Sustainable HRM in their view 
is the use of the tools of HR to create a workforce that has the trust, values, skills and 
motivation to achieve a profitable triple bottom line. 
In this liber amicorum contribution for Jac Vennix, we focus on sustainable HRM, 
referring to Socially Responsible HRM (Cohen, 2010), combining social sustainability and 
Corporate Social Responsibility (CSR). This fits well in the Nijmegen School of Management 
(NSM) social science perspective on business administration where multiple value creation is 
key and where a social and organizational perspective beyond an economic perspective are 
central. The NSM Strategic HRM group uses this multidisciplinary approach with a focus on 
social embeddedness. Six scholars of the NSM Strategic HRM group take the opportunity to 
offer their research view and output on Socially Responsible HRM, zooming in on sustainable 
employability or careers, gender diversity, cultural intelligence, the flexible workforce, high 
performance work systems, and financial participation. Each of these individual contributions 
describes the challenges of sustainable HRM in the midst of a rapidly changing environment 
characterised by globalization, geographical mobility, strong competition, and decreasing 
social security support from governments. After these individual sustainable HR related 
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contributions, we will conclude this article answering the question if there is something like a 
‘Nijmegen approach towards Social Responsible HRM.’ 
Sustainable careers 
Beatrice Van der Heijden 
Recently, Van der Heijden and De Vos (2015), building upon their own empirical work on 
careers and their antecedents, both in terms of organizational as well as individual career 
initiatives, and their outcomes, have come up with a conceptualization of ‘sustainable 
careers’. They believe that changes with regard to time, social space, agency and meaning, 
being the four dimensions that they have incorporated in their definition, have important 
implications for nowadays’ careers, the practice of career management, and the scholarly field 
of career studies. Specifically, as workers have moved from an expectation of lifelong 
employment towards a focus on the need to protect their employability (Van der Heijden, De 
Lange, Demerouti, & Van der Heijde, 2009), it is important to increase our knowledge of 
those elements that contribute to sustainable careers for all workers. In line with one of the 
research pillars of Business Administration at the Radboud University (that is, Responsible 
Organization), we follow an integrative approach that focuses on social relationships between 
multiple stakeholders (or actors), and a better understanding of the importance of good 
management of careers, and eventually, of organizations. As such, we conduct research on the 
principles and processes that govern the different ways in which social relationships, within 
and outside organizations, affect how sustainable careers are managed and meaningful 
performance is established, and on how management can influence multiple value creation.  
Contemporary career research departed from the complex and constantly changing socio-
economic environment and already introduced new career concepts, such as the boundaryless 
career, protean career, kaleidoscope career, customized career, and post-corporate career (see 
Van der Heijden & De Vos, 2015 for key references on these career concepts). Although these 
career concepts respond to changing employment relationships, Van der Heijden and De Vos 
(2015) go one step further by adding the perspective of ‘sustainability’, thereby incorporating 
evolutions in the four dimensions mentioned above (that is, time, social space, agency, and 
meaning). They do not aim to replace contemporary career concepts, they rather advocate a 
fresh perspective on careers that recognizes the complexity of the career concept, thereby 
elaborating on existing career concepts.  
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The concept of sustainable careers is defined as “the sequence of an individual’s different 
career experiences, reflected through a variety of patterns of continuity over time, crossing 
several social spaces, and characterized by individual agency, herewith providing meaning to 
the individual” (Van der Heijden & De Vos, 2015, p. 7). They emphasize that the focus of 
their definition lies on the individual, yet, that a career can only be sustainable in case a 
balance has been reached between individual and organizational needs. Therefore, continuity 
for both the individual and for the organization are required. As such, Van der Heijden and De 
Vos (2015) have brought the organization back into the definition of careers, albeit while 
attaching a broader meaning to it than has been done previously. Nowadays, there are many 
different types of organizations, implying that sustainability of the individual’s career is 
highly dependent upon the ability one has to align individual needs with the needs of the 
specific type of organization one is employed with. As such, they turn back to Schein’s (1978) 
conception of careers as a matching process between individual and organizational 
expectations. 
Van der Heijden and De Vos (2015) believe that the complexity of today’s world calls for 
the need to take a broader and long-term view, incorporating both stimulating and hindering 
factors in the light of sustainable career outcomes. In their view, a sustainable career is thus 
one that endures over time and that is characterized by development, conservation and 
renewal of the working individual’s career-related resources, including human and social 
capital as well as personal characteristics. Building on the general notion of sustainability, 
sustainability in careers implies protecting and fostering (rather than depleting) human and 
career development with a focus on balance and renewal (Newman, 2011).  
Concrete, if we consider the concept of sustainable careers across the life-span, it is 
obvious that sustainability appears to be increasingly problematic in many key stages of the 
career life cycle (Greenhaus & Kossek, 2014). Therefore, Van der Heijden and De Vos (2015) 
stress the need for an integrative approach that highlights the role and interconnectedness of 
multiple actors (that is, individual employees, employers, organizations, and other 
stakeholders) in the process of enhancing sustainable careers. Notwithstanding the individual 
responsibility for sustainable careers, organizations should also be actively engaged in 
protecting and enhancing sustainability at work. That is to say, the efforts and activities of 
both employees and employers should be carefully aligned in order to come up with life-span-
aware and diversity-friendly sustainable career management. Therefore, they call for a non-
normative framework aimed at enhancing healthy, prosperous, productive and challenging 
careers that are beneficial for both parties involved. Sustainable careers are built upon the 
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notion that they should allow individuals to have positive career experiences over the long 
term in ways that promote organizational and individual effectiveness. Therefore, in our 
opinion, mutual understanding between employee and employer (in particular direct 
management parties) is key in order to respond to the above-mentioned pluriformity of the 
workforce and to align employees’ individual aspirations, capabilities and expectations with 
regard to work and private life with the employer’s goals and expectations (see also Van der 
Heijden, 2005). 
Interventions for equality, diversity and inclusion 
Yvonne Benschop 
There is ample support for the thesis that a sustainable workforce means a diverse workforce 
and that diversity needs to be managed, because equality and inclusion do not come naturally 
to organizations (Kirton & Greene, 2016). There is also a long history of interventions that 
aimed to change organizations towards equality, diversity and inclusion. Yet, labor market 
statistics keep showing persistent patterns of occupational segregation and wage gaps along 
multiple social identity categories such as gender, race, ethnicity age, class, and sexuality. 
This shows that the quest for interventions that will lead to a sustainable workforce is not 
accomplished. In Jac Vennix’s (1999) terms, equality, diversity and inclusion continue to be 
messy problems for organizations today. The resilience and persistence of inequalities make 
organizational change in this area complex indeed, in particular since interventions to change 
can have unintended side effects, can produce new inequalities and are frequently 
counteracted by inequality practices (Van den Brink & Benschop, 2012).  
What does it take to come to a sustainable SHRM and shed new light on the design, 
implementation and evaluation of interventions? First, further clarification of the ultimate 
goal of change in this area is needed. Currently, the dominant discourse points to three core, 
interrelated concepts: equality, diversity and inclusion. These concepts are a moving target, 
subject to heated debate and change over time, influenced by feminist, political and social 
theories and organizational practices (Verloo, 2005; Walby, 2005). What is it exactly that 
should be achieved?  Changing the numerical representation of minority diversity groups in 
the workforce is one part of the agenda, but the ambition for change tends to be much higher. 
It includes non-quantifiable goals pertaining to equality - in visibility, access to power and 
participation in decision making (Benschop & Verloo, 2006; Janssens & Zanoni, 2014; Mor-
Barak & Cherin, 1998) - , and to inclusion - full participation of all people, contributing to 
112 
 
collective goals and maintaining and expressing their valued identities - (Ferdman, 2014). 
Yet, it is difficult to assess equality and inclusion beyond the numbers and more effort is 
needed to explicate non-quantifiable goals.  
Second, changing organizations is a notorious difficult task, and many interventions fail. 
Resistance to change is typically strong when an organization’s cultural norms, beliefs, 
attitudes and values are the target of change efforts. This is certainly the case with 
interventions  that target equality, diversity and inclusion in organizational practices and 
routines (Benschop & Verloo 2006). Previous research has developed different 
conceptualizations of how equality, diversity and inclusion are valued in organizations (or 
not), such as the organization’s perspective on diversity (Ely & Thomas, 2001), the diversity 
strategy (Ortlieb & Sieben, 2013) or the climate for inclusion (Nishii, 2013). These typologies 
of organizations can help to compare different organizations, but they are not very helpful to 
identify the suitable interventions, as resistance to change can come from different 
stakeholders. For interventions to work, there needs to be an alignment of the proposed 
intervention with the organization culture. Jac Vennix’s work offers some insights for the 
alignment of organizational cultures and interventions, for instance regarding the involvement 
of multiple stakeholders to understand complex problems as a way to build commitment to 
proposals for change. A few studies have used Vennix’s work on Group Model Building in 
gender and diversity interventions (Bleijenbergh, Benschop, & Vennix, 2013; Bleijenbergh & 
Van Engen, 2015). These studies show how stakeholders bring their expertise and diagnosis 
of the problem to the table, engage in a facilitated discussion with each other and with 
diversity experts, and  come to a shared problem definition. This shared problem definition 
can become the input for the design and implementation of interventions, creating more 
support and less resistance from stakeholders for the proposed interventions. 
Building sustainable skills: Developing cross-cultural competence with the help of 
Ecotonos, a cross-cultural simulation intervention 
Joost Bücker 
Societal change as a result of globalization and development of technology, brings new 
challenges. Growing mobility in the form of expatriates, business travelers or global 
professionals sent abroad  by their employers result in increased intercultural contact between 
individuals from various cultures. Communication across cultural barriers is not easy; it often 
leads to misunderstanding and conflict. Individuals need to develop cross-cultural competence 
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to learn to communicate more effectively across cultures. Cross-cultural competence is 
represented by several constructs, such as a global mindset (Levy et al., 2007), cultural 
sensitivity (Shapiro et al., 2008), multicultural personality (Van der Zee & Van Oudenhoven, 
2000), and cultural intelligence (Bücker & Poutsma, 2010). The cultural intelligence (CQ) 
construct (Earley & Ang, 2003) consists of four dimensions: a cognitive, metacognitive, 
motivational, and behavioral dimension. CQ has a more dynamic character than global 
mindset. Ang et al. (2007) developed the CQ Scale, a measurement instrument to measure 
cultural intelligence. Furthermore, CQ’s antecedents and outcomes have been studied 
intensively (Bücker et al., 2014). Development of cultural intelligence is essential for staff of 
international firms; such a development may result from an international assignment (e.g., 
expatriation), the experience of working and living in another country or by training and 
education. 
As an increasing number of higher educated students will sooner or later be confronted 
with individuals from other cultures in their job, higher education institutes need to take 
responsibility for cross-cultural learning and education in their curricula. Barth and Timm, 
2011, p. 1) uses the term Higher Education for Sustainable Development (ESD) that, against a 
background of globalization and complexity, aims at enabling people to not only acquire and 
generate knowledge, but also to reflect on further effects and the complexity of behavior and 
decisions in a future-oriented and global perspective of responsibility. Cross-cultural 
competence or cultural intelligence can be developed in various ways. Traditionally, 
universities make use of cognitive learning by transferring knowledge about cultures and 
cultural differences to students. As the development of cultural intelligence assumes reflection 
about an individual’s cultural values, experiential learning (e.g., in the form of role plays) has 
proven to be more effective (Bücker & Korzilius, 2015). 
 Ecotonos (Intercultural Press) is such an experiential learning tool that is used at the 
Radboud University within the recently developed International Business Administration 
program which prepares students for an international business career. Ecotonos is part of the 
course Cross-Cultural Management & Communication. The course starts with traditional 
cognitive learning (transferring culture related knowledge), its relations to management and 
performance, and the need for international professionals/ managers to develop their 
intercultural competence. After this cognitive learning the experiential learning activity 
Ecotonos takes place. Experiential learning helps individuals become aware of and enables 
them to change their behavior (Ng et al., 2009). In this simulation game students learn what it 
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means to acculturate and what the impact is of working with different cultures within a 
problem-solving team. 
Students first go through an accelerated acculturation process. Three groups of 6-10 
students, develop a (new) (tribe or people’s) culture by creating a story, a myth, an 
imagination of their ancestors, their history. Simultaneously, these groups are asked to 
integrate and apply norms (written on rule cards) in their team culture. Each team is invited to 
visualize their culture on a poster using pictures and pencils. After this acculturation 
assignment, the team (with their visible new culture) works on an assignment, e.g., the 
building of a bridge from paper and glue. Half way this construction process some of the 
students of the three teams are asked to switch to another team to support this new team in 
building bridges. After this switch the (now multicultural) teams work further on completing 
their paper bridge. The simulation takes 60 minutes in total. After the simulation students 
reflect on the roles they performed during this role play and later write a reflection report on 
this role experience embedding it within literature about cultural intelligence development. 
Next, students learn how cultural intelligence can support innovative work behavior with the 
appropriate use of divergent and convergent information processes. The Ecotonos workshop 
supports students in effective communication across cultures during their study program but 
also in their future career working towards sustainable global solutions for global business 
problems. 
Looking beyond good intentions: Using a paradox lens to study sustainable work 
interventions in contemporary flexible labour markets 
Pascale Peters 
A Multiple Stakeholder/Multi-Level ‘Process Approach to Paradox in Sustainable Work’ 
In the current labour market debates, employability is often presented as a means to meet both 
employers’ and employees’ needs and demands for flexibility and security. In previous days, 
security was provided by welfare state institutions and policies and life-time employment with 
an employer. However, in current global and dynamic market and institutional contexts, many 
employers can no longer guarantee the ‘job for life.’ Therefore, flexible contracts have 
become more common and the responsibility for employability has increasingly been shifted 
towards individual workers. Despite this, ‘organizing for new security through enhanced 
employability’ is also acknowledged to be a collective responsibility (e.g., top management, 
line managers, HRM-manager, employees, works council representatives, trade union 
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representatives, national and local governance organisations, non-governmental organisations, 
et cetera). The plea for collaboration and partnerships relates to the debate on sustainable 
HRM (Aust, Brandl, & Keegan, 2015; Ehnert, 2014) and HRM ethics (Paauwe, 2004; Paauwe 
et al., 2013, p. 198). It may concern questions the alumni of our master program (SHRM) will 
need to find innovative answers to, such as whether or not to invest selectively in key human 
resources, or to include all workers, including flexible workers (see also Peters & Lam, 2015).  
In line with the didactic principles of our educational master program, my course ‘HRM 
and the Flexible Workforce’ aims to challenge, activate, develop and inspire master students 
through assignments linking academic theory and practice, i.e., theory and action-based 
learning. They are stimulated to use the paradox lens, being one of the characteristics of 
Sustainable HRM (Ehnert, 2014), as it can fruitfully inform HRM scholars and labour market 
stakeholders to search jointly for creative and innovative ways to study and govern wicked, 
contemporary sustainability and employability issues. This year, master students 
(participating in the course HRM and the Flexible Workforce) conducted a research project 
that looked into how an organization’s HRM managers, in collaboration with other 
stakeholders, take up a proactive role in developing sustainable organizations by including 
‘multiple bottom-lines’ relating to people, profit and planet (see Ehnert, 2014). It was 
questioned why and how HRM managers and other labour market stakeholders (jointly) 
adopted ‘employability enhancing strategies, policies and practices’ (EP&Ps), for example, by 
promoting employee development (education, training, and career development); internal and 
external mobility; health and vitality? Although the HRM managers in the case organizations 
appeared to be aware of the need and to be willing to stimulate employability, due to 
conflicting market demands, institutional pressures, and diverse stakeholder interests, they 
struggled with how to design EP&Ps successfully. In practice, the intended HRM practices 
appeared to lack effectiveness: they were not (or only partly) implemented in the intended 
way and were not used by workers at the shop floor level!  
In order to understand this lack of effectiveness of the EP&Ps, in line with Peters and Lam 
(2015), the students’ project employed a Process Approach to Paradox (Jarzabkowski, Lê & 
Van de Ven, 2013), combining insights from the paradox literature (Lewis, 2000; Lewis & 
Smith, 2014) and the Process Model of HRM (Wright & Nishii, 2007). Like in the multiple 
case study by Peters and Lam (2015), intended EP&Ps were shown to be surrounded by 
multiple paradoxes which can be defined as “contradictory yet interrelated elements that exist 
simultaneously and persist over time” (Smith & Lewis, 2011, p. 382). Moreover, also in the 
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students’ case organizations, ‘organizing paradoxical’ tensions associated with the intended 
EP&Ps could be identified. Moreover, they were able to show how these paradoxical tensions 
spilled over and created new paradoxical tensions at the shop-floor level and cumulatively 
impacted line managers’ and employees’ passive or active paradox responses (see Peters & 
Lam, 2015). Peters and Lam (2015) already distinguished the following paradoxes: 
The first was the so called ‘(inverted) flexibility/commitment paradox’: Both poles of this 
‘organizing paradox’ relate to the employability concept focussing both on flexibility 
(proactive and reactive flexibility and organizational and team commitment) (see Van der 
Heijde & Van der Heijden, 2006). The innovative EP&Ps intended by HRM to enhance 
workers’ flexibility and (internal and external) mobility, meanwhile maintaining commitment. 
Micro-level stakeholders, however, rather prioritized the commitment pole over the flexibility 
pole, leading to low actual internal and external mobility. These latter responses reflected line 
managers’ fear to lose employee commitment and external mobility resulting from 
employability investments and employees’ willingness to stay employed at their organization 
(see De Cuyper & De Witte, 2011; Van der Heijde & Van der Heijden, 2006). 
The second was the ‘self-management/(human resource) management paradox’: The poles 
‘self-management’ (‘take ownership’) and ‘(human resource) management’ (‘organizational 
support’) both relate to sustainable HRM (De Prins et al., 2015) in which line managers are 
stimulated to implement the innovative EP&Ps and workers to use these. However, both 
micro-level stakeholders relied on the role of the organisation and the social safety net and 
remained rather passive. Associated paradoxical tensions were shown to be rooted in old 
labour market rules and regulations, on the one hand, and contemporary (labor) market 
developments, on the other. Whereas the latter pressured the organizations to shift towards 
employees’ career self-management, the former did not stimulate managers and employees to 
take an active role in the EP&Ps’ implementation and use.  
The third was the ‘sustainability/effectiveness and efficiency paradox’: The tensions 
between the poles ‘sustainability’ and ‘effectiveness and efficiency’ (see Ehnert, 2014) were 
rooted in conflicting statutory health and retirement regulations, on the one hand, and 
intensified work demands due to enhanced market pressures, on the other. HRM’s main 
intention with the development of innovative EP&Ps was to search for new ways to improve 
sustainability in the long term. At the shop-floor, however, managers and employees 
prioritized effectiveness and efficiency as this served their own interests more directly. 
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Although the paradox lens was new to students, they appreciated the new insights gained 
through its use and the value it could have in their professional future work. In a personal 
reflection on one of the assignments, master student Alexandra Keunen (2016, p. 19) stated:  
“The theories provided in this course gave me new insights on the HRM profession. I had 
never heard about sustainable HRM, but it is a way of thinking about HRM that I like; 
recovering the respect for internal stakeholders by treating them as human beings again 
and striving for a viable organization on the longer run by balancing the needs of all 
stakeholders. The sustainable HRM perspective made me recognize that HRM 
professionals are not only balancing the needs of employers and workers, but there are a lot 
more stakeholders that HRM professionals need to take into account when they want to 
conduct sustainable HRM, which made it interesting to focus on developments in the 
external environment of organizations… I think that looking at HRM through a paradox 
lens will represent the reality that HRM is facing. In figuring out what developments in the 
external environment of organizations might hinder managing sustainable HRM it was 
interesting to find out that needs of external stakeholders can be paradoxical.” 
High Performance Work Systems research: A contribution to sustainable HRM? 
Roel Schouteten 
The term High Performance Work Systems (HPWS) was first used by Huselid (1995) to 
define a set of HR practices that were related to turnover, accounting profits and firm market 
value. It marked the beginning of a vivid research area into the relation between HRM and 
organizational performance. According to Peccei (2004), this relationship is the Holy Grail in 
HRM research. However, twenty years after Huselid’s groundbreaking study, there is still 
considerable debate regarding the linkage between HRM and performance. A vast body of 
empirical research has demonstrated that there is at least a weak relationship between HR 
practices and organizational performance, however the evidence is mostly circumstantial 
(e.g., Wall & Wood, 2005). The main challenges are related to theoretical ambiguity and 
empirical invalidity in the studies so far (Paauwe, Wright, & Guest, 2013). A characteristic 
observation for this by Kepes and Delery (2007, p. 57) is that ‘nearly all empirical studies 
have measured different HRM practices and constructed HRM strategy and system measures 
in different ways’. In a similar vein, many different measures of performance have been used, 
varying from HRM and organizational outcomes, such as absenteeism, turnover and 
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productivity, to more distal financial and market performance outcomes – not likely to be 
directly affected by HRM practices – such as return on investment and market share. 
There is growing consensus about the fact that there are various aspects and processes 
mediating the relationship between HRM and performance, called the ‘black box of HRM’ 
(Boxall & Purcell, 2008). More recent models that try to explain the impact of HRM on 
performance build on the notion that the effect of applying HRM practices goes through 
people; an organization’s human resources, so often neglected in research focusing on 
organizational performance (e.g., Looise & Torka, 2013). Wright and Nishii (2007) developed 
a causal chain model integrating multiple levels of analysis, explicitly including 
organizationally implemented HRM practices that are perceived at the individual level by 
employees, determining their behavioral responses to these practices. 
Focusing on the effects of HRM on organizational performance, whether or not via the 
individual perceptions and behaviors, bears the risk of searching for practices that are 
beneficial to the organization, but not necessarily to the employee. From this managerialist or 
utilitarian perspective (Schouteten, Poutsma, & Bücker, 2013), exploiting employees to 
increase organizational performance may have detrimental effects on employee well-being 
(Peccei, Van de Voorde, & Van Veldhoven, 2013), hence challenging a sustainable HRM 
strategy that explicitly takes the employee into consideration.  
Giesbers, Schouteten, Poutsma, Van der Heijden, and Van Achterberg (2015a) 
explicitly included the possible effects of HRM practices on employee well-being when 
building a framework to study the effects of feedback provision on nurses’ well-being and 
quality improvement in hospitals. In the Dutch hospital sector transparency regarding quality 
of care has led to an abundance of quality measures to be collected by nurses. In an attempt to 
improve quality of health care, feedback about these quality measures is increasingly being 
given to nursing teams. The empirical findings (Giesbers, Schouteten, Poutsma, Van der 
Heijden, & Van Achterberg, 2015b) provide evidence for four different pathways through 
which feedback on quality measurements affects nurses’ well-being and quality of care. First, 
feedback may be perceived as a job demand, pressuring nurses to improve the quality of care, 
but negatively influencing their well-being (a conflicting outcomes perspective). Secondly, 
feedback can be valued as an extrinsically motivating job resource that is instrumental to 
quality of care, but has no effect on well-being (a parallel outcomes perspective). Giesbers et 
al. (2015b) also found evidence for the mutual gains perspective: feedback perceived as an 
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intrinsically motivating job resource positively influencing quality of care and nurses’ well-
being. Finally, in the fourth pathway the feedback is perceived indifferently by the nurses and 
has no effect on their well-being, nor on the quality of care. From a sustainable HRM 
perspective this kind of results encourage us to maintain pursuing avenues for theorizing the 
HRM-performance relation by explicitly including the employee perspective into HRM. 
Developing co-ownership for sustainability 
Erik Poutsma 
Another intervention that may include more sustainable organisations is employee ownership. 
There are several accounts that employee ownership may have desired sustainable effects. A 
recent study indicates that employee ownership firms exhibit greater employment stability in 
the face of economy-wide and firm-specific negative shocks (Kurtulus & Kruse, 
forthcoming). Kaarsemaker (2006), in a 30-year review of the literature, documented that 
two-thirds of 129 studies on employee ownership and its consequences found favorable 
effects, while one-tenth found negative effects on sustainability of firms. These positive 
effects include effects on attitudes and behaviour such as job satisfaction, commitment and 
productivity, as well as effects on organisational performance, profit and return on equity. 
Why is this the case? 
Looking at the mechanisms and dynamic feedback loops that may help produce the 
outcomes Klein (1987) developed three conceptual models regarding the effect of employee 
ownership on the individual level employment relationship: 
1. The motivation effect; based on the expectation to achieve a favourable result employees 
are motivated to make the effort.  
2. The commitment effect, in which there is alignment of interest in the collective outcomes 
between management and employees. This is reflected for example in attitudes and behaviour 
such as watching the performance of the company, participating in defining the direction of 
the company and watching the costs of the company.  
3. And ultimately, the ownership effect.  To get a share of the company arouses a sense of co-
ownership of the company and due to this feeling of co-ownership employees act as owners. 
The argument is that ownership of a company causes a change in mindset that qualifies as 
psychological ownership, which in turn causes changes in attitude and behaviour.  
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Several empirical studies support the outcomes of the three models (Kaarsemaker, 2006; 
Pendleton, 2001; Wagner et al., 2003). However, the literature also shows that employee 
ownership is not a HRM instrument that produces the results mainly in a generic way, but that 
the best results can be achieved when embedded in a configuration of HRM policies and 
practices, which we call ‘high performance ownership system’. The argument is that the 
effectiveness of employee ownership is dependent on other HRM tools that pursue similar 
goals. An HRM system should also include HRM practices such as: participation in decision-
making, profit sharing, information sharing, training for business literacy. An employee 
cannot be a real owner if he or she has no say, if he or she does not share in the returns, if he 
or she has no information about the business or does not understand the information that is 
being shared. The presence or absence of these core HRM practices determines whether or not 
the HRM system consistently sends the message that employees deserve to be owners 
(Kaarsemaker & Poutsma, 2006). 
The research in this domain is about to put these insights to a test. Blasi et al. (2010) 
combined a shared capitalism index consisting of employee share ownership, profit sharing, 
gain sharing and broad-based stock options with a high performance work practices index and 
found that they appear to work together, with greater impacts when they are combined than 
when they are used separately. Hsueh (2011) did a simulation analysis explaining how various 
combinations of shared capitalism and several involvement and other practices influence 
employee behaviours and firm performance. He concludes that “one critical insight is that 
employee ownership and profit sharing create and mediate the strength of the reinforcing 
feedback loops from firm performance to employee behaviour. Salary and participation are 
direct effects that influence job satisfaction and productivity but do not close the firm 
performance-employee behaviour loop. Employee ownership along with participation effort 
improves firm performance significantly because closing the firm performance-employee 
behaviour loop amplifies the direct effects of salary and participation.” 
To conclude: the best results regarding sustainable outcomes can be gained through an 
internal fit of employee ownership with other practices that support the focus on co-ownership 
of employees. A workforce philosophy and HRM strategy focusing on the relative role and 
value of employees as co-owners supported by a set of core HRM practices constitutes a High 
Performance Ownership System that can produce desired results for both employee and 
organization. 
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Concluding remarks on the SHRM’s group sustainable HR contribution 
Joost Bücker 
All six contributions focus on ‘HR related interventions towards sustainable change 
processes’ either by adding to the theoretical debate on sustainability or by developing 
sustainable HR practices for organizations and business students. Common in these six studies 
is the agreement on the complexity of the environment that employees and organizations 
experience today as a result of globalization in the form of pressure from competition on 
efficiency, increased diversity of the labor market, and decreased government budgets. As a 
result, organizations are confronted with dilemmas or paradoxes (Pascale Peters) for which 
there is no clear uniform solution. Many of these paradoxes relate to people. To cope with 
these paradoxes organizations need long term solutions (Beatrice Van der Heijden), involve 
all stakeholders, empower people with new competencies (Joost Bücker), respect and include 
individuals in the organization as a community (Yvonne Benschop), share perceptions (Roel 
Schouteten), and make use of consistent motivation policies (Erik Poutsma). The Nijmegen 
School of Management (NSM) approach takes the individual as a starting point, searches for 
ways to increase the individual’s human capital, embedding this individual in a social context, 
analyzing opportunities to improve the social capital and take a long term perspective. This 
NSM profile is reflected both in the HRM group’s research output, in the group’s HR related 
interventions through consultancy as well as in the HRM group’s contribution to scientific 
education. This sustainable profile is the result of a decade long change and intervention 
approach development within the business administration program, initiated by Jac Vennix in 
2006. 
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 9: Conflict, consensus and the management of a good debate 
Exploring the deliberative assumptions of group facilitating techniques  
Etiënne Rouwette and Sandrino Smeets 
 
Introduction 
Facilitative modelling techniques, such as group model building (GMB), are built around 
explicit and implicit assumptions about the characteristics, and the likely consequences, of a 
good debate. Specifically the idea is that high quality deliberations help build a genuine 
consensus. One of the most important challenges for the facilitator of such debates lies in 
dealing with factors that preclude or at least complicate such a good debate or ‘open 
deliberation’.  
This contribution seeks to identify and evaluate the assumptions of good debate underlying 
GMB. We juxtapose GMB theory and practices with the ideal-typical deliberative framework 
commonly associated with Habermas. We apply the concept to the textbook GMB approach 
(as developed in Vennix, 1996) and to an empirical case in which GMB was applied. The case 
study concerns a public policy decision making process on how to deal with public safety in a 
problem neighbourhood.  
The multifaceted nature of the situation in this problem neighbourhood allows us to discuss 
the promises and pitfalls of applying GMB. Specifically we explore: -1- to what extent GMB 
can deal with conflicting values and interests -2- whether it is built around the notion of 
aggregating or discriminating between different opinions and/or stakes and -3- what kind of 
consensus (cognitive or social) it aims for. We argue that while GMB is particularly useful 
when dealing with so-called coordination problems, facilitators need to be aware of the limits 
of open deliberation. When dealing with conflicting values or interests, deliberations might 
have polarizing instead of unifying effects.  
Facilitative modeling 
 ‘If men define situations as real, they are real in their consequences’ (Thomas & Thomas, 
1928, p. 572). While the Thomas theorem refers to many different social situations, it 
certainly applies to the trouble people experience in their own neighbourhood. Many cities in 
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many countries have so-called ‘problem neighbourhoods’: areas characterized by disturbances 
of public order, due to crime, improper use of housing and public areas, nuisance, the 
intimidation of and use of violence against other residents. Typically, those involved 
(residents and other stakeholders) have their own ideas about the cause(s), while few are able 
to provide definitive solution(s). Such problems are obviously not limited to neighbourhoods. 
For instance, currently European countries are faced with the influx of large numbers of 
refugees and asylum seekers. In many countries citizens have doubts and hesitations about 
this phenomenon. Many municipalities are trying to deal with this opposition by organizing 
community meetings, to involve the citizens in the decision making, and thereby broaden the 
basis for support. This is done with varying degrees of success. Although there are certainly 
examples of meetings in which participants shared opinions and had a degree of influence 
over the resulting decision, some meetings gave the impression of a ‘talking shop’: participant 
could speak their mind, but had no real say in the decision making. Others were rife with 
conflicts and accusations. Clearly, managing such meetings requires both recognising and 
respecting participants’ ideas as well as identifying the real differences of opinions so that 
these can inform policy choices. Chairing these meetings is about trying to find a balance 
between two extremes. On the one hand, emphasising respect for ideas could result in an 
uncritical exchange of viewpoints without confronting these with one another or other 
available information. On the other hand, a focus on voicing conflicting opinions, leading to 
demands to have one’s opinion taken into account, runs the risk of creating a stalemate.  
Facilitative modelling techniques, such as group model building (GMB), are specifically 
designed for dealing with situations in which stakeholders all have a role in, opinions about 
and usually a stake in a particular issue. In the example on the problem neighbourhood, for 
instance, housing associations are concerned with the quantity and quality of their housing 
stock in the area under consideration. Since the early 1990s, Dutch housing associations 
operate at arm’s length of the central government and have a financial responsibility in 
managing their housing stock. In other words, rent income and costs related to housing stock 
and maintaining public spaces will also be an important concern. Residents in the 
neighbourhood, many of whom rent their apartments or houses from a housing cooperation, 
are equally interested in the quality of their living space and shared spaces. But it seems 
reasonable to expect that tenants would prefer a lower over a higher rent. Housing 
associations and tenants would probably agree that they both have a role in maintaining 
quality of dwellings at a desired level. Clearly housing associations and residents agree on 
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some interests, diverge on others, and may have different opinions on safety in their 
neighbourhood. Some of their interests are aligned, others opposed, and some goals can only 
be reached by a joint effort. Problems such as these have a cognitive (‘objective’) and a social 
(‘subjective’) dimension. Stakeholders are like the proverbial doctors facing a diagnostic task, 
in which they might have overlapping ideas, but do not completely agree on what ails a 
patient, and therefore have difficulty agreeing on a treatment. GMB intends to help them 
reach a consensus on the problem definition (not necessarily also on the solution) by means of 
open deliberation.  
In this chapter we will engage, on a conceptual as well as empirical level, with the central 
claim of GMB, which is the ability to create a consensus by means of open debate (Vennix, 
1996). Both these concepts are as pivotal as they are controversial. A ‘consensus’ can refer to 
anything from an absence of explicit contestation to truly shared convictions. Even more 
contested is the notion of a ‘good debate’. Some tend towards more subjective interpretations, 
in which the quality of a debate hinges on the assessments of the participants. Simply put, 
what matters is whether they felt that they could share their opinions and that their 
contributions were treated respectfully. Others tend towards more objective interpretations, 
looking at the information that was exchanged in the debate, whether participants gained more 
knowledge of the problem situation and came closer to an ‘objective’ solution.  
GMB ideally caters to both this cognitive (objective) and social (subjective) dimension of 
consensus (Haug, 2015). As part of the GMB approach, stakeholders are asked whether they 
themselves considered the sessions to be useful. But researchers also try to determine whether 
participants’ knowledge and understanding of the problem has actually converged (e.g., 
Rouwette, Bleijenbergh & Vennix, 2016). In situations in which these two dimensions do not 
overlap, the focus is on the latter. GMB aims at creating shared perspectives and enhance 
commitment, rather than arriving at either-or verdicts (Vennix, 1996, pp. 2-3). The fact that 
next to consensus, commitment is also an explicit aim of GMB, is noteworthy. Typically, 
definitions are quite broad as to what consensus is about. Newcomb (1959, p. 279) mentions 
‘similar orientations to something’; Urfalino (2014, p. 2) refers to a participant in a meeting 
who ‘advances a proposition to be decided on. In the case of an absence of contestation or 
counter-propositions, this proposition is deemed to be “accepted” and has conferred upon it 
the status of “decision” of that group’. Orientations as well as propositions may refer to 
perceptions of the actual situation, to the desired situation (including goals or values) or to 
proposed actions. What exactly consensus is about, is relevant as most time in GMB sessions 
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is spent on constructing a causal model of the actual situation. Actions follow from analysis of 
the proposed structure and a discussion on which levers are under control of the participants 
present in the sessions. Typically GMB ends with a list of recommended actions but not with 
an action plan or design for implementation.  
GMB was originally designed for organizational settings, in which team members try to 
agree on a strategy for dealing with a problem that their organization faces (Vennix, 1996). 
One of the implicit assumptions behind GMB is that each member of the team possesses 
unique pieces of information, which need to be combined to get a complete overview of the 
problem (McCardle-Keurentjes, 2015). The underlying game theoretical notion is that of a 
coordination problem (Schelling, 1980). Team members essentially seek to form a (more) 
complete picture of the problem, identify jointly beneficial outcomes and from this basis to 
coordinate individual actions. The effectiveness of their actions depends on the actions of 
others. Some might gain more from sharing information than others, but nobody will be worse 
off. In addition, GMB assumes that none of the stakeholders has a full grasp of the messy 
problems he or she is confronted with (Vennix, 1996; McCardle-Keurentjes, 2015). Often this 
goes together with a sense of frustration of what may be perceived as other stakeholder’s lack 
of cooperation. Cognitive conflicts, or differences of opinions, threaten to deteriorate into 
interpersonal conflicts when lack of progress in the issue is blamed on opposition of other 
parties. GMB assumes that during the process of model construction, some of these assumed 
differences in interests turn out to be differences in interpretation. Thus, the area of opposed 
interests are shown to be smaller than initially expected.  
The GMB approach facilitates the participants in their sharing of that information. In its 
classic form, the starting point for GMB is a reference mode of behaviour: observed data over 
time on the central problem of interest. In the case of problem neighbourhoods, the reference 
mode could for example be the continuing disturbances of public order, persisting over a 
period of ten years. The reference mode gives a clear focus to the group discussion. 
Participants are in effect given a diagnostic task: Which structure is responsible for the 
problematic behaviour that we have observed? Or, in other words, how did we get into this 
situation? The focus of the GMB project and the reference mode is typically discussed with 
the contact person and chosen before the first session. In the first session of a GMB project, 
the first task for the participants is essentially ‘additive’ or ‘divergent’; meaning a stock-
taking exercise of the variables that participants think are relevant to the problem. The real 
debate takes place after this divergent phase. Participants are invited to reflect on the factors 
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identified and combine them in a joint causal model. In this convergent phase, it is unclear to 
what extent GMB departs from the notion of accommodating or discriminating between the 
different points of view, as they were expressed in the first session. Accommodation is about 
merging, whereas discrimination is about favouring one point of view over the others. 
GMB’s stated goal, which is to facilitate open communication (Vennix, 1996), resonates 
with the concept of deliberation, most commonly associated with Habermas (1995, 2005). 
Deliberation is built around ideas about ‘open access’, ‘equal participation’, ‘respect’ and 
‘open-mindedness’ that are intuitively clear, but notoriously difficult to pin down into 
concrete observables. In the next section, we will discuss one of the very few attempts to 
operationalise the concept. Our purpose is to flesh out the key characteristics and determine 
how they are employed in the context of GMB.  
The convergent part of the GMB session works towards a ‘paper’ output, a causal model of 
the issue under discussion, as well as a ‘social’ output: consensus between participants. 
Towards the end of the project, the contributions of the stakeholders have been combined in a 
draft final report. The central part of this report is a causal model which reflects the consensus 
reached on problem definition and proposed policy solutions. GMB researchers subsequently 
evaluate the outcomes reached, both in terms of changes in insight (subjective) and in terms 
of the quality of the conclusions (objective). For this, they use survey data and in-depth 
interviews. As we will show particularly in the empirical part, different paths lead from 
deliberation to consensus. Consensus, in the subjective sense of the word, is typically reached 
by means of accommodation. On the other hand, reaching an optimal outcome requires 
evaluation of and discrimination of different proposed actions. Our case study about dealing 
with problem neighbourhoods shows that when dealing with messy problems (i.e., conflicting 
interests, values instead of just opinions), one cannot have both.  
Conceptual part 
While the notion of deliberation has been the subject of many conceptual and philosophical 
debates, there have been very few attempts to turn it into an actual measurement instrument. 
A notable exception is the Discourse Quality Index, developed by Steiner et al. (2004), which 
is developed for analysing the quality of debates in parliaments. It operationalised deliberation 
in seven categories: 
 
134 
 
1. The degree of participation. Deliberation presumes free and relatively equal 
participation.  
2. The level of justification. Deliberation presumes a willingness to supply arguments to 
back up a position or opinion. 
3. The content of justification. Deliberation presumes a willingness to justify positions or 
opinions based on the general interest rather than on individual or sub-group interests.  
4. The degree of respect or empathy for others. Deliberation presumes that participants 
value each other’s contributions.  
5. The degree of respect for demands of others. Deliberation presumes an ability to 
approach debates as positive sum rather than zero-sum games.  
6. The degree of respect to the counterarguments of others. Deliberation presumes a 
willingness to engage with the arguments presented by others. 
7. The level of constructiveness. Deliberation assumes a willingness to transcend initial 
positions and work towards a joint or common position.  
 
Deliberation is built around the Habermasian idea of an ‘herrschaftsfreier Umgebung’ or 
‘ideal speech situation’ in which the message to be transferred is decoupled from the (status of 
the) messenger. It is easy to make a mockery of the concept.  Instead we should value any 
attempt to make a concept, that is pivotal for so many of our social interactions, a bit more 
concrete. First, an ideal speech situation does not presume negotiations taking place behind a 
Rawlsian (1971) ‘ veil of ignorance’. In other words, in some interactions it is informative to 
know who the source of information is or who proposed a particular action. In their study on 
decision support, Lyytinnen et al. (1994) refer to decision making in the European Union, 
where it makes a difference whether Germany proposes a particular course of action or the 
Netherlands does. Second, equal participation is not about scoring the number of 
contributions made and showing empathy is not the same as faking sincerity. Third, open-
mindedness should not be equated with a disposition to constantly adapt one’s position to the 
opinions of others. Just as sticking to a point of view does not automatically imply an 
unwillingness to deliberate. Nevertheless, there are a couple of valid points of critique to this 
operationalisation, which will become important for our evaluation of GMB. So we can 
discuss them from this framework.  
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GMB focuses on categories 1 and 2: Getting everyone to participate, state and justify their 
position. In the divergent phase, the facilitator will not (allow other participants to) engage in 
an evaluation of these positions. In line with brainstorming guidelines, participants are asked 
to name factors contributing to the problem and essentially ‘anything goes’: Neither the 
facilitator not other participants should voice criticism and the contributor has the last say in 
the exact wording of the factor. But in the convergent phase, when relations between factors 
are drawn, the facilitator will require a minimal level of justification. Just stating that there is 
a relation between two factors or variables will not suffice. Typically a participant proposes a 
relation, explains his or her reasoning behind it, and then the facilitator asks if other 
participants agree. Only if there are no objections will a relation be added to the model. Note 
that this comes down to a continuous testing of social consensus on the actual situation (Haug, 
2015).  
In the convergent phase another interesting thing happens: arguments are decoupled from 
their provider. The anonymous factors are aggregated in a first version of the model. 
Generally, participants will be able to recall what they themselves contributed in the first 
phase. They will have more difficulty remembering where the other factors or variables came 
from. This observation is relevant in relation to category 3: the need to justify arguments on 
the basis of general values or interests. This procedure makes it hard to include zero-sum 
arguments in the model, meaning arguments in which the gains of sum equal the losses of 
others. Arguments by definition need to be framed in general terms and are therefore difficult 
to link to individual or sub-group interests. However, this does not mean that such individual 
or sub-group interests do not exist. Moreover, and potentially more problematic, it does not 
mean that these interests are actually dealt with. Instead they are weeded out by procedure. 
This has consequences for what happens in the further refinement of the model.  
The dialogue leading to further refinement of the model is the most interesting from a 
deliberative perspective. It relates to categories 4, 5, and 6 in particular. Participants 
extensively discuss the factors that have made it onto the table. By means of step three, the 
decoupling the arguments from the provider, GMB helps to prevent empathy (respect towards 
others) from turning into empty rhetorical exercises. It makes shallow shows of sympathy (‘I 
think all previous points are valid’ or ‘I especially like your argument about…’) more 
difficult. Refinement of the model relates to category 5 and 6 of deliberation. Participant are 
invited (or obliged) to engage with all the claims and arguments that are on the table.  
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The second point of critique refers to the manner in which these claims and arguments are 
meant to be dealt with. GMB, more specifically the system dynamic modelling approach that 
underlies it, allows for complex modelling, and thus taking into account a wide variety of 
factors and interrelations. This is a particularly promising aspect of the approach, but it can 
also become a pitfall. Participants and facilitators might be inclined to adopt an 
accommodative approach to demands and arguments. It is tempting to keep including 
variables, to increase ownership of the model and give participants the confirmation that their 
contributions are visibly reflected in the causal model. Although the reference mode provides 
a focus to the discussion and the resulting causal model should in principle be able to explain 
the observed behaviour, in practice this provides only limited guidance to the discussion. In 
essence participants propose relations and thereby guide the ‘train of thought’ that the group 
follows. The facilitator may intervene after a subsection of the model has been discussed for 
quite some time and propose to switch to another part. Towards the end of the GMB project, 
essential parts of the model structure such as feedback loops are checked against observed 
behaviour. But in the absence of a fully quantified System Dynamics (SD) model it is very 
difficult to determine the behavioural consequences of a causal model of even limited 
complexity. This leads to the conclusion that if participants want to avoid discussing 
particular (conflicted or sensitive) points, there is ample room for doing so. Some topics may 
never make it to the agenda (Lukes, 1974). Participants are less forced to compromise, trade 
off, or settle for less, than they would have been in a bargaining situation. In addition, 
remember that participants in a GMB project spend most of their time on building a causal 
model of the perceived situation, while the desired situation and actions receive less attention. 
Bargaining in the sense that party A agrees to do X only if party B agrees to do Y, becomes 
only relevant when implementation of actions is discussed. While this is not a flaw or 
shortcoming per se, it does have consequences for the final session and for the outcome. 
As mentioned, in GMB the facilitator continuously tests consensus on proposed addition to 
the model structure. As we argued in the introduction, both accommodation and 
discrimination can result in a consensus. It is just a different kind of consensus. Category 7, 
on the willingness to transcend initial positions, seems to aim for the maximalist version: a 
consensus that comes about through participant changing their position/opinion. This 
presumes discrimination in the previous phase. Invalid arguments, illegitimate values or 
individual and sub-group interests are weeded out. Two ways in which this may be achieved 
come to mind. An invalid argument proposed by a participant may be challenged by another. 
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Even when the first participant does not give in, the resulting lack of consensus will prevent 
this argument from ending up in the model. Another way in which the validity of 
contributions is checked, is by triangulation with other data. While qualitative GMB projects 
implicitly work from the premise that ‘the answer is in the room’ (Geurts, Altema, & Geluk, 
2006), it may be that crucial information is missed by all that are present. Checking 
interpretations against other databases and/or developing a quantitative SD model with the 
group (Van Nistelrooij, Rouwette, Verstijnen, & Vennix, 2015) may prevent this.  
A consensus, certainly a subjective one, can also be reached through accommodation. That 
is by reaching an outcome in which everybody sees his opinions and interests reflected, and 
nobody needs to change his position. We do not intend to pass judgement on which of these 
two outcomes is more valid or valuable. We merely contend that in most real world situations, 
it will be impossible to acquire both (Shapiro, 1999).  
To sum up: the notion and operationalisation of deliberation makes it possible to flesh out 
the promises and pitfalls of GMB, specifically, when the technique is applied to complex 
social situations, like problem neighbourhoods. We will use this conceptual exposition in our 
empirical example. Specifically, we depart from three questions:  
1. Seeing that the concept of deliberation primarily focuses on differences in substantive 
opinions, to what extent can it be used in a GMB setting to deal with conflicting 
interest and values, apart from dismissing or delegitimizing them? 
2. To what extent does GMB depart from the notion of accommodating or discriminating 
between different opinions? How does it ensure that participants respect but at the 
same time engage with each other’s claims and arguments?  
3. What kind of consensus does GMB intend to reach? Is it a consensus that comes about 
by (some) participants changing their position and/or  a consensus that is built on the 
notion of everyone being acknowledged. The concept of deliberation seems to want to 
aim for both, which might not be feasible in any real world situation.  
Empirical part 
In this section we look at deliberation in a GMB project in a case on public safety. By 
comparing the above notions on deliberation to the steps in a concrete project, we can see if 
potential pitfalls and dangers materialise in practice. We end with a discussion on the degree 
to which conclusions can be generalised to a wider set of cases.  
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The public safety case reported by Rouwette, Bleijenbergh, Peters and Van Mullekom 
(2008) and Rouwette, Bleijenbergh, and Vennix (2016) dates back to 1999. The focus of the 
case was a ‘problem neighbourhood’ as described in the introduction. In the neighbourhood, 
at the outskirts of a Dutch city, there were public nuisance and criminality, improper use of 
public space and intimidation of new residents. The reference mode showed safety fluctuating 
at a too low level over several  years. The Integral Safety Coordinator and the Municipal 
District Manager for this neighbourhood were the contact persons for this case and invited 
representatives of the municipality, police, public prosecutor’s office, housing associations, 
schools and the welfare office to participatein the project. 
 In the first session 12 participants were present and through Nominal Group Technique 
gathered over 70 variables related to the problem. The convergence phase then started by 
asking participants to link variables. A conflict around the topic of deviating values and 
norms, but after open discussion arguments of both parties were incorporated into the model. 
At the end of the first session a small model of 16 variables resulted. In the second session the 
model was expanded to 39 variables clustered around several themes: status, criminal 
behaviour, values and norms, undesirable behaviour, reactions of residents and physical 
infrastructure. Participants identified the ‘free-state idea’ as a central variable in the problem. 
This refers to the idea of some residents that they could do whatever they wanted. A number 
of positive loops reinforced this idea, for instance through deviating norms and values, to 
transferring values and norms by parents, improper use of public space and back to free-state 
idea. A set of negative feedback loops around pursuit of status showed how illegal and semi-
legal activities contributed to obtaining wealth and building status.  After participants 
expressed adequate confidence in the model structure, they turned to options to alleviate the 
problem. Nine options were identified, such as reducing the number of school dropouts,  
reducing physical remoteness of the area by changing the physical infrastructure, or reducing 
selective assignment of housing.  As is typical for GMB interventions, these options were not 
prioritised, nor discussed in relation to the responsibilities of specific participants or 
organisations. In the third session the concept project report was discussed and amended. 
Interestingly, participants proposed to take out the section on validity of the model. This 
section in essence stated that the model depicted the opinions of participants and did not claim 
to be ‘true’ in an objective sense, as proposed variables and relations were not tested against 
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any other data. Participants proposed not to include this section and instead state that ‘this is 
the way it is, so that they will finally do something about it’. 
For the evaluation of the case participants answered pretest and posttest questionnaires and 
participated in interviews. Implementation of some options, such as changes in physical 
infrastructure were started up soon after the sessions while others were delayed. Several 
months after the case and again about a year later the Integral Safety Coordinator met with 
one of the researchers to evaluate the project. In 2015, 16 years after the intervention, one of 
the researchers met with both contact persons to discuss if and how results of the case were 
implemented. In particular this last meeting indicated several factors that had a large impact 
on implementation of results: - Problem urgency: the disturbances of public order were concentrated in one area of the 
neighbourhood. Because data were typically aggregated at the level of neighbourhoods 
this went unnoticed. The sessions brought together the insights of all stakeholders and 
revealed that the combined picture was far more serious than each was initially aware 
of. - Familiarity and acceptance of facilitated approaches: the contact persons had 
experience with other methods that brought together stakeholders and continued using 
these after the modelling sessions on related problems. - Aggregated level of recommended actions: as mentioned, the modelling sessions led 
to nine options to alleviate the problem. These were not prioritised nor assigned to 
particular participants or organisations. For the implementation of recommendations a 
careful phasing of options was designed, starting with giving the city administration a 
low-key presence in the area in the form of park maintenance. Gradually this presence 
was increased to cover other dimensions of public space. - Support from key persons: the report was received by the city government and gained 
the support of key actors there. This helped to put several proposed actions into 
practice instead of fizzling out had this support not been there.    
What can we conclude from this case with regard to our three points of critique on the 
notion of deliberation? We address each of the three points in turn. 
To what extent can GMB actually deal with conflicting interests and values? 
In GMB, interests and values are mainly important as drivers for past behaviour. The model 
structure aims to explain observed behaviour over time. In system dynamics, feedback loops 
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are essential parts of that structure. Many feedback loops are closed because an actor 
perceives a situation to be different than his or her desired state of affairs, and takes action to 
correct that difference. In the example on public safety, the model structure captures essential 
characteristics of the neighbourhood such as experience of annoyances. These characteristics 
are compared against desired states (presumably no annoyances although this is not explicitly 
included in the model) and drive behaviour (the model includes: ‘calling to account negative 
behaviour by third parties’). Desired states refer to interests or values and are important in 
many areas of the model but not always made explicit. Examples of model variables that refer 
to desired states are pursuit of status, deviating norms and values, and free state idea.  
As mentioned, GMB emphasises problem diagnosis. Levers to change the situation for the 
better follow from an analysis of the structure and a discussion on variables that participants 
can control. As shown in the case on public safety, proposed options aim to improve the 
situation in the light of aggregated goals: reducing the number of school dropouts eventually 
improves safety which is a result that all stakeholders present in the sessions strive for. There 
is no attention for goals of a particular stakeholder. For instance, costs related to housing 
stock, an important interest of housing associations, is not discussed in the modeling sessions. 
This is relevant as these particular interests and values may block or support the proposed 
options. If a proposed option runs counter to the interest of a powerful stakeholder, it will 
very probably be delayed or not implemented at all. This relates to two of the factors that 
were seen to have a large impact on implementation of results: problem urgency and support 
of key persons. If a proposed option is relevant to an urgent problem, or if key persons 
publicly support an option, it becomes more difficult to oppose it.  
In conclusion, GMB weaves interests and values into the debate by looking at how they 
drive actions that have shaped the problem. When it comes to proposing solutions, interests 
and values are largely ignored and this may hamper implementation. As such the method does 
not dismiss or delegitimize interests and values but does also not address them head on.  
Does GMB accommodate or discriminate between different opinions? 
Again, the answer to this question is different for the diagnosis than the solution design phase 
of GMB. In building a shared understanding of the problem situation, opinions are teased 
apart in variables and relations, explained by one member of the group to the rest, checked 
and tested for social consensus. This is more discrimination than accommodation. Modelling 
makes it easy to do this in several ways. One way is by further disaggregating statements and 
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including two sides of an argument. If one person sees a positive relation from variable A to B 
and another person insists the relation is negative, the facilitator will ask each participant to 
explain their reasoning in more depth. Typically it turns out that the first person had one path 
of influence in mind and the second another, and both will be included in the model. In a 
discussion that is not supported by visual modelling this is much more difficult and this may 
have looked like only one of the two parties could be right.  
When agreeing on actions it seems that accommodation is more important. Actions follow 
largely from the model structure and there is no in-depth discussion on the implications of 
actions (other than their impact on other model variables). As mentioned, implications for 
particular stakeholders’ interests are not explicitly addressed in the modelling sessions.  
In conclusion, GMB seems to have found a way to respect and engage with opinions 
leading to an in-depth analysis of opinions. But this largely refers to the diagnosis phase and 
less so to the solution design phase. Indeed, solutions may be proposed which are not in line 
with one particular stakeholder’s interests, this may have a polarizing instead of unifying 
effect. In fact, the evaluation of the public safety case (Rouwette et al., 2016) as well as an 
earlier GMB case  (Vennix, Akkermans & Rouwette, 1996) point in exactly that direction: 
participants achieved consensus on the problem but had different opinions on which solutions 
would improve the problem situation.  
Does GMB aim for cognitive or social consensus or both? 
This again comes back to the ease in which GMB allows lines of reasoning to be incorporated 
into the model side by side. In this way, what looked as differences of interests may indeed 
turn out to be differences of interpretation. In the public safety case, the conflict on deviating 
values and norms was navigated successfully and both sides agreed to its inclusion in the 
model. In other words, the aim is not only to recognise everyone’s position but also to bring 
about a change  - convergence - of positions. There is continuous testing of social consensus 
and the expectation is that this translates into cognitive consensus as well. Evaluation results 
offer some indications that this is indeed achieved (e.g., Rouwette et al., 2016). 
But it is an open question whether all major differences in interests will come out into the 
open in GMB sessions. As described by Rouwette et al. (2016): if all differences of opinions 
were aired, there was a chance that this complex working relationship between different 
organisations would be damaged. We can assume that some topics were avoided. Indeed, 
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participants may have tip toed around some of the more substantial conflicts in interests and 
values. Or rather, to only address them in very general terms (‘free state idea’, ‘deviating 
norms and values’). Particularly noteworthy was the convergence of opinions around the fact 
that physical infrastructure was an important factor. Thus the municipal authorities decided to 
tackle this issue first. That was probably a factor in the model that did not offend anyone. The 
fact that this was one of the first options implemented does probably not follow from its large 
impact on the problem, but more from the fact that no one would disagree to this action. In 
conclusion, GMB aims for changing positions and evaluation results seem to support this. But 
because (at least the qualitative  version of) the method essentially consists of a free-floating 
discussion, there is ample room to avoid contentious issues.  
Conclusion and discussion 
This article has scrutinized the central notion of GMB: the link between a good debate (open 
deliberation) and a consensus outcome. We used Steiner et al.’s (2004) Discourse Quality 
Index to reveal three points of critique on deliberation: to what extent is deliberation able to 
deal with conflicting values and interests, does deliberate result in accommodation or 
discrimination of options, and does deliberation aim for social or cognitive consensus? Using 
GMB as a special case of deliberation, we explored its practice in the light of these three 
considerations. An empirical case on public safety was used to show the choices made in a 
practical application of GMB. The results in the previous section show that there is a large 
divide between the diagnosis phase and the phase of designing solutions. Diagnosing the 
situation proceeds in careful small steps, aimed at creating shared insight into the problem and 
how it was shaped by (actions following from) interests and values. This may be seen as 
discrimination more that accommodation, resulting in social and cognitive consensus. 
However, there is ample room to avoid the real thorny issues that may endanger future 
cooperation between the participants in the sessions.  
From the solution design phase a different picture emerges. The sessions allow for 
discussion on actions related to the greater good only, and interests of each particular 
stakeholder are never identified or addressed. These may come back to haunt implementation 
and then need to be counteracted by powerful stakeholders or perceived urgency of doing 
something about the problem.  
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All in all, we see room in GMB for a more careful consideration of actions.  For this, we 
need to bear in mind that we can only truly deliberate over opinions. More precisely, 
deliberation helps to solve conflicts of opinions, while presuming a certain degree of shared 
values and interests. One can only bargain over interests and this may be a useful addition to 
selecting solutions in the final phase of GMB. One cannot be really compromise on values. 
Instead, one can ‘deal with’ conflicting values only through rhetorical strategies (silencing, 
shaming). However, this is not really solving the problem, but rather making sure it does not 
interfere with the group process. 
Our main purpose with this contribution is to raise awareness of these thorny issues, rather 
than disqualify GMB for particular situations. We believe GMB helped a lot in bringing 
problems into the open. Without facilitation the public safety case would probably have 
become a mess or ended in a row. And this is exactly GMB’s purpose. It brings many 
dimensions of the problem out into the open and it does that in a relatively non-
confrontational way.  This is the promise.  
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10: Strategy formation: learning and power 
Gerhard Schwarz 
Introduction 
It is the goal of every organization - small or big, start up or mature, profit or not for profit, 
private or public - to address scarcities in its environment or, in other words, to use its 
resources to create added value. Else it would not be around for long, because if it would not 
produce added value, it would not be able to get revenues for its activities in return. Hence its 
resources would dry up and the organization would eventually cease to exist. 
Environments, however, do change. What is scarce today might no longer be scarce or 
needed tomorrow. And even if what the organization produces is still needed, sooner or later 
competitors will come up which are able to create what is needed with the same or an even 
higher quality and/or at lower cost. This is where the concept of strategy enters the scene. 
Loosely following Barney, an organization’s strategy can be considered to be the way it 
expects to perpetuate or improve its performance in its external environment (Barney, 1997). 
It is widely assumed that having a strategy which enables the organization to respond 
adequately to the dynamics in its environment, is vital to its sustained success. So the question 
is: how can an organization craft an appropriate strategy? 
This question is at the core of the field of strategy process research. Within this field of 
research it is assumed that a strategy results from a strategy formation process. Such processes 
can be the result of intended or emergent initiatives taken by management or can emerge from 
anywhere within the organization or amongst its external stakeholders, when people for 
whatever reasons start to ask questions about its performance, questions that eventually draw 
attention at management level. Strategy process researchers try to understand what exactly 
happens in such processes and try to find out what makes them successful or fail, in search for 
methods fit to support and enhance strategy formation in practice. This article is a 
contribution to this line of research. 
Strategy formation: what kind of process do we have in mind? 
A strategy formation process can be defined as a sequence of discursive actions, the 
production, transmission and consumption of texts, by the actors involved. Through 
discursive actions the actors try to get a better understanding of the situation they are in, and 
148 
 
the options they have to maintain or improve their organization’s performance. However, 
such a substantive definition is in itself insufficient. Van de Ven (1992) emphasizes that 
strategy process researchers should, in order to create a sound basis for their research, also 
define the meaning of process and clarify the theory of process they (choose to) use. 
Discursive actions in a strategy process undeniably result in changes of the participant’s 
mental models of strategic issues (concepts of strategic relevance and their meanings) and 
therefore in development of their shared mental model. Consequently the only suitable 
process definition in this case is that of the third type Van de Ven (1992) distinguishes, that of 
a developmental process. In a next step the researcher should, according to Van de Ven 
(1992), also make the theory of process he is going to use explicit by clarifying how and why 
he assumes the process develops over time and changes unfold. On the basis of an extensive 
survey of the literature, Van de Ven and Poole identify four categories or archetypes of 
process theories, which they call: life cycle, teleology, dialectic and evolution process theory. 
Although this approach to strategy process research was developed already in the late 1980s - 
early 1990s, its relevance is undiminished (Sminia, 2009; see also 
http://processresearchmethods.org/). 
The so-called teleology process theory is most common in management sciences (Van de 
Ven & Poole, 1995). The basic assumption in teleology process theory is that the entity in the 
process is adaptively seeking an envisioned end state. The entity can be an individual, but also 
a group of purposefully cooperating individuals. Basically, many strategy formation models 
assume (often implicitly) strategy formation to be a process of social constructivist learning, 
in which the participants collectively set and envision a goal and collectively try to find ways 
to reach it. Jarzabkowski (2004) speaks of the largely teleological, goal seeking assumptions 
underpinning strategy. Many strategy formation methods make use of theories and techniques 
which support and enhance social constructivist learning, for instance (various kinds of) 
brainstorming, or even group model building, a sophisticated way to develop a shared mental 
model, applying system dynamics (Vennix, 1996). Strategy formation methods based on 
teleology process theory focus primarily on the social construction of shared mental models, 
facilitating combination and integration of the knowledge and experiences of the participants.  
Less popular is the so-called dialectic process theory, although it is well known that 
conflict occurs frequently in organizations. The basic assumption in dialectic process theory is 
that of colliding interests. Of multiple entities which use power and negotiation skills to 
further their interests and to resolve conflict. Strategy formation models based on this process 
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theory assume strategy formation to be a political game, a process of confrontation and 
negotiation between individuals and coalitions of individuals. Examples of a dialectic process 
approach are Eden’s theory of the creation of negotiated order (Eden, 1992), Mintzberg et 
al.’s power school (Mintzberg et al., 1998), and also approaches that envision the process as a 
Foucauldian discourse (Hardy & Phillips, 2004). Strategy formation methods based on 
dialectic process theory focus primarily on the subject positions of the participants and their 
interests, and facilitate negotiations between individuals and/or coalitions of individuals. 
In this study, we limit ourselves to these two process theories: teleology and dialectic. We 
will use these process theories as two different conceptual lenses, through which we observe 
what happens in a real strategy formation case. We will describe what we see when we look 
through each of these lenses, what we see when we look with either teleology or dialectic 
process theory in mind. Finally we will draw conclusions from a comparison of the different 
observations. 
Strategy formation: a practical example 
Case description 
As a consultant, I was asked to set up and facilitate a two-day strategy workshop of a 
management team of a corporate IT department in a medium sized organization (approx. 2000 
employees). The IT department consisted of a central unit at corporate level, and small 
decentralized units at the relatively autonomous divisions of the organization. The 
management team consisted of a newly appointed director (since four months), the team 
manager of the sub-departments of the central unit of the IT department and the coordinators 
of the decentralized units at the (nine) divisions of the organization. 
There was a clear reason for the IT department to organize a strategy workshop. On 
average, the clients of the IT department at operational level were rather satisfied with its 
services. The organization’s Board, however, lacked inputs of the IT department at the 
strategic level, the level of IT policies. Therefore it had already, amply prior to the 
appointment of the new director of the IT department, created a new, temporary position 
outside the IT department: the position of a CIO (Chief Information Officer) responsible for 
corporate information management policies, reporting directly to the Board. 
In preparation for the workshop I had an interview with the director and two meetings with 
a group of six managers representing all the IT department’s sections, to get an overview of 
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the actual situation and the various perspectives of the participants. For the design of the 
workshop I chose Van der Heijden’s business idea as a starting point (Van der Heijden et al., 
2002). Key elements in the workshop’s program were: 
• Identifying relevant drivers of change in the IT department’s environment. 
• Making explicit the added value the IT department is supplying at present, and the added 
value which is actually required by the organization already, or will be required in the 
near future. 
• Making explicit the distinctive resources which the department has now, and the 
distinctive resources it should have available already, and must have available in the near 
future. 
• Making an inventory of the investments the IT department would have to make, in order 
to obtain the resources it needs (knowledge, competencies, tools, etc.) to be able to supply 
the added value the organization actually requires, and will require in the near future. 
Essentially, the setup of the workshop was teleological in nature. Step by step its agenda 
invited the participants to build a shared mental model of the problem at hand, and of options 
to solve this problem. The desired end state for the IT department was a department 
completely in balance with the needs of the organization. The goal of the workshop was to 
socially construct and envision such an end state and to find out how it could be reached. 
The two-day strategy workshop consisted alternately of sessions in subgroups and plenary 
sessions to present and reflect on results. This article is based on the analysis of an audio 
recording of a session of a subgroup about the question: how can we further develop the 
strategic IT policy function of the IT department? The preceding plenary session was a 
discussion about the meaning of the concept of ‘IT policy at corporate level’ and about what 
relevant policy issues might be. The subgroup of six consisted of the director, a team manager 
of a technical sub-department (Back Office) of the central unit of the IT-department, the team 
manager of the IT- department’s support staff, and the coordinators of three decentralized 
units of the IT department. I myself did not attend this session. The following analyses are 
based on a full transcript of this session. 
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What happened in this session as seen from a learning perspective? 
Observing the recording and transcript of the session through the ‘learning lens’, a conceptual 
lens based upon teleological process features in line with ‘purposeful cooperation’, one sees 
what one might expect to see: the subgroup building a shared mental model of the concept of 
‘strategic IT policy’ in general and of a policy function of the IT department which could help 
meet the organization’s needs. In the fifty-minute conversation issues were addressed as 
presented in the following mind map (see Figure 1). 
 
Figure 1. Mind map of issues addressed in the subgroup’s session. 
So, in fifty minutes, after having recognized the IT department at present hardly had any 
explicit IT policy, the subgroup of six constructed a rather comprehensive mental model of 
the concept of corporate IT policy at the level of information technology and information 
systems (the level of information management largely missing), of the various strategies the 
IT department could use to implement such policies, and of the required skills. In this respect 
there was (social constructivist) learning: people sharing their experiences and knowledge by 
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conversation, in order to build a shared mental model which included relevant insights of the 
members of the subgroup. Key issues that were addressed are: 
• The need to scan trends and developments in the IT business. 
• A large number of IT issues was identified, like storage and clouds, BYOD and 
flexible working, security and contingency planning, and the necessity to prioritize 
was recognized. 
• Involvement of clients and stakeholders. 
• Competencies and skills needed for the new policy function of the IT department. 
They presented their shared mental model in the next plenary session. 
What happened in this session as seen from a power perspective? 
Observing the recording and transcript of the session through the ‘power lens’, a conceptual 
lens based upon dialectic process features, other things come into view, as the focus now is on 
the balance of power between the participants in the group, and how they try to further their 
own interests and/or are affecting the interests of others. 
The session started with some small talk. Then, after a couple of minutes, a coordinator of 
a decentralized unit of the IT department thought it was time to go to work. He interrupted the 
chitchat and took the initiative to start the discourse on the issue the subgroup was supposed 
to address, by stating: 
‘Strategic policy function – what does it mean?’ 
The director immediately reacted, by saying emphatically: 
‘Very well, Bill!’ 
Coordinator Bill instantly realized the compliment he got from the director wasn’t a 
compliment at all. By complimenting him loud and exaggerated the director transmitted the 
message he himself wanted to control the meeting, and that this was not Bill’s responsibility. 
So in fact it was an act of power, disguised as a compliment. Bill replied, a little dazed: 
‘Yeah? … Sorry …’ 
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In a subtle way, which nevertheless could hardly be misinterpreted, the director made it 
clear immediately from the start that he himself was to lead this session, and no one else. And 
in this way he behaved during the whole session. He dominated the discourse, not only by 
means of his frequent own inputs, which were almost never contradicted, but also by 
constantly and in various, often subtle, ways endorsing (just by humming, for instance), 
contradicting, or rejecting explicitly inputs of others (the latter rarely). Endorsing or 
contradicting inputs from others is part of the game of course, necessary to negotiate which 
concepts and meanings should be part of the shared mental model, and which ones shouldn’t. 
However, the director did this twice as often as any other participant, almost twice per minute, 
thereby largely controlling the discourse. 
It is interesting to consider what issues were put on the table, but equally interesting also 
which ones weren’t. As mentioned before, the organization’s Board had created the new 
position of a CIO, independent from the IT department. From the interview with the director I 
knew he was quite unhappy with the situation, his own position consequently being reduced 
to that of a CTO (Chief Technology Officer). From the discussions in the two preparatory 
meetings I also knew the participants of the workshop were well aware of the Board’s 
intervention and its (potential) impact. The Board’s intervention, of course, was a very 
relevant issue in view of the key question of the discourse in the subgroup. In fact, hardly any 
other issue could be of greater relevance. Nevertheless, this issue was almost completely 
absent in the discourse. It was mentioned only once, by coordinator Bill, the moment the 
subgroup realized there were so many topics for policy making that priorities would have to 
be set and choices would have to be made, when he asked: 
‘When we make choices, do we also decide then what belongs to our responsibility, and what 
to that of the [CIO’s Round] Table? Or do we consider everything that comes from here to be 
…’ 
At that moment the director immediately downplayed Bill’s input, saying: 
‘Yeah, for a lot of policy issues you just need the Table for a moment … to get their input. 
Sometimes you have to … you have to adjust your policy to the business.’ 
To which the team manager of the Back Office adds: 
‘This should at least be checked.’ 
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Concerning the CIO and his Round Tables for information management, this was all. 
Equally remarkable was the fact that no one ever mentioned the (partly) decentralized 
structure of the IT department. Again from the interview with the director, I knew he had his 
doubts about it. The whole organization with its nine relatively autonomous divisions was, in 
order to increase its efficiency, already in the process of centralizing other support functions, 
would it not be logical for the IT domain as well? From the discussions in the two preparatory 
meetings I also knew there was confusion over the position of the IT coordinators of the IT 
department at the nine divisions. On which side they were actually, the IT department’s or the 
division’s? Nevertheless, this issue was never mentioned in the subgroup’s discourse, 
although obviously there were various reasons to address it. 
Looking through the power lens, we see domination and compliance. Domination in the 
discourse, according to Hardy and Phillips (2004), to be understood as: someone putting or 
keeping concepts and meanings in place that preserve or strengthen his subject position. Such 
as at the time the director downplayed the importance of the CIO and his Tables, in order to 
maintain the image of an IT department still fully in control. And compliance to be 
understood as someone’s (resigned) acceptance of his delimited options to contradict in the 
discourse. We furthermore see strategic behavior, such as to keep the concept of centralization 
off the agenda, an issue obviously in nobody’s interest in this discourse. The final result being 
an apparently rich shared mental model, however, that lacks key elements like the new reality 
of a CIO and doubts about the decentralized structure of the department, which in fact does 
not contain all essential knowledge of the participants. 
Conclusions and recommendations for further research 
First of all the case confirms once more what is well known: what we see when we look and 
how we give meaning to the things we notice, is largely determined by the assumptions and 
theories about reality which we have in mind. As so brilliantly phrased by French/American 
novelist Anaïs Nin: ‘we don’t see things as they are; we see them as we are’ (derived from the 
Talmud). The huge difference, however, between what we see through the learning lens and 
what through the power lens, is even more amazing. Through the learning lens we see a group 
of six constructing socially a rather comprehensive and detailed shared mental model of the 
concepts of ‘strategic policy’ and ‘policy function’ within the hour. Through the power lens, 
however, we see a political game in which the participants protect their position. Following 
Lukes agency-centric approach to power, we see immediately two of his three faces of power: 
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we see the powerful prevailing in the debate and we see crucial issues kept off the agenda 
(Lukes, 2005). And following Hardy and Phillips’ Foucauldian approach to power, we clearly 
see their reinforcing loop of discourse and power at work (Hardy & Phillips, 2004). 
Secondly, this case shows that methods to guide and support strategy formation processes 
which are solely based either on teleology process theory, or on dialectic process theory, are 
inadequate in practice, the teleology based methods largely missing out on the effects of 
power on social construction of reality, and the methods based on dialectic assumptions 
largely missing out on the creative possibilities of social constructivist learning. 
Metaphorically, one might compare the choice between a method based on teleology 
assumptions and one based on dialectic assumptions to the choice between a car and a boat by 
someone who has to cross a plain intersected by streams, with lakes and shallow waters. 
Choosing the car, he might be able to find fords. Choosing the boat, he might be so lucky as 
to find deep enough waters. Either way, however, there is a fair chance he gets stuck along the 
way somewhere. What he really would have needed is an amphibian vehicle. What we really 
need to be able to guide and support strategy formation processes more successfully, are 
theories and methods that combine assumptions of both teleology and dialectic process 
theory. It is well known that strategy formation processes often fail. The limited success of 
existing strategy formation methods in practice gave rise to the ‘strategy as practice’ 
movement (Jarzabkowski, 2004). Generic strategy formation methods and techniques should 
according to this approach be adapted to the specific contexts in which they are applied, in 
order to improve their effectiveness. If, however, these methods and techniques are still based 
on inadequate process theories, only limited improvements are to be expected. 
We need a ‘dual’ process theory to move forward, a process theory which includes both 
learning and power, cooperative social construction of reality as well as political behavior and 
conflict. A process theory which clarifies how people participating in strategy formation 
learn, which means they open up for new meanings and concepts, and play political games as 
well, which means they use their current and/or newly acquired knowledge to further their 
interests. Weick, Sutcliffe, and Obstfeld (2005) also point to this notion, when they state the 
theory of sensemaking, a social constructivist approach to strategy formation which is 
sometimes considered naïve in regard to power and politics, should be enhanced by paying 
more attention to power. 
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Development of such a dual process theory will require fine grained research at the micro 
level. Under which circumstances are participants in a strategy formation process able and 
willing to doubt their existing knowledge and open their minds up for new meanings and 
concepts? When and why do they switch over to the strategic use of existing and/or newly 
acquired knowledge to further their interests? Researchers should be aware that it will not be 
enough to observe the actual production and consumption of texts in the strategy formation 
process. Researchers will have to find out what the ‘real’ interests of the participants are, and 
should focus their research not only on what is said or written but also on what remains unsaid 
and unwritten. They should focus also on the participant’s subject positions and how these are 
related to meanings and concepts, as well as on the various and sometimes very subtle ways 
power is used to make meanings and concepts prevail which serve certain interests. 
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11: Ups and Downs! An Experimental Study into the Effect of Zigzag Shapes on 
Performance of the Department Store Task  
Hubert Korzilius, Tom Bongers and Stephan Raaijmakers 
 
Introduction 
Central in the system dynamics literature are the principles of accumulation and stock-flow 
reasoning. In system dynamics, every system is represented by a structure of stocks and flows. 
The inflow and outflow determine changes in the level of the stock. For example, in the 
problem of climate change, the stock of atmospheric CO2 is increased by the inflow of 
anthropogenic CO2 emissions and decreased by the outflow of CO2 absorbed by oceans and 
biomass. To arrive at sustainable policy solutions it is necessary to have adequate systems 
thinking skills. Stock-flow tasks test if people can abstract the structure of a system based on 
its behavior and if people can reason in terms of stocks and flows. Research has shown that 
many individuals have trouble performing stock-flow (SF) tasks, such as the Department store 
task (Booth Sweeney & Sterman, 2000). As individuals have difficulties to understand the 
principle of accumulation, they often incorrectly use the correlation heuristic to solve SF  
tasks (Cronin, Gonzalez, & Sterman, 2009). When people use the correlation heuristic they 
incorrectly assume that the behavior of the behavior of the stock resembles the (net)flow. 
However, Korzilius, Raaijmakers, Rouwette, and Vennix (2014) show that individuals also 
experience other specific interpretation problems in making SF tasks, such as terminology 
used and the presentation of the graph. Hämäläinen, Luoma, and Saarinen (2013) state that 
this latter aspect, in their words the framing of the SF task, and much less a lack of 
understanding of accumulation, is responsible for the relatively bad performance on these 
tasks. In this research we, two colleagues and one former student of Vennix, present the 
findings of an experiment that contributes to this discussion by testing performance in the 
Department store task using a graphical display of zigzag shapes of inflows and outflows of 
people entering the store. This study therefore examined whether the shape of the curves used 
in the Department store task affects task performance and aims to contribute to insights into 
the problem of understanding accumulation in dynamic decision making. Findings are 
discussed in relation to existing research and avenues for further research are explored. 
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Theoretical background  
SF tasks are embedded in the theory and methodology of system dynamics in which the 
behavior of complex systems is studied and simulated (Ford, 2010; Sterman, 2000). System 
dynamics was initiated by Forrester of the Massachusetts Institute of Technology to help 
managers understand industrial processes and systems. Today, system dynamics is more 
generally focused on understanding decision making when people are confronted with 
complex dynamic systems. The basic assumption of system dynamics is that the structure of 
the system drives its behavior. The structure is characterized by the following four 
hierarchical levels: 1) the closed boundary, 2) the feedback loop as the basic system 
component, 3) the levels (of stocks) and the rates (of flows), and 4) goals, observed 
conditions, discrepancy between goals and observed conditions and desired action (cf. 
Vennix, 2011, p. 111). Insight in the interplay of these characteristics is necessary to fully 
understand the behavior of the dynamic system (Cronin & Gonzalez, 2007; Ford, 2010; 
Forrester, 2009; Sterman, 2000), but in this paper we focus on the stocks and flows that guide 
accumulation as this a vital step for systems thinking. 
An archetypical example of a stock is water in a bathtub. The water flows into the bathtub 
through the tap and flows out through the pipe into the drain. When during a time interval the 
amount of water flowing in exceeds the amount flowing out, the amount of water in the tub 
accumulates; the net flow > 0. This goes on until the bathtub overflows. It depends on the 
system boundaries how long this will take (e.g., size of the bathtub or rate of the flow) 
(Sterman, 2000). If the inflow of water is equal to the outflow in a time interval the stock is in 
balance; the net flow = 0. If the outflow is larger than the inflow the level of the stock 
decreases; the net flow < 0. Summarized, a “stock accumulates its inflows less its outflows, 
beginning with the initial value of the stock” (Sterman, 2000, p. 195). 
The accumulation principle is a universal phenomenon that can be applied to all systems 
and is essential for comprehension and management of societal, corporate and individual 
decision making (Cronin et al., 2009). It is, for example, critical to understand the problem of 
climate change, where the stock of atmospheric CO2 is increased by the inflow of 
anthropogenic CO2 emissions and decreased by the outflow of CO2 absorbed by oceans and 
biomass (Sterman, 2008). Also in people’s daily life stocks and flows are important, for 
instance when managing one’s bank account (stock) with deposits (inflows) and withdrawals 
(outflows) fluctuating over time (Cronin et al., 2009).  In order to arrive at sustainable policy 
solutions (climate change) or make correct decisions (bank account) it is thus necessary to 
understand the complexity of dynamic systems. Therefore it is important that individuals have 
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adequate systems thinking skills among which understanding and being able to manage the 
accumulation principle (Hämäläinen et al., 2013). 
Stock-flow (SF) tasks 
In order to investigate individuals´ system thinking skills,  several SF tasks have been 
developed. Such tasks have in common that they present a dynamic problem after which 
participants need to answer a number of questions. In SF tasks, participants are presented a 
graph with inflows and outflows and, based on this information, have to determine the 
behavior of the stock while answering questions such as at which time the stock is at its 
maximum or minimum (e.g., Department store task in Figure 1)(Booth Sweeney & Sterman, 
2000; Korzilius et al., 2014). Other tasks, in contrast, provide participants with information 
about a stock and ask them to estimate the net flows (Cash flow task; Veldhuis & Korzilius, in 
press). In a third category of tasks participants are not asked to estimate the stock or flows at a 
particular point in time, but are demanded to sketch the behavior of the stock or flows over 
time (such as the Bathtub task; Sterman, 2002). Often SF tasks are relatively simple 
containing one stock and one inflow and outflow. More complex tasks contain feedback loops 
and delays (e.g., the female professor task asks participants to bring two initial unequal stocks 
of female and male professors into balance; Bleijenbergh, Vennix, & Van Engen, 2011).  
Department store task  
One of the most often studied SF task is the Department store task (Sterman, 2002) (see 
Figure 1). 
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Figure 1. Department store task (Sterman, 2002, p. 510) 
 
Figure 1 shows the relative simplicity of the Department store task. It focuses on 
accumulation and does not contain feedback mechanisms, delays, or non-linearity. The task 
presents a graph with two flows of people entering (inflow) and leaving (outflow) a 
department store during a 30-minute time interval, followed by four questions. Question 1 and 
2 infer if participants can read the graph and correctly distinguish between the inflow and 
outflow (Cronin et al., 2009); the correct answers are minute 4 and 21, respectively. The other 
two questions assess whether individuals can deduce the behavior of the stock from the 
behavior of the flows (Cronin et al., 2009; Sterman, 2002). In order to solve these questions, 
the level of the stock at a specific time as well as the inflow and outflow rate have to be taken 
into account. Question 3 asks to indicate the highest level of the stock and Question 4 refers to 
the lowest level. For answering Question 3 it suffices to infer until what time the rate of 
people entering exceeds the rate of people leaving. The inflow exceeds the outflow (net flow 
> 0) until the graphs cross, so most people are in the department store at minute 13. After the 
intersection the outflow consistently exceeds the inflow (net flow < 0). In addition, the area 
between the curves after the intersection, is larger than the area before the intersection, 
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meaning that the total rate of leaving is greater than the total rate of entering. So the answer to 
Question 4, during which minute are the fewest people in the department store, is at the end, 
at minute 30 (Cronin et al., 2009; Sterman, 2002). 
Research on the Department store task shows that many individuals, even highly educated, 
fail to correctly answer all four questions (Cronin et al., 2009; Sterman, 2010. This may 
implicate that: a) participants do not understand the acccumulation principle (Cronin et al., 
2009),  b) the problem representation of the accumulation principle is not optimal (Cronin & 
Gonzalez, 2007), and /or c) heuristic reasoning is triggered by the task (Hämäläinen et al., 
2013). Inadequate problem representation may contribute to the complexity of the task, 
pushing as it were, to poor performance. On the other hand, particular features of the problem 
representation may also pull towards the use of specific heuristics. 
Regarding problem representation, Cronin et al. (2009) showed that the finding of poor 
performance was stable in varying conditions and did not change performance: it appeared 
independent of cognitive burden (using fewer data points), graph display (presenting data in 
other formats, such as a table, text, or bar graph), task context (familiarity with context), 
receiving feedback (participants were given information which were answers were correct), 
motivation (informing participants that they could leave the experimental session once they 
had answered all questions correctly), and priming participants (of the presence and behavior 
of stock-flow structures). As a result of this (Cronin et al., 2009, p. 116) concluded that people 
fail to “appreciate the most basic principles of accumulation, leading to the use of 
inappropriate heuristics”. However, according to Hämäläinen et al. (2013), the shape of graph 
may not only mask the accumulation principle but may also trigger people to use particular 
heuristics. In addition, they claimed that peaks and troughs selected in the graph are visually 
salient and therefore trigger the availability heuristic. 
Kahneman (2011, p. 98) defines a heuristic as “a simple procedure that helps find 
adequate, though often imperfect, answers to difficult questions”. A simple procedure refers 
to substituting a new, simpler question for the original, more difficult question. Related to SF 
tasks, Cronin et al. (2009, p. 124) state that the correlation heuristic, “a form of pattern 
matching in which people assume that the output of a system […] should ‘‘look like” the 
input” is responsible for poor performance. Hämäläinen et al. (2013) state that the correlation 
heuristic is better covered by the well-known term availability heuristic, meaning that 
individuals make decisions based on information that is easiest to bring to mind, instead of 
exploring all pros and cons of plausible alternatives. 
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In a think aloud experiment, Korzilius et al. (2014) corroborated the prominent use of the 
correlation heuristic but also showed that participants have also other reasoning strategies 
while solving the Department store task. An example was the absence of explicit reasoning 
when performing the task. Another illustration was the incorrect assumption that, in order to 
determine the minute during which the most /fewest people were in the store(Questions 3 and 
4), the initial value of the stock was needed. Participants also used a mix of the strategies 
mentioned above, which led to incorrect but also, in some cases, to correct answers. In 
addition, participants also expressed problems with reading the y-axis label containing a slash 
in the ratio people / minute, and with being unfamiliar with terminology used in the task. 
Department store task revised 
As argued above, the use of the correlation heuristic plays a role in why participants 
incorrectly solve the Department store task. Incorrect answers to Question 3 and Question 4 
often fit with reasoning according to the correlation heuristic. Participants opt for the 
maximum in inflow or outflow (minute 4 and 21 in Figure 1), and particularly for the 
maximum difference (net flow) between inflow and outflow curves and vice versa (minute 8 
and 17, Figure 1) as the correct answers to the question. According to Hämäläinen et al. 
(2013), these peaks and troughs are the most characteristic elements in the graph and therefore 
are more salient compared to other parts of the graph. As a result the presence of the peaks 
and troughs is more likely to induce erroneous reasoning. Hämäläinen et al. (2013, p. 626) 
contend “that in the department store task people’s performance is affected by several 
cognitive heuristics triggered by a number of factors in the task that camouflage and divert 
people’s attention from the true stock and flow structure”. 
As one of their experimental manipulations Hämäläinen et al. (2013) removed the peaks 
and troughs of the original Department store task, thereby removing the salient flow 
characteristics of the graph. In a series of four experiments using eleven different 
questionnaires they tested whether a revised graph with smoother curves resulted in better 
performance (see Figure 2). Although copying and pasting and the printing process may have 
been responsible, upon close observation the revised graph in Figure 2 seems to have two 
maxima in the entering line and it appears more difficult than in the original version to 
establish whether the area before the intersection is smaller than after the intersection (which 
is necessary for answering Question 4 of the original task). 
 
165 
 
 
Figure 2. Revised graph of Department store task using smoother curves (Hämäläinen et al., 
2013, p. 629) 
 
Besides testing for framing the way the graph was presented as discussed above, 
Hämäläinen et al. (2013) also examined priming effects by varying the wording of the 
questions. They adapted the original wording by asking participants more directly about 
accumulation. “Q1. When did the number of people in the store increase and when did it 
decrease?” (p. 629). At the same time, they included additional elements: a “Cannot be 
determined” box and asking for a written explanation. In our view, these changes to the 
original task make it problematic to establish just the framing effect, thus isolating the effect 
of using smoother curves in comparison to the original curves.  
In more detail: in their Questionnaire I (Hämäläinen et al., 2013, Table 1, p. 629) provided 
smooth curves. However, Hämäläinen et al. (2013) did not ask the original Question 1 and 2 
(Cronin et al., 2009, Sterman, 2002). Instead they used the just quoted Q1 more 
straightforwardly focusing on accumulation. Next, they asked Question 3 and 4 of the original 
task but did not offer the “Cannot be determined” box. Together, differing curves, questions, 
and answering options make a fair comparison with performance on the original Department 
store task difficult. 
Therefore, we think that Hämäläinen et al.’s (2013) claim “Our new results with somewhat 
revised experiments show that the poor performance in the department store task can be 
attributed to the framing of the problem rather than to people’s poor understanding of the 
accumulation phenomenon” (p. 626) is too bold. This because it is not clear which adaptation, 
differently framing the graph or priming the questions and other elements, resulted in which 
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improvement of performance. To investigate the impact of graphical representation on 
performance, one has to rule out all other factors that might influence this relation. 
Department store task zigzagged 
Notwithstanding our comments on the study of Hämäläinen et al. (2013) we endorse their plea 
for more insight in and explanations of SF performance, such as the influence of graphical 
representation of information on stock-flow performance. Ultimately aiming to contribute to 
more knowledge of systems thinking as a vital part of system dynamics research. We tested 
whether heuristic reasoning is triggered by characteristics of the graph keeping all other 
elements of the problem formulation similar. Following Hämäläinen et al. (2013) we wanted 
to distract attention away from the few chacteristic points of the original Department store 
task (Figure 1). However, instead of using smoother curves (Figure 2), we designed the graph 
in such a way that it had even more peaks and troughs (‘Ups and Downs’; see Figure 3) than 
the original version. We substantiated this adjustment by the argument that the visibility of the 
flow characteristics can be reduced, not only by scaling down the peaks in the graph 
(especially t4, t8, t17, and t21), but also by enlarging the contrasts in the rest of the graph. 
Therefore, we assumed that presenting more instances of net flow differences (inflow-outflow 
or vice versa) than in the original task would reduce the extent to which participants use the 
correlation heuristic. If this would be evidenced, the implemented adjustments apparently 
contribute to the internal validity of the task. Consequently, we formulated the following 
hypothesis: 
Hypothesis 1. An articulated zigzagged version of the Department store task will result in less 
correlation heuristic reasoning than the original version. 
In addition to this, although more difficult to substantiate, we assumed that in real life 
peaked curves are more common than smooth curves for illustrating dynamic behavior, for 
example curves used for stock markets and weather forecasts. A Google search using the 
search term “line graph with two lines” corroborated this as it resulted in numerous irregular, 
rather than smooth curves. Consequently, zigzagged curves may be more familiar and thus 
may promote external validity of the graph. These considerations resulted in the following 
hypothesis: 
Hypothesis 2. An articulated zigzagged version of the Department store task will perform 
better than the ones who get the original version. 
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Figure 3. Articulated zigzagged shape of graph Department store task used in this study 
 
Method 
Experimental design and procedure 
In line with previous research (Cronin et al., 2009;  Korzilius et al., 2014; Sterman, 2010) we 
tested the effect of graphical representation on performance and correlation heuristic 
reasoning, using a one-factorial randomized between-subjects experimental design. 
Participants were randomly assigned to a version of the Department store task. Participants in 
the Experimental group received a zigzagged graph (Figure 3), while those in the Control 
group got the graph of the original task (Figure 1).  
Participants in both groups had to answer the same four questions as in the original task: 
1. During which minute did the most people enter the store? 
2. During which minute did the most people leave the store? 
3. During which minute were the most people in the store? 
4. During which minute were the fewest people in the store? 
Likewise, the same answering options as in the original Department store task were used: 
either fill in the minute or check the box “Can’t be determined” (see Figure 1). To rule out the 
possible influence of proficiency in English, we translated both versions in Dutch.  
The shape of the inflows and outflows in the zigzagged graph contained more peaks and 
troughs, and thus more instances of larger net flow differences than the original graph of the 
Department store task. Because the graph contained more peaks and troughs, the absolute 
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values of the stock and flow of the zigzagged graph at the various minutes differed from the 
original graph. However, important for comparison purposes, the minutes at which the stock 
and flows reached important values were kept similar to the original. This meant that the 
maximum entering/leaving the store and maximum/fewest in stock were the same as in the 
original task, minute 4, 21, 13, and 30, respectively. Also, indicative for the correlation 
heuristic, max net inflow/outflow was the same, minute 8 and 17, respectively. Further, in line 
with Cronin et al. (2009, p. 118, note 3) the design of the zigzagged graph was such that the 
area of the region before the intersection, where the inflow is larger than the outflow, is 
clearly smaller than the area after the intersection where the outflow is bigger than the inflow. 
Finally, the layout was similar to the original task with one exception. In order to facilitate 
reading, we provided all minutes on the x-axis instead of even minutes only. This was done in 
the experimental and control group in the same way. 
Procedure and participants 
The experiment was conducted at the office of a Dutch based international staffing agency in 
the catering industry. This particular population was chosen for their expected high 
homogenitey and for the possibility of finding a large group of participants as one of the 
authors was in the management team of the company. Data collection took place shortly 
before employees had to start or had finished their work. Participation was voluntary and no 
reward was offered. Participants were not allowed to use a computer or calculator and had a 
maximum of 10 minutes to make the task. 
Participants were 76 employees, 60.0% male, on average 22.6 years old (range 18-32), 
mostly students working part-time for a Dutch based staffing agency in the catering industry. 
Table 1 shows the characteristics of the participants. The Experimental group consisted of 41 
participants, the Control group of 35. The majority of participants stated not to have much 
knowledge of System Dynamics. They were in general higher educated in the fields of 
Management, Behavior and society or Law. 
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Table 1. Characteristics of participants in Experimental Group (EG) and Control group (CG) 
 EG 
Zigzag shape 
41 (53.9) 
CG 
Original shape 
35 (53.9) 
Total  
 
76 (100.0) 
Age 23.0 (2.85) 22.2 (2.02) 22.6 (2.52) 
    
Gender    
Male  23 (56.1) 22 (64.7) 45 (60.0) 
Female 18 (43.9) 12 (35.3) 30 (40.0) 
    
Knowledge of system dynamics   
Very little 19 (47.5) 16 (48.5) 35 (47.9) 
Little 10 (25.0) 12 (36.4) 22 (30.1) 
Not little, not much 11 (27.5) 5 (15.2) 16 (21.9) 
    
Level of completed education    
Primary 0 (0.0) 2 (5.9) 2 (2.7) 
Secondary 6 (14.6) 11 (32.4) 17 (22.7) 
Intermediate Vocational 2 (4.9) 1 (2.9) 3 (4.0) 
University of Applied Sciences 3 (7.3) 0 (0.0) 3 (4.0) 
University Propaedeutic 13 (31.7) 11 (32.4) 24 (32.0) 
University Bachelor 13 (31.7) 5 (14.7) 18 (24.0) 
University Master 4 (9.8) 4 (11.8) 8 (10.7) 
    
Field of current education    
Management 14 (35.0) 5 (14.7) 19 (25.7) 
Behavior and society 8 (20.0) 6 (17.6) 14 (18.9) 
Law 4 (10.0) 6 (17.6) 10 (13.5) 
Other 12 (30.0) 12 (35.3) 24 (32.4) 
No 2 (5.0) 5 (14.7) 7 (9.5) 
Note. Cell entries indicate ns and % between brackets; except for Age reporting M (SD). 
 
An independent t-test (for Age) and Chi-square analyses (for the other) revealed no 
differences in background characteristics reported in Table 1 between the Experimental and 
Control group. 
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A power analysis (G*Power Version 3.1.92) showed that with the number of participants 
per group, we anticipated to find medium to large differences between the two groups (effect 
size = 0.58) in 80% of the cases (statistical power = .80) conducting one-tailed t-tests at an 
alpha level of .05 (Cohen, 1992). 
Measures and statistical analyses 
The variable group represented the manipulation of the experiment containing the 
experimental group, having the zigzagged version of the Department store task, and the 
control group, having the original version. 
Performance per question was measured in terms of either correctly answering or not 
correctly answering Question 1 to 4, with correct answers being minutes 4 (Q1), 21 (Q2), 13 
(Q3), and 30 (Q4), respectively. Additionally, to establish performance for the questions in 
which accumulation was involved, performance total was computed by adding the number of 
correct answers for Question 3 and 4; theoretical range 0-2. 
The measurement of the correlation heuristic reasoning was also based on Question 3 and 4. 
Correlation heuristic per question was measured in terms of either answering minute 8 (max 
net inflow) to Question 3 and minute 17 (max net outflow) to Question 4. Also, correlation 
heuristic total was computed by adding the number of correlation heuristic answers; 
theoretical range 0-2. 
SPSS Version 22 was used to conduct the statistical analyses. To compare the two groups on 
the variables Performance and Correlation heuristic per question, Chi-square tests were used. 
In line with the direction of the hypotheses, one-sided independent t-tests were conducted to 
test the effect of the task on the variables Performance total and Correlation heuristic total. It 
appeared that all outcomes of the parametric t-tests were corroborated by the non-parametric 
alternative Mann-Whitney tests, therefore, we only present parametric outcomes.  
Beyond the effect of group, we analyzed effects of control variables, by Analyses of 
Covariance (ANCOVA; control variables age and level of completed education) and by 
factorial two-way analyses of variance (ANOVA; other control variables). We limited these 
analyses to the dependent variables correlation heuristic total and performance total. 
The alpha level for all tests was set at .05. 
Results 
Descriptives 
Table 2 shows the performance on the Department store task of the participants in the 
experimental and the control group. It reveals similar patterns of task-flow performance as 
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reported in previous research (e.g., Cronin et al., 2009; Korzilius et al., 2014;  Sterman, 2002, 
Pala & Vennix, 2005). Participants generally did not have problems answering Question 1 and 
Question 2. The percentages in the underlined cells in the columns of Question 3 and 4 
indicates that quite some participants used correlation heuristic reasoning, and that, especially 
for Question 3, the relative frequency was higher in the experimental group than in the control 
group. The limited number of correct answers of Question 3 and Question 4, demonstrate that 
participants in both groups had difficulties with the concept of accumulation. For answering 
the last two questions, relatively many participants opted for “Can’t be determined”.  
Testing hypotheses 
Hypothesis 1. There appeared no difference in the variable Correlation heuristic between 
the experimental and control group in Question 3 (χ²(1, n = 76) = 0.25 p = .62), Question 4 
(χ²(1, n = 76) = 0.01, p = .95), nor for Correlation heuristic total (Mexperimental group= 0.34, 
SDexperimental group = 0.66; Mcontrol group = 0.57, SDcontrol group = 0.78; t(74) = 1.40, p = .083, one-
sided). Although the descriptive statistics may have pointed to a possible difference, 
Hypothesis 1 was rejected. 
Hypothesis 2. There were no differences between the participants in the experimental and 
the control group for the four separate questions of the Department store task (Question 1: χ2 
(1, n = 76) = 2.67, p = .10; Question 2: χ2 (1, n = 76) = 0.95, p = .33; Question 3: χ²(1, n = 76) 
= 0.25 p = .62; Question 4: χ²(1, n = 76) = 0.01, p = .95). Performance total was also not 
statistically different (Mexperimental group= 0.61, SDexperimental group = 0.83; Mcontrol group = 0.66, 
SDcontrol group = 0.87; t(74) = 0.24, p = .20, one-sided). Accordingly, Hypothesis 2 was rejected. 
This means that adaptation of the original curve of the Department store task into a zigzagged 
curve did not have any effect on the use of the correlation heuristic nor on the performance of 
the task. 
Although there was no evidence for the hypotheses, we additionally performed analyses of 
control variables (age, gender, knowledge of System Dynamics, level of completed eduction, 
and field of education) to explore whether they might have had an effect. This was not the 
case except that Level of completed education was negatively related to correlation heuristic 
total (rs = -.31, p < .01). 
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Table 2. Results Department store task for Experimental group (EG) and Control group (CG) 
Answers Question 1 Question 2 Question 3 Question 4 
 Most entering Most leaving Most in store Fewest in store 
 EG  CG  EG  CG  EG  CG  EG  CG  
 n % n % n % n % n % n % n % n % 
Max entering t = 4 38 92.7 35 100     1 2.4       
Max leaving t = 21     35 85.4 33 94.3   2 5.7   1 2.9 
Max in stock t = 13         13 31.7 12 34.3 4 9.8 4 11.4 
Fewest in stock t = 30             12 29.3 9 25.7 
Max net inflow t = 8 2 4.9   2 4.9   8 19.5 12 34.3     
Max net outflow t = 17     1 2.4   2 4.9 2 5.7 6 14.6 8 22.9 
Initial in store t = 1               2 5.7 
Can’t be determined 1 2.4   1 2.4   13 31.7 5 14.3 11 26.8 6 17.1 
Other     2 4.9 2 5.7 4 9.8 2 5.7 8 19.5 5 14.3 
No answer                 
Note. EG (n = 41) had the zigzagged version (see Figure 3), CG (n = 35) the original version (see Figure 1).  
The rows are the answers with the time point indicated in column 1 (answers to all questions were considered correct if they were within 1 minute of the 
correct response). Conform Cronin et al. (2009, p. 119), bold numbers indicate correct responses; underlined numbers show the incorrect, correlation heuristic, 
answers for Question 3 and 4 that give the maximum net inflow/net outflow instead of maximum/fewest in the stock.
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Conclusion and discussion 
We aimed to contribute to the understanding of accumulation by conducting an experiment in 
which we tested the effect of graphical representation on performance in the Department store 
task. We examined whether a graphical respresentation presenting inflows and outflows in an 
articulated zigzagged shape would do better than the original graph (Cronin et al., 2009; 
Sterman, 2002). We expected that a zigzagged graph would draw attention away from the few 
typical characteristics of the original graph and as a result would reduce correlation heuristic 
reasoning and increase performance. Although there appeared fewer instances of correlation 
heuristic reasoning in the experimental group having the zigzagged graph than in the control 
group having the original graph, especially while answering Question 3, the differences were 
not statistically significant. Hypothesis 1, stating that an articulated zigzagged version of the 
Department store task leads to less correlation heuristic reasoning than the original version, 
was therefore rejected. Hypothesis 2 was also rejected: Contrary to our expectations, 
participants assigned to the articulated version of the Department store task did not perform 
better than participants confronted with the original version. Based on the outcomes of this 
study we conclude that a graphical articulation of in- and outflows does not affect heuristic 
reasoning and performance.  
Cronin et al. (2009) launched the correlation heuristic in their effort to understand the main 
pattern of answers given in the Department store task. Strictly speaking however, correlation 
reasoning, comprehended by them as the substitution of flow features for stock 
characteristics, is not an explanation but rather a description of what actually takes place. 
Although this descriptive knowledge has been corroborated in many studies, it does not 
explain why individuals seem to use correlation reasoning (see MacDonald Ross, 2001). 
Hämäläinen et al. (2013) did search for an explanation of correlation reasoning in the 
availability of particular graph characteristics. They smoothed the peaks and troughs of the 
original Department store task to reduce availability. Unfortunately, the claims about their 
research findings were undermined by shortcomings in their experimental design. In the 
current study we followed the approach of Hämäläinen et al. and complemented it by using a 
graph with an articulated zigzag pattern. We assumed that presenting more instances of net 
flow differences would also reduce the availability of the original flow characteristics and 
therefore would lead to less correlation reasoning and better performance. However, our 
expectations were not evidenced. Future research on description and explanation of heuristics 
is therefore necessary to eventually grasp why individuals have poor performance on SF 
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tasks. In general, in line with the initiative of the Open Science Collaboration (2015), we 
encourage more replication of experiments on accumulation. As they state: “Scientific claims 
should not gain credence because of the status or authority of their originator but by the 
replicability of their supporting evidence” (p. 943). Although research inevitably has its ups 
and downs, the spirit that emerges from this quotation is exactly in line with the attitude of the 
Methodology group at Radboud University in Nijmegen, initiated by Jac Vennix. 
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