Abstract. Inspired from the geometry of geological fault networks, we consider elliptic second order differential equations with jump conditions on a sequence of multiscale networks of interfaces. As classical homogenization techniques are not suited for such kind of geometrical setting, we suggest a new concept, called fractal homogenization, to derive and analyze an associated asymptotic limit problem. We provide an intuitive characterization of the corresponding fractal solution space in terms of generalized jumps and gradients together with continuous embeddings into L 2 and H s , s < 1 2. We show existence and uniqueness of the solution of the homogenized problem and exponential convergence of the approximating multiscale solutions. Computational experiments involving a related numerical homogenization technique illustrate our theoretical findings.
Introduction
Classical elliptic homogenization is concerned with second order differential equations of the form −∇ (A ε ∇u ε ) = f , denoting A ε (x) = A x ε with ε > 0 and some uniformly bounded, positive coefficient field A. Hence, A ε is oscillating on a spatial scale of size ε compared to the diameter of the macroscopic computational domain Q ∈ R d . In periodic homogenization, the coefficient A is Yperiodic, where Y = [0, 1[ d is the unit cell in R d . In stochastic homogenization, the coefficient A ε (x) = A ω x ε is a stationary (i.e. statistically shift invariant) and ergodic (asymptotically uncorrelated) random variable on a probability space (Ω, F, P ) with ω ∈ Ω. A variety of results have been derived in the field of homogenization, and we refer to [1, 2, 7, 17] for the periodic case and to [19, 31] for the stochastic case. For error estimates in homogenization, we refer to [3, 4, 7, 12, 13] . Mathematical modelling of polycrystals or composite materials typically leads to elliptic interface problems with appropriate jump conditions on a microscopic interface Γ ε ⊂ Q. A periodic setting is obtained by Γ ε = εΓ 0 with scaling parameter ε > 0 and a piecewise smooth hypermanifold Γ 0 with Y-periodic cells. The size of the cells is then of order ε compared to the macroscopic domain. Denoting by ⟦u ε ⟧ ν the jump of u ε in normal direction ν on Γ ε , the condition −∂ ν u ε = ⟦u ε ⟧ ν on the normal derivatives ∂ ν u ε is imposed at the boundary of each cell. Corresponding stochastic variants have been studied in [15, 18] . The homogenization of such kind of periodic for K = 4, 5, and 6, taken from [28] .
multiscale interface problems has been studied in great detail, see [8, 9, 14, 16] and references therein. Classical (stochastic) homogenization relies on periodicity (or ergodicity) and scale separation. The latter means that homogenized problems in the asymptotic limit ε → 0 usually decouple into a global problem that describes the macroscopically observed behavior of the system, and one or more local problems, often referred to as cell-problems, that capture the oscillatory behavior.
In contrast to analytic homogenization, numerical homogenization is addressing the lack of regularity of solutions of problems with highly oscillatory coefficients A ε in numerical computations, either by local corrections of standard finite elements [10, 24] or by multigrid-type iterative schemes [22, 23] . Both approaches are closely related [21] and usually do not rely on periodicity or scale separation.
In this work, we consider elliptic multiscale interface problems without scale separation in a non-periodic geometric setting motivated by geology. Experimental studies suggest that grains in fractured rock are distributed in a fractal manner [25, 28] . In particular, this means that the size of grains and interfaces follows an exponential law: The total number N (r) of grains larger than some r > 0 behaves according to (1) N (r) = Cr
−D
and D is often called the fractal dimension. This observation is also captured by geophysical modelling of fragmentation by tectonic deformation [27] which is based on the assumption that deformation of two neighboring blocks of equal size might lead to breakage of one of these blocks. It is unlikely and therefore excluded in this model, that bigger blocks break smaller ones or vice versa. A typical example for corresponding multiscale interface networks is given by the Cantor-type geometry [28] as depicted in Figure 1 . This distribution has fractal dimension ln 6 ln 2 which is in good agreement with experimental studies that often yield D ≈ 2.5. Observe that the cells representing the different grains are not periodically distributed. They can also be arbitrarily small and cover the whole range up to half of the given domain Q so that there is no scale parameter ε separating a small from a large scale.
As classical homogenization techniques are not suited for multiscale interface problems with such kind of geometrical setting, this paper is devoted to a new concept which is referred to as fractal homogenization. We exploit the hierarchical, almost self-similar structure of the fractal interface Γ consisting of the union of a sequence of multiscale interface networks Γ (K) , K ∈ N, (see, e.g., Figure 1 ) to construct an associated hierarchy of function spaces H 1 ⊂ ⋯ ⊂ H K , K ∈ N, with naturally emerging limit space H. We provide continuous embeddings in L 2 and H s , s < 1 2 and a characterization of H in terms of generalized jumps and gradients. On this background, we consider elliptic problems on H that can be regarded as fractal homogenizations of related multiscale problems on H K and prove existence, uniqueness and convergence of solutions u and u K , respectively. Imposing additional regularity assumptions on the geometry of the multiscale interface networks Γ (K) , K ∈ N, we are able to even show exponential convergence of u K to u in H.
In order to illustrate our theoretical findings by numerical experiments, we introduce an iterative numerical homogenization scheme in the spirit of [22, 23] that is based on a hierarchy of local patches from a hierarchy of meshes T 1 , ..., T K successively resolving the interfaces Γ (1) , ..., Γ (K) . This decomposition induces an additive Schwarz preconditioner to accelerate the convergence of a conjugate gradient iteration. In numerical experiments with a Cantor-type geometry, we found the theoretically predicted behavior of (finite element approximationsũ K of) u K . We also observed that the convergence rates of our iterative scheme appear to be robust with respect to increasing K. Theoretical justification and extensions to model reduction in the spirit of [21, 24] are subject of current research.
The paper is structured as follows. In Section 2 we introduce the interface networks together with the associated fractal function spaces and provide some basic properties, such as Sobolev embeddings and a Poincaré inequality, which are then applied to the analysis of elliptic fractal interface problems and their multiscale approximations. Exploiting additional assumptions on the geometry, we prove a quantitative homogenization result in Section 3. Section 4 is devoted to numerical computations with a kind of fractal numerical homogenization to illustrate our theoretical findings.
Fractal homogenization
2.1. Multiscale interface network. Let Q ⊂ R d be a bounded domain with Lipschitz boundary ∂Q that contains mutually disjoint interfaces Γ k , k ∈ N. We assume that each interface Γ k has finite (d − 1)-dimensional Hausdorff measure and is piecewise affine. We consider the multiscale interface network Γ and its level-K approximation Γ (K) , given by
respectively. For each K ∈ N, the set
is the maximal size of cells G ∈ G (K) to be divided on higher levels.
Denoting (x, y) = {x + s(y − x) s ∈ (0, 1)} we also assume that
holds for almost all x, y ∈ Q with C k ∈ R depending only on k ∈ N.
Example 2.1 (Cantor interface network in 3D [28] ). Consider the cube I = [0, 1] 3 in R 3 with canonical basis (e i ) i=1,...,3 and construct (Γ k ) k∈N according to the following algorithm. Set
and
This implies that For some arbitrary, fixed K ∈ N we introduce the space
of piecewise smooth functions on Q Γ (K) . Let k = 1, . . . , K. As Γ k is piecewise affine, there is a normal ν x to Γ k in almost all x ∈ Γ k and we fix the orientation of ν x such that ν x ⋅ e m > 0, if ν x ⋅ e i = 0 for all i = 1, . . . , m − 1, where {e 1 , . . . , e d } denotes the canonical basis of
In particular,
stands for the normal jump of v ∈ C 1 K,0 (Q) at ξ ∈ Γ k . For some fixed c > 0 and C k taken from (4), we introduce the scalar product
with the associated norm v K = ⟨v, v⟩
K . Observe that (1 + c) k generates an exponential scaling of the jumps across Γ k . We set
to finally obtain a hierarchy of complete spaces
with isometric embeddings.
Definition 2.3 (Fractal function space).
The fractal space H consists of all equivalence classes of sequences (v K ) K∈N of functions v K ∈ H K with the property that for all ε > 0 there is K ε ∈ N such that
with respect to the equivalence relation
Proposition 2.4. The fractal space H is a Hilbert space equipped with the scalar product
and associated norm ⋅ = ⟨⋅, ⋅⟩ 1 2 .
Proof. Let us first verify that ⟨⋅, ⋅⟩ is well defined.
Cauchy sequence, the triangle inequality
implies that the sequence of norms ( v K K ) K∈N is a Cauchy sequence in R. Its limit
defines a norm on H. As convergence also preserves the parallelogram identity, the polarization formula
defines a scalar product on H and (8) follows from
In order to show completeness, we consider the embedding
Definition 2.3 states that H is the completion of the linear subspace ⋃ K∈N {v K v K ∈ H K } equipped with the norm ⋅ through Cauchy sequences (cf., e.g., [20, Chapter 6] ).
From now on, we will identify the level-K spaces H K with their embeddings {v K v K ∈ H K } defined in (9) . Then the following approximation result follows directly from the construction of H K ⊃ C Proposition 2.5. The hierarchy
consists of closed subspaces H K of H, K ∈ N, with the property
A more intuitive representation of the scalar product ⟨⋅, ⋅⟩ in H in terms of generalized jumps and gradients will be derived in Section 2.4 below.
Sobolev embeddings.
We now investigate the embedding of the fractal space H into the fractional Sobolev spaces H s (Q), s ∈ (0 ,   1 2 ), equipped with the Sobolev-Slobodeckij norm
Proof. Using the Cauchy-Schwarz inequality and the binomial estimate 2ab < 1 c a 2 + cb 2 with c > 0 and a, b ∈ R, we infer
According to the Cauchy-Schwarz inequality and the definition of C k in (4), we have
and the assertion follows by induction.
We are ready to state the main result of this subsection.
Theorem 2.7. The continuous embeddings
Proof. We use an approach introduced by Hummel [18] . Let K ∈ N, v ∈ C 1 K,0 (Q), and k = 1, . . . , K. We fix η > 0 and consider the orthonormal basis (e i ) i=1,...,d of R d . Exploiting that the determinant g k of the first fundamental form of Γ k satisfies g k ≥ 1, we obtain
where we used that ξ = (
Inserting (14) after integrating (12) with y = x + ηe over Q leads to
We extend v by zero from Q to (15) by η d+2s and integrate over
2 ) as a consequence of Theorem 2.7.
2.4.
Weak gradients and generalized jumps. Let (v K ) K∈N ∈ H and observe that
is Lebesgue measurable. Hence, we have
k∈N equipped with the weighted norm
respectively. In light of the completeness of L 2 (Q Γ) d and of (L 2 (Γ k )) k∈N , this leads to the following definition.
that is characterized by (17) . Then the limits
are called the weak gradient and generalized jump of v, respectively.
Since the fractal (and Hausdorff-) dimension of Γ might be larger than d − 1, it is not obvious to define L 2 (Γ) (and to infer convergence of
, because it is not obvious which measure to choose. 
and recall that Γ has Lebesgue measure zero in R d according to Remark 2.2. As a consequence, we havê
which by Definition 2.9 leads tô
that are characterized by (17) . Then we have
Proof. By definition of generalized jumps, we have
and as Γ has Lebesgue measure zero in R d (cf. Remark 2.2), we obtain
This concludes the proof.
From now on, we identify (v K ) K∈N ∈ H with v ∈ ⋂ 0<s< For the Cantor interface network, cf. Example 2.1, the weighting factors (1 + c) k C k in (19) are exponentially increasing with k, causing exponentially decreasing generalized jumps accross Γ k .
Fractal homogenization of multiscale interface problems. For given
with suitable a, A ∈ R, given f ∈ L 2 (Q), and fixed K ∈ N, we consider the following minimization problem.
Problem 2.12 (Multiscale interface problem). For fixed K ∈ N find a minimizer u K ∈ H K of the energy functional
As a consequence of (20) , the bilinear form a(⋅, ⋅), is coercive and bounded on H K and ∈ H * K holds by the Poincaré inequality stated in Theorem 2.7. Hence, the following proposition is an immediate consequence of the Lax-Milgram lemma.
Proposition 2.13. Problem 2.12 is equivalent to the variational problem to find u K ∈ H K such that
and admits a unique solution u K , satisfying the stability estimate
with c 0 denoting the Poincaré constant in (13) .
We obtain the following asymptotic limit of the multiscale interface Problem 2.12 for K → ∞.
Problem 2.14 (Fractal homogenization). Find a minimizer u ∈ H of the energy functional E on H, denoting
In light of Proposition 2.4, Proposition 2.5, and Theorem 2.11, existence, uniqueness, and convergence of Galerkin approximations follow from the Lax-Milgram lemma and the Céa lemma.
Theorem 2.15. Problem 2.14 is equivalent to the variational problem to find u ∈ H such that
and admits a unique solution. Moreover, the error estimate
Error estimates
We concentrate on the special case that all cells G ∈ G (K) , K ∈ N, are hyper-rectangles with edges e G,i , i = 1, . . . , 4 d−1 , either parallel or perpendicular to the unit vectors e i , i = 1, . . . , d. We set
and assume shape regularity in the sense that there is a constant g > 0 such that
We also assume that G (K) is regular for all K ∈ N in the sense that two cells
Hausdorff measure, if and only if F is a common (d − 1)-face of G and G ′ . Note that the Cantor set described in subsection 2.1 satisfies both of these additional assumptions.
and every i = 1, . . . , d, we finally introduce the set
The derivation of error estimates will rely on the representation of the residual of the approximate solution u K of Problem 2.12 in terms of its normal traces on Γ L , L > K (cf., e.g., the variational formulation of substructuring methods [26] ). This requires additional regularity in the neighborhood of Γ L , L > K.
holds with a constant c depending only on g and d.
Proof
for simplicity, and i = 1, . . . , d. We first prove regularity in a suitable set U L,G,i ⊂ G.
For notational convenience, the indices L, G, i are dropped in the sequel. Note that
Extending v ∈ H from Q by zero to R d , we define
for sufficiently small h > 0, we get
Similarly, (31) leads tô
Utilizing (31), the fundamental theorem of calculus and a density argument, it can be shown that
1 Together with the Cauchy-Schwarz inequality and U * ⊂ G * i this leads to
We insert the above identities and this estimate into (30) to obtain
Now (29) and multiple applications of Young's inequality yield
Utilizing ξ 4 ≤ ξ 2 ≤ 1 and (32), this leads tô
Now the desired regularity
) and the corresponding a priori estimate
are a consequence of [11, Chapter 5.8.2, Theorem 3].
It remains to show the a priori bound (28) .
with the generic constant C emerging from the trace theorem on (0, 1) d . Now (28) follows by inserting v = ∂ i u K and utilizing the a priori estimate (33).
Next, we state the representation of the residual of u K in terms of its normal traces on Γ L , L > K.
′ of the approximate solution u K of Problem 2.12 has the representation
It is easily seen that
In what follows, we write
for the set of all submanifolds of Γ (K,L) with normal vector e i , i = 1, . . . , d and
a finite union of (d−2)-dimensional manifolds with its δ-environment. Furthermore, we denote
On the other hand, we can integrate the domain B (K,L) δ by two-dimensional cylindrical coordinates and obtain
Utilizing (37) together with (38), it follows that (39)ˆQ
In light of (36) and (39), we can pass to the limit ε = 0 in (35) to obtain
is dense in H by Proposition 2.5, the assertion follows.
After these preparations, we are ready to state the main result of this section.
Theorem 3.3. For each K ∈ N, the approximate solution u K of Problem 2.12 satisfies the error estimate
with C only depending on d, g, a, and the Poincaré constant in (13).
Proof. As well-known arguments provide the residual error estimate
we first derive a bound for r K H ′ . Exploiting Lemma 3.2 and the Cauchy-Schwarz inequality, we get
v . and therefore
Lemma 3.1 provides the a priori estimate
for all k > K with C depending only on d, g, a, and the Poincaré constant in (13) . This concludes the proof.
Recall that the factor sup k>K C
k depends on the geometry of the actual interface network. Remark 3.4. For the Cantor interface network described in Example 2.1, we have C
Hence, Theorem 3.3 implies exponential convergence of the solution u K of the multiscale interface Problem 2.12 to the solution u of the fractal homogenization Problem 2.14 according to the error estimate
Numerical computations
Let T
(1) be a partition of Q into simplices with maximal diameter h 1 > 0 which is regular in the sense that the intersection of two simplices from T (1) is either a common n-simplex for some n = 0, . . . , d or empty. Then T (K) denotes the partition of Q resulting from K − 1 uniform regular refinements of T (1) (cf., e.g., [5, 6] ) for each K ∈ N. The maximal diameter is
, and N (K) stands for the set of vertices of simplices in T (K) . We assume that the partition T (K) resolves the piecewise affine interface network Γ (K) , i.e., for all k ≤ K the interfaces Γ k can be represented as a sequence of (d−1)-faces of simplices from T (K) . For each K ∈ N and each G ∈ G (K) , we introduce the space S (K) G of piecewise affine finite elements with respect to the local partition T
The discretization of the multiscale interface Problem 2.12 with respect to the corresponding broken finite element space
For each K ∈ N, existence and uniqueness of a solution follows from the Lax-Milgram lemma.
4.1. Exponential convergence of multiscale interface problems. In case of the Cantor interface network (cf. Example 2.1) the solutions u K of the multilevel interface Problem 2.12 for K ∈ N converge exponentially to the solution u of the homogenized Problem 2.14 (cf. Remark 3.4). For a numerical illustration, we consider this example in d = 2 space dimensions with c = 1, f ≡ 1, A ≡ 1, and the geometrical parameter C K = 2 K−1 . Note that the ⋅ norm in H (cf. (19)) is identical with the energy norm induced by a(⋅, ⋅) (cf. (24)) in this instance. . Successive uniform refinement of T (1) provides the triangulations T (K) with h K = 2 −K resolving the interfaces Γ (K) on subsequent levels K. The case K = 2 is illustrated in the middle while the right picture of Figure 2 shows the Cantor network Γ (8) .
The linear systems associated with the corresponding finite element discretizations (41) on each level K are solved directly. Exploiting
the fractal homogenization error is replaced by the heuristic error estimate Aiming at an iterative solution of the discrete problems (41) with a convergence speed that is independent of the number of levels K ∈ N, we now present a multilevel preconditioner in the spirit of [22, 23] .
To this end, we introduce the sets of local patches
into the local finite element spaces
For each fixed K ∈ N this leads to the splitting
and the corresponding multilevel preconditioner [29, 30] (43)
Note that the evaluation of each local projection P S (k) ω amounts to the solution of a (small) self-adjoint linear system on the patch ω ∈ Q (k) so that T K can be regarded as a multilevel version of the classical block Jacobi preconditioner.
The analysis of upper bounds for the condition number of T K as well as fractal counterparts of multiscale finite elements [21, 24] will be considered in a separate publication. 4.2.1. Cantor interface network. We consider the multilevel interface Problem 2.12 for the Cantor interface network with parameters, finite element discretization, and initial triangulation T
(1) as already described in subsection 4.1.
Letũ (ν)
K , ν ∈ N, denote the iterates of the preconditioned conjugate gradient method with preconditioner T K given in (43) and initial iterateũ (0) K =ũ 0 . The corresponding algebraic error reduction factors In practical computations, it is sufficient to reduce the algebraic error ũ K −ũ (ν) K up to discretization accuracy u K −ũ K . Galerkin orthogonality implies
We utilize the stopping criterion
provided by the resulting lower bound for the discretization error and the final iterate on the preceding level K − 1 as the initial iterate on the actual level K (nested iteration). Then, only ν 0 = 1 step of the preconditioned cg iteration is enough to provide an approximationũ (ν 0 ) K of u K with discretization accuracy for all K = 2, . . . , 9.
Layered interfaces.
We consider the multilevel interface Problem 2.12 in d = 2 space dimensions with parameters c = 1, f ≡ 1, A ≡ 1, and non-intersecting interfaces Γ k ⊂ Q = (0, 1) 2 described as follows. Figure 5 shows the initial triangulation T (1) (grey) with h 1 = 2 −4 together with the 3 macro interfaces forming Γ (1) . Again, T (k) is obtained by uniform refinement of T (1) and Γ k = Γ (K) Γ (K−1) is composed of 6 randomly selected, non-intersecting polygons consisting of edges of triangles T ∈ T (K) one above and one below each macro interface from Γ (1) . For K = 2, this is illustrated in the middle picture of Figure 5 . Note that at most C K = 2 K − 1 interfaces are cut by any straight line through Q. The final interface Γ (6) is depicted in the right picture. If nested iteration is applied, only one iteration step is needed to reach discretization accuracy according to the stopping criterion (46) (cf. Subsection 4.2.1).
