An l.p.p. ring satisfying the primitive idempotent condition is called left *-semisimple if it also satisfies the ascending condition on right *-ideals. We prove that a left *-semisimple ring can be uniquely decomposed into a direct product of a finite number of full matrix rings over certain domains, up to isomorphism. In fact, such left *-semisimple rings are generalized semisimple rings and, in particular, they are semisimple when they are finite.
Introduction
Throughout this paper, R is an associative ring with identity 1. Denote the set of all idempotents of R by E(R). If X is a subset of R, then the left [resp. 1 This research is jointly supported by the Natural Science Foundation of Jiangxi Province ; the Science Foundation of the Education Department of Jiangxi Province and the Foundation of Jiangxi Normal University, China 2 The research of the second author is partially supported by a UGC (HK) grant (#2160297/05-06) right] annihilator {r ∈ R : rX = 0} [resp. {r ∈ R : Xr = 0}] of X is denoted by ann X [resp. ann r X]. The full n × n-matrix ring over a ring R is denoted by M n (R).
Recall that a ring R is left principal projective, in short, l.p.p , if every principal left ideal of R, regarded as a left R-module, is projective. It is well known that the class of l.p.p.-rings includes the classes of (left) semihereditary rings, (left) hereditary rings, Baer rings, Baer p.q.-rings and (von Neumann) regular rings as its proper subclasses. In the literature, l.p.p.-rings and their subclasses have been extensively studied by many authors since the concept of such kind of rings was first introduced by Hattori (see, [1] , [3] [4] [5] [6] [7] [8] [9] , [12] )). In this paper, we study the properties of l.p.p.-rings and left *-semisimple rings. We also note that left *-semismiple rings are generalized semisimple rings and, in particular, the finite left *-semisimple rings are semisimple. Since the left *-semisimple rings are mild generalizations of semisimple rings, it is expected that the main structure theorem of semisimple rings such as the Wedderburn-Artin theorem would also hold in left *-semisimple rings. Indeed, this is the case and we prove that a left *-semisimple ring can be decomposed uniquely into a direct product of a finite number of full matrix rings over certain domains, up to isomorphism.
For notions and terminologies of Noetherian rings not mentioned in this paper, the reader is referred to the monographs by A.W. Chatters and C.R. Hajarnavis [2] and T.Y. Lam (see [10] and [11] ). For the sake of convenience, we simply call two idempotents e and f isomorphic, in notation, e ∼ = f , if e and f satisfy one of the given conditions in Lemma 1.1.
The following lemmas on idempotents of rings can be easily proved.
Lemma 1.2 Let R be a ring and e, f ∈ E(R).
If e is primitive and e ∼ = f , then f is primitive. The following result is well known and can be easily proved. 2 Right *-ideals and l.p.p.
-rings
We now define the right *-ideals and characterize the l.p.p.-rings by using right *-ideals.
Definition 2.1 Let I be a right ideal of a ring
It is easy to see that the intersection of right *-ideals of R is still a right *-ideal of R, and hence the smallest right *-ideal of R exists. We call this smallest right *-ideal the principal right *-ideal generated by a ∈ R and denote it by R * (a).
Lemma 2.2 R
Proof: Clearly, ann r (ann (x)) is a right ideal of R. Now let u ∈ R and a ∈ ann r (ann (x)) such that ann (a) ⊆ ann (u). Then (ann (x))u = 0 and u ∈ ann r (ann (x)). Hence, ann r (ann (x)) is a right *-ideal of R. Now let I be a right *-ideal of R containing x. Then {u ∈ R : ann (x) ⊆ ann (u)} ⊆I. Note that ann (x) ⊆ ann (u) iff (ann (x))u = 0; iff u ∈ ann r (ann (x)). We observe that ann r (ann (x)) ⊆ I. Therefore ann r (ann (x)) is the smallest right *-ideal of R containing x and whence R * (x) = ann r (ann (x)). 2 By Lemma 2.2, we have the following results. The proof of the following lemma is routine. 
Proof: Suppose that R is a left p.p.-ring. Then Ra, regarded as a left Rmodule, is projective. Now we consider the surjective R-module homomorphism ϕ : R → Ra defined by x → xa. Since Ra is projective, there is a R-module homomorphism ψ : Ra → R such that ϕψ = id Ra (the identity mapping on Ra). Denote ψ(a) = e. Then a = ϕψ(a) = ϕ(e) = e•ϕ(1) = ea. On the other hand, if x ∈ ann (a), then xe = ψ(xa) = 0 and hence ann (a) ⊆ ann (e). Since a = ea implies ann (e) ⊆ ann (a), we have ann (e) = ann (a). Also, since a = ea implies e − 1 ∈ ann (a)=ann (e), we have (e − 1)e = 0 and e 2 = e. Therefore, e is the required idempotent. Conversely, assume that there exists e ∈ E(R) such that ann (a)=ann (e), for all a ∈ R. Then 1 − e ∈ ann (e)=ann (a) and so ea = a. By routine verification, the mappings defined respectively by ϕ : Ra → Re, xa → xe and ψ : Re → Ra, xe → xa are reversible R-module isomorphisms. Thus Ra ∼ = Re. But since R = Re + R(1 − e), Re is projective. Consequently, Ra is projective and R is hence l.p.p.
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By routine verification, it can be easily shown that for
is the left annihilator of x j in R j ; and (b) ann (x) = ann (y) if and only if ann j (x j ) = ann j (y j ). Thus, by Lemma 2.3 and Theorem 2.6, we can formulate the following theorems. Since the proofs are straightforward, we omit the details.
Theorem 2.7 Let
R = n j=1 R j (the direct product of rings R i ). Then R is a left p.p.
-ring if and only if R j is a left p.p.-ring for every j ∈ J.

Theorem 2.8 The following conditions are equivalent for a ring R:
(1) R is l.p.p..
(2) Every principal right *-ideal of R is generated by an idempotent. (3) Every finitely generated right *-ideal of R is generated by an idempotent.
Proof: By Lemma 2.3 and Theorem 2.6, we need only to prove (2)⇒(3). Now, assume (2) holds. Then there exists e ∈ E(R) such that R * (a) = R * (e) for all a ∈ R. By Lemma 2.3, R * (e) = eR, so that ea = a. Hence E(R)R = R and we need only to consider the right *-ideal of R generated by finite idempotents. By induction, it suffices to show that, for any two idempotents e, f , the right *-ideal I of R generated by {e, f } is generated by an idempotent. Now let R * ((1 − e)f ) = R * (e ) = e R with e ∈ E(R) and ann (e ) = ann ((1 − e)f ). Then ee = 0, giving (e + e )e = e . Thus eR + e R = (e + e )R. Since (1 − e)f = f − ef , we have (1 − e)f ∈ I so that R * ((1 − e)f ) ⊆ I, and hence e ∈ I. Thus e + e ∈ I and so R * (e + e ) ⊆ I. On the other hand, since eR + e R = (e + e )R ⊆ R * (e + e ), we have e, e ∈ R * (e + e ), and hence
. Therefore e, f ∈ R * (e + e ) and by the minimality of I, I ⊆ R * (e + e ). We have now proved that I = R * (e + e ) and the rest follows from the condition (2) . 2 3 Left *-semisimple rings Definition 
An l.p.p. ring R is called left *-semisimple if R satisfies the following conditions: (i) ascending chain condition on right *-ideals. (ii) primitive idempotent condition, that is, for primitive idempotents
Clearly, a domain D is a left *-semisimple ring since D contains only two right *-ideals, says, (0) and D itself. The following lemma is immediate from Lemma 2.5 and Theorem 2.8.
Lemma 3.2 Let R satisfy the primitive idempotent condition. Then, R is a left *-semisimple ring if and only if every right *-ideal of R is generated by an idempotent.
By Lemma 3.2, we can prove the following theorem.
then R is left *-semisimple if and only if every component R i is left *-semisimple.
Proof: By routine verification, I ⊆ R is a right *-ideal of R if and only if there exist right *-ideals
It follows that every right *-ideal of R is generated by an idempotent if and only if every right *-ideal of R i is generated by an idempotent for 1 ≤ i ≤ n.
We still need to prove that R satisfies the primitive idempotent condition if and only if every R i satisfies the primitive idempotent condition. Now let
Then, it is easy to see that if f is an idempotent, then every f i is an idempotent and since (0, By Remark 3.4 and Theorem 3.5, we also have the following characterization theorem of left *-semisimple rings.
Theorem 3.6 R is a left *-semisimple ring if and only if R is a right *-semisimple ring.
The following lemma can be easily proved and we omit the details. We now establish a crucial lemma. Proof: (1) Let x be a fixed nonzero element of R. Then, by Zorn's lemma, there exists a right *-ideal T of R maximal with respect to the property that x / ∈ T . By hypothesis, T is finitely generated and by Lemma 3.2, there exists e ∈ E(R) such that T = eR. We next prove that U = (1 − e)R is the required minimal *-ideal. For this purpose, we pick a right *-ideal V of R such that V ⊆ U. Then, by Lemma 3.2, V = f R for some f ∈ E(R). Obviously, f ∈ U and so f = (1 − e)f , which implies f (1 − e) ∈ E(R). Since ef (1 − e) = 0 = f (1 − e)e, e + f (1 − e) ∈ E(R) and eR + f (1 − e)R = (e + f (1 − e))R, and hence eR + f (1 − e)R is a right *-ideal of R containing T . By the maximality of T , we have eR + f (1 − e)R = R = T + U and hence f (1 − e)R = U since f (1 − e)R ⊆ U. On the other hand, we always have
This yields f (1 − e)R = f R. Thus V = f (1 − e)R = U, and hence U is the required minimal right *-ideal of R.
(2) Denote f = f 0 + f 1 . If 1 − f = 0 or 1 − f is primitive, then the result holds. If 1 − f is not a primitive idempotent of R, then there exists a right *-ideal P of R maximal with respect to the property that 1 − f / ∈ P and f R ⊆ P . Pick an idempotent g of R such that P = gR. By the proof of Lemma 3.8, (1 − g)R is a minimal right *-ideal of R, and hence h 2 = 1 − g is a primitive idempotent of R by Lemma 3.7. Notice that f ∈ gR, we observe that f = gf and f 0 = gf 0 , f 1 = gf 1 
Applying the above argument to the idempotent h 0 + h 1 + h 2 and L 2 , we can find some mutually orthogonal primitive idempotents
Continuing these process, we can obtain a chain of right *-ideals
. . so that there exists a positive integer n such that L n = R since R is Noetherian on right *-ideals. This means that there exists finite number of pairwise orthogonal primitive idempotents e 0 , e 1 , e 2 , . . . , e n such that e 0 ∼ = f 0 , e 1 ∼ = f 1 and 1 = n i=1 e i .
2 The proof of the following lemma needs no special techniques, however, for the sake of completeness, we provide the details. 
, where 1 is the identity of M m (T ). Thereby, by Lemma 3.10, the similar statements in [11, p.36] 
Thus M m (T ) is not a prime ring which contradicts our assumption. Hence,
We now proceed to prove m = n. Assume on the contrary that m = n. Then, without loss of generality, we may assume that m < n.
Denote by R 1 the subset of R consisting of elements of the forms
Obviously, R 1 is a subring of R and is isomorphic to R with e i R 1 = {0} = R 1 e i for 1 ≤ i ≤ n − m. Now let ϕ 1 be the isomorphism of R onto R 1 . Denote R 2 = R 1 ϕ 1 . Then R 2 is a subring of R 1 which is isomorphic to R and
We now obtain a collection of tuples consisting orthogonal primitive idempotents, says
Continue this process, we eventually find an infinite number of tuples consisting of orthogonal primitive idempotents of R
This contradicts to R is a left *-semisimple ring. Thus m = n. 2 [2] ), the left R-module R is isomorphic to the direct sum of Re 1 n 1 , ...,Re k n k , where e 1 ,...e n k are orthogonal primitive idempotents of R such that Hom R (Re i , Re j ) = 0 if i = j and Re i n i denoted the direct product of n i copies of Re i . Hence,R is isomorphic to the direct product of matrix rings M n 1 (e 1 Re 1 ), ..., M n k (e k Re r ).
Theorem 3.10 Let R be a left *-semisimple ring. Then the left R-module R can be uniquely decomposed into the direct product
In proving the uniqueness of the decomposition, we suppose that there is another decomposition
th -place and 0 elsewhere. Let
with entry e k ii in the k-column and 0 elsewhere. 
. Now, by Lemma 3.9, D k ∼ = T λ and n k = m λ . This completes the proof.
2 We now give a counter example to illustrate that the converse of Theorem 3.10 is in general not true. 
Since aR + bR is not principal, none of f, 1 − e, g, 1 − h are units, in particular, e = 0 and h = 0. Since E 2 = E, we have
Clearly,(1) implies a is a factor of 1 − h, and therefore 1 − h = ac for some c ∈ R. If f = 0, then (2) implies 1 = e + h and so 1 − e = h. Thus by (1), we have f b = ha and thereby h = bd for some d ∈ R. Now 1 = h + ac = bd + ac ∈ aR + bR, which is a contradiction since aR + bR is not equal to R. Hence f = 0; and therefore e = 1 by (1) and by (2), g = 0 or h = 0. However,since h = 0, g = 0 and again by (2) , h = 1. Thus E = I 2 = 1 0 0 1 .
If M 2 (R) is an l.p.p.-ring, then by Theorem 2.6, ann (A) = ann (F ) for some F ∈ E(M 2 (R)). Since I 2 − F ∈ ann (F ), I 2 − F ∈ ann (A), F A = A. By the above proof, we have F = I 2 . But we can easily verify that B = −b a −b a ∈ ann (A) = ann (F ), and so BF = (0), that is, B = (0), which is a contradiction. Therefore M 2 (R) is not an l.p.p. ring and hence M 2 (R) is of course not left *-semisimple.
Regular rings
It is known in Ring theory that a semisimple ring can be defined as a regular ring satisfying the Noetherian condition on right ideals (see [11] ). The following result shows that the left *-semisimple rings are generalized semisimple rings. (Sufficiency). Suppose that R is a semisimple ring. Then R is both Noetherian and Artinian on right ideals. This implies that every right ideal of R is finitely generated. It follows that every right *-ideal of R is finitely generated. Thus, by Theorem 2.8, every right *-ideal of R is generated by an idempotent. The rest proof follows from Lemma 1.3.
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