Abstract-The focus of a continuous speech recognition process is to match an input signal with a set of words or sentences according to some optimality criteria. The first step of this process is parameterization, whose major task is data reduction by converting the input signal into parameters while preserving virtually all of the speech signal information dealing with the text message. This contribution presents a detailed analysis of a widely used set of parameters, the mel frequency cepstral coefficients (MFCC's), and suggests a new parameterization approach taking into account the whole energy zone in the spectrum. Results obtained with the proposed new coefficients give a confidence interval about their use in a large-vocabulary speaker-independent continuous-speech recognition system.
I. INTRODUCTION
T O COMMUNICATE with each other, humans generally use language that is based on a finite set of articulated sounds. The meaning of the transmitted message depends on the organization of the elements in this set; these elementary sounds are usually called phonemes. Many aspects of language have been studied over the years. Some of these works are focused on the variation of pronunciation [1] or intonation [2] in natural language. However, the basic interest seems to be on the acoustic level, interest that is aimed at two particular applications: automatic speech synthesis and recognition.
In the case of synthesis, the research emphasizes the identification of phoneme characteristics in the frequency domain for a better representation of the system that reproduces them. In the case of recognition, the priority is to extract from the acoustic signal enough information such that the recognition of phonemes, words or sentences that contain these phonemes can be possible.
In this paper, our attention is devoted to this last application, that is, extracting from the input signal the acoustic information of the word or the sentence pronounced by the speaker. This operation often allows us to obtain a set of parameters or coefficients fewer in number than the initial Manuscript received August 30, 1996; revised January 31, 1999. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Mazin Rahim.
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input samples, while maintaining, in most of the cases, the correct representation of different units that constitute speech. Common parameters used in many recognition systems are LPC (linear predictive coding) coefficients, and mel frequency cepstral coefficients (MFCC's). Some recent works show how the variability of the statistical components of LPC can be reduced using bandpass liftering [3] ; others [4] , [5] are focused on finding an optimal linear transformation of mel-warped short-time discrete Fourier transform (DFT) information to minimize the errors occurring at the back-end classifier. However, the most popular set of parameters is the MFCC developed by Davis and Mermelstein [6] . It is the main purpose of this contribution to detail and analyze the evaluation process of the MFCC, highlighting positive as well as negative aspects of this approach. If the idea of mapping an acoustic frequency to a perceptual frequency scale, the mel scale, permits one to obtain relevant coefficients, we cannot, however, conclude that the filtering process occurring in the evaluation of the MFCC does not alter the initial frequency resolution obtained after the fast Fourier transform (FFT). Since it is not quite clear what is the optimal frequency resolution from which a set of parameters for a recognition system has to be evaluated, we propose in this paper a new algorithm respecting the fundamental concept of the mel scale while keeping unchanged the initial frequency resolution obtained after the FFT. Comparative results let us believe that the suggested approach is very promising.
Due to physiological characteristics of the speech production system [7] , voiced sections of the speech signal have an attenuation of approximately 20 dB per decade. To counterbalance this negative slope, a preemphasis filter is generally used before spectral analysis. Unfortunately, preemphasis filters also raise spectral energy above 4 kHz, and in the case of vowels and nasals energy above 4 kHz can be largely considered as noise. Many speech recognition systems have eliminated the preemphasis stage and compensate for the spectral slope as part of the speech recognition statistical model. It is shown in this paper how an adaptable spectral compensation algorithm [8] can be used to reduce the bad effects of the preemphasis in the case of voiced sounds.
In Section II, we present a detailed analysis of an evaluation procedure of mel frequency cepstral coefficients with a particular emphasis on positive and negative points related to this technique. In Section III, we describe two different approaches that partially solve the bad effects of the MFCC.
In Section IV, the adaptable spectral compensation algorithm is reviewed. In Section V, we briefly describe our recognizer and show comparative results between the MFCC, bandpass liftering, and the new proposed coefficients.
II. EVALUATION OF MFCC
The focus of a continuous-speech recognition process is to match an input signal with a set of words or sentences according to some optimality criteria. The first step of this process is often referred to as parameterization. The major task of this step is data reduction in converting the input signal into parameters while preserving virtually all of the speech signal information dealing with the text message. One of the most popular sets of parameters used in recognition systems is the MFCC, introduced in [4] . The evaluation techniques of these coefficients can be summarized as follows, assuming that is the input speech signal.
1) Calculate the energy spectrum:
where , corresponding to 30 ms, is usually the dimension of the Hanning window given by (2) is a normalization factor [9] defined so that the root mean square value of the window is unity. The energy spectrum is given by (3) where is taken equal to because only half of the spectrum is considered. 2) Calculate the energy in each channel (4) where , generally equal to 24, is the number of triangular filters used, with the following constraint:
The distribution of these filters before normalization (after Davis and Merlmestein [6] and Picone [9] ) is shown in Fig. 1.  3 ) Calculate the MFCC: (6) This last equation can also be shown as a scalar product between the log spectral energy vector and a vector of weighting factors given by (7) which leads to the following equation:
The amplification factor, , which accommodates the dynamic range of the coefficients , depends on the value of the normalization factor . In our implementation is taken equal to 200 and its value does not change with . Generally, only the first 15 values of are retained.
A. Analysis of MFCC Constraints
The most useful parameters in speech processing are found in the frequency domain, because the vocal tract produces signals that are more consistently and easily analyzed spectrally than in the time domain. Repeated utterances of a sentence by one speaker often differ considerably in the time domain while remaining quite similar in the frequency domain [10] . For these reasons, spectral analysis is used primarily to extract relevant parameters from speech signals and to discriminate between elementary sounds that compose the language, that is, the phonemes.
As the traditional spectral technique, Fourier analysis provides a representation of speech in terms of amplitude and phase as a function of frequency. Since the phase information is usually of minimal interest, only the magnitude of the complex values is retained, typically on a logarithmic scale (following the dynamic range effects of the ear). Since most speech is nonstationary, a short-time Fourier transform, using a window, is generally preferred. A typical duration of the window is 30 ms, which yields a frequency resolution,
, of approximately 31.25 Hz for a signal sampled at 16 kHz. 
1) Negative Effects of the Filtering Process:
If a discrimination between phonemes is possible in the frequency domain, by looking for the positions of most energy concentration, it remains a consequence of the frequency resolution used during the analysis, because some phonemes, particularly vowels, do not have formant positions widely spaced in frequency. It is reasonable in this case to say that the filtering process as used in the evaluation of the MFCC can be a nuisance, because the frequency resolution obtained with this technique is about 100 Hz at low frequency.
An illustration of the effects of the filtering process in reducing the frequency resolution is shown in Fig. 2 . This curve represents the distribution of the weighting factors for the fifth mel frequency cepstral coefficient. Each weighting factor, , with: (9) is placed at their real position, in the frequency domain, defined by the center of each filter . Specifically, lies at the same position where is located in frequency. According to this figure, we can conclude that the evaluation technique of MFCC alters the initial frequency resolution obtained after the FFT.
In the following sections, we assume that the key point in MFCC is the global form of the curve shown in Fig. 2 , and suggest some new algorithms allowing us to increase the resolution of the weighting factors while keeping unchanged the main features of the curve. Comparative results presented at Section V, give a confidence interval about the use of these new algorithms in a continuous speech recognition system.
III. HIGH RESOLUTION WEIGHTING FACTORS
As described by (8) , an evaluation of the MFCC can be viewed as a scalar product between a set of vectors, , and a vector of energy whose elements, , are taken on the logarithm scale. When is represented in the frequency domain, Fig. 2 , two important points appear: 1) the distance between each pair of points is at least 100 Hz and increases with frequency; 2) the set of points, , leads to a curve that does not respect the equal spacing of harmonic series because the length of sucessive half-cycles increases with frequency. Point 1 seems to be a nuisance because it can affect the efficiency of parameters that characterize speech. Point 2 is what gives to MFCC's their unique importance, in the sense that the energy spectrum is not weighted in an equal way at low frequency as at high frequency. Our goal in this section is to increase the frequency resolution of the weighting factors while keeping the global form of the curve unchanged.
A. Interpolation Procedure
Sometimes the value of a function,
, is known at a set of points , but evaluation of its value at an arbitrary point is not possible because we do not have an analytic expression for . The task is to estimate for arbitrary by drawing a smooth curve through or beyond the . When the desired is between the largest and the smallest of the 's, the problem is called interpolation [11] . The goal of the interpolation scheme is to model the function, between or beyond the known points, by some plausible functional form. Most common among functional forms used are polynomials [12] , rational functions [13] , and trigonometric functions [14] . However, in our case the function used to evaluate is known, (7) therefore the best possible interpolation for this problem is provided by the basic function (10) to which an additional index is added to account for each energy element between and . The new function is defined by (11) In this equation, is the total number of elements between and and is given by (12) where and are, respectively, the positions in the frequency domain of filters and used to evaluate and , and is the initial frequency resolution. Defining as a set of weighting factors between and , for a particular value of : (13) The collection of given by (14) which is a new vector of weighting factors, can be used to evaluate a new set of coefficients:
The amplification factor can be adjusted in such a way that the dynamic range of is approximately the same as for . The interpolation procedure has a number of interesting characteristics, as follows.
1) The elements are used instead of , which avoids the use of the set of filters .
2) The frequency resolution of the weighting factors is increased, because is defined on the interval whereas is defined on the interval . 3) The global form of the curve described by (Fig. 3 ) is the same as for the curve described by (Fig. 2) . Unfortunately, this approach does not have only beneficial effects. Its basic deficiency is explained in the next section.
1) Constraints of the Interpolation Procedure:
The interpolation procedure as described in the previous section has some interesting properties when it is compared with the basic way that MFCC's are evaluated. Its negative effect is the sensitivity of coefficients to the amplitude of the input signal. This comes from the fact that (16) As an example, the sum over of is approximately 12.68. To clarify the effects of (16), suppose that for an input utterance the energy spectrum is and for another input utterance the energy spectrum is ; that is, the spectra of the new utterance is a constant, , times the previous one. The interest for this kind of analysis comes from the fact that the coefficients evaluated from the spectra of the input signal are to be used in continuous-speech recognition systems. Most of these systems use phonemes or pairs of phonemes as basic units, which are concatenated together to form sequences of words or sentences that better match the acoustic input signal. Obviously, if the input parameters take different values for two utterances which differ only by an amplification factor, the recognition task will be more difficult. The next section suggests a new approach to overcome this problem.
B. Generalized MFCC's
It is essential to realize that the global form of the curve shown in Fig. 2 , which, we assume, is the chief feature of the mel frequency cepstral coefficients, comes (see Fig. 1 ) from the distribution of filters in the frequency domain. They are equally spaced from 0-1000 Hz, and their spacing increases continuously beyond 1000 Hz. There is a great similarity between the spacing of these filters and the human perception scale [10] , the mel scale, which maps an acoustic frequency to a "perceptual" frequency scale as follows:
The proposed algorithm presented in this section is based on this equation and involves the following steps, for each value of . 1) Evaluate a vector of position , whose elements, , are given by
The right side of this equation is based on the inverse of (21), defining the mel scale. The value is chosen in such a way that the last element, , is equal to 8000 Hz. 
Vector contains the same number of elements as the initial spectral energy vector . 4) Evaluate a set of coefficients (25) The parameter is an amplification factor which accommodates the dynamic range of . Clearly the set of vectors does not form an orthogonal base. This problem can be easily solved through the use of a Gram-Schmidt orthogonalization procedure. Fig. 4 shows as an example the curves of the two sets of weighting factors and . Their contours keep the same tendency. This is a surprising result because they are evaluated according to two different techniques. However, since the sum over of is equal to zero for all values of , which is not the case for (16), the coefficients are, from an analytical point of view, a more accurate set of coefficients than (15) .
IV. COMPENSATED SPECTRUM
In Section II, it was demonstrated that the parameterization process results in a scalar product between the spectral energy vector and a set or vector of weighting factors , taken as the base of projection. It is also shown (Section III-B) how more details in the spectrum can be taken into account with a new set of weighting factors . Sections IV-A and IV-B review a spectral compensation technique making more relevant the whole energy zone in the spectrum.
A. Preemphasis
Due to physiological characteristics of the speech production system [7] , voiced sections of the speech signal have an attenuation of approximately 20 dB per decade. To counterbalance this negative slope, a preemphasis filter is generally used before spectral analysis. That is, the input to the spectral analyzer is (26) The constant , whose value is about 0.94, determines the cutoff frequency of the single-zero filter through which passes. The idea is to reduce the dynamic range of the spectrum by adding a zero to counteract the spectral falloff due to the glottal source, which yields formants with similar amplitudes.
Unfortunately preemphasis filters also raise spectral energy above 4 kHz, and in the case of vowels and nasals energy above 4 kHz can be considered as noise. For these particular sounds, the preemphasis can induce unexpected variability in the coefficients extracted from the spectrum. Many speech recognition systems have eliminated the preemphasis stage and compensate for the spectral slope as part of the speech recognition statistical model.
B. Compensation
The use of an adaptable compensation algorithm [8] appears as a tenable way to reduce the bad effects of preemphasis above 4 kHz in some cases. Since these negative effects are more crucial in the voiced part of the speech signal, there is a need for a voicing index; the simplest is (27) where is the spectral energy vector of the preemphasized signal . When tends to one, the signal is more likely voiced, whereas an approximately zero value for indicates an unvoiced signal. We have conducted many experiments using the voicing index , and it appears to be relatively sensitive to local variations in successive spectra. A refined voicing index defined by (28) gives us better results, that is, its successive values, derived from successive spectra , yield a more continuous curve. The compensated spectrum is given by (29) where is a balanced vector of the same dimension as , whose elements define how each spectral energy component, , has to be weighted. Since decreases as increases, the process tends to eliminate the negative effects of the preemphasis at high frequencies (above 4 kHz). The voicing index allows for an adaptation of the compensation process according to the concentration of energy at low frequencies, because when the signal is unvoiced the preemphasis does not have bad effect. Fig. 5 shows the curves of for different values of . A typical value of is 0.8 for vowels and nasals, and 0.3 for unvoiced consonants. Comparative results between different energy spectra , , and can be shown in [8] . It can be observed that the preemphasis combined with the compensation process effectively increases the recognition rate. All experiments mentioned in the next section have been conducted using the spectral energy vector . The only exception is for experiments using liftered cepstral coefficients, because in this case the compensation algorithm cannot be applied.
V. OVERVIEW OF THE INRS CONTINUOUS-SPEECH RECOGNIZER
The INRS speech recognizer [15] is a large-vocabulary, speaker-independent continuous-speech recognition system. The speech data are divided into temporal blocks to accommodate memory problems associated with the classical forward-backward algorithm. The recognition process is based on a two-pass search technique on the current block. The results of each block are passed to the next and the same process is repeated until no more data is available. The first pass uses coarse acoustic and language models to generate recognition hypotheses, which are rescored in the second pass using fine acoustic and language models. In the baseline system, the speech signal is sampled at 16 kHz. Every 10 ms, a set of 15 coefficients and their first-order derivatives are computed using a Hanning window of 30 ms. Thus, the acoustical vectors have 30 components.
The acoustic-phonetic models are three-state left-to-right hidden Markov models (HMM's) with no skip transitions. At the present time these HMM's represent right contextdependent phones in both the first and second passes. The output distributions of the HMM's are modeled by tiedmixtures.
A statistical language model (n-grams), whose role is to provide an a priori probability distribution of strings in the dictionary, is used in the system. In the first pass a bigram model is used, while in the second pass a trigram model is used. The output of the recognizer is a succession of words that match well the input speech data according to the language model.
The speech corpus used in these experiments came from Air Travel Information System (ATIS) corpora, with a vocabulary of 1087 words. 285 speakers with a total of 9269 sentences are used for the training. The tests are achieved with ten other speakers with a total of 803 sentences. Males and females are present in both training and testing sets. The system uses a single set of acoustic-phonetic models; that is, no distinction is made between men and women.
A. Comparative Results
Table I(a) shows comparative results between liftered cepstral coefficients and MFCC's. For our type of recognizer, MFCC's seem to be a more appropriate set of coefficients than liftered cepstral coefficients. Table I(b) shows comparative results between the classical MFCC and the interpolation procedure described in Section III-A. Since results obtained with the interpolation procedure are not better than those obtained with MFCC, increasing the frequency resolution of the base of projection is not the only point to be considered during the evaluation of the input parameters. Indeed, some negative effects of the interpolation procedure described in Section III-A1 can partially explain the difference in results observed.
Table II(a) shows comparative results between two different bases of projection and . The first have been evaluated using the interpolation procedure described in Section III-A and the second have been evaluated using the new algorithm described in Section III-B. It can be observed that results obtained with are better than those obtained with MFCC and also better than those obtained with the interpolation procedure.
does not contain the bad effects associated with , that is, the sum over of is equal to zero for all which is not the case for . of projection. All these results tend to prove that performance of a recognition system is closely related to the level of details that are taken into account during the evaluation of an input set of parameters.
The tests are achieved with ten speakers including males and females. The recognition rate obtained with the algorithm proposed in Section III-B is 90.69%, while the recognition rate obtained with MFCC is 89.33%. For eight speakers, results obtained with the new algorithm are greater or equal than results obtained with MFCC. On average, for all the parameters tested in this paper, recognition accuracies obtained for men are greater than those obtained for women. One possible cause of this difference is the use of a single set of acousticphonetic models, that is, during the training and the recognition phases, no distinction is made between men and women. Our conclusions about the performance of different sets of parameters remain true in a mean sense. Our experiments also show that the number of word hypotheses, for each block, is lower with (24) than with (7) . This leads us to believe that the suggested approach is very promising and should be further investigated for memory reduction in a continuous speech recognition system. VI. CONCLUSION This paper is firstly devoted to a detailed analysis of the evaluation procedure of the MFCC's. It has been shown that generalizing this approach can allow us to construct a base of projection taking into account the whole energy zone in the spectrum. This interesting consideration is not enough, however, to increase the performance of a recognition system. Some other important points like the orthogonalization of the base of projection have to be considered. The key point of this contribution is the new algorithm (Section III-B) suggested to evaluate the base of projection; since it is based on the equation defining the mel scale, its use had beneficial effects on this base of projection and accordingly on the recognition rate. Results obtained with the new set of coefficients let us conclude that significant improvement of the recognition rate lies in details retained during the parameterization process.
