We consider an approximate version of the conditional approach to selective inference, exploiting the use of randomness for a more efficient use of information in data during inference. Approximation is used to bypass potentially expensive MCMC sampling from conditional distributions in moderate dimensions. In the current paper, we address the problem of computationally-tractable inference in many practical scenarios with more than one exploratory query conducted on the data to define and perhaps, redefine models and associated parameters. At the core of our maximum-likelihood based method is a convex optimization problem, motivated by a large-deviations bound from Panigrahi et al. (2016) . The solution to this optimization leads to an approximate pivot, yielding valid post-selective inference across a wide range of signal regimes. Efficient by orders of magnitude than MCMC sampling, adjusting for selection post multiple exploratory queries via our proposal involves solving only a single, tractable optimization-which takes a separable form across queries. A much appealing feature of our method is that it allows the data analyst to pose several questions of the data before forming a target of interest, with questions being derived from a very general class of convex learning programs. Through an in-depth simulation analysis, we illustrate promise of our approach and provide comparisons with other post-selective methods in both randomized and non-randomized paradigms of inference.
Introduction
Learning queries that discover structure, ubiquitous in complex data-sets, play a crucial role in defining a model and a set of associated parameters for the data. However, inference based upon a choice of model and target parameters, determined through previous interactions with the same data-set, fails to provide statistical guarantees of any kind. Introduced in a line of work Lee and Taylor (2014) ; Lee et al. (2016) ; Tibshirani et al. (2016) , a conditional perspective allows a reconciliation between such adaptivity and inference with guarantees. Exact interval estimates in this line of work are facilitated by a Polyhedral Lemma which reduces inference for a one-dimensional projection of the mean vector to a pivot based on a truncated Gaussian random variable. However, as noticed in some scenarios when observed data is close to the selection boundary and formalized by Kivaranovic and Leeb (2018) , the lengths of the intervals derived from the Polyhedral Lemma do not have a finite expected value. Associated with low inferential power, long interval estimates make this computationally tractable approach less practical.
Recent work by Tian and Taylor (2018) recommends the use of randomization strategies in the conditional approach for a more efficient use of the information in the data-samples. In fact, randomization arises naturally in situations when inference is based upon an augmentation of two data-sets and is targeted at parameters which are selected using only the first data set. This is a scenario consistent with explorations conducted on pilot samples, but consolidating these initial explorations via inference becomes necessary when further arXiv:1902.07884v1 [stat.ME] 21 Feb 2019 observations are made available at a future point in time. In utilizing the left-over information from the samples in explorations, randomized inference advocates a more effective use of data than sample-splitting Rinaldo et al. (2016) .
While randomization overcomes the drawbacks of excessively long intervals (see Bi et al. (2017) ; Panigrahi et al. (2018) ), a major computational roadblock in correcting for randomized selection rules is posed by the lack of a pivot in closed form expression. Acknowledging the role of randomization in allowing more powerful inference than Lee et al. (2016) and sample-splitting, we propose in the current paper a pipeline that reduces to a significant extent the cost of performing inference post randomized queries on data. Aligned along a classical framework of maximum likelihood-based inference, our approach computes an approximate pivot. Such a pivot is based upon an approximate maximum likelihood estimate (MLE) and the observed Fisher information associated with it; both computed with respect to a conditional likelihood after randomization.
The major gains associated with our method, when compared against competing methods in the post-selective framework are:
• computational tractability: we leverage the benefits of randomization strategies by bypassing potentially expensive MCMC sampling schemes in Tian et al. (2016) . The computational gain is only accentuated when explorations are not limited to a single selection step, but are conducted via multiple queries, which is often the case in practice. In fact, addressing post selective inference in a tractile manner after solving many selections turned out to be a perhaps burdensome task, beyond the scope of many existing approaches.
• generality: our method is amenable to a general framework of exploratory queries which includes a large class of problems cast as convex learning programs, as described by Tian et al. (2016) .
• flexibility: our method is not tied to any particular model or target, thereby, allowing a statistician the much needed flexibility in formulating a model and target of interest after seeing the outputs of selection algorithms. The only assumption we make is that these choices can be described as a function of the selection outcome.
• joint inference: the maximum likelihood-based approach in the current paper allows construction of ellipsoidal confidence regions for a target of interest while the Polyhedral Lemma in previous work was mainly targeted at only one-dimensional projections of the mean vector.
To bring to the fore the challenges of implementing a conditional framework post randomized queries, we discuss a concrete example of inference after solving a randomized version of the LASSO Tibshirani (1996) at a fixed value of tuning parameter. Next, we provide a preview of the performance of the proposed MLE-based pipeline in the same example when compared against an MCMC sampler Tian et al. (2016) .
Randomized inference: a first example
• Randomized LASSO Let y ∈ R n denote the response vector, X ∈ R n×p be the predictor matrix, treated as a fixed design and ω ∈ R p be an observed instance of randomization, distributed as W and independent of y. Cast into a regression setting with n and p representing the number of samples and regressors respectively, a randomized version of the canonical LASSO solves a convex optimization problem:
The LASSO objective with λ, > 0 as tuning parameters and a linear term in randomization is introduced in Tian et al. (2016) . Typically, is a positive value with a small magnitude to ensure existence of a solution, see Remark 3 in Tian et al. (2016) . For now, assuming σ is known, we set the regularizer for the 1 -penalty as λ = E[ X T Ψ ∞ ], Ψ ∼ N(0, σ 2 I), a theoretical choice in Negahban et al. (2012) with consistency properties.
Denote the shrunk LASSO estimate as b E 0 T . Let
represent the output of the 1 -penalized data-query. Note that observing the subdifferential of the 1 -penalty at the LASSO solution-
the active coordinates of the LASSO solution E with their respective signs z E and the subgradient vector at the inactive coordinates, denoted as ζ −E .
• Post-selective model and target We now consider a post-selective framework that like any classical inference involves a target and a model, denoted by θ S and M S respectively. Unlike the non-adaptive settings, we allow the model and target to be specified post selection and specifically, assume that they are determined solely through the outcome of the query, S(y, X; ω):
As an explicit example, consider a family of linear models post selection, dubbed as the selected family of models in Fithian et al. (2014) :
|E| being the size of the selected set upon solving (1). We set the target parameters for inference to be the partial regression coefficients in the selected model E:
• A soft-truncated pivot Now, we revisit prior work in Tian and Taylor (2018) that derives a soft-truncated pivot for β j·E -the j-th coordinate of the target in (4). Denote β E to be the least-squares estimate in the model E and for j ∈ E, let β j·E = e T j (X T E X E ) −1 X T E Y ; e j ∈ R |E| is a vector with 1 in the j-th coordinate and 0 in all the other coordinates. A pivot for β j·E is obtained by applying the probability integral transform of a randomized law for β j·E , conditional upon the output from solving (1) and some additional statistics. Based upon the model and target defined in (3) and (4), Proposition 1.1 derives the density corresponding to the randomized law for β j·E . The density is no longer a univariate truncated Gaussian density, seen otherwise in the non-randomized conditional framework in Lee et al. (2016) . Rather, it takes the form of a soft-truncated law which is derived after marginalizing over randomization.
We list few notations in order to describe Proposition 1.1. Let the variance of the j-th coordinate of the least-squares estimate, β j·E be σ 2 j and let Cov(
are defined in (2). Define a statistic: N (j)
The pivots for marginal and joint inference in our paper are simple in form. Providing only a preview of our method in this section, an approximate pivot for coordinate-wise inference about β j·E is given by
the pivot is based on the j-th coordinate of the MLE, β MLE j·E and the j-th diagonal entry of the inverse of the observed Fisher information matrix, I −1 j,j ( β MLE ) associated with (7).
Not limited to marginal inference for one-dimensional projections of the mean vector anymore, we propose inverting an approximate pivot based upon a Hotelling's t-squared distribution
F (; E, n − E) is the CDF of the F-distribution with E, n − E degrees of freedom. The pivot in (11) can be now inverted to construct ellipsoidal confidence regions for β E . The pivots in (10) and (11) somewhat bring us back to a maximum likelihood framework in classical statistics. Except that, now we are providing maximum likelihood inference for adaptive parameters based on an adjusted likelihood with a support in lower dimensions; the support being R |E| in this example.
We conduct a simulation where in each round of simulation, we draw x i ∼ N (0, Σ(ρ)) ∈ R p , 1 ≤ i ≤ n, where Σ is a covariance matrix with autocorrelation parameter ρ = 0.35; that is, the (i, j)-th entry of Σ equals 0.35 |i−j| . Set the true underlying β to be a vector with s signals of equal strength with the amplitude of each signal equal to a 1. Finally, choose the variance parameter σ such that the signal-to-noise ratio (SNR) equals SNR = β T Σβ/σ 2 = 0.20. Now, simulate the response y ∈ R n such that y|X = (x 1 , · · · , x n ) T ∼ N (Xβ, σ 2 I).
Note that the selective-MLE and the Fisher information matrix evaluated at the selective-MLE are not readily available to us, the difficulty of the problem attributed to an unavailable expression for f (·). Thus, we plug an approximate MLE and an approximate observed Fisher-information matrix in computing the proposed pivots.
Without revealing any details of the approximation, we compare validity of the (approximate) pivot for β j·E , j ∈ E and β E in (10) and (11) respectively as a first assessment of the performance of these pivots. The below plots show that even though we only claim to provide approximate inference, the pivots for marginal and joint inference seem very accurate. (10) and (11) in the left and right panels respectively post a randomized LASSO query in (1) in a simulation of 500 rounds. An alignment of the empirical CDF with the dashed-black y = x line reflects a strong agreement with the uniform distribution and demonstrates empirical validity of the pivots.
Comparison to an MCMC sampler In providing marginal inference for β j·E , j ∈ E, we compare our approach directly with a MCMC sampler in Tian et al. (2016) that samples from a density proportional to
/2), laid out in Proposition 1.1 (the joint law without marginalizing over the variables o). A comparison of running times for the two methods in Table 1 -sampler and the proposed MLE-based method, highlights the gain in efficiency of our pipeline by orders of magnitude with the (approximate) 90%-confidence intervals achieving target coverage. We also include in our comparison the coverage of ellipsoidal confidence estimates based on (11) and the running time for joint inference for the adaptive target β E . The rest of the paper is organized as follows. Section 2 introduces an approximate pivot in the file drawer settings where tractable expressions are available for the selective-MLE and the observed Fisher information. Section 3 derives an algorithm to provide MLEbased inference after complicated selections when the selective-MLE and the associated information matrix are no longer available in closed form expressions and pose the main computational bottleneck in our method. Section 4 outlines our proposal for targets determined via selections posed as multiple queries on the data. Finally, Section 5 highlights the merits of our method-computational efficiency, generality and flexibility-summarized in the introduction through comprehensive simulations across a broad array of signal regimes.
Exact MLE inference: file drawer problem
Despite the simplicity of expression of the pivots in (10) and (11), the log-normalizer to the soft-truncated law-Λ(·) in (9) is cast as a convolution of a Gaussian density with f (·) and is yet again intractable. Solving for the MLE or the observed Fisher information, hinging crucially on knowing the normalizer, is not a trivial problem. In Section 3, we provide an algorithm that solves a convex optimization problem, the solution to which yields both an approximate selective-MLE and an approximation to the observed Fisher information matrix based on (7).
Before we illustrate the general approach we take for complicated selections in convex queries such as (1) with an intractable selective-MLE problem, we discuss the file drawer example in a univariate and bivariate setting. In the file-drawer problem, we can compute the pivots in (10) and (11) in closed-forms with an explicitly available log-normalizer.
A tractable soft-truncated likelihood: univariate problem
Below, we present a univariate example encountered in the file-drawer setting and offer motivation for a normal approximation to the distribution of the selective-MLE. We consider two independent random variables
Y is the response variable and W is the randomization variable with distribution W ≡ N (0, η 2 ). To decide whether or not to pursue inference for β based upon a Z-test, the selection rule is (Y + W ) > τ , where the threshold τ equals (1 + η 2 ) · Z 1−α ; Z 1−α is the (1 − α)-th quantile of a standard normal distribution for α ∈ (0, 1). In this setting, the model and target parameter, post-selection, are N (β, 1) and β respectively. A target statistic to infer about β is Y . In the described scheme of conditional inference about β, the law of Y post selection is no longer a Gaussian law, but, modified by the selection rule that was applied to the data. The starting point of the maximum likelihood approach is the (modified) likelihood of the target statistic Y , which takes the form of a soft-truncated law when conditioned upon selection.
Equipped to compute the normalizer to the soft-truncated law with this univariate selection rule, a randomized likelihood for the target statistic is available in explicit form unlike the more complicated likelihood with an intractable normalizer in (7) . Observe that the selection event
The joint likelihood of (Y, O) at an observed realization (y, o), truncated to the selection event is proportional to
Marginalizing over the variable O in the joint law or equivalently, integrating out the variables o in the joint density, the soft-truncated likelihood of Y is thus proportional to exp(yβ − β 2 /2 − logΦ((τ − β)/ 1 + η 2 )) exp(−y 2 /2 − logΦ((τ − y)/η)).
The randomized likelihood in (12) can be identified as modifying the unadjusted family of distributions {N (β, I); β ∈ R} to an exponential family that preserves the sufficient statistic Y , but has a transformed reference measure and hence, a modified log-normalizer:
An exact selective-MLE that maximizes (12) satisfies the estimating equation
for a function α(β) = β 2 /2 + Λ(β). The observed Fisher information matrix, defined as I( β MLE ) = − ∂ 2 log (y; β|y + ω > τ ) ∂β 2 β MLE and obtained from the second-derivative of the likelihood in (12), equals
Motivation behind a normal approximation
We now turn our attention to motivating a normal approximation in order to obtain the pivot in (10). Based on the estimating equation in (13), a simple variable transformation Y = ∇α( β MLE ) in (12) yields an exact density for the selective-MLE. Evaluated atβ, this density is proportional to
Clearly, the distribution of the selective MLE cannot be described by a Gaussian random variable. However, an approximate pivot
may still perform well if the distribution of the MLE with a density in (15) can be approximated fairly well by a normal density, centered at β and with a spread equal to the Fisher information based on (12). We investigate a normal approximation to the exact density of the selective-MLE in Figure 2 , where we plot the exact density of the selective MLE in (15) as the gray curve. We compare this density with a normal density that corresponds to N (β, I −1 (β)) where I(β) is the Fisher information at true underlying parameter, β. In this example, we set η 2 , the randomization variance equal to 1 and let the threshold τ = 2. We notice that a normal approximation offers an accurate approximation to the distribution of the selective-MLE across a varied range of parameters. In practical scenarios, the true Fisher information is an unknown quantity and a simpler pivot, easier to invert may be obtained by replacing the Fisher information with the observed information. Substituting the Fisher information at parameter β, the standard deviation where not much correction is needed in the usual (unadjusted) inference. Across the range of parameters, the approximate pivot shows a strong agreement with the Uniform distribution.
A bivariate example
Next, we discuss a bivariate version of the same problem where Y ∼ N (β, Σ 1 (ρ 1 )), W ∼
we observed the behavior of the pivot in (16) in the univariate settings, we investigate the performance of a joint pivot for β ∈ R 2 whenever Y j + W j > τ j , j = 1, 2. Denoting Σ j· as the j-th row of the matrix Σ, a soft-truncated likelihood for the target statistic Y at y is proportional to
The selective MLE β MLE ∈ R 2 , maximizing the randomized likelihood of Y conditional on the event
.
The observed Fisher-information I( β MLE ), derived from the Hessian of the negative loglikelihood at the selective-MLE, equals:
We plot in Figure 4 the performance of an approximate pivot, a function of β MLE and
χ 2 denotes the CDF of a chi-squared random variable with 2 degrees of freedom. The four panels of the plot depict the alignment of the approximate pivot with a uniform distribution as the underlying parameter assumes values in the set {(0, 0), (0, 1), (1, 0), (1, 1)} and 
Randomization is crucial
We conclude the discussion on the file drawer problem by noting that randomization plays a critical role in inference based upon the selective-MLE. Without randomization, a normal approximation can no longer be used to describe the density of the selective-MLE. To illustrate this, we revisit the univariate thresholding example without incorporating any random noise in the selection. Consider inference about β when Y > τ when Y ∼ N (β, 1). The maximizer of the truncated likelihood
denoted as β mle , now satisfies the estimating equation: The left panel of Figure 5 plots the MLE without randomization in red, comparing it with the randomized MLE in cyan. Investigating the pivot in (16) with the MLE β mle and the observed Fisher information
, associated with the non-randomized likelihood of Y , a truncated Gaussian likelihood, the right panel of Figure 5 plots the ECDF of a sample of pivots under a true parameter β = 0.5. Clearly, we no longer see a strong agreement of the pivot with the uniform distribution. In fact, the exact density of the MLE without any randomization is no longer a smooth density, truncated to a selection region. Thus, it is unsurprising to observe that a normal approximation fails to mimic the distribution of the MLE in this case.
Inference post convex queries
In this section, we consider inference post a class of problems that can be cast as randomized convex queries on data and describe a general framework for adjusted inference based on the selective-MLE. Typically, the probability of selection is now no longer available in closedform unlike the simplistic thresholding rule in Section 2.1. A canonical (randomized) query in the regression framework solves
ω is an instance of the randomization variable Ω ∼ W. As an example, consider the randomized version of LASSO in Section 1.1 where
Denote S as the outcome from solving (19). Let a model for Y |X in the fixed-X regression settings be M S ≡ {N (X S β S , σ 2 I); β S ∈ R |S| }, a family of normal models parameterized by the outcome S, assuming σ 2 is known. Let a target of interest be denoted as θ S ; a specific example being β S , the parameters associated with M S . Let |S| denote the size of the selected parameters β S . The hat notations emphasize that the outcome and hence, the target and model are determined via interactions with the data and randomization, (y, ω).
In particular, the target and model are functions of the outcome associated with the query in (19). Finally, let θ S ∈ R |S| be a target statistic for the parameters θ S . In the family of normal models, a natural choice for θ S is a statistic that is distributed as a Gaussian random variable with mean θ S , when no selection operates on the data.
Algorithm for MLE-based inference
First, we outline an algorithm that enables construction of both rectangular and ellipsoidal confidence regions for θ S . At the core of the algorithm is an explicit computation of the selective-MLE and the observed Fisher information, both of which are calculated with respect to a likelihood adjusted for selection rules, based on solving queries of the form (19). Before going into details of the algorithm, we discuss the associated likelihood for the observed statistic θ S , conditional upon { S(y, X; ω) = S} and a function of the target parameters, θ S .
Introducing some notations, let the gradient of the loss in (19) 
With the above decomposition of the data-vector, let the K.K.T. conditions from solving (19) be associated with
and constraints o S ∈ K ⊂ R |S | ; o S ∈ R |S | are optimization variables involved in solving the query and K is a convex set.
Finally, under a Gaussian randomization variable Ω ∼ N (0, Σ W ), let (20).
Example 3.1. Revisiting the example of a randomized version of LASSO in (1), the gradient of the quadratic loss equals ∇ (y,
In the above equation, o E ∈ R |E| represent the active coordinates of the LASSO solution and the selection constraints are sign restrictions for these active variables.
Back to the general framework, Theorem 1 derives a soft-truncated law for the target statistic θ S under a Gaussian randomization and corrected for selection.
Theorem 1. Under a Gaussian randomization variable Ω ∼ N (0, Σ W ), let S denote the outcome after solving the query in (19) at a realized instance of randomization ω. Then, the likelihood for θ S conditional upon the outcome of the convex query, S and on the observed statistic, θ ⊥ S equals
with the function f (·) defined in (21).
Let the intractable log-normalizer to the adjusted density in Theorem 1 be
In the absence of exact closed form expressions for the log-normalizer, we rely on an approximate version of the two integral components of an MLE-based pipeline-the selective-MLE and the observed Fisher information matrix.
To circumvent the issue of an intractable normalizer, we revisit an approximation to the unavailable normalizer in Theorem 2 Panigrahi et al. (2016) for the univariate thresholding problem, motivated by a large-deviations limiting probability. Proposition 3.1 in the current section derives a finite-sample upper bound on the log-normalizer to the soft-truncated likelihood in Theorem 1. Proved in Panigrahi et al. (2016) for the univariate problem, the upper bound in Proposition 3.1 is in fact the limiting value of the log-normalizer as the sample size converges to ∞. We refer interested readers to this previous work for more details on the asymptotic guarantees associated with this bound.
Based on the K.K.T. map in (20), define the random variable O S as Ω = P S θ S + Q S O S + r S where Ω is the randomization and θ S is the target statistic under consideration.
we state Proposition 3.1 that provides an approximation to the log-normalizer in the form of a finite-sample upper bound.
Proposition 3.1. Under a Gaussian randomization Ω ∼ N (0, Σ W ) and a Gaussian distribution for the target statistic θ S ∼ N (θ S , Σ S ) pre-selection, the log-selection probability
for all n ∈ N and for a convex and compact set R.
Proposition 3.1 in particular provides an approximation for the log-normalizer in (22) as
In practice, as advocated in Panigrahi and Taylor (2017) , an unconstrained version of the approximation in Proposition 3.1 is obtained by introducing a barrier penalty in the objective that reflect the same constraints. Such a continuous form of penalty assigns a heavier penalty when the variables ( θ S , o) lie near the selection boundary and provides a higher preference to optimizing variables in the selection region, away from the boundary through a smaller penalty. Denoting B K (o) as a continuous and non-negative penalty function associated with the constraints on the optimization variables o, we use a barrierversion of the approximation to the log-normalizer in Proposition 3.1:
(23) The choice of barrier function in our implementations is made explicit in the simulation examples in Section 5.
Based upon this approximation in (23), we provide Algorithm 1, outlining the steps to provide approximate marginal and joint inference about the adaptive target parameters θ S . We make explicit in this algorithm the convex optimization problem in (O) at the core of the main computational step in the inferential pipeline, the solution to which enables an approximate selective-MLE and observed Fisher information. In the next section, we justify the algorithm with derivations of the expressions in (S-MLE) and (FI). Note that Σ S = Var( θ S );Φ(·) = 1 − Φ(·) andF (·; df 1 , df 2 ) = 1 − F (·; df 1 , df 2 ) where Φ(·) and F (·, df 1 , df 2 ) denote the CDF of standard normal and F-distributed random variable respectively. Finally, θ MLE j;S denotes the j-th coordinate of the selective MLE and I −1 j,j (·) denotes the j-th diagonal entry of the inverse Fisher information matrix computed in the Algorithm.
Maximum likelihood based p-values and interval estimates
Joint inference:
Approximative selective-MLE and observed Fisher-information
Towards the goal of constructing an easily scalable and a flexible inferential pipeline, we obtain a convex optimization problem such that the dual formulation and the K.K.T. conditions of optimality associated with it provide the two ingredients of this pipeline. These two components are the selective-MLE and the Hessian of the negative log-likelihood at the selective-MLE.
Theorem 2. Under the approximation for Λ(·) in (23), the approximate selective MLE that satisfies the estimating equation
Proof. Observe that the approximation
can be expressed as
at the point (η S , 0). Denoting η S = Σ −1 S θ S , the MLE problem solves the optimization
and θ MLE S = Σ S η * S , where η * S is the optimizer in (24).
Introducing duplicate variables (η S , u ), we can re-write the above optimization as
with the linear constraint (η S , u) = (η S , u ). The dual of this optimization is equivalent to
Finally, noting that: inf
the dual problem, written as a minimization is
The K.K.T. conditions of optimality yield
where (η * S , u * ) and (α * , o * ) are the optimal variables with
From (25), it follows that the optimal η * S is obtained by looking at the first E coordinates of ∇h( θ S , o * ( θ S )). Thus,
Theorem 3. Under the approximation for Λ(·) in (23) and the approximate selective-MLE θ MLE S in Theorem 2, the observed Fisher information
Proof. The approximate likelihood (with the approximate log-normalizer) under the natural parameterization η S = Σ −1 S θ S is given by
at the point (η S , 0). Then, the second derivative of the negative likelihood with respect to θ S is
where θ * S satisfies the equation
From (26), taking a derivative with respect to η S , we have:
and therefore:
From (27), taking a derivative with respect to θ * S equals:
Thus, we conclude from the above equation that
and hence,
Maximum-likelihood inference after multiple queries
Adding to the appeal and computational efficiency of our approach is a separability of the optimization problem in Step (O) of Algorithm 1 in adjusting for inference across multiple exploratory queries on the data. Often, in practical applications, outputs from different queries, operating in a sequential fashion or in parallel allow the statistician to define and perhaps redefine a model and parameters in order to describe the data. The computational gains with the proposed inferential method only get more prominent as the separable optimizations can now be solved in parallel; such parallel computation is particularly not realizable with an MCMC sampler. Examples in Section 5.2 showcase selective inference post multiple queries, allowing us to pose several questions of the data to determine inferential tasks after solving a broad class of convex learning programs. Let us consider inference post K convex queries on the data. Assuming that each such query can be cast as the problem in (19) with independent randomizations involved in each query
, 2, · · · , K}, denote the K.K.T. conditions associated with query k as
S for each k ∈ {1, 2, · · · , K}. A barrier-version of the approximation to the log-normalizer of the soft-truncated likelihood, adjusting for K data-queries of the form (28), is provided below:
In the above optimization, B K (k) (·) represents a barrier function associated with the constraints {o (k) ∈ K (k) } for k = 1, 2, · · · , K. The above approximation is motivated by Proposition 8.1 in the Appendix, which computes a finite-sample upper bound on the logselection probability; the upper bound is accurate in an asymptotic sense when sample size converges to ∞ (see Panigrahi et al. (2016) ). We offer in Algorithm 2 the outline of MLE-based inference correcting for the selection of parameters from K convex queries, whose outcomes are characterized by the map and constraints in (28). At the core of Algorithm 2 are K optimization problems in Step (O (k) ), k = 1, 2, · · · , K that can be solved in parallel. The selective-MLE is now expressed as a linear combination of the solutions from each of the K optimizations. The inverse Fisher information involves the hessian of the barrier penalty at the optimizer of each optimization problem.
Maximum likelihood-based inference post multiple queries
Require: (k) (y, X; ·), P (k);η (·), ω (k) i.i.d.
∼ N (0, Σ W ) k = 1, 2, · · · , K Observe: S = S(S (1) , · · · , S (K) )
Theorem 4 derives an expression for the selective-MLE and the observed Fisher information matrix, obtained via combining the optimizers from K separable optimizations in Algorithm 2.
Theorem 4. Under the approximation for Λ(·) in (29), the approximate selective MLE equals
and the inverse of the approximate observed Fisher information equals
Section 5.2 showcases two examples, one of a sequentially staged screening algorithm and the other based on combining outputs of two algorithms at different tuning parameters. We address inference post both these problems of multiple queries on data through Algorithm 2.
Simulation analysis
Below, we present an in-depth simulation analysis that brings to the fore the appealing features of the approach we take in the paper. First, we focus our attention on inference post the LASSO, which has been widely analyzed by recent works Lee et al. (2016) ; Panigrahi et al. (2016) ; Liu et al. (2018) . We follow this up with examples of inference based on the output of multiple queries-a demonstration of the ability of our approach to generalize to other selection algorithms and more importantly, to the practical setting of exploring data many times prior to inference.
Inference post LASSO
We follow a simulation set-up in Hastie et al. (2017) which studies the predictive performance of the 0 and 1 shrinkage penalties. We include both prediction and inferential metrics in our analysis in order to provide an all-inclusive recommendation to practitioners, aiming at both these goals. We adopt a risk metric from Hastie et al. (2017) to evaluate the predictive ability of the selective-MLE, a point estimate computed in the Algorithms 1 and 2. Below, we describe the parameters varied in the simulation and the queries implemented on the data.
Simulation set-up: Consider a regression setting of moderate dimensions with two configurations-(1) sample size n = 500 and regression size p = 100 and (2) sample size n = 300 and regression size p = 100. Draw in each round of simulation the response vector Y |X ∼ N n (Xβ, σ 2 I). Simulate each row of the design matrix X in R p from N p (0, Σ(ρ)), where the (i, j)-th entry of Σ(ρ) = ρ |i−j| . The parameters involved in the simulation include • auto-correlation parameter ρ which determines the covariance of the predictors-we set ρ = 0.35.
• the sparsity index s, amplitude of the signal vector β and position of signals-we investigate two types of signals that correspond to "beta-type 1" and "beta-type 4" in Hastie et al. (2017) .
1) beta-type 1: this is an equi-strength signal vector with the vector β having s = 5 components equal to 1 and the rest equal to 0; the 5 signals occur at (roughly) equally-spaced indices between 1 and p.
2) beta-type 4: this is a linearly-varying signal vector with the vector β having s = 6 non-zero components with amplitudes equal to the vector (−10, −6, −2, 2, 6, 10); the signals are again equally-spaced indices between 1 and p.
• variance σ 2 is set to match a signal-to-noise ratio (SNR) level defined as η = βΣβ/σ 2 for a fixed vector β . Specifically, for a SNR value set at η 0 and signal vector β, the variance parameter is determined as σ 2 = βΣβ/η 0 For each draw and each single run of an algorithm, we choose a signal-type and vary the SNR parameter η ∈ {0.15, 0.21, 0.26, 0.31, 0.42, 0.71, 1.22, 2.07, 3.52};
the SNR level η then determines the variance parameter σ 2 . Note that the percentage of variance explained PVE = SNR/(1 + SNR) · 100%, as defined in Hastie et al. (2017) . Specifically, the SNR levels {0.15, 0.21, 0.26, 0.31, 0.36, 0.42, 0.71, 1.22, 2.07, 3.52} correspond to PVE {12%, 17%, 20%, 24%, 26%, 30%, 42%, 55%, 67%, 78%} respectively, thus covering a range from low-SNR to moderate-SNR. Queries on data: Our comparisons are broadly divided into two frameworks-a randomized and a non-randomized regime. We run two queries on the data in each round of simulation, a canonical LASSO query
and a randomized LASSO query in (1)
where τ 2 /σ 2 = 0.50,σ 2 = (I − X(X T X) −1 X T )y 2 /(n − p) and = 1/ √ n. For the tuning parameter λ, in each of the queries with and without randomization, we implement three different schemes of tuning λ. First is a theoretical value of λ theory = E[ X T Ψ ∞ ], Ψ ∼ N(0,σ 2 I) with consistency properties in Negahban et al. (2009) . Second choice is a cross-validated one, namely λ cv.min that corresponds to the lowest cross-validated error. The third choice is again obtained via cross-validation, given by λ cv.1se which represents a value in the search simpler than the best model, but has error within 1 standard error of the best model.
Predictive performance
Before we take an inferential perspective to the problem, we consider the predictive performance of point estimates in both frameworks. Associated with the randomized framework, we evaluate the selective-MLE for the partial regression coefficients β E , a by-product of the proposed algorithms in 1 and 2. As a benchmark, we compare the randomized LASSO estimate from solving (1). The LASSO estimate from solving the canonical LASSO query (30), seen to have comparable performance with the 0 -penalty in Hastie et al. (2017) , is compared to the two randomized estimates. Unlike this previous work, we do not tune our parameters on a test-set drawn from the true generative model. Rather, we use the available training samples to tune the parameters in both the LASSO queries, with and without randomization.
To evaluate the point estimates, we use a relative-risk metric that is defined as
whereb λ is the estimate, and β is the true signal vector.
We focus on the signal-type beta-type 1 here, deferring the results for the signal-type beta-type 4 to the Appendix. In a simulation of 100 rounds each, we plot the risk in terms of R(·, β) in Figure 6 for the three choices of tuning parameters-a theoretical choice λ theory and two data-adaptive choices λ cv.1se and λ cv.min . Note that in the computation of the selective-MLE, we do not adjust for the data-adaptivity involved in the choices λ cv.1se and λ cv.min . Treating the data-adaptive choices of λ as fixed, we only correct for selection via the randomized LASSO at that particular choice of tuning parameter. Not correcting for this form of data-adaptivity does not affect the validity of inference, as seen empirically and discussed further in the next section.
The plots in Figure 6 show that the selective-MLE is a clear competitive point estimate at tuning parameters λ theory and λ cv.1se , dominating both the LASSO estimates-with and without randomization. However, the selective-MLE post (1) has a comparatively worse performance than the LASSO estimates at λ cv.min . This worse performance of the selective-MLE at λ cv.min is attributed to the behavior of the randomized LASSO, which selects many more noise variables than the canonical version of LASSO. (1) and (30), when solved at the tuning parameters λ cv.1se and λ cv.min respectively.
To offer a fair comparison between the estimates associated with the randomized and non-randomized frameworks and make practical recommendations in both regimes, we consider the best-case scenarios in terms of risk for cross-validated tunings in either case. That is, we compare the selective-MLE post a randomized query which is tuned by λ cv.1se and the canonical LASSO estimate post the non-randomized LASSO, tuned by λ cv.min . The best-scenario comparisons in terms of the relative-risk metric are depicted in Figure 7 and provide an empirical recommendation to a practitioner on a choice of point estimate in a wide range of SNRs. The selective-MLE exhibits comparable performance to the LASSSO estimate based on the relative-risk metric in a moderate-SNR regime.
When we analyze inference post selection next, we compare the power and false discovery proportion of competing methods in the two different frameworks in these best-case scenarios-this provides a more pragmatic and expansive comparisons of their performance from a predictive as well as an inferential perspective. See the inferential metrics when we revisit the best-scenario comparisons with and without randomization.
Post-selective methods and validity of inference
In the example of inference post the LASSO, we investigate two different targets:
with E denoting the set of selected coefficients. We compare validity of inference for the two targets defined above for the below methods. Methods Lee and Liu belong to a non-randomized framework of inference. To correct for selection-bias arising from the solution of (1), we compare the proposed MLE-based method and an MCMC sampler approach, discussed in the Section 1.1. 1) Lee: Post solving (30), the method in Lee et al. (2016) offers exact inference for β j·E , β E j ; j ∈ E based on a Polyhedral Lemma which reduces inference for one-dimensional projections of the mean vector to a truncated Gaussian variable. This includes inference for both the full and partial target in a coordinate-wise manner.
2) Liu: The method in Liu et al. (2018) provides exact inference for selected coordinates of a full target, defined in (32). Inference for β E j , the j-th selected coordinate of the full target, is based on a truncation to a larger selection region than the method in Lee et al. (2016) , which is equivalent to lesser conditioning. This approach is strictly tied to the full target and does not apply to the partial target in (31).
3) MLE-based : This is based on the proposed Algorithm in 1, where
The barrier function to compute the steps of Algorithm 1 in our implementations is
log(1 + 1/z j;E · o j;E ); o j;E is the j-th coordinate of o E with sign z j;E .
The MLE-based approach is amenable to any target that can be described as a function of the selection outcome, and in particular, applies to both the partial and full targets. 4) MCMC-sampler : The MCMC sampler in Tian et al. (2016) samples from a joint density in (6) truncated to the selection region R |E| × K.
Our comparison with the MCMC-sampler is mainly to highlight the gain in computational efficiency of the MLE-based approach. We defer it to Section 5.1.4. For now, we compare the proposed MLE-based method within a randomized framework with Lee and Liu in the non-randomized paradigm.
To check validity of inference, we compare the coverage of the marginal interval estimates (averaged over the selection set) for the selective-target based upon these three methods. In addition, we include the naive intervals (not adjusted for any selection) to highlight the effect of selection-bias and the extent of invalidity of inference. Figure 8 plots the average coverage of interval estimates for configuration n = 500, p = 100 and Figure 9 depicts the same for n = 300, p = 100. The first row in each figure represents inference for a full target and the second row is targeted at the partial regression coefficients, excluding the method Liu which is specific to the full target. Finally, the three columns correspond to the different choices of tuning parameters-λ theory , λ cv.1se and λ cv.min respectively. Fig. 8 : n = 500, p = 100, s = 5, ρ = 0.35: Validity of inference post randomized and non-randomized LASSO-the nominal coverage level of intervals is 90% Few observations to note from Figures 8 and 9 are: first, the proposed MLE-based method provides valid inference post (1) and Lee, Liu provide valid inference post selection via (30) at the theoretical value of λ. Second, consistent with expectations, Lee is no longer valid at the data-adaptive choices of tuning parameters, λ cv.1se and λ cv.min . Interestingly, the methods MLE-based and Liu recover the target coverage of 90% even though they do not correct for data-dependent ways of choosing of the tuning parameter-seen in the second and third columns of the Figures. Although, there lacks a formal justification that shows Fig. 9 : n = 300, p = 100, s = 5, ρ = 0.35: Validity of inference post randomized and non-randomized LASSO-the nominal coverage level of intervals is 90% this form of adaptivity does not take away much from the validity of randomized inference in MLE-based or the non-randomized method of Liu, we see empirical evidence in favor of this observation in terms of the coverages of the intervals based upon these two methods.
Inferential power analysis
While we have only assessed validity of methods in the previous section and observed that both Liu and MLE-based recover the target coverage across a wide array of signal regimes, we provide a breakdown of the methods in terms of inferential power. First, we include in Figures 10 and 11 the average lengths of interval estimates associated with the four methods. The bars in red in both figures depict the percentage of intervals with infinite length associated with Lee, which re-emphasizes that the average lengths of Lee interval estimates is infinite in many cases.
A second metric that we evaluate for each post-selective method is called selective power, defined as the proportion of true signals detected out of the true signals that were screened by the query. Realizing that the selective power paints an incomplete picture without recording the proportion of false discoveries reported out of the total number of screened signals, we complement this power analysis with the proportion of reported false discoveries (fdr). Note that both these metrics-selective power and fdr represent the sensitivity and specificity of a post-selective method. We defer this to Figure 19 in the Appendix-which depicts the selective power and fdr across the different signal regimes and different methods of tuning. We observe that the MLE-based method is associated with higher power in the lower SNR regimes. The fdr associated with all the methods blow up at queries with tuning parameter λ cv.min with the randomized method performing the worst of the three; this can be attributed to a worse screening performance of the randomized LASSO which selects many noise variables, already seen in risk comparisons in Figure 6 .
A best-case comparison of power and fdr Finally, we revisit the best-case comparisons for prediction in Figure 7 . Note purely from a predictive lens that the study of relative risk across signal regimes suggested running a randomized LASSO at λ 1se and a canonical LASSO at λ min . We may consider these queries to be natural choices for selection in the first stage with post-selective inferential methods targeted at correcting for the bias from these queries. Aligned with these recommendations, we now investigate the selective-powers and fdr associated with inference based upon the MLE-based method (in the randomized framework) post (1) at tuning parameter λ cv.1se , and compare it with Liu (associated with the set-up without randomization) post (30) at the cross-validated parameter λ cv.min . The powers of the two methods are depicted in Figure 12 , complemented by the fdr analysis in Figure 13 .
We conclude from the simulations that both methods have comparable selective-power in the two configurations for their respective best-case scenarios. However, the MLE-based proposal with randomization proves as a better choice for inference with a considerably lower false discovery proportion than Liu in each signal regime with the false discoveries reported by Liu post LASSO at λ cv.min blowing up to a 30%-mark. Fig. 11 : n = 300, p = 100, s = 5, ρ = 0.35: Average lengths of interval estimates-MLE-based dominates Liu in the low SNR regimes with shorter interval estimates while they become comparable in the moderate regimes; average lengths of Lee is infinite for both targets.
Comparison with a sampler
A major challenge with the randomized approach was a roadblock in computing a pivot in closed-form expression, which in turn, contributed to a higher computational cost in conditional inference. With the proposal in the current paper, we claim to have solved this barrier to a great extent with a convex optimization at the core of our computations. In this section, we provide empirical evidence to highlight the efficiency of our proposal through a comparison of running times with the MCMC-sampler method in Tian et al. (2016) . Tables 2 and 3 clearly highlights the computational gains with the approximate maximum likelihood method adopted in the current paper. 
Comparison with sample-splitting
We conclude by including a direct comparison between the MLE-based method and the common and appealingly simple strategy of sample-splitting for exactly comparable selection outputs. Instead of running a randomized LASSO query as considered in (1) with Gaussian noise added to the canonical LASSO objective, we run the usual LASSO query on a randomly sampled η-fraction of the data (X (s) , y (s) ), see Panigrahi et al. (2016) :
While sample-splitting runs inference on the left-out samples, namely s c , the MLE-based approach considers a carved likelihood based on the augmented data by marginalizing out a randomization term that arises out of conducting selection on a random subsample of the data-set. Specifically, the above objective can be identified with (1) by rewriting it as
where the randomization term takes the form
;b = solution to (33).
That the above randomization is distributed jointly as a Gaussian random variable with the data-statistic (in an asymptotic sense) allows us to use the framework described in Section 3, see Proposition 2.1 in Panigrahi et al. (2016) . Fixing split fraction η = 0.67, Figures  14 and 15 give a comparison of the average coverage and lengths of the interval estimates across the varying signal regimes and for the three different tunings of the LASSO and for signal beta-type 1; these depict that our method offers more powerful inference than splitting, consistent with expectations. 
Summarizing remarks
We refer readers to the Appendix for a simulation analysis conducted for the signal type "beta-type 4". In summary, the simulations presented above reflect the computational tractability of our approach alongside the ability to provide flexible inference in terms of the choice of post-selective models and targets. Across a wide range of signal regimes, the proposed approach provides valid inference post pragmatic choices of adaptively-tuned queries. In addition to valid inference, the simulations demonstrate that our method is associated with competitive risk and inferential powers in these signal regimes, exploiting the use of randomness in the LASSO query. 
Inference post multiple queries

Multi staged-queries
We use the same simulation set up as the previous example, setting n = 3000, p = 1000, s = 20, ρ = 0.35. We consider inference post a sequential selection conducted via two algorithms with different penalties than the 1 -sparsity inducing penalty in Section 5.1-a marginal screening algorithm Lee and Taylor (2014) followed by the SLOPE Bogdan et al. (2015) on the variables selected by the first stage screening. The goal of this example is two-foldone, it shows that our proposal is not tied to the LASSO algorithm, rather is amenable to a broad framework of convex queries and two, it gives an illustration of an inferential task after solving a sequential algorithm.
The queries on the data are described by
where T = σ 2 diag(X T X) + τ 2 , τ 2 /σ 2 = 0.5 andσ 2 is estimated using the ordinary least squares method;
where X = X E1 , E 1 being the set of active variables in {1, 2, · · · , p} for which the t-statistic exceeds the threshold T . Assuming that the p tuning parameters in the SLOPE query as distinct, we denote as E 2 the selected set of active coefficients based on the output of (35). In both the queries, the randomizations ω (1) , ω (2) are independent normal random variables with variance τ 2 I p and τ 2 I E1 respectively. Consider inference for β E2 ∈ R |E2| associated with the (post-selective) family of Gaussian models parameterized by the mean X E2 β E2based on the sequential output of both the queries, staged one after the other. Defining θ S =β E2 = ( X T E2 X E2 ) −1 X T E2 Y as the target statistic in this case, the K.K.T maps associated with (34) is given by
with Cov(X T Y,β E2 ) = Σ ·,E2 , Σ E2 = Var(β E2 ) and the subgradient vector of the penalty
with z E1 as the signs of the active coordinates of the t-statistic. Finally, we have: P
The constraints associated with the optimization variables o (1) are given by sign restrictions: sign(o (1) ) = z E1 .
Let the distinct nonzero-solution to the SLOPE problem be
with active signs z 1 , · · · , z E2 and these correspond to |E 2 | distinct clusters in terms of the columns ofX which we denote asX 1 ,X 2 , · · · ,X |E2| . The K.K.T map from solving (35) is given by
,b being the solution to (35). Finally, the constraints associated with o (2) are order constraints
and sign constraints sign(o (2) ) = z E2 . Having identified the maps in (36) and (37) and specified the selection constraints on optimization variables o (1) and o (2) , inference is executed via Algorithm 2. The barrier functions that represent the constraints are given by
(l) ) ; Figure 16 depicts the coverage and lengths of the interval estimates of the selectionadjusted proposal with the naive interval estimates. The figure also shows the selective power and fdr associated with our method and defined in the previous section.
Combination of multiple selections
We consider inference post two runs of the randomized version of LASSO at two independent realizations of randomization from N (0, τ 2 I), one at the theoretical value of the tuning parameter λ theory and the other at the cross-validated value λ cv.1se ; choice of τ 2 is set as previously. Based on the outputs S 1 and S 2 from the two runs of the LASSO, the target and model for post-selective inference are now determined via S = F(S 1 , S 2 ) for some function function F of the two outputs. In this case, we infer about the partial regression coefficientŝ β E in the Gaussian family of models with mean X E β E , where E = {j ∈ {1, 2 · · · , p} : j ∈ E 1 or j ∈ E 2 } with E 1 and E 2 as the active sets of coefficients selected by the runs of LASSO respectively. In the same simulation set-up as considered in Section 5.1, we investigate the interval estimates based on the Algorithm 2 for the two signal types "beta-type 1" and "beta-type 4" for n = 500, p = 100, s = 5, ρ = 0.35.
The K.K.T. maps, decomposed in terms of the target statisticβ E and the observed out-
Eβ E ), can be described by
with P
(1)
and r
constraints on optimization variables are sign(o (1) ) = z E1 and sign(o (2) ) = z E2 , the signs of the active coefficients from the two runs of randomized LASSO respectively. Figures 17 and 18 depict empirical validity of inference via the proposed Algorithm through coverage of intervals averaged over the reported variables, the average lengths of interval-estimates and the selective power-fdr break-up associated with our approach.
Conclusion
A motivation driving the current work was introduction of a model-agnostic method in the post-selective framework, amenable to a general class of queries while being tractable and scalable from a computational perspective. Through a maximum-likelihood approach, we propose an approach that relies upon an approximation to a soft-truncated likelihood, adjusted for selection. Facilitated by this approximation is the backbone of our methods, a convex optimization whose solution provides tractable estimating equations for an approximate MLE and observed Fisher information matrix. Through simulations, we have showcased the promise of this approach for a practitioner when compared to other post-selective methods in frameworks with and without randomization. Not limited to inference, the selective-MLE-a by-product of the proposed algorithm to inference turns out to be a competitive point estimate in comparison to shrinkage estimates like the LASSO in the moderate signal-to-noise ratio domains. A major accomplishment of our method is circumventing computational concerns of scalability of many existing approaches through a single, neat convex optimization problem which allows us to address inference post the outputs of many selection queries posed on the data, a scenario faced in many scientific applications.
In the current paper, we have described the set-up for data generated from Gaussian models. The performance of the approximate MLE-based pivot however, is not limited to these models. Potentially, the approximate validity of the class of proposed pivots transfers to model-free families via a transfer of selective Central Limit Theorem in Panigrahi (2018) . A formal proof for the normal approximation is however hard due to the lack of parameters to tweak post an asymptotic analysis. Thus, a rigorous theoretical justification for this class of (approximate) pivots seems to be a challenging and interesting future direction to pursue. The possibility of the explored normal approximation brings us back to a classical domain of inference. An important consequence of this framework is that it allows the possibility of imposing Bayesian hierarchical models, similar to the conventional paradigm in classical statistics. Recognizing these future directions as adding more promise to this first attempt, we have taken an all-round view of easily-solvable post-selective inference by taking advantage of the merits of randomization.
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Jonathan Taylor acknowledges support in part by ARO grant 70940MA. exp(−( β j − β j·E ) 2 /2σ 2 j ) · 1 {sign(o)=zE} . Finally, integrating over the variables o in the above joint density yields the marginal density for β j·E at β j in the selected model. Thus, the selection-adjusted density of β j·E at β j·E is proportional to exp(−( β j − β j·E ) 2 /2σ 2 j ) · sign(o)=zE exp(−(o −μ( β j )) TΣ−1 (o −μ( β j ))/2)do.
Proof. Theorem 1: The joint density of ( θ S , θ ⊥ S , Ω) conditional on the output of selection {Ŝ = S} is proportional to It is easy to note that the above joint density is proportional to exp(−( θ − θ S ) T Σ −1 S ( θ − θ S )/2) exp(−(o S −μ( θ)) TΣ−1 (o S −μ( θ))/2)1 {oS ∈K} withΣ −1 = Q T S Σ −1 W Q S ,Σ −1μ ( θ) = −Q T S Σ −1 W (P S θ + r S ). Finally, integrating over the variables o S in the joint density yields the likelihood for θ S to be proportional to
Proof. Proposition 3.1: First, observe that the selection probability equals P[( θ S , O) ∈ R|θ S ] where the random variables (O, θ S ) are jointly distributed as a Gaussian random variable with density at (o, θ S ) proportional to
The selective-MLE θ MLE S = Σ S η * S where η * S is the minimizer to (42). The dual of this optimization equals minimize (α,o (1) ,··· ,o (K) ) h(α, o (1) , · · · , o (K) ) + I θS (α) ≡ minimize o (1) ,··· ,o (K) h( θ S , o (1) , · · · , o (K) ).
Note that the optimization minimize o (1) ,··· ,o (K) h( θ S , o (1) , · · · , o (K) ) is separable in the optimizing variables (o (1) , · · · , o (K) ). From the K.K.T. conditions of optimality, it follows that η * S is obtained by looking at the first E coordinates of ∇h( θ S , o * (1) ( θ S ), · · · , o * (K) ( θ S )). where θ * S satisfies the equation A (k)T (Σ (k) ) −1 A (k) − A (k)T (Σ (k) ) −1 ∂o * (k) (θ * S ) ∂θ * S −1 (Σ (k) ) −1 + ∇ 2 B K (k) (o * (k) (θ * S )) · ∂o * (K) (θ * S ) ∂θ * S = (Σ (k) ) −1 A (k) .
Thus
Thus, plugging in ∂o * (K) (θ * S ) ∂θ * S , we conclude the expression for the inverse Fisher information. Figure 19 below supplements the simulation analysis conducted for the signal type-"betatype 1" in Section 5. Fig. 19 : Selective power and fdr averaged over the simulations for two configurations n = 500, p = 100, s = 5, ρ = 0.35 and n = 300, p = 100, s = 5, ρ = 0.35
Supplement to Simulation analysis
Signal regime: beta-type 4 The analysis in Section 5 for the equi-strength signal type is replicated for a signal type with linearly varying strengths, namely "beta-type 4". The same story unfolds for this second signal regime across varying SNRs. We include this analysis through the plots below-
• Figure 20 depicts the best-scenario relative risk comparisons in the randomized and non-randomized frameworks with the queries tuned at λ 1se and λ min respectively.
• The interval estimates achieve the nominal target. In the interest of space, we do not include plots that highlight validity of the intervals.
• Finally, we include in Figures 21 and 22 the best-scenario comparisons of selective power and fdr for the two promising methods (that yield valid inference across varied SNR regimes and different tunings of parameter λ) in the randomized and nonrandomized frameworks. The power plots show that the proposed method dominates the non-randomized method in terms of power along with an empirical control over fdr. Fig. 20 : beta-type 4: The two figures include the best case comparisons for configurations n = 500, p = 100, s = 5, ρ = 0.35 and n = 300, p = 100, s = 5, ρ = 0.35 respectively in the frameworks with and without randomization-comparing the selective-MLE, randomized LASSO and LASSO estimates. The selective MLE is comparable to the LASSO estimate in terms of the relative risk metric in a moderate SNR regime. Fig. 21 : beta-type 4: The two figures highlight the best-case power comparisons for configurations n = 500, p = 100, s = 5, ρ = 0.35 and n = 300, p = 100, s = 5, ρ = 0.35 respectively in the frameworks with and without randomization. Fig. 22 : beta-type 4: The two figures compare the best-case fdr metric for configurations n = 500, p = 100, s = 5, ρ = 0.35 and n = 300, p = 100, s = 5, ρ = 0.35 respectively in the frameworks with and without randomization.
