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We investigate the presence of vortex solutions in potentials without vacuum state. The study is
conducted considering Maxwell and Chern-Simons dynamics. Also, we use a first order formalism
that helps us to find the solutions and their respective electromagnetic fields and energy densities.
As a bonus, we get to calculate the energy without knowing the explicit solutions. Even though the
solutions present a large “tail” which goes far away from the origin, the magnetic flux remains a
well defined topological invariant.
PACS numbers: 11.27.+d, 11.10.Kk
I. INTRODUCTION
In high energy physics, topological structures appear in
a diversity of contexts and have been vastly studied over
the years [1, 2]. In spatial dimensions lower than three,
the most known ones are kinks and vortices, which are
static solutions of the equations of motion.
The simplest structures are kinks, which appear in
(1, 1) spacetime dimensions by the action of scalar fields
[3]. Kinks connect the minima of the potential and have a
topological character that assures its stability. However,
it was shown in Ref. [4] that topological defects may arise
in potentials without a vacuum state, whose minima are
located at infinity. Regarding the kink in the vacuum-
less system, it is asymptotically divergent and has infinite
amplitude. Nevertheless, it is stable and can be associ-
ated to a topological charge by using a special definition
for the topological current [5]. Over the years, many
papers have studied vacuumless topological defects in a
diversity of contexts in high energy physics [6–14].
Potentials with extrema at infinity, similar to the ones
we are going to study here, although inverted, also ap-
pear in classical mechanics [15]. In this scenario, if the
energy is small enough, the motion is bounded. As the
energy gets higher, the boundary values become far form
each other, until the limit where they are infinitely sepa-
rated. This limit distinguishes bounded and unbounded
motion, so for sufficiently high values of the energy, the
motion becomes unbounded. A similar situation happens
in the interaction of a body with the gravitational poten-
tial, V ∝ −1/r, which vanishes only at r →∞, when one
calculates the escape velocity: the zero energy of the sys-
tem describes the limit between bounded and unbounded
motion. In high energy physics, vacuumless potentials
arise in the massless limit of supersymmetric QCD due
to non perturbative effects [16]. They also appear in the
cosmological context, where their energy densities could
act as a cosmological constant that decreases slower than
the densities of matter and radiation [17, 18].
∗Electronic address: mam.matheus@gmail.com
By working in (2, 1) spacetime dimensions one can find
vortices. The first relativistic model that supports these
objetcs was studied in Refs. [19, 20], with the action of
a complex scalar field coupled to a gauge field under the
symmetry U(1) in Maxwell dynamics. These structures
are electrically neutral and engender a quantized flux
which is conserved and works as a topological invariant.
Their equations of motion are of second order with cou-
plings between the fields; thus, they are hard to be solved.
To simplify the problem, the BPS formalism was devel-
oped in Ref. [21, 22] for this model, which allowed for the
presence of first order equations and the energy without
knowing the explicit form of the solutions.
Models with the gauge field governed by the Maxwell
dynamics, however, are not the only ones which support
vortices solutions. One can also investigate these struc-
tures with the dynamics of the gauge field governed by
the Chern-Simons term [23–25]. In this case, the vortex
present a quantized flux, which also is topological invari-
ant, and a quantized electric charge. The first studies of
vortices in Chern-Simons dynamics are Refs. [26–28]; for
more on this, see Ref. [29].
The importance of vortices in high energy physics and
in other areas of physics can be found in Refs. [1, 2, 30].
For instance, they may appear during the cosmic evolu-
tion of our Universe [1] and in models that includes the
so-called hidden sector, which is of interest in dark mat-
ter [31–34], by enlarging the symmetry to U(1) × U(1);
see Refs. [35–37]. Following this direction of enlarged
symmetries, they are also present in U(1)× SO(3) mod-
els, with the addition of extra degrees of freedom to the
vortex via the inclusion of a triplet scalar field, and in
U(1)× Z2 models, with the inclusion of a neutral scalar
field that acts as a source to the internal structure of the
vortex [41]. Other motivations come from the context of
condensed matter, where they may emerge in supercon-
ductors and in magnetic materials as magnetic domains
[42]. They may also appear in dipolar Bose-Einstein
condensates, where the atoms interact as dipole-dipole,
which leads to the presence of non standard vortex struc-
tures [43–45].
Topological structures may be studied with generalized
models [46, 47]. Vortices, in particular, firstly appeared
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2in non canonical models in Refs. [48, 49]. Since then,
several works arised with other motivations. In the con-
text of inflation, for instance, a model with a modified
kinetic term was introduced in Ref. [50]. In this scenario,
these models present distinct features from the standard
case: they may not need a potential to drive the inflation.
Moreover, generalized models were used in Refs. [51, 52]
as a tentative to explain why the universe is accelerated
at a late stage of its evolution.
Non canonical models considering defect structures
were severely investigated over the years [53–66]. Among
the many investigations, a first order formalism was
developed for some classes of non canonical models in
Refs. [48, 49, 63, 67, 68]. However, only in Ref. [69] it
was completely developed for any generalized model. An
interesting fact is that, compact structures, which were
firstly presented in Ref. [70], are possible to appear as
Maxwell and Chern-Simons vortices only if generalized
models are considered; see Refs. [71, 72]. Non canonical
models also allow for the presence of vortices that share
the same field configuration and energy density, known
as twinlike models [73].
This work deals with a class of generalized Maxwell and
Chern-Simons models that support vortex solutions in
vacuumless systems. In Sec. II, we investigate the prop-
erties of vortices with Maxwell dynamics, including its
first order formalism, and introduce two new models, one
of them with analytical results. In Sec. III we conduct a
similar investigation, however in the Chern-Simons sce-
nario, also considering its first order formalism, and we
introduce two new models. Finally, in Sec. IV we present
our ending comments and conclusions.
II. MAXWELL-HIGGS MODELS
We deal with an action in (2, 1) flat spacetime dimen-
sions for a complex scalar field and a gauge field governed
by the Maxwell dynamics. We follow the lines of Ref. [69]
and write S =
∫
d3xL, with the Lagrangian density given
by
L = −1
4
FµνF
µν +K(|ϕ|)DµϕDµϕ− V (|ϕ|). (1)
In the above equation, ϕ denotes the complex scalar field,
Aµ is the gauge field, Fµν = ∂µAν − ∂νAµ represents the
electromagnetic strength tensor, Dµ = ∂µ + ieAµ stands
for the covariant derivative, e is the electric charge and
V (|ϕ|) is the potential, which is supposed to present sym-
metry breaking. The function K(|ϕ|) is dimensionless
and, in principle, arbitrary. Nevertheless, it has to ad-
mit solutions with finite energy. It is straightforward to
show that K(|ϕ|) = 1 gives the standard case considered
in Ref. [19]. One may vary the action with respect to the
fields ϕ and Aµ to get the equations of motion
Dµ(KD
µϕ) =
ϕ
2|ϕ|
(
K|ϕ|DµϕDµϕ− V|ϕ|
)
, (2a)
∂µF
µν = Jν , (2b)
where the current is Jµ = ieK(|ϕ|)(ϕ¯Dµϕ− ϕDµϕ) and
V|ϕ| = dV/d|ϕ|. Invariance under spacetime translations,
xµ → xµ + aµ, with aµ constant, leads to the energy
momentum tensor
Tµν = FµλF
λ
ν +K(|ϕ|)
(
DµϕDνϕ+DνϕDµϕ
)− ηµνL.
(3)
In order to investigate vortex solutions in the model, we
consider static configurations. As a consequence, the ν =
0 component of Eq. (2b) becomes an identity under the
choice A0 = 0. This makes the electric field vanish, so
the vortex is electrically uncharged. Since we are dealing
with two spatial dimensions, we define the magnetic field
as B = −F 12. In this case, the surviving components of
the energy momentum tensor (3) are
T00 =
B2
2
+K(|ϕ|) |Diϕ|2 + V (|ϕ|), (4a)
T12 = K(|ϕ|)
(
D1ϕD2ϕ+D2ϕD1ϕ
)
, (4b)
T11 =
B2
2
+K(|ϕ|)
(
2 |D1ϕ|2 − |Diϕ|2
)
− V (|ϕ|), (4c)
T22 =
B2
2
+K(|ϕ|)
(
2 |D2ϕ|2 − |Diϕ|2
)
− V (|ϕ|). (4d)
The energy density is ρ = T00 and the components Tij
define the stress tensor. We then take the usual ansatz
for vortex solutions
ϕ(r, θ) = g(r)einθ, (5a)
Ai = −ij x
j
er2
[a(r)− n], (5b)
where r and θ are the polar coordinates and n =
±1,±2, . . . is the vorticity. The functions g(r) and a(r)
must obey the boundary conditions
g(0) = 0, a(0) = n,
lim
r→∞ g(r) = v, limr→∞ a(r) = 0.
(6)
In the above equations, v is a parameter that is involved
in the symmetry breaking of the potential. Considering
the ansatz (5), the magnetic field becomes
B(r) = − a
′
er
. (7)
By integrating it all over the space one can show that the
flux is given by
Φ =
∫
d2xB
=
2pin
e
.
(8)
Therefore, the magnetic flux is conserved and quantized
by the vorticity n. As one knows, it is possible to intro-
duce the conserved topological current
jµT = 
µνλ∂λAν , (9)
3in which the component j0T = B plays the role of a topo-
logical charge density. By integrating this, one can see
that the flux (8) plays an important role in the theory
since it gives the topological charge of the system.
The equations of motion (2) with the ansatz (5) be-
come
1
r
(rKg′)′ =
Ka2g
r2
+
1
2
Vg, (10a)
r
(
a′
r
)′
= 2e2Kag2. (10b)
Moreover, the components of the energy momentum ten-
sor with the ansatz take the form
T00 =
a′2
2e2r2
+K(g)
(
g′2 +
a2g2
r2
)
+ V (g), (11a)
T12 = K(g)
(
g′2 − a
2g2
r2
)
sin(2θ), (11b)
T11 =
a′2
2e2r2
+K(g)
(
g′2(2 cos2 θ − 1)
+
a2g2
r2
(2 sin2 θ − 1)
)
− V (g), (11c)
T22 =
a′2
2e2r2
+K(g)
(
g′2(2 sin2 θ − 1)
+
a2g2
r2
(2 cos2 θ − 1)
)
− V (g). (11d)
As was shown in Ref. [69], the stability against contrac-
tions and dilatations in the solutions requires the stress-
less condition. By setting Tij = 0, we get the first order
equations
g′ = ±ag
r
and − a
′
er
= ±
√
2V (g). (12)
The pair of equations for the upper signs are related to
the lower signs ones by the change a(r)→ −a(r). These
equations are compatible with the equations of motion
(10) if the potential and the function K(|ϕ|) are con-
strained by
d
dg
√
2V (g) = −2egK(g). (13)
For K(g) = 1, we have V (|ϕ|) = e2(v2 − |ϕ|2)2/2, which
is the standard case firstly studied in Ref. [19]. This
constraint shows that generalized models are required to
study different potentials and their correspondent vor-
texlike solutions from the ones of the standard case. The
first-order equations (12) also gives rise to the possibility
of introducing an auxiliary function W (a, g) in the form
W (a, g) = −a
e
√
2V (g), (14)
so the energy density is written as
ρ =
1
r
dW
dr
. (15)
By integrating it all over the space, we get the energy
E = 2pi |W (a(∞), g(∞))−W (a(0), g(0))|
= 2pi |W (0, v)−W (n, 0)| . (16)
Thus, the energy of the stressless solutions may be cal-
culated without knowing their explicit form. Below, by
properly choosing K(|ϕ|) and V (|ϕ|) that satisfy the con-
straint in Eq. (13), we show new models that engender
a set of minima of the potential at infinity. Thus, we
have v = ∞ in Eqs. (6). In order to prepare the model
for numerical investigation, we work with dimensionless
fields and consider unit vorticity, n = 1, which requires
the upper signs in the first order equations (12).
A. First Model
The first example is given by the pair of functions
K(|ϕ|) = 1
2
sech2
(
1
2
|ϕ|2
)
, (17a)
V (|ϕ|) = 1
2
(
1− tanh
(
1
2
|ϕ|2
))2
. (17b)
The above potential does not present a vacuum state;
that is the reason we call it vacuumless potential. How-
ever, since V (∞) = 0, we see the set of mimima of the
potencial is located at infinity, which allows it to sup-
port vortex solutions. Its maximum is at |ϕm| = 0, with
V (|ϕm|) = 1/2. In Fig. 1 we plot the above functions.
We see that K(|ϕ|), which is the function that controls
the kinetic term of the model, behaves similarly to the
potential V (|ϕ|), having a maximum in the origin and its
set of minima at infinity.
FIG. 1: The function K(|ϕ|) (left) and the potential V (|ϕ|)
(right) given by Eqs. (17).
For this model, the first order equations (12) become
g′ =
ag
r
and
a′
r
= −
(
1− tanh
(
g2
2
))
. (18)
Near the origin, we can study the behavior of the solu-
tions by taking a(r) = 1 − a0(r) and g(r) = g0(r) and
4going up to first order in a0(r) and g0(r). By substituting
them in the above equations, we get that
a0(r) ∝ r2 and g0(r) ∝ r. (19)
It is worth commenting that, in this case, since the set
of minima of the potential are at infinity, we see from
the boundary conditions (6) that g(r) is asymptotically
divergent and has infinite amplitude, i.e., g(r → ∞) →
∞. Nevertheless, even though g(r) goes to infinity, a(r)
still vanishes at infinity, similarly to what happens in the
standard case.
Albeit Eqs. (18) are of first order, their nonlinearities
makes the job of finding analytical solutions being very
hard. Unfortunately, we have not been able to find them
for these equations. Therefore, we must solve them by
using numerical methods. In Fig. 2, we plot the solu-
tions of the above equations. Near the origin, we see
that the functions vary as expected from Eq. (19). As r
increases, they tend to their boundary values very slow,
which makes the tail of the solutions be present far away
from the origin. This behavior is exactly the opposite
from the one that appears in models which support com-
pact vortices, in which the solutions attains their bound-
ary values at a finite r [71].
FIG. 2: The solutions a(r) (left) and g(r) (right) of Eqs. (18).
The insets show the behavior of the functions near the origin,
in the interval g ∈ [0, 1.27].
Before going further, we calculate the functionW (a, g),
given by Eq. (14):
W (a, g) = −a+ a tanh
(
g2
2
)
. (20)
By using Eq. (16), it is straightforward to show that the
solutions of Eq. (18) have energy E = 2pi. The magnetic
field is given by Eq. (7) and the energy density can be
calculated from Eq. (11a), which becomes
ρ(r) =
a′2
2e2r2
+
1
2
sech2
(
g2
2
)(
g′2 +
a2g2
r2
)
+
1
2
(
1− tanh
(
g2
2
))2
.
(21)
We then use our numerical solutions and plot the mag-
netic field and the energy density in Fig. 3. One can
see the large tail that the solutions have far away from
the origin is less evident in the magnetic field and in
the energy density. By numerical integration, one can
show that the magnetic flux is well defined and given by
Φ ≈ 2pi, as expected from Eq. (8). Since the flux gives
the topological charge associated to the vortex, this well
defined behavior is different from the one for kinks in
vacuumless systems, which require a special definition of
topological current to get a topological character well de-
fined [5]. The numerical integration of the energy density
all over the space gives energy E ≈ 2pi, which matches
the value obtained with the using of the function W (a, g)
in Eq. (20).
FIG. 3: The magnetic field (left) and the energy density
(right) for the solutions of Eqs. (18).
B. Second Model
Our second model arises from the pair of functions
K(|ϕ|) =
(
2− (4− 3S2)C2)S2 + (2− 3S2)S C
2|ϕ|4 ,
(22a)
V (|ϕ|) = (1− S C)
2
S4
2|ϕ|4 , (22b)
in which we have used the notation S = sech(|ϕ|) and
C = |ϕ| csch(|ϕ|). Given the above expressions, one may
wonder if these functions are finite in the origin. It is
worth to investigate their behavior for |ϕ| ≈ 0, which is
given by
K|ϕ|≈0(|ϕ|) = 44
45
− 1676
945
|ϕ|2 +O (|ϕ4|) , (23a)
V|ϕ|≈0(|ϕ|) = 2
9
− 88
135
|ϕ|2 +O (|ϕ4|) . (23b)
Then, they are regular at |ϕm| = 0, which is a point
of maximum with V (|ϕm|) = 2/9. As in the previous
model, this potential also is vacuumless. In Fig. 4, we
plot these functions. Notice that K(|ϕ|) behaves simi-
larly to the potential.
5FIG. 4: The function K(|ϕ|) (left) and the potential V (|ϕ|)
(right) given by Eqs. (22).
In this case, the first order equations (12) take the form
g′ =
ag
r
, (24a)
a′
r
= − (1− g sech(g) csch(g)) sech
2(g)
g2
. (24b)
The behavior near the origin can be studied by consid-
ering a(r) = 1 − a0(r) and g(r) = g0(r) and going up
to first order in a0(r) and g0(r). Plugging them in the
above equations, we get the same behavior of Eq. (19).
The above equations admit the solutions
g(r) = arcsinh(r), (25a)
a(r) =
r√
1 + r2 arcsinh(r)
. (25b)
Therefore, as expected, g(r) goes to infinity and a(r) van-
ishes very slowly as r increases. Then, as in the previ-
ous model, the tail of the solutions is present even for
large distances from the origin. This behavior is shown
in Fig. 5, in which we plot these solutions.
FIG. 5: The solutions a(r) (left) and g(r) (right) as in
Eqs. (25). The insets show the behavior of the functions near
the origin, in the interval g ∈ [0, 2.16].
In this case, W (a, g), given by Eq. (14), takes the form
W (a, g) = −a (1− g sech(g) csch(g)) sech
2(g)
g2
. (26)
Then, from Eq. (16), the solutions (25) have energy E =
4pi/3. Since we have the analytical solutions in this case,
we can calculate the magnetic field from Eq. (7) and the
energy density from Eq. (11a) to get
B(r) =
r
√
1 + r2 − arcsinh(r)
r arcsinh2(r) (1 + r2)
3/2
, (27a)
ρ(r) =
(
2r2 − 3)√1 + r2 arcsinh(r)− 4 r arcsinh2(r)
r arcsinh4(r) (1 + r2)
3
+
3 r
(
r2 + 1
)
r arcsinh4(r) (1 + r2)
3 . (27b)
In Fig. 6, we plot the magnetic field and the energy den-
sity. A direct integration of the magnetic field (27a) gives
FIG. 6: The magnetic field in Eq. (27a) (left) and the energy
density as in Eq. (27b) (right).
exactly the flux in Eq. (8). The energy obtained by an in-
tegration of the energy density (27b) gives the same value
obtained by the using of the auxiliary function W (a, g)
in Eq. (26), that is, E = 4pi/3. As in the previous model,
the long tail of the solutions does not seem to modify the
flux of the vortex, which remains as in Eq. (8). Then,
the topological current (9) is a definition that leads to a
well behaved topological charge.
III. CHERN-SIMONS-HIGGS MODELS
In order to investigate the presence of vortices with
the Chern-Simons dynamics, we consider the action S =∫
d3xL for a complex scalar field and a gauge field. Here,
we study the class of generalized models presented in
Ref. [67]
L = κ
4
αβγAαFβγ +K(|ϕ|)DµϕDµϕ− V (|ϕ|). (28)
In the above expression, ϕ, Aµ, e, Dµ = ∂µ + ieAµ,
Fµν = ∂µAν − ∂νAµ and V (|ϕ|) have the same meaning
of the previous section. Here, κ is a constant. Regard-
ing the dimensionless function K(|ϕ|), it is in principle
arbritrary. The only restriction for it is to provide so-
lutions with finite energy. The standard case is given
by K(|ϕ|) = 1 and was studied in Ref. [27]. Here, we
6consider Aµ = (A0, ~A). Thus, the electric and magnetic
fields are
Ei = F i0 = −A˙i − ∂iA0 and B = −F 12, (29)
with the dot meaning the temporal derivative and
(Ex, Ey) ≡ Ei, where i = 1, 2. The equations of mo-
tion for the scalar and gauge fields read
Dµ(KD
µϕ) =
ϕ
2|ϕ|
(
K|ϕ|DµϕDµϕ− V|ϕ|
)
, (30a)
κ
2
λµνFµν = J
λ, (30b)
where the current is Jµ = ieK(|ϕ|)(ϕ¯Dµϕ − ϕDµϕ).
Since the Chern-Simons term in the Lagrangian density
(28) is metric-free, it does not contribute to the energy
momentum tensor, which has the form
Tµν = K(|ϕ|)
(
DµϕDνϕ+DνϕDµϕ
)
− ηµν
(
K(|ϕ|)DλϕDλϕ− V (|ϕ|)
)
. (31)
We now consider static solutions and the same ansatz of
Eqs. (5) with the boundary conditions (6). This makes
the electric and magnetic fields in Eq. (29) have the form
Ei = −∂iA0 and B = − a
′
er
. (32)
The magnetic flux can by calculated and it is given by
Eq. (8), which shows that it is quantized and conserved.
Therefore, the Maxwell and Chern-Simons vortices share
the same magnetic flux. Furthermore, we can also con-
sider the topological current as in Eq. (9) to show that
the topological charge is given by the magnetic flux. We
must be careful, though, with the temporal component
of the gauge field, A0. In this case, the Gauss’ law that
appears in Eq. (30b) for λ = 0 is not solved for A0 = 0.
Moreover, A0 is not an independent function; one can
show that it is given by
A0 =
κ
2e2
B
|ϕ|2K(|ϕ|) . (33)
Since the electric field does not vanish, Chern-Simons
vortices engender electric charge, given by
Q =
∫
d2xJ0
= −κΦ.
(34)
Therefore, given the quantized magnetic flux (8), the
electric charge is also quantized by the vorticity n. The
equations of motion (30) with the ansatz (5) and A0 =
A0(r), are given by
1
r
(rKg′)′ +Kg
(
e2A20 −
a2
r2
)
+
+
1
2
((
e2g2A20 − g′2 −
a2g2
r2
)
Kg − Vg
)
= 0, (35a)
a′
r
+
2Ke3g2A0
κ
= 0, (35b)
A′0 +
2Keag2
κr
= 0. (35c)
The components of the energy momentum tensor (31)
with the ansatz (5) read
T00 =
κ2
4e4
a′2
r2g2K(g)
+
(
g′2 +
a2g2
r2
)
K(g) + V (g),
(36a)
T01 = −2K(g)eag
2A0 sin θ
r
, (36b)
T02 =
2LXeag2A0 cos θ
r
, (36c)
T12 = K(g)
(
g′2 − a
2g2
r2
)
sin(2θ), (36d)
T11 = K(g)
(
e2g2A20 + g
′2(2 cos2 θ − 1)
+
a2g2
r2
(2 sin2 θ − 1)
)
− V (g), (36e)
T22 = K(g)
(
e2g2A20 + g
′2(2 sin2 θ − 1)
+
a2g2
r2
(2 cos2 θ − 1)
)
− V (g). (36f)
The equations of motion (35) are coupled differential
equations of second order. To simplify the problem and
get first order equations, we follow Ref. [69] and take the
stressless condition, Tij = 0. This leads to
g′ =
ag
r
and e2A20g
2K(g) = V (g). (37)
We can combine this with Gauss’ law (35b) to get the
two first order equations
g′ =
ag
r
and
a′
r
= −2e
2g
κ
√
KV , (38)
in which the functions K(|ϕ|) and V (|ϕ|) are constrained
by
d
dg
(√
V
g2K
)
= −2e
2
κ
gK. (39)
For K(|ϕ|) = 1 we have the potential given by V (|ϕ|) =
e4|ϕ|2(1− |ϕ|2)2/κ2, which was studied in Ref. [27]. The
first order equations allow us to introduce an auxiliary
function W (a, g), given by
W (a, g) = − κ a
e2g
√
V (g)
K(g)
, (40)
and write the energy density in Eq. (36a) as
ρ =
1
r
dW
dr
. (41)
By integrating it, we get the energy
E = 2pi |W (a(∞), g(∞))−W (a(0), g(0))|
= 2pi |W (0, v)−W (n, 0)| . (42)
7This formalism allows us to calculate the energy of the
stressless solutions without knowing their explicit form.
As done in the latter section, for simplicity, we neglect the
parameters and work with unit vorticity, n = 1. Next,
we present models in the above class that admit vortices
in potentials with minima located at infinity, i.e., v →∞
in the boundary conditions (6).
A. First Model
To start the investigation with the Chern-Simons dy-
namics, we consider the same K(|ϕ|) of Eq. (17) but with
other potential in order to satisfy the constraint (39). We
then take
K(|ϕ|) = 1
2
sech2
(
1
2
|ϕ|2
)
, (43a)
V (|ϕ|) = 1
2
|ϕ|2sech2
(
1
2
|ϕ|2
)(
1− tanh
(
1
2
|ϕ|2
))2
.
(43b)
These functions are plotted in Fig. 7. The potential
presents a minimum at |ϕ| = 0 and a set of minima
at |ϕ| → ∞. Its maximum is located at |ϕm| ≈ 0.79,
such that V (|ϕm|) ≈ 0.14. Furthermore, even though
the function K(|ϕ|) is the same of Eq. (17) in Maxwell
dynamics, we see its corresponding potential has a com-
pletely different behavior near the origin in the Chern-
Simons dynamics, with a minimum instead of a maxi-
mum at |ϕ| = 0.
FIG. 7: The function K(|ϕ|) (left) and the potential V (|ϕ|)
(right) given by Eqs. (43).
The first order equations (38) in this case reads
g′ =
ag
r
, (44)
a′
r
= −g2sech2
(
g2
2
)(
1− tanh
(
g2
2
))
. (45)
We have not been able to find analytical solutions for
them. However, the behavior of the solutions near the
origin may be studied by taking a(r) = 1 − a0(r) and
g(r) = g0(r), similarly to the previous sections. By sub-
stituting them in the above equations, we get that
a0(r) ∝ r4 and g0(r) ∝ r. (46)
This helps as a guide in the numerical calculations. In
Fig. 8, we plot the solutions. In fact, we see the behavior
of the functions near the origin as given above. These
solutions behaves similarly to the ones in Maxwell dy-
namics: g(r) goes to infinity as r increases but a(r) tends
to zero very slowly, presenting a tail that goes far away
from the origin. This feature is the opposite of the one
found for compact Chern-Simons vortices in Ref. [72].
FIG. 8: The functions a(r) (left) and g(r) (right), solutions
of Eqs. (44). The insets show the behavior near the origin, in
the interval r ∈ [0, 1.57].
We now turn our attention to the auxiliar function
W (a, g) from Eq. (40). It is given by
W (a, g) = −a+ a tanh
(
g2
2
)
. (47)
This is exactly the same function that appears in
Eq. (20). By using Eq. (42), we get that the energy of the
stressless solutions is E = 2pi. To calculate the electric
field intensity and the magnetic field, one has to use the
numerical solutions of Eqs. (44) in Eqs. (32). The energy
density must be calculated in a similar manner, by using
the expression given below, which comes from Eq. (36a):
ρ =
a′2
2r2g2
cosh2
(
g2
2
)
+
1
2
(
g′2 +
a2g2
r2
)
sech2
(
g2
2
)
+
1
2
g2sech2
(
g2
2
)(
1− tanh
(
g2
2
))2
(48)
In Fig. 9, we plot the electric field, the magnetic field,
the temporal component of the gauge field from Eq. (33)
and the energy density. As in the previous models, a
numerical integration of the magnetic field and energy
density gives the flux Φ ≈ 2pi and energy ρ ≈ 2pi. Thus,
the tail of the solutions does not seem to contribute to
change the topological charge, since it is given by the
flux. Therefore, in the Chern-Simons scenario, vortices
in vacuumless systems have the topological current (9)
well defined that does not require any special definitions
as done in Ref. [5] for kinks.
8FIG. 9: The electric field (upper left), the magnetic field (up-
per right), the temporal gauge field component (bottom left)
and the energy density (bottom right) for the solutions of
Eqs. (44).
B. Second Model
We now present a new model, given by the functions
K(|ϕ|) = 1
2
sech2(|ϕ|) tanh2(|ϕ|)
|ϕ| , (49a)
V (|ϕ|) = 1
18
|ϕ| sech2(|ϕ|) tanh2(|ϕ|) (1− tanh3(|ϕ|))2 .
(49b)
Differently of the previous model, the minima of both
K(|ϕ|) and the potential are located at |ϕ| = 0 and |ϕ| →
∞. The potential presents a maximum at |ϕm| ≈ 0.7500,
such that V (|ϕm|) ≈ 0.0055. These features can be seen
in Fig. 10, in which we have plotted K(|ϕ|) and the po-
tential.
FIG. 10: The function K(|ϕ|) (left) and the potential V (|ϕ|)
(right) given by Eqs. (49).
To calculate our solutions, we consider the first order
equations (38) to get
g′ =
ag
r
, (50)
a′
r
= −1
3
g sech2(g) tanh2(g)
(
1− tanh3(g)) . (51)
We have not been able to find the analytical solutions of
the above equations. Nevertheless, it is worth to estimate
their behavior near the origin by taking a(r) = 1− a0(r)
and g(r) = g0(r), similarly to was done before for the
latter models. This approach leads to
a0(r) ∝ r5 and g0(r) ∝ r. (52)
In Fig. 11 we plot the solutions of Eq. (50). Notice that
FIG. 11: The functions a(r) (left) and g(r) (right), solutions
of Eqs. (50). The insets show the behavior near the origin, in
the interval r ∈ [0, 3.27].
a(r) is almost constant near the origin. This is due to
the form of Eqs. (52). As in the previous models, g(r)
tends to infinity as r becomes larger and larger. Also,
we see a(r) tends to vanish very slow when r →∞, also
presenting a tail which extends far away from the origin.
In this case, the function W (a, g) in Eq. (40) becomes
W (a, g) =
a
3
(
1− tanh3(g)) . (53)
Therefore, by using Eq. (42), we conclude that the energy
is E = 2pi/3. To calculate the intensity of the electric and
magnetic fields, one has to use the numerical solutions
into Eq. (32). The same occurs to evaluate the energy
density, which comes from Eq. (36a) that leads to
ρ =
a′2
2r2g
cosh2(g) coth2(g)
+
(
g′2 +
a2g2
r2
)
sech2(g) tanh2(g)
2g
+
1
18
g sech2(g) tanh2(g)
(
1− tanh3(g))2 .
(54)
In Fig. 12, we plot the electric and magnetic fields, the
temporal gauge component (33) and the above energy
density. As for all of our previous models, the topolog-
9FIG. 12: The electric field (upper left), the magnetic field
(upper right), the temporal gauge component (bottom left)
and the energy density (bottom right) for the solutions of
Eqs. (50).
ical charge, given by the flux, remains unchanged from
Eq. (8), having the value Φ ≈ 2pi obtained from a numer-
ical integration. The energy can be obtained numerically
and it is given by E ≈ 2pi/3, the same value obtained
from the function W (a, g) of Eq. (53). Also, we see the
energy density in this model present a valley deeper than
in the previous one.
IV. CONCLUSIONS
In this work, we have investigated vortices in vacuum-
less systems with Maxwell and Chern-Simons dynamics.
In both scenarios, we have studied the properties of the
generalized models in the classes (1) and (28) and, fol-
lowing Ref. [69], we have used a first order formalism
that allows to calculate the energy without knowing the
explicit form of the solutions.
The behavior of the potentials are different at |ϕ| = 0,
depending on the scenario; in the Maxwell case, they are
nonvanishing, whilst in the Chern-Simons models they
are zero. The hole around the origin in the potentials
for the Chern-Simons dynamics makes the magnetic field
vanish at r = 0. Regardless the differences in the be-
havior of the magnetic field, the magnetic flux is always
quantized by the vorticity n. Furthermore, even though
we have worked only with n = 1, for simplicity, in our
examples, it is worth commenting that we have checked
the energy is also quantized by the vorticity, n.
An interesting result is that the vortex solutions in
vacuumless systems present a large tail that extends far
away from the origin. The scalar field is asymptotically
divergent and has infinite amplitude. Then, the solu-
tions looses the locality. However the electric field, if it
exists, the magnetic field, as well as the energy density,
are localized. This avoids the possibility of having in-
finite energies and fluxes. The flux is well defined and
still works as a topological invariant. Unlike the kinks,
we concluded that vortices in vacuumless systems do not
require any special definition of the topological current
to study its topological character.
We then discovered vortices with a new behavior,
whose solutions present a long tail. We hope these re-
sults encourage new research in the area, stimulating the
study of new models in this and other contexts. One can
follow the direction of Ref. [14] and study the demeanor
of fermions in the background of these vortex structures.
Also, the collective behavior of these vortices seems of
interest, since it may give rise to non-standard interac-
tions due to the particular aforementioned features of the
solutions. Furthermore, following the lines of Ref. [6],
one also can study the gravitational field of these vor-
tices. Other perspective is to investigate these structures
in models with enlarged symmetries [35–41], which may
make them appear in the hidden sector, for instance. Fi-
nally, one may try to extend the current investigation to
other topological structures, such as monopoles [74, 75],
and non-topological structures, such as lumps [76–78]
and Q-balls [79, 80]. Some of these issues are under con-
sideration and will be reported on the near future.
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