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Resumen: La técnica de crowd-sourcing puede ser una herramienta de gran ayuda
tanto para evaluar los resúmenes de los alumnos como para poder ofrecerles un feed-
back que ayude a mejorar sus destrezas para resumir. En este trabajo, se propone
un enfoque para la generación de meta-resúmenes en euskera, con el objetivo de
diseñar y desarrollar una evaluación automática de los resúmenes de extracción. Se
presenta un nuevo algoritmo que permite usar los meta-resúmenes generados con las
siguientes finalidades: i) comparar los resúmenes elaborados por alumnos de diferen-
tes edades y cursos educativos (primaria y universidad), ii) evaluar los resúmenes
creados en clase (evaluación de la clase) y iii) evaluar a cada alumno (evaluación
individual). Los resultados muestran que el método propuesto, el cual se ha ela-
borado basándose en aspectos cualitativos (estructura discursiva de la coherencia)
y cuantitativos (kappa de Fleis y distancia de Hamming), es apto para comparar
grupos e individuos.
Palabras clave: Evaluación de Resumen Automático, Análisis del discurso, PLN
en Euskera.
Abstract: Crowd-sourcing can help teachers to evaluate student summaries and
give them feedback to improve their summarization skills. In this paper, we pro-
pose an approach for meta-summaries generation, to design and develop the au-
tomatic evaluation of extractive summaries for the Basque language. We propose
a novel algorithm that allows to use the generated meta-summaries to i) compare
students meta-summaries at different ages and education stages (elementary and un-
dergraduates), ii) evaluate classroom meta-summaries (classroom evaluation) and
iii) evaluate each student (individual evaluation). The results show that our propo-
sed method, based on qualitative (coherence discourse structure) and quantitative
(Fleis kappa and Hamming distance) measures, is accurate to compare both: groups
and individuals.
Keywords: Summarization Evaluation, discourse Analysis, Basque NLP.
1 Introducción
En la actualidad, el exceso de información
puede conducirnos a no distinguir lo que es
realmente relevante. En ese contexto, el resu-
men es de vital importancia en áreas como la
educación, ya que un resumen muestra la ca-
pacidad de comprensión y de śıntesis de quien
lo ha elaborado. El hecho de que un alumno
disponga de una gran cantidad de informa-
ción no significa que vaya a entender más y
mejor el tema de estudio, lo cual puede pro-
vocar que el proceso de aprendizaje no sea
óptimo. Esto sugiere que trabajar el resumen
de una manera eficaz en el aula puede ser de
gran ayuda para lograr los objetivos curricu-
lares.
Cuando se resume, primeramente se debe
entender lo que se ha léıdo, y después, plas-
mar las ideas más importantes del texto ade-
cuando el lenguaje al conocimiento propio.
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Las ideas más relevantes deben ser extráıdas
del texto, manteniendo la coherencia entre di-
chas ideas. Sin embargo, los resúmenes pro-
ducidos por los estudiantes no siempre coin-
ciden con los resúmenes producidos por los
profesores o evaluadores. En el ámbito edu-
cativo, es habitual que los libros de texto (o
la información de los sistemas de gestión de
aprendizaje) empleados en la escuela no dis-
pongan de actividades que desarrollen la des-
treza de resumir, al menos en la educación del
Páıs Vasco. En consecuencia, raramente se
trabajan estrategias que ayuden a desarrollar
la capacidad de resumen. Además, ni siquiera
se trabaja lo suficiente el resumir los textos,
poco comprensible, ya que como indica Sanz
(2005) resumir en śı es una estrategia muy
útil para mejorar la comprensión lectora y la
expresión escrita. Ante esta situación, utili-
zar una evaluación basada en crowd-sourcing
y emplear técnicas de Procesamiento de Len-
guaje Natural (PLN) puede ser de gran ayu-
da para que profesores y estudiantes evalúen
de manera automática los resúmenes y ob-
tengan un feedback que les haga mejorar su
capacidad de resumen.
El objetivo de este trabajo es lograr mo-
delos fiables mediante crowd-sourcing que sir-
van para: i) comparar los resúmenes elabora-
dos por alumnos de diferentes edades y cursos
educativos (primaria y universidad), ii) eva-
luar los resúmenes modelo creados en clase
(evaluación colectiva de la clase) y iii) eva-
luar a cada alumno (evaluación individual).
Según los resultados, cuando los alumnos de
primaria resumen textos previamente traba-
jados en clase, la capacidad de resumir que
muestran en los textos más fáciles es muy si-
milar a la de los universitarios. Sin embargo,
cuando se trata de resumir textos más com-
plejos, queda patente que los universitarios
muestran una capacidad superior. En cuanto
al método, el cual se ha elaborado basándose
en aspectos cualitativos (estructura discursi-
va de la coherencia) y cuantitativos (kappa de
Fleis y distancia de Hamming), los resultados
indican que el método empleado para compa-
rar tanto grupos como individuos es adecua-
do.
En cuanto a la evaluación de resúmenes,
este siempre ha sido un tema complejo y
controvertido en la lingǘıstica computacional
(Saggion et al., 2010). ROUGE (CY, 2004),
BLEU (Papineni et al., 2002), Pyramid (Nen-
kova y Passonneau, 2004) y SummTriver
(Cabrera-Diego y Torres-Moreno, 2018), son
métodos que permiten evaluar resúmenes de
manera automática. Sin embargo, tal y co-
mo lo explican Molina y Torres (2015), mu-
chas de estas métricas pueden acarrear cier-
tas desventajas, ya que resúmenes no grama-
ticales pueden obtener puntuaciones muy al-
tas. Además, no se debe olvidar que algunos
de estos métodos necesitan modelos de refe-
rencia hechos por expertos, lo cual es un pro-
blema a la hora de aplicarlo en un escenario
real como puede ser la escuela. Por un la-
do, los profesores carecen de tiempo para po-
der crear resúmenes modelo de varios textos
y después corregir todos los trabajos realiza-
dos (todos los resúmenes de 25-35 estudian-
tes). Por otro lado, como bien indican Radev
y Tam (2003), existe más de un modelo ade-
cuado para realizar un resumen, pudiendo ser
dos resúmenes igualmente buenos aun estan-
do elaborados con frases totalmente distintas.
Esto muestra la necesidad de contar en el aula
con varios modelos de un mismo resumen, la-
bor que es dif́ıcilmente realizable por un único
profesor. Por lo tanto, es necesario trabajar
con varios modelos de referencia, para poder
ofrecer un modelo tanto para la máquina, co-
mo para dar un feedback adecuado al docente
y estudiante. La medida Relative Utility (Ra-
dev y Tam, 2003) utiliza más de un modelo
de referencia para evaluar los resúmenes. Aun
aśı, poder lograr varios modelos de referencia
de todos los textos curriculares, es una tarea
dificil para el docente, lo que deja en eviden-
cia las limitaciones que puede llegar a tener
dicho modelo.
En consecuencia, además de los desaf́ıos
habituales de la comprensión de un texto,
es fundamental adaptar las herramientas, y
aśı proporcionar un entorno propicio para el
aprendizaje (de los estudiantes) y la evalua-
ción (para los profesores). Para ello, es ne-
cesario tener en cuenta los recursos y las li-
mitaciones (lingǘısticas y no lingǘısticas) que
existen en las escuelas vascas si se quiere crear
un entorno eficiente para desarrollar habili-
dades de śıntesis y procedimientos de evalua-
ción.
2 Estado de la cuestión
Como indica Molina-Villegas (2013b), una
posible solución para recopilar resúmenes de
referencia es recurrir a la participación de vo-
luntarios no expertos en tareas cient́ıficas que
no requieran experiencia en el tema. Invo-
Unai Atutxa, Alejandro Molina-Villegas, Mikel Iruskieta
166
lucrar ciudadanos en actividades cient́ıficas
puede ser interesante y útil, ya que permite
ahorrar recursos humanos; aumentar la canti-
dad y velocidad del procesamiento de datos; o
simplemente acercar las personas a la ciencia.
Molina-Villegas (2013b) desarrolló un siste-
ma de crowd-sourcing para compilar un cor-
pus de resumen automático en español don-
de se obtuvieron cerca de tres mil resúme-
nes en tan solo 10 semanas, lo que demues-
tra su utilidad para reunir un corpus amplio
en un espacio de tiempo muy concreto. Sien-
do considerables las ventajas, es imprescindi-
ble centrarse en las posibles desventajas, para
poder después contrarrestarlas. La principal
desventaja es que los participantes pueden
llegar a actuar al azar, o es posible que carez-
can de criterios espećıficos. En consecuencia,
en este art́ıculo trataremos de solventar es-
tas desventajas utilizando la prueba exacta
de Fisher, para verificar si los participantes
han respondido al azar, y el coeficiente kap-
pa para comprobar si los participantes han
respondido con criterios similares a los de un
evaluador.
En cuanto al resumen automático, y en
concreto al resumen de extracción, en pala-
bras de Saggion y Poibeau (2013) la selec-
ción de oraciones de un resumen extractivo
puede basarse en información estad́ıstica o en
una teoŕıa que tenga en cuenta la informa-
ción lingǘıstica y semántica. Por tanto, pa-
ra realizar un resumen extractivo automáti-
co se utilizan técnicas superficiales y enfoques
basados en el conocimiento. Molina-Villegas
(2013a) por ejemplo, presenta un estudio so-
bre la comprensión de oraciones y propone
un modelo de regresión que predice la elimi-
nación de segmentos dentro de la oración con
aplicación en la generación de resumen abs-
tractivo. En cuanto a herramientas se refiere,
a d́ıa de hoy es posible encontrar varias herra-
mientas que permiten generar resúmenes de
manera automática, a destacar MEAD (Ra-
dev et al., 2004) y SUMMA (Saggion, 2008).
Estas herramientas, junto con otras, dan op-
ción a trabajar con lenguas como el inglés o
el chino, por ejemplo. Pero hasta donde noso-
tros sabemos, no hay ninguna herramienta de
resumen automático que emplee información
en euskera. Esto se debe a que estas herra-
mientas no utilizan analizadores morfológi-
cos, los cuales son necesarios para poder tra-
tar con una lengua aglutinante como el eus-
kera.
Aśı, Uno de los retos principales de es-
te trabajo era reunir un corpus amplio de
extracciones. Para lograrlo, se ha utilizado
Compress-eus (Atutxa et al., 2017) que re-
copila el corpus de extracciones y abstraccio-
nes de los resúmenes realizados de textos en
euskera. Además, esta herramienta ofrece in-
formación automática de las extracciones.
En cuanto a la evaluación humana, Atutxa
(2018) propone criterios de evaluación para
evaluar extracciones y abstracciones en eus-
kera. Para ello se basan en la gúıa BABAR
(Álvarez, 2004) y en la información que pro-
porciona la estructura relacional de discur-
so (coherencia). La gúıa BABAR tiene como
objetivo evaluar textos expositivos en inglés
como lengua extranjera, y en ella se evalúan
los siguientes apartados: contenido, organiza-
ción, vocabulario, uso de la lengua y presen-
tación.
Evaluar un resumen no es una tarea senci-
lla, ya que requiere evaluar un proceso com-
plejo. Si la evaluación de resúmenes es com-
pleja para los humanos, la evaluación au-
tomática lo es aún más, especialmente en lo
que respecta a la fiabilidad. En la evaluación
automática, Saggion y Poibeau (2013) dife-
rencian dos tipos de evaluación:
i) Evaluación de un resumen automáti-
co comparándolo con gold standards creados
manualmente: el resumen elaborado es eva-
luado comparándolo con un resumen de refe-
rencia creado por un humano. Por lo que nos
consta, es este el método utilizado por Zipi-
tria, Arruarte, y Elorriaga (2008) con LEA
(una aplicación web para la evaluación de
resúmenes en euskera). Zipitria et al. (2008)
explica el método utilizado en su trabajo. Pri-
mero, observan cómo se realiza la evaluación
humana y, luego, automatizan sus observa-
ciones. 15 expertos tuvieron que resumir 5
textos para crear un modelo para la evalua-
ción de los resúmenes. Los expertos estaban
formados por cinco profesores de secundaria,
cinco profesores de euskera de segunda len-
gua (L2) y cinco profesores universitarios.
ii) Evaluación de resúmenes automáticos
sin gold standard : para evaluar se utiliza la
información que contiene el propio resumen.
Louis y Nenkova (2009) presentaron un mar-
co para evaluar el contenido usando el input
como referencia. Se basa en el hecho de que la
distribución de palabras en el input (texto a
resumir) y el resumen de ese input deben ser
similares. En el caso del euskera, no se conoce
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ningún trabajo relacionado con la evaluación
de resúmenes automáticos sin ningún corpus
gold standard para comparar.




Uno de los principales problemas para traba-
jar en una lengua como el euskera suele ser
no contar con un corpus adecuado. Para ello,
es muy útil contar con una herramienta de
caracteŕısticas similares a las de Compress-
eus. Compress-eus es una interfaz que per-
mite reunir resúmenes elaborados por alum-
nos y profesores. El texto original está seg-
mentado en unidades elementales del discurso
(EDU) y la idea más importante o la Unidad
Central (UC) está anotada. El alumno reali-
za el resumen extractivo, eliminando del tex-
to las EDUs que considere oportunas, es de-
cir, los segmentos menos relevantes. Cuando
finaliza la extracción, el usuario guarda el re-
sumen. El uso de esta interfaz facilita la reco-
pilación y el análisis del resúmenes. Además,
facilita utilizar información jerárquica de la
estructura discursiva de los textos originales,
pero también de los resúmenes extractivos, lo
que será de gran ayuda para este trabajo.
Compress-eus proporciona el seguimien-
to de todas las operaciones realizadas por el
usuario (qué EDU se eliminó, si se eliminó
la CU, por ejemplo) al realizar la extracción.
Además, facilita la siguiente información so-
bre los textos a resumir: número de párrafos
(en el texto); número de oraciones (en el tex-
to y cada párrafo); número de EDUs (en el
texto, cada párrafo y cada oración).
3.2 Corpus
Para este trabajo se ha reunido un corpus
compuesto por 1036 resúmenes de extracción.
352 son de alumnos de quinto año de prima-
ria (9-10 años), 88 estudiantes han resumido
4 textos cada uno. Los 684 resúmenes restan-
tes han sido realizados por alumnos univer-
sitarios de la Facultad de Educación de Bil-
bao, en este caso han sido 171 alumnos quie-
nes han resumido los 4 textos. Para tener un
escenario real de enseñanza, fueron utiliza-
dos textos procedentes de libros de texto que
se emplean en la escuela para llevar a cabo
el programa curricular. De hecho, el alumno
tuvo que resumir los textos seleccionados en
las fechas reales programadas para ello. Los
detalles de los textos utilizados para los ex-
perimentos se describen en la Tabla 1.
Párrafos Oraciones EDUs Pals. UC
T1 5 11 17 121 1
T2 4 11 23 131 1
T3 10 17 37 218 2
T4 11 25 41 289 1
Tabla 1: Caracteŕısticas del corpus.
3.3 Método
La metodoloǵıa que se presenta para describir
i) la evaluación entre etapas escolares, ii) la
evaluación de la clase y iii) la evaluación in-
dividual se divide en tres pasos principales:
1) generación de meta-resúmenes (modelos
de referencia), 2) armonización e inclusión de
resúmenes (si fuese necesario) y 3) medidas
de evaluación adecuadas.
Se propone el siguiente algoritmo para ge-
nerar meta-resúmenes, lo cual permite com-
parar la diferencia que pueda existir entre los
resúmenes elaborados por estudiantes de pri-
maria y los universitarios.
Sea E = {e1, . . . , en} el conjunto de n
resúmenes de referencia (e.g. los resúmenes
de los universitarios); tal que cada resumen
está codificado por una tupla de m elementos
binarios representando la presencia/ausencia
de las m unidades discursivas del documen-
to original: ei = (ei1, . . . , eim). Es decir, para
cada unidad discursiva del documento origi-
nal hay una entrada en la tupla que tendrá
asignado un 1 cuando la unidad se preservó
en el resumen y 0 cuando la unidad se eliminó
en el resumen. Note que el orden de las ora-
ciones no cambia sino que algunas aparecerán
en el resumen y algunas otras no. Siguiendo
esta representación se han codificado tanto
los resúmenes de estudiantes de primaria co-
mo los de estudiantes universitarios. La idea
general es codificar un solo meta-resumen de
referencia a partir de los n resúmenes de re-
ferencia, en principio distintos, pero hacerlo
de manera tal que el meta-resumen genera-
do maximice el acuerdo entre las referencias
y por lo tanto se pueda considerar como un
resumen modelo.
El Algoritmo 1, de complejidad O(n),
resuelve el problema de encontrar un sub-
conjunto E∗ ⊆ E tal que el acuerdo entre
sus elementos sea máximo; donde el acuer-
do está determinado por el coeficiente kappa
κ de Fleiss (2013). Al inicializar el algorit-
mo se incluye solamente la primera tupla de
Unai Atutxa, Alejandro Molina-Villegas, Mikel Iruskieta
168
E. Luego, en cada iteración se calcula el va-
lor de κ que se produciŕıa al incluir una nue-
va tupla de E en el subconjunto óptimo E∗;
si el nuevo elemento aumenta el acuerdo en-
tre las referencias, entonces es incluido en el
subconjunto óptimo. Una vez realizadas to-
das las comparaciones, el resumen modelo de
referencia se construye a partir de la moda
de las entradas de las tuplas que hayan sido
incluidas en E∗.





for ei in E − {e1} do
κ← FleissKappa(E∗ ∪ {ei})
if κ ≥ κ∗ then
κ← κ∗
E∗ ← E∗ ∪ {ei}
end if
end for
model ← (mode(eij) for ei ∈




4.1 Evaluación entre distintas
etapas escolares
Una caracteŕıstica del algoritmo es que el
meta-resumen generado puede ser diferente
dependiendo del orden de lectura de las tu-
plas ei. A mayor variabilidad entre los crite-
rios de los alumnos, habrá una mayor varie-
dad de meta-resumenes posibles. La Tabla 2
muestra que el algoritmo ha creado 63 meta-
resúmenes con los resúmenes de primaria y
60 con los de la universidad. Se han crea-
do más meta-resúmenes en primaria tenien-
do una cantidad sensiblemente inferior de
resúmenes (352 de primaria y 684 de la uni-
versidad). En cuanto a los textos, el algoritmo
ha creado 85 meta-resúmenes que correspon-
den al Texto-4, y solamente 36 con el Texto-
2. Esto refleja que la longitud y la estructura
discursiva del texto tienen mayor impacto (en
cuanto a cantidad se refiere) al crear meta-
resúmenes. Además, los meta-resúmenes de
primaria se distribuyen de manera más equi-
librada. Se ha creado un mı́nimo de 14 meta-
resúmenes (Texto-1 y Texto-2), y un máximo
de 18 (Texto-3). Sin embargo, con los resúme-
nes de los universitarios, la cantidad de los
meta-resúmenes creados tiene una variación
sensiblemente superior. Con el Texto-1 (17
EDUs) y Texto-2 (23 EDUs) se han crea-
do menos que con el Texto-3 (37 EDUs) y
Texto-4 (41 EDUs). Esto refleja que cuantos
más EDUs tenga el texto, más meta-resúme-
nes creará el algoritmo con los resúmenes de
los universitarios.
T1 T2 T3 T4 Total
Primaria 17 14 18 14 63
Universidad 2018-2019 10 5 19 25 59
Universidad 2019-2020 7 8 18 22 55
Universidad 2018-2020 10 9 17 24 60
Total 44 36 72 85
Tabla 2: Cantidad de meta-resumenes
de resúmenes extractivos creados por el
Algoritmo-1.
Para analizar y comparar los meta-
resúmenes de primaria y universidad, el
método se basa en las siguientes tres va-
riables: i) cantidad de resúmenes en un
meta-resumen, ii) acuerdo kappa obtenido
y iii) puntuación obtenida en la coherencia
(acuerdo entre la estructura retórica descrita
por el profesor y la estructura retórica que
se obtiene de la extracción hecha por el estu-
diante).
La coherencia fue calculada con el siguien-
te procedimiento:
• Paso-1: el texto se segmentó en EDUs
y la unidad que contiene la idea princi-
pal (UC) fue etiquetada según Iruskieta,
Diaz de Ilarraza, y Lersundi (2014). A
continuación, el texto fue anotado ma-
nualmente según la Teoŕıa de la Estruc-
tura Retórica (RST) (Mann y Thom-
pson, 1987).
• Paso-2: Cada texto resumido se dividió
en 4 cuartiles (Q1 a Q4) siguiendo la
estructura jerárquica del árbol RST. Se
calcula la distancia de cada EDU contan-
do cuántas relaciones se necesitan para
llegar a la UC de los resúmenes. La EDU
más cercana está a la distancia 0 (la mis-
ma UC) y la EDU más lejana está a 6
relaciones de distancia. Pero, en algunos
textos, la distancia más lejana es de 4
relaciones. Una vez obtenida la distan-
cia de cada EDU, se clasifican las EDUs
en cuartiles. Por ejemplo, el árbol RST
con una distancia máxima de 6 es el si-
guiente: i) Q1 representa la UC y todas
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las EDUs a la distancia 1 (distancia 0-
25 %). ii) Q2 representa todas las EDUs
a 2 y 3 relaciones de distancia, lo que
significa que se saltan 2 o 3 relaciones
desde la EDU en que se sitúa la UC (dis-
tancia 26-50 %). iii) Q3 representa todas
las EDUs a 4 y 5 relaciones de distancia
(distancia 51-75 %). iv) Q4 representa el
resto de las EDUs a 6 y 7 relaciones de
distancia (distancia 76-100 %).
• Paso-3: Puntuación de la coherencia. Por
un lado, para representar y comparar la
calidad de los meta-resúmenes, todas las
EDUs son clasificadas en grupos según
su distancia respecto a la UC. Después,
se ha calculado el porcentaje de EDUs
mantenidas en cada grupo, para poder
aplicar las siguientes reglas: i) regla apli-
cada a EDUs de nivel 1 (distancia 0): si
el porcentaje de las ideas mantenidas es
igual a 100 %, entonces 1 punto, si no
0. ii) Regla aplicada a EDUs de nivel 2
(distancia 1): si el porcentaje de las ideas
mantenidas es igual o menor al porcen-
taje de las ideas del nivel previo (siendo
este superior al 0 %), entonces 1 punto,
si no 0. iii) Regla aplicada al resto de ni-
veles: si el porcentaje de las ideas man-
tenidas es igual o menor al porcentaje de
las ideas del nivel previo y menor al por-
centaje de las ideas del nivel anterior al
previo, entonces 1 punto, si no 0.
Por otro lado, cada cuartil se ha ponde-
rado en base a su relevancia: i) 0,4 para
la puntuación obtenida en Q1. ii) 0,3 pa-
ra el Q2. iii) 0,2 para el Q3. iv) 0,1 para
el Q4.
De esta forma, es posible representar y vi-
sualizar los resultados empleando gráficos de
burbuja. Estos gráficos ayudan a comparar
las distintas etapas escolares.
La Figura 1 muestra la calidad de los
meta-resúmenes creados en ambas etapas es-
colares. La gran mayoŕıa tiene una puntua-
ción superior al 0,6, lo cual es comprensible.
Por una parte, es normal que los estudian-
tes universitarios no tengan grandes dificul-
tades para trabajar textos que pertenecen a
libros de texto de primaria. Por otra parte, los
alumnos de primaria han trabajado con estos
textos a lo largo de toda la unidad didáctica,
lo cual ha podido facilitar la acción de resu-
mir.
Las burbujas que representan a los alum-
nos de la universidad son más grandes, lo cual
indica que la cantidad de resúmenes que con-
tienen es superior. Se podŕıa pensar que los
estudiantes de la universidad resumen de ma-
nera mucho más similar entre ellos si se com-
paran con los estudiantes de primaria. Sin
embargo, se han analizado 88 estudiantes de
primaria y 171 universitarios; por lo tanto,
era de esperar que se generasen burbujas más
grandes en la universidad.
Figura 1: Cantidad y calidad de los meta-
resúmenes creados por el algoritmo con estu-
diantes de universidad y primaria. El eje ho-
rizontal muestra la puntuación de coherencia
(Coherencia) obtenida. El eje vertical mues-
tra acuerdo entre los anotadores y resúmenes
(Kappa). El tamaño de la burbuja refleja el
número de resúmenes que contiene el meta-
resumen. Las burbujas verdes representan los
resultados del T1, azules T2, amarillas T3 y
rojas T4.
Si se compara el tamaño de los meta-
resúmenes creados en el Texto-2 (burbujas
azules), la Figura 1 muestra que los univer-
sitarios tienen una manera muy concreta de
resumir dicho texto. Este fenómeno no se da
entre los alumnos de primaria. La gran canti-
dad de meta-resúmenes creados con el Texto-
2 (burbujas azules), con un tamaño similar
entre ellos, indica una gran diversidad a la
hora de resumir este texto. Si se observa el eje
de la coherencia, se puede intuir que los estu-
diantes (tanto en primaria como universidad)
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Figura 2: Calidad de los meta-resúmenes de los estudiantes de primaria y universidad. El eje
horizontal muestra la puntuación de coherencia mientras que el eje vertical muestra los diferentes
niveles escolares que se han analizado. Los tamaños de las burbujas muestran cuántos resúmenes
hay en cada área de la cuadŕıcula.
han tenido mayor facilidad a la hora de resu-
mir el Texto-1 y el Texto-4. Por el contrario,
los meta-resúmenes creados con los textos 2
y 3 han obtenido una puntuación menor en
general.
Para describir de manera más concisa esta
diferencia, se utilizara el eje horizontal que
muestra la Figura 2.
La Figura 2 indica que los estudiantes
han tenido mayor facilidad con el Texto-1 y
Texto-4, especialmente en este último; ya que
todos los meta-resúmenes han logrado una
puntuación de coherencia que se sitúa entre
0,6 y 0,8 o entre 0,8 y 1. En cambio, el al-
goritmo ha creado meta-resúmenes de menor
calidad con los textos 2 y 3. En este caso, la
diferencia entre los alumnos de universidad
y primaria es considerable. En el Texto-3, la
mayoŕıa de los meta-resúmenes de los estu-
diantes tienen una puntuación de coherencia
de 0,6 y 0,8, sin embargo, aparecen algunos
con una puntuación más baja. Estos últimos
pertenecen principalmente a los estudiantes
de primaria, ya que como se muestra en la
Figura 2 el 8 % de los estudiantes se ubica
entre 0,4 y 0,6 y el 6 % entre 0 y 0,2. En cuan-
to al Texto-2, la mayoŕıa de los estudiantes
universitarios han obtenido una puntuación
entre 0,6 y 0,8; sin embargo, la mayoŕıa de
los estudiantes de primaria se ubican entre
0,4 y 0,6. Esto podŕıa deberse a que cuando
los estudiantes resumen textos de poca com-
plejidad, no existe una gran diferencia entre
los resultados de los estudiantes de universi-
dad y primaria. Pero cuando se trabaja con
textos que son más dif́ıciles de resumir, los
estudiantes universitarios tienen más recur-
sos para resumir el texto, a pesar de que los
estudiantes de primaria hayan trabajado pre-
viamente estos textos.
Los estudiantes del curso 2019-2020 han
logrado en general mejores resultados que los
del curso 2018-2019, concretamente con los
textos 1, 2 y 4. El ejemplo más evidente se da
con el Texto-1. El 3 % de los meta-resúmenes
pertenecientes al curso 2018-2019 han logra-
do una puntuación de coherencia entre 0,8
a 1; sin embargo, este porcentaje sube has-
ta el 37 % en el curso 2019-2020. Cuando se
tienen en cuenta ambos cursos de la univer-
sidad, el porcentaje de estudiantes que se in-
cluyen en un meta-resumen y obtienen una
puntuación de coherencia de 0,8 a 1 sube
hasta el 41 %. Este fenómeno se da en 3 de
los 4 textos, lo que deja ver que cuanto ma-
yor es el corpus mayor es la calidad de los
meta-resúmenes en cuanto a la coherencia.
Por lo cual, el sistema identifica más meta-
resúmenes y meta-resúmenes mucho más fia-
bles cuando hay más resúmenes. Sin embar-
go, la calidad es un factor fundamental. El
sistema encontró mejores meta-resúmenes en
el curso 2019-2020 con 82 resúmenes que en
el 2018-2019 con 89 resúmenes. Esto pare-
ce indicar que ambos factores: el número de
resúmenes y la calidad de los resúmenes son
necesarios para crear meta-resúmenes fiables.
Aunque los resultados expuestos hasta el
momento sirvan para detectar las diferencias
principales entre alumnos de distintas etapas
escolares, no se pueden utilizar estos datos
para hacer una evaluación individual de los
estudiantes y una evaluación colectiva de la
clase. Las dos limitaciones que se exponen a
continuación hacen que la evaluación deje a
un lado algunos resúmenes (cobertura) y es
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necesario que la precisión sea la mayor posi-
ble, para que la evaluación sirva en el proceso
de aprendizaje en la escuela.
• Baja representación de los estudiantes:
los meta-resúmenes tienen que tener un
valor mı́nimo de 0,6 en kappa (valor esta-
blecido por los autores). Los resúmenes
que no logren ese valor quedan fuera, y
cabe la posibilidad de que un resumen
no se incluya en ningún meta-resumen.
Por lo tanto, si se quiere evaluar la clase
en su conjunto con los meta-resúmenes,
se deberá solventar esta limitación.
• El acuerdo entre la calidad del resumen
y el meta-resúmenes: los meta-resúme-
nes fueron creados teniendo en cuenta
primero el acuerdo de los segmentos del
texto con kappa (medición cuantitativa)
y después se calculó la puntuación de
coherencia del meta-resumen (medición
cualitativa). Por tanto, puede surgir el
problema de que dos resúmenes distin-
tos acaben estando en el mismo meta-
resumen siendo cualitativamente muy
diferentes entre śı (pudiendo ser que la
única diferencia sea que uno contenga
la idea más importante y el otro no).
En ese caso, al menos uno de los dos
resúmenes no está debidamente inclui-
do en ese meta-resumen, en cuanto a la
medida de coherencia. En consecuencia,
es indispensable descartar los resúmenes
que no se ajustan al meta-resumen.
4.2 Evaluación de la clase
Para la evaluación de toda una clase, el pri-
mer paso es cerciorarse de resolver las limita-
ciones mencionadas previamente. Para saber
si un resumen está correctamente representa-
do en un meta-resumen e incluir los resúme-
nes que hab́ıan quedado fuera de los meta-
resúmenes, se utilizan la puntuación de co-
herencia (C) y la distancia de Hamming (H)
para armonizar los meta-resúmenes: método
C+H (criterios de coherencia y Hamming).
Para incluir o mantener cualquier resumen
en el meta-resumen, la distancia de coheren-
cia (C) entre resumen y meta-resumen debe
estar entre -0,1 y 0,1 (20 % de la puntuación)
y la distancia de Hamming (H) debe ser in-
ferior a 0,2 (20 % de la puntuación).
En la Figura 3 se presentan los meta-
resúmenes y los resúmenes del Texto-1. El
Figura 3: Evaluación del aula de primaria
con el método de Coherencia y Hamming
(C+H). Las burbujas azules muestran los
meta-resúmenes creados por el algoritmo y
la cantidad de resúmenes incluidos en ellos.
Las burbujas amarillas representan cada re-
sumen no incluido en ningún meta-resumen.
Las burbujas rojas representan resúmenes in-
cluidos en meta-resúmenes que no cumplen
con los criterios del método C+H.
algoritmo ha creado 17 meta-resúmenes (bur-
bujas azules), los cuales constituyen el 72 %
de los resúmenes. El algoritmo no ha inclui-
do 10 resúmenes (burbujas amarillas) para
crear meta-resúmenes, es decir, el 11 % de los
resúmenes hab́ıa quedado fuera. Los últimos
15 resúmenes (burbujas rojas) (17 % de los
resúmenes) según el método C + H, no esta-
ban correctamente representados en los meta-
resúmenes donde hab́ıan sido incluidos por el
algoritmo.
Tras aplicar el método C+H, los resulta-
dos se muestran en la Figura 3. En esta fi-
gura se muestran los resúmenes no incluidos
en los meta-resúmenes (burbujas amarillas),
los resúmenes que se han mantenido en los
meta-resúmenes después de aplicar el método
C+H (burbujas azules) y los resúmenes que
se han dejado fuera de los meta-resúmenes
después de aplicar el método C+H (burbujas
rojas). En el gráfico inferior se han añadido
en los meta-resúmenes (burbujas azules), los
resúmenes que anteriormente se hab́ıan de-
jado fuera (burbujas rojas y amarillas), pero
que cumplen los criterios del método C+H.
Al aplicarlo, el 40 % (4 de 10) de las burbujas
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amarillas se han incluido en los meta-resúme-
nes. Por otra parte, el 60 % (9 de 15) de los
resúmenes excluidos (burbujas rojas) se han
incluido en otros meta-resúmenes.
La mayoŕıa de los estudiantes está en
torno al 0,6 en cuanto a la coherencia. Son
8 meta-resúmenes diferentes los que se sitúan
en ese punto (0,6), conteniendo un total de 41
estudiantes (46 % de los estudiantes). Estos
41 estudiantes han mostrado una capacidad
similar de resumir el Texto-1. Sin embargo,
el docente tiene que tener en cuenta que aun
habiendo logrado la misma puntuación, el sis-
tema creó 8 meta-resúmenes diferentes. Es-
to significa que puede haber estudiantes que
hayan obtenido la misma nota, pero que ha-
yan utilizado estrategias totalmente diferen-
tes para resumir. Por tanto, el docente deberá
analizar cuáles son esas estrategias y cómo
trabajarlas pudiendo dar un feedback perso-
nalizado.
Además del ya mencionado grupo de
alumnos, los resultados muestran otros tres
grupos: i) algunos de estos estudiantes (17 de
88) han alcanzado la máxima puntuación C.
ii) Otros (16 de 88) están alrededor de 0,8
C. Se puede decir que todos estos estudian-
tes han resumido fácilmente el texto y han
obtenido buenos resultados. iii) Sin embargo,
hay otro grupo (8 de 88) que obtuvo una C
más baja, alrededor de 0,4. Estos estudiantes
han tenido más dificultades para resumir el
Texto-1. iv) Para concluir, un estudiante ha
obtenido una puntuación C (0,2) muy baja,
por lo que el docente podŕıa preocuparse.
Este tipo de gráficos ofrecen al docente
una visión general para analizar en qué gru-
po se encuentra cada alumno y esto puede
ser muy útil para programar actividades futu-
ras. Por ejemplo, el profesor puede saber qué
alumno puede ayudar a otros y quién necesita
ayuda, o quién tiene que trabajar con textos
más simples o más complejos. Además, puede
indicarle qué resúmenes puede utilizar con los
alumnos como modelo a seguir o cuales pue-
den servirle para emplearlos como feedback.
4.3 Evaluación automática de los
estudiantes
El algoritmo creó 17 meta-resúmenes, de los
cuales hay que decidir cuales utilizar para la
evaluación de cada estudiante. Para decidir-
lo, se han seguido los dos siguientes criterios:
i) el número de resúmenes contenidos en el
meta-resumen es al menos el 10 % total de
los resúmenes y ii) el modelo alcanza al menos
una puntuación de 0,5 (C). Los meta-resúme-
nes A, B, C, D, E y F (ver figura 4) cumplen
los criterios ya mencionados, por lo cual, se
emplearan para evaluar a los estudiantes de
manera automática.
Figura 4: Meta-resúmenes utilizados para la
evaluación de estudiantes de primaria. El eje
horizontal muestra la puntuación de la co-
herencia. El tamaño de las burbujas mues-
tra cuántos resúmenes hay en cada meta-
resumen. Los números de cada burbuja mues-
tran la cantidad de resúmenes que contiene el
meta-resumen.
Cada resumen es evaluado frente a los
6 meta-resúmenes seleccionados previamen-
te mediante kappa (para calcular el acuerdo)
y Fisher (para calcular la probabilidad con la
que el resumen haya sido hecho al azar). En
cuanto al acuerdo, un valor Kappa superior
a 0,6 se considera óptimo. Por otra parte, el
resumen extractivo es una acción subjetiva,
por tanto, se considerara que se ha realizado
un resumen de forma aleatoria si obtiene un
valor de Fisher de 0,8 o superior.
La Tabla 3 muestra los resultados obteni-
dos por los estudiantes 265, 206 y 214 después
de evaluar automáticamente sus resúmenes
con los seis meta-resúmenes seleccionados.
Modelos
Est. A B C D E F
265 K 0,26 0,33 0,10 0,46 0,84 0,72
F 0,29 0,23 1,00 0,12 0,02 1,00
206 K 0,33 1,00 0,45 0,45 0,26 0,20
F 0,23 0,59 0,17 0,17 0,29 0,51
214 K -0,18 -0,08 -0,16 -0,16 -0,20 -0,21
F 1,00 1,00 1,00 1,00 1,00 0,09
Tabla 3: Evaluación de los estudiantes 265,
206 y 214 mediante la comparación con los 6
meta-resúmenes utilizando Kappa y Fisher.
El resumen 265 ha logrado un gran acuer-
do Kappa con los meta-resúmenes E (0,84) y
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F (0,72). Es una buena señal, ya que el resu-
men 265 se ha incluido previamente en ambos
meta-resúmenes. Además, si se calcula la co-
herencia del resumen 265, la puntuación es 1,
igual que los dos meta-resúmenes (ver Figu-
ra 4). De ah́ı que, aunque el resumen sea dife-
rente al de los dos meta-resúmenes, tienen la
misma calidad. Sin embargo, se debe tener en
cuenta la métrica estad́ıstica de Fisher, para
saber si el resumen se ha hecho al azar. En el
Meta-resumen-E el valor de Fisher es de 0,02
(inferior a 0,8), lo cual indica que el resumen
no se hizo al azar.
El resumen 206 es idéntico al Meta-
resumen-B, ya que han alcanzado la máxi-
ma puntuación en Kappa y, además, el valor
de Fisher es bajo (0,59). El Meta-resumen-B
tiene una puntuación de coherencia de 0,61
(consulte la Tabla 3); por lo tanto, el resu-
men 206 también debeŕıa alcanzar esa pun-
tuación, ya que son iguales. Cabe señalar que
el resumen 206 se ha incluido previamen-
te en el Meta-resumen-B, pero no en el A.
Los dos meta-resúmenes obtuvieron la misma
puntuación de coherencia, esto indica que los
meta-resúmenes A y B tienen la misma cali-
dad pero son bastante diferentes.
Al evaluar el resumen del estudiante 214,
(Tabla 3), el acuerdo alcanzado con los
meta-resúmenes ha sido prácticamente nulo.
Además, los valores de Fisher indican una al-
ta probabilidad de haber hecho el resumen
al azar. A pesar de todo, es importante re-
cordar lo siguiente. Cuando un resumen logra
un gran acuerdo con un meta-resumen, se de-
duce que el resumen es bueno. Sin embargo,
cuando el acuerdo es bajo, no es posible ga-
rantizar que sea malo. En este caso, se calculó
la puntuación del resumen 214 manualmen-
te (0,16 C), para comprobar que el resumen
es de baja calidad. En futuros trabajos será
necesario incluir como modelos de referencia
meta-resúmenes de baja calidad.
5 Conclusiones
En este art́ıculo hemos presentado un método
para la evaluación automática de resúmenes
por extracción en euskera, aunque el sistema
y él método podŕıan usarse en otras lenguas
con una mı́nima adecuación. En el método se
hace uso del crowd-sourcing para crear meta-
resúmenes de referencia y se ha utilizado para
realizar tres tipos de evaluación: i) diferen-
cias entre distintas etapas escolares, ii) eva-
luación colectiva del aula y iii) evaluación au-
tomática individual de cada estudiante usan-
do meta-resúmenes fiables. En los experimen-
tos se ha trabajado con alumnos reales y uti-
lizado sus textos escolares, es decir, textos
que son utilizados para trabajar contenidos
curriculares en la escuela en tiempo real. Se
ha propuesto el método C+H, permitiendo
evaluar el acuerdo cualitativo (coherencia) y
cuantitativo (Hamming) entre resúmenes y
meta-resúmenes.
Los resultados demuestran que la evalua-
ción propuesta es viable y robusta para apli-
carse a mayor escala; lo cual, nos permitirá
seguir trabajando en un contexto real pero
con intervenciones más largas y sistemáticas
en el tiempo, además de incluir diferente tipo-
loǵıa de textos para dar el salto a los resúme-
nes de abstracción.
En futuros trabajos seŕıa interesante ana-
lizar las relaciones discursivas para después
poder ponderarlas. De esta forma, se podŕıa
desarrollar un algoritmo que cree meta-
resúmenes basándose en un acuerdo cuantita-
tivo y cualitativo. También será importante
trabajar con más documentos pues permitiŕıa
analizar qué tipos de textos son más fáciles
de resumir para los estudiantes y qué texto
es conveniente para desarrollar las habilida-
des que requiere el resumen. Para ello, puede
resultar de gran utilidad analizar tanto la dis-
tribución de la información más importante
en el texto como la distribución de las rela-
ciones de coherencia.
Agradecimientos
El trabajo de Unai Atutxa está financiado
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Springer, páginas 3–21.
Saggion, H., J.-M. Torres-Moreno, I. d.
Cunha, y E. SanJuan. 2010. Multilingual
summarization evaluation without human
models. En Proceedings of the 23rd In-
ternational Conference on Computational
Linguistics: Posters, páginas 1059–1067.
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