Abstract-Variable digital filters (VDFs) are useful for various signal processing and communication applications where the frequency characteristics, such as fractional delays and cutoff frequencies, can be varied online. In this paper, we investigate the design of VDFs with discrete coefficients as a means of achieving low complexity and efficient hardware implementation. The filter coefficients are expressed as the sum of signed power-of-two terms with a restriction on the total number of power-of-two for the filter coefficients. An efficient design procedure is proposed that includes an improved method for handling the quantization of the VDF coefficients for both the min-max and the least-square criteria leading to an optimum quantized solution. For the least-square criterion, a reduced search region around the optimum quantized solution is further constructed and the branch and bound method in conjunction with an efficient branch cutting scheme is presented to search for an optimum solution in this reduced region.
I. INTRODUCTION
V ARIABLE digital filters (VDFs) are digital filters with controllable spectral characteristics such as variable cutoff frequency, adjustable passband width and controllable fractional delay [1] - [3] . These spectral characteristics can be varied online. VDFs have many applications in different areas of signal processing and communications. Examples include arbitrary sample rate changers, digital synchronizers and other applications involving online tuning of frequency characteristics [4] , [5] . Fractional delay digital filters have various important applications including timing adjustment for digital receivers [4] .
In this paper, we investigate the design of the Farrow-based VDF [6] with coefficients expressed as the sum of signed power-of-two (SPT) terms. These coefficients are attractive for hardware implementation since multiplications can be efficiently implemented by using shifters or adders. This will result in low cost, low complexity and ease in implementations for the filters as well as high speed and high yield. These advantages have been explored and consequently incorporated in various cases [7] - [11] .
In [12] - [14] , the design of VDF with the sum of SPT coefficients and the min-max criterion is investigated. Here, we examine a general design of the VDF with both the min-max and the least-square criteria in conjunction with a restriction on the total number of power-of-two of the filter coefficients. This restriction allows the control on the total SPT for the filter coefficients, thereby determining the complexity of the filter implementation. In other words, the design optimizes the number of power-of-two required to be distributed for each VDF coefficients, given a restriction on the total number of SPT terms for the filter [15] .
In [12] and [13] , a random search algorithm is employed for the design of the VDF with the sum of SPT coefficients and the min-max criterion. Here, we develop efficient design schemes for the VDFs with the sum of SPT coefficients for both the min-max and the least-square criteria. For the min-max criterion, a two-step procedure is proposed which includes a quantization scheme to efficiently distribute the SPT to the filter coefficients, leading to an optimum quantized solution. For the least-square criterion, a three-step procedure is developed which incorporates a global branch and bound algorithm to search further in a reduced region around the optimum quantized solution. The reason of incorporating another step for this criterion instead of the min-max criterion is that the bounds for the branch and bound algorithm can be obtained with low complexity especially when the VDFs are designed with controllable characteristics. The performance of the scheme is compared with the solution obtained in [13] .
The paper is organized as follows. The VDF and the desired frequency response are given in Section II. The VDF with coefficients expressed as the sum of SPT terms is presented in Section III. A two-step scheme which includes the quantization procedure and optimization with respect to the scaling factor for both the min-max and the least-square criteria is developed in Section IV. For the least-square criterion, the designed problem is further formulated as a mixed integer programming problem in Section V. A reduced search region is constructed and the branch and bound algorithm with an efficient branch cutting scheme is presented for solving the problem. Design examples solved by using the proposed procedure are shown in Section VI. Finally, conclusions are given in Section VII. 
II. VDF AND THE DESIRED FREQUENCY RESPONSE
In a VDF design problem, the objective is to achieve a design response that is a function of a control or tuning parameter defined to lie in some range . For example, the tuning parameter may control the cutoff frequency of the filter or the delay of the filter in some specified bandwidth. The formulation will also take into consideration of meeting additional requirements of the filter in the frequency response.
In this paper, we are concerned with the design of VDF shown in Fig. 1 . The structure includes FIR sub-filters , . The tuning parameter is the input to multipliers. The structure referred as the Farrow structure is described in [6] . The frequency response of a sub-filter with the corresponding impulse response is given as
where and . The notation denotes the transpose of a vector and is the length of the FIR sub-filters.
The frequency response of the VDF can be expressed as
Let denote the 1 vector of the VDF coefficients
and be an 1 complex vector . Then, the frequency response of the VDF in (2) can be rewritten in the following form:
The desired frequency response for the VDF is specified by where and are, respectively, the passband and stopband regions, whilst is the desired group delay. In general, the VDFs are designed with: (1) variable fractional delay; or (2) variable cutoff frequency. For a variable fractional delay filter, the desired group delay is tunable via and is given by (5) where is a continuous function with respect to . For a variable cutoff frequency filter, the passband and stopband regions, and , vary depending on .
III. VDF WITH COEFFICIENTS EXPRESSED AS THE SUM OF SPT TERMS
In this section, we express the VDF coefficients in terms of the sum of SPT. Each sum of SPT is restricted by a maximum number of allowable bits, denoted by a positive integer , and is given as where represents the number of SPT terms, is a binary value and is an integer in the set . Thus, the range for each sum of SPT is in . For the filter to satisfy a general specification, a common scaling factor is introduced and incorporated to scale the sum of SPT filter coefficients. Thus, the coefficient vector of the VDF includes a sum of SPT coefficient vector, denoted by , and a scaling factor . In other words, the VDF coefficient vector can be given as where each coefficient of can be expressed as (6) with and . Note that implies that . Since is the total number of allowable bits for each coefficient, we have and The frequency response of the VDF then becomes (7) where is the frequency response of the discrete filter corresponding to the coefficient vector .
The total number of SPT terms for the VDF coefficients is restricted to a positive number according to (8) For convenience of notation, we now define a region of where each coefficient is discrete and can be represented as the sum of SPT terms with a restriction of bits and
In the following, a two-step quantization scheme for the leastsquare and min-max criteria will be developed.
IV. QUANTIZATION PROCEDURE AND OPTIMIZATION WITH RESPECT TO THE SCALING FACTOR
From [12] , [13] , the least-square infinite precision solution is employed to obtain the quantized solution with total number of SPT terms restricted to a positive number . We now formulate the least-square criterion for the design of VDF with infinite precision coefficients. The integral squared deviation between the frequency response and the desired response over is given by (10) where is the range of the frequency , , and is the weighting function depending on and . Since the coefficient vector of the VDF is real, the cost function (10) can be reduced to the following quadratic function [17] (11) where and is a constant scalar given by with and denoting, respectively, the Hermitian transpose and the real component of a complex vector.
The infinite precision solution to the least-squares design problem which minimizes the quadratic cost function (11) is given as (12) For a scaling factor , it follows from (7) that the integral squared error for the VDF with discrete coefficients can be given as (13) Another approach to obtain the discrete filters is to scale the desired frequency response as in [11] . This scaling factor is then required to be incorporated into the cost function. For a leastsquare criterion, this incorporation results in a nonconvex cost function for the infinite precision solution filter and hence the minimum for the cost function is not readily obtained. Hence, in this paper, we focus on the case in (13) .
From (11), (13) is reduced to (14) The infinite precision, that is unconstrained solution to the leastsquare problem is given by (15) where is given in (12) . As the first step, we develop a quantization procedure for the VDF coefficients given a scaling factor .
A. Quantization Procedure for a Fixed Scaling Factor
We extend the quantization method proposed in [15] to the coefficients of the VDF structure. For a given , the quantized solution that lies in the region defined by (9) and satisfies the constraint (8) can be obtained by quantizing the coefficients of the infinite precision solution to bits. The procedure for obtaining this quantized solution is given as follows. We have the following two cases.
• If the absolute value of is less than , then from (17) the absolute values of all the coefficients in are less than . Go to Step 4.
• Otherwise, . The SPT term will be allocated to the position of . We now search for a SPT term that is closest to . Denote by the set of all possible SPT terms (18) Search for a number that is closest to (19) and go to Step 3.
Step 3) Update the quantized vector by adding the SPT term to the coefficient at the position and (20) Furthermore, update the vector by subtracting from (21) If the number of iterations is less than the number of allowable SPT terms in the filter coefficients, , then set and return to Step 2. Otherwise, go to Step 4.
Step 4) Stop the procedure. The vector is the quantized solution corresponding to the scaling factor , satisfying the SPT constraint. Since each VDF coefficient is not restricted to a fixed number of SPT terms, there is a greater degree of freedom in distributing the SPT terms to the appropriate filter coefficients given a fixed allowable number of SPT.
B. Search Region for
We now establish the search region for . Since and result in filters with the same integral squared error and the same total number of SPT terms, we only need to search for in . For a fixed number of bits , let us define as the value of the scaling factor in which the maximum absolute value of equals to
To restrict the range of , note the following.
• If then the maximum absolute value of all the coefficients of is shown in (23) at the bottom of the page. Thus, the number of bits required is smaller than .
• If then we have (24) Hence, overflow occurs. When is much smaller than , this will result in a large truncation for the quantized solution, leading to a large quantization error. In view of (23) and (24), we restrict the range of according to (25)
C. Optimization With Respect to
For a fixed value , the quantized coefficient vector can be obtained by using Procedure 4.1. The aim of this step is to obtain an optimum scaling factor where for which the quantized coefficient vector has a minimum error with respect to either the least-square or the min-max criteria.
• For the least-square criterion: Given a value , the integral squared error for the quantized solution can be expressed as
The problem becomes to minimize this error with respect to . This problem can be formulated as the following one dimensional optimization problem with respect to (27)
• For the min-max criterion: Given a value , the min-max error for the quantized solution can be given as (28) Consequently, the search for can be formulated as the following one dimensional optimization problem:
The optimization problems (27) and (29) are nonlinear and noncontinuous optimization problems. Thus, an exhaustive search is carried out on a dense grid of over the range in (25). Denote by the quantized solution corresponds to the minimum cost with the corresponding scaling factor . This solution is referred to as the optimum scaling factor quantized (OSQ) solution. For the least-square criterion, we have In this section, we aim to improve further the OSQ solution for the least-square criterion by solving the joint optimization problem of and with the search region reduced to around the neighborhood of the OSQ solution . That is, we do not obtain from by a quantization process but rather determine the optimal discrete jointly with the optimal . The branch and bound algorithm is employed to search for a global solution of the joint optimization problem in the reduced region. The reason that we concentrate on the least-square criterion instead of the min-max criterion is that the bound for the branch and bound algorithm can be obtained with low complexity.
Denote by and the lower and upper limits for the discrete coefficients in the reduced region. For all and , the values of and of and can be obtained from as follows
and (32) where is a positive integer. Consequently, the reduced region of containing can be defined as
where denotes the set of integers in . The optimization problem in the reduced search region can be expressed as
The basic idea of the branch and bound algorithm can be found in e.g., [16] . The problem is divided into a number of sub-problems, referred to as branches or nodes, by restricting a subset of coefficients in to finite precisions. For each node, a lower bound cost of all possible discrete solutions in the branch is then obtained by formulating and solving a relaxation problem. This lower bound can then be used to decide whether to immediately cut the node or to allow further branching division. Note that while the idea of the branch and bound algorithm is generally known, the process of formulating the relaxation problem and the procedure of cutting/dividing the branches are problem dependent.
In the following, we present an efficient scheme to obtain a lower bound for each branch. For a branch, denote by the set of coefficient in which is discrete. For simplicity, assume that is the first coefficients. The coefficient of the VDF can be expressed as (35) where is the remainder infinite precision coefficients.
1) Procedure 5.1:
Obtain a lower bound for a branch with the discrete coefficient vector .
Step 1) Express the coefficient vector in (35) in terms of the unknown parameters and as follows:
where is a matrix given by
and is an identity matrix.
Step 2) Formulate the relaxation optimization problem with variables and according to the following:
(38) Step 3) Obtain the infinite precision solution for (38) as (39) The lower bound for the branch is the cost of the relaxation problem in (38) corresponding to the coefficient vector (39). Thus, the lower bound calculation a for each branch is relatively simple as the solution can be expressed in (39). In the following, the lower bound for branch obtained from Procedure 5.1 will be used to decide whether to cut the branch or to allow further branching division. Let us denote the best discrete solution obtained up to this branch as with the corresponding cost . 2) Procedure 5.2: Decision on the branch or node.
Step 1) Obtain the optimum solution (39) of the relaxation problem for the branch by using Procedure 5.1.
Step 2) Obtain the quantized solution from with the scaling factor and the constraint (34) on the total number of SPT terms using Procedure 4.1.
Step 3) If
, then update and .
Step 4) The current node will be removed if:
i) The current relaxation cost is greater than or equal to ; or ii) The total number of SPT terms in the first discrete coefficients is greater than the total number of SPT terms in plus a positive integer , which specifies the maximum deviation for the number of SPT terms [10] . The node can also be removed if it has a certain length and is closed to the discrete solution according to the Euclidean distance measure.
Step 5) If Step 4 has not been satisfied then branching is to continue from the current branch. In the following, we will describe the branch and bound algorithm incorporating Procedures (5.1) and (5.2).
3) Procedure 5.3: Branch and bound algorithm for optimizing (34) in the reduced region . Step 1) Initialize the minimum solution and the cost to be the same as those of the OSQ solution, , and set .
Step 2) Let and , where denotes the floor operator. Then, the coefficient the coefficient in the vector . Set as the set of all possible values of in the reduced region (40) Since the branching is taken place according to the order of coefficients in , all the coefficients before are fixed and discrete.
Step 3) Choose a discrete value and set . Reduce the discrete set and go to Step 4.
Step 4) Denote by the set of fixed discrete coefficients for the current branch. We have the following two cases.
• If then optimize the scaling factor corresponding to that minimizes and update only if . Choose the largest index such that . If exists then set and return to Step 3, otherwise go to Step 5.
• If then apply Procedure 5.2 to the current branch with the discrete coefficient . There are two cases: (1) If the current node is removed then choose the largest index such that . If exists then set and return to Step 3, otherwise go to Step 5; (2) If branching is to continue from the current node then set and go to Step 2.
Step 5) Stop the algorithm. The minimum solution is with the corresponding cost value .
VI. DESIGN EXAMPLES

1) Example 1:
Consider the design of a discrete VDF with infinite precision coefficients provided in [6] and min-max criterion [12] , [13] . The bandwidth under consideration for the filter is from 0 to . The length of each FIR filters used in the Farrow structure is and . The number of bits is and the range for is chosen as . Table I shows the maximum error deviation [dB] for: (i) the infinite precision solution with least-square criterion, (ii) the optimized sum of SPT coefficient solution given in [13] , (iii) the OSQ solution with and infinite precision obtained according to Section IV with 2000 points, (iv) the OSQ solution with quantized , and (v) the infinite Table I ]) has 78 total SPT instead of just 48 as reported (see [12, Table II] ). The OSQ solution with a total of 75 SPT after taking into account 5 SPT representation for has approximately the same min-max error as the OSQ with infinite precision . From the table, the OSQ with quantized has approximately 2.7 dB improvement in the min-max error when compared with the optimized solution in [12] while having approximately the same the sum of SPT. Table II shows the min-max error for the OSQ solution with infinite precision and quantized when increases from 60 to 80. The OSQ solution with quantized has approximately the same min-max error as the filter with infinite precision . For , the filter obtained has less min-max error than the solution in [12] with fewer total SPT. Also, the min-max error reduces when increases. In particular, when the min-max error for the OSQ solution approaches the error for infinite precision min-max solution given in Table I . Note that these finite precision filters can also be implemented using the approach in [18] .
2) Example 2: Consider the design of a bandpass VDF with variable delay and least-square criterion. The range for the tuning parameter is chosen different from Example 1, e.g.,
. The desired group delay of the filter changes linearly according to as with . The desired passband and stopband regions and do not depend on the tuning parameter , , and . The VDF has 4 sub-filters, , with the length of each sub-filter chosen as . The integer for the reduced search region in (32) is chosen as while the value of in Procedure 5.3 chosen as if and 1 otherwise. The number of allowable bits is . Table III shows the performance criterion [dB] for different values of . The first column of the table shows the value of , obtained based on the total number of VDF coefficients as where is a real positive number increasing from 1.0 to 2.1 and denotes the integer closest to real value inside . The second column in Table III shows the initial quantized solution obtained by using Procedure 4.1 with the scaling factor . The third column presents the OSQ solution, obtained by searching for the best value of over a dense grid of the search interval given by (25). The integral squared error is significantly reduced over the initial scaling factor by searching for an optimum scaling factor. The fourth column in the table shows the integral squared error obtained by using the branch and bound algorithm, presented in Procedure 5.3, over a reduced region containing . The error reduces further by jointly optimized the discrete coefficients and the scaling factor. Finally, the last column shows the integral squared error for the infinite precision solution with the least-square criterion. For , the integral square error for the optimum discrete solution is within from 0.7 dB the infinite precision solution. Thus, the discrete VDF can be implemented efficiently with an average of 2.1 multipliers per coefficients. The operations of the filter coefficients in this case are reduced to simple additions and subtractions.
Figs. 2 and 3 show the magnitude responses and the group delays of the VDFs with infinite precision coefficients. The values of are taken as 0, 0.5 and 1. The group delays for the three bandpass filters vary around the desired group delays, that is around 9 for and 11 for . The magnitude responses of the three filters, on the other hand, have approximately the same passband and stopband cutoff frequencies. Figs. 4 and 5 plot the magnitude responses and the group delays for the optimum discrete VDFs with the sum of SPT coefficients and an upper bound on the total number of SPT. The filters have the desired group delay increases around 9 to 11 with approximately the same passband and stopband regions. In addition, the discrete VDFs have approximately the same performance as the infinite precision filters.
3) Example 3: Consider the design of a bandpass VDF with variable cutoff frequencies and least-square criterion. The passband and stopband regions and change depending on the tuning parameter as and with the range for chosen the same as in Example 2. The desired group delay for the filters is constant for all , . Here, the integer for the reduced search region in (32) is chosen as . Table IV shows the integral squared error for the initial quantized solution, OSQ solution and the optimum solution in the reduced region. The error is reduced by searching for the optimum scaling factor. It is then reduced further by searching for the optimum solution in the reduced region. Table V shows the total number of branches or nodes visited by the branch and bound algorithm. The third column shows the total number of possible nodes for the discrete optimization problem. Since , the number of possible nodes for the problem becomes . It can be seen from the table that the number of visited nodes is smallest for or 1.6 since the OQS in those cases are relatively closed to the minimum solution in the reduced region. Moreover the number of nodes visited by the algorithm is much smaller than the total number possible nodes for the discrete optimization problem. Fig. 6 shows the frequency responses of the infinite precision VDFs with taken as 0, 0.5 and 1. The frequency responses of the optimum discrete VDFs with the upper bound on the total number of SPT terms is given in Fig. 7 . This filter can be implemented with an average of only 1.9 SPT per filter coefficient with approximately the same performance as the infinite precision solution.
VII. CONCLUSION
In this paper, a two-step and a three-step schemes are proposed for the design of VDFs with the sum of SPT coefficients and minmax or least-square criterion. For the least-square criterion, the effective application of the branch and bound method for solving this complex nonlinear integer programming problem has been possible through the introduction a reduced search area and an efficient cutting scheme. Design example shows a significant improvement by using the proposed method over merely quantizing the infinite precision solution. In addition, the numerical examples presented show that the finite precision filters can obtained approximately the same performance as the infinite precision solution with a small number of additions and subtractions. 
