Abstract -In this paper, we propose a two-modes autonomous controller for a snake-like robot to adapt to the environments with different friction coefficients. According to the cyclic 3-stages experiential learning theory, the controller integrates an open-form searching method and a closed-form searching method, which correspond to the two modes of the controller respectively. We introduce a mechanism to remember the already derived optimal relationship, thereby gradually approximating the optimal relationship for all environments. The controller can learn online so the approximation can be improved online and the controller will be also more and more accurate. The learning is also autonomous. After enough learning, the approximation will be very accurate so the optimum can be attained just by predicting rather than learning, thereby avoiding unnecessary leaning. Therefore, the controller is efficient. The accuracy and efficiency are validated in the simulations.
one-step-over thing, that is, the parameters are predicted in a single step without any further adjustments. This is usually done by using fuzzy logic controller (FLC) [8] , or even directly integrating the environment feedback signal into the controller [9] . The open-form searching method is then efficient and easy to be implemented. However, it is not very accurate and reliable because it is based on the priori knowledge. What is worse, it is not adjusted online so it can not cope with the unexpected situation.
The closed-form one is an iterative process, that is, the predicted parameters are continually adjusted until they satisfy certain terminal conditions, for instance, the robot can move forward at the maximum speed with the searched parameters. The closed-form search is usually implemented by using the genetic algorithm (GA) [10] , the Powell algorithm [11] , and the reinforcement learning (RL) [12] [13] [14] . In comparison with the open-form one, it is more accurate while less efficient because the learning process takes lots of time. Additionally, this method is just a solution to the adaptation problem in certain environment. When the environment changes, a new learning process is required. Without any memory mechanisms, it even needs to relearn when it returns to the previously learned environment.
Therefore, in order to be accurate and efficient, the controller should have online autonomous learning ability and a mechanism to remember the already derived optimal relationship and also approximate the relationship in all environments. It can autonomously decide whether to learn in the environment to avoid learning and relearning in every environment. In fact, the adaptation problem is also a prediction problem, that is, the controller predicts the suitable parameters to adapt to the environment. If the optimal relationship between the parameters and the environment is derived, the learning is not necessary anymore and the controller is most efficient by then.
According to the 3-stages experiential learning theory [15] , we propose a controller, that is, the 3-stages experiential learning-based, with an open-form searching method and a closed-form searching method combined, adaptive controller (ELOCAC). The ELOCAC has online autonomous learning ability so it can approximate the optimal relationship between the environment and the locomotion parameters online. After enough learning in some environments, the ELOCAC can efficiently and accurately adapt to the environment because the actual optimal relationship is approximated well. Therefore, the prediction is accurate enough to avoid learning in the environment by then.
In the section , the 3-stages experiential learning is introduced. In the section , we elaborate the ELOCAC. In the section , some simulations are presented and analysed. In the section , we conclude our research and propose our future work.
II. 3-STAGES EXPERIENTIAL LEARNING
One of the trends in the field of the autonomous robot is to integrate the artificial intelligence into the controller to endow the robots with a certain degree of intelligence. The human beings have great power of learning. One important kind of learning methods is learning by trial and error or by experience. The experiential learning (EL) is one of such kind of learning. In the EL, the learning is cyclic and iterative process, in which the knowledge is created through the transformation of the experience [16] . In other words, the knowledge is derived from the combination of comprehending and transforming the experience, in the EL. The EL has been widely applied in the field such as education, management, and psychology. We adopt a simple version of the EL, namely the 3-stages experiential learning (3SEL) in which the experience is continually and cyclically accumulated, processed, and applied to learn as shown in Fig.  1 . If this cyclic process continues on for enough time, a good learning effect is expected.
III. ADAPTIVE CONTROLLER
In fact, the experience accumulation stage can be treated as an online learning process, and implemented by using a closed-form searching method. We use the combination of the Powell algorithm and the golden section search method here [17] ; the accumulated experience is processed and remembered in the experience processing stage, which can be treated as a function approximation process, and implemented by the mechanisms such as neural networks training. We use the radial basis function neural networks (RBFNN), and its training algorithm is the generalized growing and pruning algorithm for RBF (GGAPRBF) [18] ; the processed experience is applied in the experience application stage, which can be treated as a prediction process, and implemented by using an open-form searching method.
We just use the RBFNN to predict the optimal locomotion parameters here. In fact, the application stage is also an evaluation stage, meaning that the preprocessed experience is evaluated here. When the optimal prediction, which is made according to the preprocessed experience, is not really optimal, we should reenter the experience accumulation stage to accumulate new experience, thereby gradually improving the learning. After enough times of this cyclic learning process, the open-form searching method itself will be accurate enough to predict suitable locomotion parameters, greatly increasing the environment adaptation efficiency. The architecture of the proposed ELOCAC is shown in Fig. 2 .
There are two working modes in the ELOCAC, the normal mode and the learning mode, corresponding to the experience application and experience accumulation stage in the 3SEL respectively. They can be switched to each other when certain conditions are satisfied.
The s is the state vector, representing the environment; the a is the action vector, representing the parameters to be optimized and predicted; V, V´ are the actual and predicted performance of the parameters respectively; ǻV is the difference between the V and V´, ǻV =|V -V´|/max(V, V´); s 0 , a 0 , ǻV 0 are the initial values of s, a, ǻV respectively when entering the learning mode; a * , V * are the optimal parameters found in the learning mode respectively.
The predictor, evaluator, optimizer module, and the training of the RBFNN will be introduced below.
A. Predictor
In fact, the environment adaptation problem is also a parameter prediction problem, as shown in (1) . According to the s, the predictor predicts the a, with which the robot is expected to adapt to the environment satisfyingly according to certain criterions such as the robot will move forward at the maximum speed with the predicted a.
( ) (1) a f s = Therefore, if the relationship between the s and the a, namely the f, can be found in exact equation form, the environment adaptation problem is simple. However, because of the complexity of the dynamics of the robot and the interaction between the robot and the environment, it is difficult to derive the f from the dynamics. However, the f is still possible to be approximated. We use the RBFNN to approximate the f. According to the s, the RBFNN predicts the optimal a and its expected performance V´.
The RBFNN is a kind of feedforward neural network. RBFNN has a three-layer structure, the input layer, the hidden layer, and the output layer as shown in Fig. 3 .
If the RBFNN has an N-dimension input X={ x 1 ,…,x N }, an M-dimension output Y={ y 1 ,…,y M }, and L hidden neurons, the j th output is
where Ȧ j,k is the connection weight between the j th output neuron and the k th hidden neuron; k is the Gaussian type activation function of the k th hidden neuron; ȝ k and ı k are the center and the width of the k th hidden neuron respectively. According to (3), the larger the Euclidean distance between the X and the ȝ k is, the smaller the output of the k th neuron is. Therefore, the RNFNN can be locally adjusted to approximate the f, that is, adjustment of a neuron does not influence the neurons that are far from it. The RBFNN is a universal approximator that it can approximate any continuous functions with arbitrary precision if only it has enough hidden neurons [19] .
After the f is well approximated by the RBFNN, the optimal parameters for the environment can be accurately predicted without any more learning. Therefore, the adaptation is efficient and accurate by then.
B. Evaluator
The evaluator calculates the ǻV. If the ǻV exceeds a certain threshold, the prediction error is too large that the predicted a may not be the actual optimal parameters for the s. Therefore, it is necessary to reenter the learning mode to find the optimal parameters for s then. Meanwhile, the evaluator will initialize the optimizer such as restricting the searching space of the parameters to be optimized. Because of this evaluator, the controller is endowed with the autonomous learning ability, that is, it can autonomously decide whether to learn in the environment. Therefore, it can avoid the unnecessary learning and relearning, thereby improving its adaptation efficiency.
C. Optimizer
The optimizer is used to search the optimal a for the s. The GA, RL are usually adopted to search the a * . However, the GA approach requires testing a large group of parameter samples so it is inefficient. As for the RL, there are the discrete-state-action RL such as Q-Learning [20] , and the continuous-state-action RL such as the temporal difference (TD) learning [21] . The Q-Learning suffers from the problems such as balancing the learning precision and learning efficiency. The TD learning suffers from the problems such as local optimum because it is a gradient-based approach. We adopt a gradient-free method, namely a combination of the Powell algorithm and the golden section search method.
The Powell algorithm is useful in finding the optimal of a complex and continuous function whose derivative is impossible to be calculated. The Powell algorithm is a direction set method. It transforms an N-dimensional optimization problem into N 1-dimensional problems. The Powell method just offers the searching direction so it still requires a one-dimensional optimization method to work with. The golden section searching method is chosen as the candidate. In the Powell algorithm, the optimums of the N dimensions are searched one by one, in every searching iteration. The searched optimum of one dimension will be the initial point of the next dimension. If the distance between the initial point of the current searching iteration and the optimal point of the N th dimension is smaller than a given threshold, the Powell algorithm is terminated, otherwise a new iteration will begin.
In the golden section searching method, at each step, a new point is chosen by sectioning the current searching interval, which is bracketed by a triplet, according to a given fraction which is usually the golden ratio (0.618). After the new point is tested, a new triplet is chosen to make sure that the optimum falls into the searching interval bracketed by the new triplet. This process goes on until the bracketed searching interval is smaller than a given threshold.
When the learning process comes to an end, the controller will reenter the normal mode and the searched optimal pair, s 0 ~a*, V*, is used to train the BRFNN to approximate the f.
The more the BRFNN is trained, the better it approximates the f, thereby reducing the necessity of learning and increasing the efficiency of the controller.
D. Training of the RBFNN
In order to approximate the actual f, the RBFNN must be trained with the optimal example pairs,{ s ~ a*, V*}. The more the RBFNN is trained, the closer it is to the f. The training algorithm adopted here is the GGAPRBF.
GGAPRBF is a sequential and incremental training algorithm. The sequential means that the training pairs are used to train the RBFNN one by one. The incremental means that the neurons can be added or removed according to their significance. The significance of a neuron is defined as its statistic contribution to the network output. Therefore, the GGAPRBF can reduce the size of the RBFNN and enhance its generalization performance. Additionally, the GGAPRBF only adjusts the parameters of the neuron that is closest to the input, thereby reducing the computation complexity.
IV. SIMULATION
In order to validate the ELOCAC, some simulations are carried out. The simulations are based on the Open Dynamic Engine (ODE), which is a free and industrial quality library for simulating articulated rigid body dynamics [22] . The simulated snake-like robot is shown in Fig. 4 . There are total 10 links. Adjacent links are connected with a hinge-type joint which can rotate horizontally. There are two passive wheels for each link. The wheels are also connected with their corresponding links by the hinge-type joints. The model of the friction between the robot and the environment is the anisotropic Coulomb friction model which is approximated by the friction pyramid model. ȝ n , ȝ t is the normal and the tangential direction friction coefficient respectively. The state vector s represents the ratio ȝ n /ȝ t here. The parameters of the ODE platform and the robot are shown in Table. I. The relative angle of each joint is controlled in the following way:
where the Į, Ȧ, ȕ, and Ȗ are the amplitude, frequency, phase lag, and bias of the undulation. In the simulation, Ȧ 3 Hz. The action vector a is [Į, ȕ], meaning that only the Į, ȕ are to be optimized and predicted. The Ȗ can be used to control the turning of the robot. The performance is measured by the average speed of the robot in an undulation period T period =2*ʌ/Ȧ. The prediction error threshold is 0.05.
Three independent RBFNNs are used to approximate the optimal relationships, s ~ Į * , s ~ ȕ * , and s ~ V * . These RBFNNs are also independently trained with the same GGAPRBF. The input of the RBFNN is not normalized and its distribution is assumed a uniform one, ranging from 1 to 100. The other parameters of the GGAPRBF are shown in Table. II.
The searching range of Į is from 0.0873 rad to 0.873 rad, or from 5° to 50°. The searching range of ȕ is from 0.4*ʌ/N rad to 4*ʌ/N rad. The terminal threshold is 0.02 for both the Powell algorithm and the golden section method.
A. Velocity distribution in different environment
The velocity distribution in different environment is shown in Fig. 5 . It shows that the velocity distribution varies with the environment. Therefore, it is necessary to use an online learning mechanism to adapt to the environment. Fig. 5 also shows that the velocity distribution is not smooth and has some local maxima.
B. Performance of the ELOCAC
The prediction and learning performance of the proposed ELOCAC is shown in Fig. 6 . Some important conclusions can be drawn from the results. 0.00001 Variance of the measurement noise of the EKF, R 1 a Extended Kalman Filter (EKF). The EKF is used to adjust the parameters of the neuron that is nearest to the input in the GGAPRBF. (c) show the predicted and learned relationships, ȝ n /ȝ t ~Į, ȝ n /ȝ t ~ȕ, and ȝ n /ȝ t ~V respectively. First, the optimal Į and ȕ decrease with the increase of ȝ n /ȝ t . That is because the robot must utilize the friction to move forward. With the small ȝ n /ȝ t , the friction is also small so the robot can not attain enough propulsion, thereby restricting its speed. What is worse, the robot is easy to slip with the small ȝ n /ȝ t , which also hinders it from moving fast. With the increase of the ȝ n /ȝ t , the robot attains larger and larger propulsion so its speed is also higher. However, the speed will not increase as fast as before when the ȝ n /ȝ t is large enough because the robot does not slip and its speed is mainly restrained by the dynamic of the robot by then. [1, 23] have also achieved the similar results, which is impossible to be analytically deduced from the dynamics of the robot. Therefore, our results are reliable to a great extent.
Second, the ELOCAC is accurate and efficient. After enough learning in some environments, the optimal relationship between the locomotion parameters and the environment is accurately approximated by the RBFNN so the optimal parameters can be successfully predicted without any other learning, thereby improving its efficiency. In order to check whether the optimums searched in our method are true, we also find the optimums in another way, in which the whole searching space of the Į, ȕ are sectioned into many samples and they are tested one by one. The found optimums are Į ** , ȕ ** , and V ** , and they are used as the testing samples. 12 different environments are tested. The testing samples coincide with the predicted ones well, as shown in Fig. 6 . The prediction error, E p , is calculated as in (5).
where N is the total number of the tested environment; x i´ is the optimal value of the Į, ȕ, and V in the i th tested environment which is predicted by the trained RBFNN; x i ** is the counterpart of the x i´, and is the optimum found by sectioning. In the simulations, the E p of the Į, ȕ, and V are 0.013, 0.023, and 0.098 respectively. Therefore, the ELOCAC is accurate enough to predict the optimums after enough learning.
In the environment, ȝ n /ȝ t =1/0.01111=90, the optimum predicted by the trained RBFNN is Į=0.1447 rad, ȕ=0.1651 rad, V´=2.515 m/s. The actual performance of the predicted Į, ȕ in this environment is V=2.574 m/s, and ǻV is 0.02, which is smaller than the prediction error threshold for the transfer from the normal mode to the learning mode. Therefore, it successfully avoids learning in this environment. Therefore, the ELOCAC is efficient.
V. CONCLUSION An adaptive controller, ELOCAC, is proposed for a snake-like robot to maximize its performance in the environments with different friction coefficients. The ELOCAC has online autonomous learning ability. Therefore, the ELOCAC provides an efficient and accurate way to derive the accurate optimal relationship between the environment and the locomotion parameters.
However, there is still something needed to be improved: 1) the parameters of the GGAPRBF, the Powell algorithm, and the golden section search method are set manually. They should be improved by trial and error; 2) the Powell algorithm is a direction set searching method. It only searches in the given directions from the given initial point rather than searches in the whole space just as the GA does. The found optimum may be influenced by the given initial condition such as initial point and directions so it also suffers from the problem of local optimum. Therefore, a better optimization method is required; 3) the evaluator decides whether to reenter the learning mode just according to the performance difference of the current locomotion parameter so, if the difference happens to be small, it will not enter the learning mode still, even though the predicted optimum is not true. Therefore, it may require some new criteria; 4) the environment is only represented by the ȝ n /ȝ t . It should be noticed that, with the same ȝ n /ȝ t , the ȝ n can still differ much. The smaller the ȝ n is, the smaller the attained propulsion is, so the found optimums are also different. Therefore, it is worth considering the ȝ n , ȝ t at the same time.
Our future work includes: 1) improve the ELOCAC according to the directions given above; 2) validate the ELOCAC in experiments. The problem faced is how to measure the friction coefficient online. Some predict the friction by measuring the joint torque [8] . Some directly measure the friction force [9] . Some measure the friction with accelerometer [24] . However a smaller and more precise sensor is still required; 3) realize adaptation in more complex environment such as uneven and soft ground, in which more environment information is required, besides the friction.
