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Abst rac t - -The  purpose of this communication is to present an algorithm for evaluating zero- 
order Hankel tranforms using ideas first put foward by Filon in the context of finite range Fourier 
integrals. In Filon quadrature philosophy, the integrand is separated into the product of an (assumed) 
slowly varying component and a rapidly oscillating one (in our problem, the former is h(p) and the 
latter is Jo(rp)p; see equation (1.2). Here only h(p) is approximated by a quadratic over the basic 
subinterval instead of the entire integrand h(p)Jo(rp)p being approximated. Since only h(p) has to 
be approximated, only a relatively small number of subintervals is required. In addition, the error 
incurred is relatively independent of the magnitude of r. There is a profound ifference between the 
finite range Fourier integral and the zero-order Hankel transform in that exp(irp) is periodic and 
translationally invariant, whereas Jo(rp) is an almost periodic decaying function. 
Keywords - -Hanke l  transform, Bessel functions, Numerical integration. 
1. INTRODUCTION 
Zero-order Hankel tranforms /2 H(r) = h(p)Jo(rp)pdp (1.1) 
occur in many areas of science and technology. Analytical  evaluations are rare and numerical 
methods are important.  The purpose of this communicat ion is to present a method (that is quite 
accurate and reasonably fast) based upon Fi lon quadrature philosophy. To begin, we replace 
equation (1.1) by finite limits 
H(r) = h(p)Jo(rp)pdp (1.2) 
as we can always find a value b that  approximates infinity for a particular h(p). 
In a seminal paper, Fi lon [1,2] 1 studied the numerical evaluation of the finite Fourier transform 
F(v) = f(p)ei'Pdp (1.3) 
b 
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1Reference [2] is the only book reference which gives complete details of Filon's work. 
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(actually he studied the cosine and sine transforms independently, but there is no particular 
difficulty in studying equation (1.3) directly). For large values of Hvll, the graph of the integrand 
consists of positive and negative areas of nearly equal size. The addition of these two systems of 
areas results in substantial loss of accuracy. Filon conceived the idea of retaining Simpson's rule, 
but requiring that only f(p) be fitted to a quadratic over the basic subinterval instead of the entire 
integrand f(p)exp(vp). The fact that f(p) has only to be approximated as a quadratic means 
that we can take the number of subintervals to be relatively small in many cases of practical 
interest. 
Filon's work on the finite Fourier transform suggests that it is possible to attack equation (1.2) 
by similar methods. There are profound differences between equations (1.2) and (1.3) in that 
exp(ivp) is periodic and translationally invariant on the real line, whereas Jo(rp) is an almost 
periodic, decaying function. Nevertheless, Filon's approach can be carried through, as we will 
now show. 
2. OUTL INE OF ALGORITHM 
Consider the integral 
f 
l~k+2 
Hk(r) = h(p)Jo(rp)pdp 
J P2k 
which is effectively a double panel of three quadratic points: P2k+2,P2k+l,P2k, where 
(2.1) 
(P2k+2 - P2k+1) = (P2k+1 - P2k) = ~. (2.2) 
These panels are a subset of the larger interval [a, b]. 
Following Simpson's quadrature method, we assume that h(p) can be approximated by a qua- 
dratic function 
h(p) = ci 4- c2(p - P2k+1) 4- c3(p -- p2k+l) 2 (2.3) 
over the range (P2k _< P _< P2k+2), where the c's are as yet unknown. Upon setting p = P2k+2, 
P2+I, and P2k, respectively, in the above we have three simultaneous linear equations whose 
solution (upon using equation (2.3)) is 
C 1 -~-- h2k+l  
1 h 
C2 : ~'~( 2k+2 -- h2k) (2.4) 
i h C3 -~-- ~(  2k+2 -- 2h2k+1 4- h2k) 
where h(p2k+2) = h2k+2, etc. 
The first and second derivatives of h(p) will also be required. Differentiating equation (2.3) 
and employing equation (2.4), we have 
h~k+2 = l (3h2k+2 - 4h2k+1 4- h2k) 
(2.5) I 
h~k = ~( -h2k+2 4- 4h2k+1 -- 3h2k). 
LO 
A second differentiation yields 
1 
h~ = ~'~(h2k+2 -- 2h2k+1 4- h2k). 
Next integrate Hk(r) by parts twice, noting that 
xJo(x) dx = XJl(X). 
(2.6) 
(2.7) 
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A straightforward calculation then yields 
where 
1 
Hk(r) = r [h2k+2Jl(rp2k+2)P2k+2 -- h2kJ1 (rp2k)P2k] 
1 , 1 
r~ [h2k+2$0(rp2k+2) -- h'2k$0(rp2k)] + -~ [h~k$1(rp2k,rp2k+2)] 
(2.8) 
jr0 x S0(x) = J l (y)ydy (2.9) 
$1(Xl, x2) - S0(y) dy. (2.10) 
1 
The numerical evaluation of these two integrals is discussed in the Appendix. Equation (2.8) is 
the basic building block of the algorithm. 
To evaluate the integral over [a,b], i.e., equation (1.1), divide the interval, as in Simpson's 
method, into an even number of subintervals, N, each of length 5, so that 
b = a + N& (2.11) 
Thus 
Consequently, 
(N-2)/2 
H(r )= E Hk(r). (2.12) 
k=0 
H (r) = 1 [hN J1 (rpN )PN -- ho Jl (rpo)Po] 
(N-2)/2 
1 
~'__/~ [h2k+250 ( '  rp2k+2) -- h'2k$°(rp2k)] (2.13) 26r 3 
k=O 
(N-2)/2 
1 
4- ~ E (h2k+2 -- 2h2k+l + h2k)$1(rP2k,rp2k+2). 
k=O 
The series involving the first derivative can be collapsed further by writing it out and noting 
cancellation of terms. Thus, equation (2.13) reduces to 
H(r) = l [hNJ l ( rpg)pg -- ho(rpo)Po]- 2-~r3 [(hg-2 --4hN-1 + 3hg)$o(rpg)] 
(N-2)/2 (N-2)/2 
1 1 
k=O k=0 
(2.141 
where 
Qo = h2 - 4hl + 3h0 
Qk -- h2k+2 - 4h2k+l + 6h2k - 4h2k-1 + h2k-2. 
Equation (2.14) holds for r > 0. For r = 0, 
H(O) = h(p)p@, 
(2.15) 
(2.16) 
which can be evaluated irectly by a standard quadrature formula (in our case, Simpson's rule). 
We omit any discussion of the error incurred, as even the error term in the original Filon 
approach to finite Fourier integrals is still a matter of contention [3]. Although an explicit 
expression for the error has not been worked out, as with the original Filon approach to Fourier 
integrals, the errors are proportional to the derivatives of h(p) itself, rather than to h(p)Jo(rp)p, 
and hence are relatively independent of r. 
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3. NUMERICAL  EXAMPLE 
As an illustrative numerical example which possesses an exact solution, consider the pair 
2 [arccosp-  p(1 p2)1/2] m h(p) = r 
H(r) = 
0 < p < 1 (3.1) 
0 < r < cx~ (3.2) 
which arises in optical diffraction theory [4]. The function h(p) is the optical transfer function of 
an aberration-free optical system with a circular aperture, and H(r) is the corresponding point 
spread function. 
In evaluating the various J-Bessel functions, we employed Mason's algorithm [5] which is 
probably the most accurate available. 
Calculations were carried out, given hip ) to determine H(r )  for N = 100 and N = 200 with 
r = 1(1)100. The maximum and minimum errors over that range are 
for N = 100, and 
maxerror = 5.485 (E-07) 
min error = -1.227(E-08) 
(at r = 2) 
(at r = 64) 
maxerror = 9.554(E-08) Cat r = 2) 
minerror = -2.092(E-09) (at r = 72) 
for N -- 200. In addition, we calculated the average values of the absolute rror 
M+9 1 
(lerr°rl) = ~0 ~ lerr°r at rml (3.3) 
m=M 
over blocks of 10 values. The results are summarized in Table 1. With regard to this table, we 
note: 
1 there is approximately an order of magnitude difference in the averaged error between 
N -- 100, N = 200; 
(2) the averaged error is reasonably constant with respect o r (as we would expect). 
In both cases the largest errors occur when r is reasonably small. 
Table 1. Averaged absolute error over blocks of ten values between exact results, 
equat ion (3.2), and the numerical computat ions.  
rm N = 100. (E -08)  N ---- 200. (E -08)  
1-10 
11-20 
21-30 
31-40 
41-50 
51-60 
61-70 
81-90 
91-100 
27.05 
11.53 
15.18 
13.88 
10.87 
14.45 
12.68 
14.33 
12.36 
4.691 
1.935 
2.225 
1.521 
1.514 
1.855 
1.530 
1.803 
1.412 
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We examined other exact solutions (where h(p) is relatively smooth), and they all behaved in 
roughly the same manner. 
We note that the numerical calculation of the inverse Hankel transform (i.e., given H(r) cal- 
culate h(p)) is generally more difficult, even using the present algorithm, as H(r) is no longer 
a smooth function but a rapidly oscillating one. In numerical computations we will not detail 
the inversion generally requiring several hundred quadrature points to achieve only three- digit 
accuracy. A more efficient and accurate method is to employ the sampling expansion [7]. For de- 
tails of this inversion approach with special reference to beam propagation and optical diffraction 
theory, see [8]. 
The indefinite integral 
has an exact solution [6] 
APPENDIX  
z 
S0(x) - J l (y)ydy (A.1) 
S0(x) = ~x[ J l (x )Ho(x) - Jo (x)Hl (x) ] ,  (A.2) 
where H0 and H1 are Struve functions. However, for 0 _< x < 16, it is much more useful (and 
accurate) to employ the power series [6] 
(_l)n(X/2)~n 
S0(x) = x3y~ (n!)2n(2 n + 3) 
rim0 
(A.3) 
which yields 10-digit accuracy over (0 < x < 16). 
For x < 16, we must use asymptotics to evaluate So(x). To this end, we rewrite equation (A.1), 
thusly 
/o /1 S0(x) = yJl(y) dy + yJl(y) dy (A.4) 6
with the first integral evaluated by the power series using equation (A.3). The second integral 
can be evaluated asymptotically using the exact solution, equation (A.2), so that 
Jl (.)dy = [Jl(x)Ho(x) - Jo(x)Hl(x)]~ 6. 6 (A.5) 
The Struve functions behave asymptotically as [6] 
Hi(x) ~ Yj(x) + Tj(x), 
where Yj is the Bessel function of the second kind and 
(A.6) 
=2 [1 1 12 .3  2 12 .3  2 .5  2 1 T0(x) - ~-~ + x----g-- x7 +. . -  (A.7) L~ .1 
2 l+x~ x4 + . . . . .  (A.8) TI(x) = ~ - -  x6 • 
Thus for large x, we have 
jx _; (.) dy ,~ x[JI(x)(Yo(x) + To(x)) - Jo(x)(Yl(X) + TI(x))]~ 6. 
6 
(A.9) 
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This reduces to 
~x x 
upon employing the Wronsikan 
(A.IO) 
The function 
2 
JI(X)Yo(x) - Jo(x)YI(x) = - - .  (A.11) 
?rx 
~ X2 $1 (Xl, X2) ~ S0(y) dy (A.12) 
1 
must also be treated in similar fashion. For suffciently small x2 (x2 < 16), we have 
(-- l)n(I/2)2n( x2n+4 - -  x12n+ 4) 
(A.13) 
This series converges quite rapidly. For large x2 and xl ,  but x2 - xl not too large, we simply 
integrate $1 (xl ,  x2) numerical ly using ninth-order Gauss quadrature. 
The reason why we do not emply asymptot ics for J0 and J1 in equation (A.5) is that  the Mason 
algor ithm [5], already referred to in the text, covers for the entire range (0, c~) of the respective 
arguments.  
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