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Abstract
Let the adiabatic invariant of action variable in slow-fast Hamiltonian system with
two degrees of freedom have two limiting values along the trajectories as time tends
to infinity. The difference of two limits is exponentially small in analytic systems.
An iso-energetic reduction and canonical transformations are applied to transform the
slow-fast systems to form of systems depending on slowly varying parameters in a
complexified phase space. On the basis of this method an estimate for the accuracy of
conservation of adiabatic invariant is given for such systems.
1 Introduction
Consider a Hamiltonian system with two degrees of freedom. The Hamiltonian E depends
slowly on coordinate ε−1x and fast on coordinate q:
E = E(p, q, y, x)
where q, ε−1x are coordinates, and p, y are their conjugate momenta.
The variation of the variables p, q, y, x is described by the differential equations
p˙ = −∂E
∂q
, q˙ =
∂E
∂p
, y˙ = −ε∂E
∂x
, x˙ = ε
∂E
∂y
.
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The variables p, q are called fast, and y, x are called slow variables. This system is called a
slow-fast Hamiltonian system. The system with one degree of freedom in which y = const,
x = const is called unperturbed or fast system. Assume that when y, x = const, the phase
portrait of the unperturbed system contains a domain filled by closed trajectories [1]:
Figure 1
Here the frequency of motion is non-zero. So we can introduce action-angle variables
I = I(p, q, y, x), ϕ = ϕ(p, q, y, x) mod 2pi
The action I represents the area surrounded by each trajectory. It is equal to this area
divided by 2pi. Denote H0(I, y, x) the Hamiltonian E expressed in terms of I, y, x. The
approximation in which I = const and dynamics of y, x is described by Hamiltonian system
with Hamiltonian H0(I, y, x) is called an adiabatic approximation. In this approximation,
E(p, q, y, x) ≡ H0(I, y, x),
y˙ = −ε∂H0(I, y, x)
∂x
, x˙ = ε
∂H0(I, y, x)
∂y
.
We will assume that in the phase portrait of this system there is a domain in which along
trajectories |x| → ∞, y → const as time t → ±∞. Thus trajectories have a form shown in
one of figures below:
2
Figure 2
We consider the case when the adiabatic invariant of the action I along a trajectory of the
original system possesses limiting values I± as t → ±∞. Their difference ∆I = I+ − I− is
called an accuracy of persistence of the adiabatic invariant in slow-fast systems.
If this system is analytic, the value of ∆I is exponentially small [1]:
∆I = O(e−
γ
ε ), γ = const > 0.
The goal of this paper is to find an estimate of constant γ. After constructing some assump-
tions, we will then formulate and prove the conclusion.
2 Reduction to a standard form
For the original Hamiltonian E(p, q, y, x) with y, x = const, q is the coordinate and p is
conjugate momentum. In the unperturbed system, denote T the period of the trajectory and
ω the frequency. Let S(I, q, y, x) denote the generating function of canonical transformation
(p, q) 7→ (I, ϕ). We have the relations [3]:
ϕ =
∂S(I, q, y, x)
∂I
, p =
∂S(I, q, y, x)
∂q
.
For a fixed trajectory E(p, q, y, x) = h = H0(I, y, x), where h is a constant, we can express
p as
p = P (h, q, y, x)
3
if
∂E
∂p
6= 0. So the generating function has the following form [3]:
S(I, q, y, x) =
q∫
q0
P (h(I, y, x), q1, y, x) dq1,
where the constant q0 is the initial value of q1.
Lemma 2.1. (see, e.g. [4])
∂S
∂x
=
t∫
0
(〈
∂E
∂x
〉
− ∂E
∂x
)
dt1,
∂S
∂y
=
t∫
0
(〈
∂E
∂y
〉
− ∂E
∂y
)
dt1
where 〈
∂E
∂x
〉
=
1
T
∮
∂E
∂x
dt1,
〈
∂E
∂y
〉
=
1
T
∮
∂E
∂y
dt1.
Now consider another canonical transformation (p, q, y, x) 7→ (I¯ , ϕ¯, y¯, x¯) with generating
function ε−1y¯x+ S(I¯ , q, y¯, x). The old conjugate variables are (p, q) and (y, ε−1x), and new
pairs after transformation are (I¯ , ϕ¯) and (y¯, ε−1x¯).
Lemma 2.2. (see, e.g. [1])
y = y¯ +O(ε), x = x¯+O(ε), I = I¯ +O(ε), ϕ = ϕ¯+O(ε)
and new Hamiltonian is
H = H0(I¯ , y¯, x¯) + εH1(I¯ , ϕ¯, y¯, x¯, ε).
We will consider the case that there exist limiting values of action variables I and I¯ as time
tends to infinity. The conditions for this and the proof of existence of limits will be added
later. Then we will see that the limiting values of I and I¯ are equal.
So far we have got a new Hamiltonian
H(I¯ , ϕ¯, y¯, x¯, ε) = H0(I¯ , y¯, x¯) + εH1(I¯ , ϕ¯, y¯, x¯, ε).
For simplicity, omitting the bar symbols and dependence on ε, we obtain a Hamiltonian
system in standard form:
H(I, ϕ, y, x) = H0(I, y, x) + εH1(I, ϕ, y, x)
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which has motion
I˙ = −ε∂H1
∂ϕ
, ϕ˙ =
∂H0
∂I
+ ε
∂H1
∂I
,
y˙ = −ε
(
∂H0
∂x
+ ε
∂H1
∂x
)
, x˙ = ε
(
∂H0
∂y
+ ε
∂H1
∂y
)
.
3 Statement of the problem
It is assumed, that in adiabatic approximation, |x| → ∞, y → const as t → ±∞ (see
Figure 2). We will assume also, that when x, y are changing in accordance with adiabatic
approximation, and p, q are fixed:
∂E(p, q, x, y)
∂x
→ 0, as t→ ±∞.
For definiteness we will consider the case when the trajectories in adiabatic approximation
have the form shown in Figure 2(1). Result will be valid for the other two cases of Figure 2.
The function
ω0(I, y, x) =
∂H0(I, y, x)
∂I
is the frequency of unperturbed motion.
Let us assume that the following conditions are fulfilled.
Assumption 1◦.
The functionsH0, H1 can be analytically extended into a complex domainD = DI×Dϕ×Dxy,
where DI is a neighbourhood of a given real point I∗,
Figure 3
5
Dϕ is a strip of a fixed width about the real axis,
Figure 4
and Dxy is some domain in the complex plane C2. The function ω0(I, y, x) does not vanish
in D and |ω0| > const. Function H0(I, y, x) satisfies∣∣∣∣∂H0∂I
∣∣∣∣ < const, ∣∣∣∣∂H0∂y
∣∣∣∣ < const, ∣∣∣∣∂H0∂x
∣∣∣∣ < const, (∂H0∂y
)2
+
(
∂H0
∂x
)2
> const.
Now let us consider approximate Hamiltonian H0(I, y, x) which has motion
y˙ = −ε∂H0
∂x
, x˙ = ε
∂H0
∂y
.
For a fixed I0, we have H0(I0, y, x) = h = const. Assume that curves H0 = const are not
closed:
Figure 5
Introduce the slow time
τ = εt.
The differential equations of motion are
dy
dτ
= −∂H0
∂x
,
dx
dτ
=
∂H0
∂y
.
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Take h = h0, h0 is a point in some interval Dh with centre h∗, where h∗ is a given real point:
Figure 6
We can find the solution for describing the motion for approximate Hamiltonian H0 with
H0(I0, y, x) = h0: {
y = Y (τ, I0, h0)
x = X(τ, I0, h0)
I0 ∈ DI , h0 ∈ Dh.
From now on we omit the dependence on h0.
Assumption 2◦.
The solutions Y (τ, I0), X(τ, I0) can be analytically extended into a strip
Dτ = {τ : |Im τ | < σ + δ|Re τ |}.
Figure 7
We suppose that for any initial point, the solution tends to infinity as time tends to infinity,
i.e.
lim
Re τ→±∞
∣∣X(τ, I0)∣∣ =∞.
H0(I, y, x) satisfies
lim
Re τ→±∞
∂H0(I, Y (τ, I0), X(τ, I0))
∂x
= 0.
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H1(I, ϕ, y, x) satisfies
|H1(I, ϕ, Y (τ, I0), X(τ, I0))| < c
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν .
ω0(I, y, x) satisfies
Im ω0(I0, Y (τ, I0), X(τ, I0))⇒ 0, as Re τ → ±∞, Im I0 → 0.
Here σ, δ, c, ν are positive constants.
Lemma 3.1. For I ∈ D˜I = DI − δI , ϕ ∈ D˜ϕ = Dϕ − δϕ, and
τ ∈ D˜τ = {τ : |Im τ | < σ − δτ + δ|Re τ |},
∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂I
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂ϕ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,
where δI , δϕ, δτ are positive constants.
Proof. Im ω0(I0, Y (τ, I0), X(τ, I0))⇒ 0, as Re τ → ±∞, Im I0 → 0
implies that ∀ ρ > 0, ∃Σ > 0, Γ > 0, such that if |Im I0| < Σ, |Re τ | > Γ, then
|Im ω0| < ρ.
Since we know that |ω0| > c1 = const, assume |Im ω0| < c1
10
for |Im I0| < Σ, |Re τ | > Γ, and
therefore,
|Re ω0| > 9
10
c1.
Let τ = λ + iµ. The integration
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣ does not depend on the
path.
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For |Re τ | > max
{
Γ, 2
( 9
10
c1−ρ
)−1( 9
10
c1 +ρ+a+ b
)
Γ
}
, where a, b are positive constants
satisfying
Γ∫
0
|Re ω0| dλ ≤ a · Γ,
Γ∫
0
|Im ω0| dλ ≤ b · Γ,
Figure 8
we have∣∣∣∣∣∣
τ∫
0
ω0 dτ1
∣∣∣∣∣∣ =
∣∣∣∣∣∣
Re τ∫
0
ω0 dτ1 +
τ∫
Re τ
ω0 dτ1
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Re τ∫
0
ω0 d(λ+ iµ) +
τ∫
Re τ
ω0 d(λ+ iµ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Re τ∫
0
ω0 dλ+
τ∫
Re τ
ω0 d(iµ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Re τ∫
0
Re ω0 dλ+
Re τ∫
0
i Im ω0 dλ+
τ∫
Re τ
Re ω0 d(iµ) +
τ∫
Re τ
i Im ω0 d(iµ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
Γ∫
0
Re ω0 dλ+
Re τ∫
Γ
Re ω0 dλ+
Γ∫
0
i Im ω0 dλ+
Re τ∫
Γ
i Im ω0 dλ
+
τ∫
Re τ
Re ω0 d(iµ) +
τ∫
Re τ
i Im ω0 d(iµ)
∣∣∣∣∣∣
9
≥
∣∣∣∣∣∣
∣∣∣∣∣∣
Re τ∫
Γ
Re ω0 dλ+
τ∫
Re τ
Re ω0 d(iµ)
∣∣∣∣∣∣−
∣∣∣∣∣∣
Re τ∫
Γ
|Im ω0| dλ+
τ∫
Re τ
|Im ω0| d(iµ)
+
Γ∫
0
|Re ω0| dλ+
Γ∫
0
|Im ω0| dλ
∣∣∣∣∣∣
∣∣∣∣∣∣
>
∣∣∣∣∣∣∣ 910c1 · (Re τ − Γ) + 910c1 · i Im τ ∣∣∣− ∣∣∣ρ · (Re τ − Γ) + ρ · i Im τ + aΓ + bΓ∣∣∣
∣∣∣∣
=
∣∣∣∣∣∣∣ 910c1 · τ − 910c1 · Γ∣∣∣− ∣∣∣ρ · τ − ρ · Γ + aΓ + bΓ∣∣∣
∣∣∣∣
≥
∣∣∣∣( 910c1|τ | − 910c1Γ)− (ρ|τ |+ ρΓ + aΓ + bΓ)
∣∣∣∣
=
∣∣∣∣( 910c1 − ρ)|τ | − ( 910c1 + ρ+ a+ b)Γ
∣∣∣∣
>
( 9
10
c1 − ρ
)
|τ |
as
( 9
10
c1 − ρ
)
|τ | > 2
( 9
10
c1 + ρ+ a+ b
)
Γ.
We can find a positive constant c2 <
9
10
c1 − ρ, such that∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ >
(
9
10
c1 − ρ
)
|τ | > c2|τ |.
For |Re τ | ≤ max
{
Γ, 2
( 9
10
c1 − ρ
)−1( 9
10
c1 + ρ + a + b
)
Γ
}
, it is evident that we can find
another positive constant c3 such that∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ > c3|τ |.
So
|H1(I, ϕ, Y (τ, I0), X(τ, I0))| < c
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν
<
c
1 + (const · |τ |)2+ν
<
const
1 + |τ |2+ν .
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From Cauchy estimate [5], we can easily get that, in D˜I and D˜ϕ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂I
∣∣∣∣ < const1 + |τ |2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂ϕ
∣∣∣∣ < const1 + |τ |2+ν .
Now let us prove
∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const1 + |τ |2+ν . From
Dτ = {τ : |Im τ | < σ + δ|Re τ |},
for simplicity, assume δτ =
σ
10
, and then
D˜τ = {τ : |Im τ | < σ − σ
10
+ δ|Re τ |}.
In the following figure, mark the boundary of Dτ with solid lines, and that of D˜τ with dashed
lines:
Figure 9
For τ˜ ∈ D˜τ , the estimate of |H1| on the circle of radius σ
10
around τ˜ is
|H1| < const
1 + min
θ
∣∣τ˜ + σ
10
eiθ
∣∣2+ν . If |τ˜ | > σ, then
|H1| < const
1 + min
θ
∣∣∣τ˜ + σ
10
eiθ
∣∣∣2+ν <
const
1 +
∣∣∣∣ 910 τ˜
∣∣∣∣2+ν .
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So, because of the Cauchy estimate∣∣∣∣∂H1∂τ
∣∣∣∣∣∣∣∣
τ˜
<
const
1 +
∣∣ 9
10
τ˜
∣∣2+ν
/
σ
10
<
const
1 + |τ˜ |2+ν .
If |τ˜ | ≤ σ, then because of the Cauchy estimate,∣∣∣∣∂H1∂τ
∣∣∣∣∣∣∣∣
τ˜
< const
/ σ
10
<
const
1 + |τ˜ |2+ν .
Therefore, ∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const1 + |τ |2+ν .
We can find a constant c4 such that∣∣∣∣∣∣
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣∣∣ < c4|τ |.
Then
const
1 + |τ |2+ν <
const
1 +
(
c−14
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣)2+ν
<
const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν .
Therefore, for I ∈ D˜I , ϕ ∈ D˜ϕ, τ ∈ D˜τ ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂I
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂ϕ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν ,∣∣∣∣∂H1(I, ϕ, Y (τ, I0), X(τ, I0))∂τ
∣∣∣∣ < const
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν .
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Assumption 3◦.
The level lines
Im
τ∫
0
ω0(I, Y (τ1, I), X(τ1, I)) dτ1 = B = const, 0 ≤ |B| ≤ γ, I ∈ DI
lie in the domain Dτ and have a positive distance from the boundary of Dτ .
Now consider the exact solution I(t), ϕ(t), y(t), x(t) of the Hamiltonian system with Hamil-
tonian
H(I, ϕ, y, x) = H0(I, y, x) + εH1(I, ϕ, y, x)
with real initial conditions I(0), ϕ(0), y(0), x(0) in D = DI ×Dϕ ×Dxy at
t = τ/ε = 0, and H(I(0), ϕ(0), y(0), x(0)) = h0. The adiabatic invariant of the action I(t)
satisfies
dI
dt
= −ε∂H1(I, ϕ, y, x)
∂ϕ
and thus
I(t) = I(0)− ε
t∫
0
∂H1(I(t1), ϕ(t1), y(t1), x(t1))
∂ϕ
dt1.
Theorem 3.1. There exist limiting values
I± = lim
t→±∞
I(t)
and their difference ∆I = I+ − I− satisfies the estimate
∆I = O(e−
γ
ε ), γ = const > 0
with the constant γ introduced in Assumption 3◦.
Remark. The method of continuous averaging [8] gives the same estimate for γ, as the
above-stated theorem.
4 Example
Paper [7] gives us several examples of slow-fast Hamiltonian systems, in one of which the
Hamiltonian is as follows:
H(I, ϕ, y, x) = ωI +
y2
2
+ V0(x) + εg(ϕ)V1(x).
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Here y, x are slow variables and I, ϕ are fast ones. We explicitly treat the case of V0(x) = e
−x.
Concerning V1, we need it to be real analytic and tend to zero as x → +∞. For simplicity
we choose V1 ≡ e−x. The unperturbed Hamiltonian system is
H0(I, y, x) = ωI +
y2
2
+ V0(x) = ωI +
y2
2
+ e−x.
Let H0(I, y, x) = ωI+
y2
2
+e−x = h0 = const be the total energy of the unperturbed system.
We can draw the phase portrait of the system to describe the motion:
Figure 10
Take ξ˜ as the slow time of motion. From the Hamiltonian H0(I, y, x) = ωI +
y2
2
+ e−x = h0,
we know that
dx
dξ˜
=
∂H0
∂y
= y.
So
1
2
(
dx
dξ˜
)2
+ e−x = h0 − ωI = η˜.
Thus we can express x and y via (ξ˜, η˜):
x = x(ξ˜, η˜), y = y(ξ˜, η˜)
with initial data x0 = x(0, η˜) and y0 =
√
2(η˜ − e−x0).
After solving differential equations, we can obtain the solutions as (see [7])
x(ξ˜, η˜) = log
(
1
η˜
(
cosh
√
η˜/2
(
ξ˜ − ξ˜0))2) , y(ξ˜, η˜) = √2η˜ tanh√η˜/2 (ξ˜ − ξ˜0).
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For simplicity we take the initial value of ξ˜ as ξ˜0 = 0. So x0 = x(0, η˜) = log
1
η˜
, y0 = 0.
Now after the canonical transformation of variables from (x, y) to (ξ˜, η˜), the Hamiltonian
H0 becomes K0(ξ˜, η˜) = ωI + η˜ and the new Hamiltonian is
K(ξ˜, η˜, I, ϕ) = ωI + η˜ + εf(ξ˜, η˜)g(ϕ)
with
f(ξ˜, η˜) = V1(x(ξ˜, η˜)) = e
− log
(
1
η˜
(
cosh
√
η˜/2 ξ˜
)2)
=
η˜(
cosh
√
η˜/2 ξ˜
)2 .
The differential equations for describing the motion are
˙˜ξ = ε+ ε2
∂f(ξ˜, η˜)
∂η˜
g(ϕ),
˙˜η = −ε2∂f(ξ˜, η˜)
∂ξ˜
g(ϕ),
I˙ = −εf(ξ˜, η˜)dg(ϕ)
dϕ
,
ϕ˙ = ω.
For g(ϕ), we suppose that g(ϕ) is analytic in the strip |Imϕ| < ρ with constant ρ > 0, and
bounded:
|g(ϕ)| ≤ 1, for |Imϕ| < ρ.
For f(ξ˜, η˜), we can easily prove that
|f(ξ˜, η˜)| < const
1 + |ξ˜|2+ν ,
and ∣∣∣∣∣∂f(ξ˜, η˜)∂ξ˜
∣∣∣∣∣ < const1 + |ξ˜|2+ν ,∣∣∣∣∣∂f(ξ˜, η˜)∂η˜
∣∣∣∣∣ < const1 + |ξ˜|2+ν .
Take DI as a neighbourhood of a given real point I∗, and Dϕ is a strip |Imϕ| < ρ. Now let
us determine the domain of ξ˜ by finding singularities of f(ξ˜, η˜):
f(ξ˜, η˜) =
η˜(
cosh
√
η˜/2 ξ˜
)2 = 4η˜(
e
√
η˜/2 ξ˜ + e−
√
η˜/2 ξ˜
)2 .
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Points of singularities should satisfy
e
√
η˜/2 ξ˜ + e−
√
η˜/2 ξ˜ = 0
e2
√
η˜/2 ξ˜ + 1 = 0
e
√
2η˜ ξ˜ = −1
eRe
√
2η˜ ξ˜
(
cos Im
√
2η˜ ξ˜ + i sin Im
√
2η˜ ξ˜
)
= −1
So cos Im
√
2η˜ ξ˜ = −e−Re
√
2η˜ ξ˜ < 0,
sin Im
√
2η˜ ξ˜ = 0.
Therefore, Im
√
2η˜ ξ˜ = (2k + 1)pi, k ∈ Z,
and Re
√
2η˜ ξ˜ = 0.
Thus √
2η˜ ξ˜ = (2k + 1)pii, k ∈ Z.
The domain of η˜ denoted as Dη˜ is a complex ball around a real value η˜∗. Any value η˜0 ∈ Dη˜
can be taken to determine the singularities. Therefore, we obtain the singularities as
ξ˜ = (2k + 1)
pi√
2η˜0
i, k ∈ Z.
From the above conclusion, if we take ξ˜ in the strip
Dξ˜ = {ξ˜ : |Im ξ˜| <
pi√
2η˜0
+ δ|Re ξ˜|},
where δ is a positive constant, f(ξ˜, η˜) is analytic for any η˜ ∈ Dη˜.
The following figure shows the boundary of domain Dξ˜:
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Figure 11
We can find the level lines
Im
ξ˜∫
0
ω dξ˜1 = ωIm ξ˜ = B = const, 0 ≤ |B| ≤ γ
lying in the domain Dξ˜, which have a positive distance from the boundary of this domain.
So γ has been found as any constant such that
γ <
piω√
2η˜0
, for such definition of η˜0.
According to Theorem 1, the accuracy of conservation of adiabatic invariant ∆I has the
estimate:
∆I = O(e−
γ
ε ).
This estimate coincides with that in [7], where it was obtained by a different method.
17
5 Proof of the Theorem
The original system is described by Hamiltonian
H(I, ϕ, y, x) = H0(I, y, x) + εH1(I, ϕ, y, x)
with motion in time t:
I˙ = −ε∂H1
∂ϕ
, ϕ˙ =
∂H0
∂I
+ ε
∂H1
∂I
,
y˙ = −ε
(
∂H0
∂x
+ ε
∂H1
∂x
)
, x˙ = ε
(
∂H0
∂y
+ ε
∂H1
∂y
)
.
As the frequency ω0(I, y, x) =
∂H0(I, y, x)
∂I
does not vanish in our domain D, we can express
I from H via ϕ, y, x and a constant of energy. This is the procedure of isoenergetic reduction
on the energy level H(I, ϕ, y, x) = h0, h0 = const:
−I(y, x, ϕ, h0) = F0(y, x, h0) + εF1(y, x, ϕ, h0).
Here (−I) is the new Hamiltonian, ϕ is the new time, and (y, x) is in a small neighbourhood
of D˜xy, which can be written as D˜xy + δxy, where
D˜xy =
{
(y, x) :
{ y = Y (τ, I0, h0)
x = X(τ, I0, h0)
, τ ∈ Dτ , I0 ∈ DI
}
,
and δxy is some positive constant.
We do not indicate dependence of Y , X on ε. The differential equations of motion are
dy
dϕ
= −ε
(
∂F0
∂x
+ ε
∂F1
∂x
)
,
dx
dϕ
= ε
(
∂F0
∂y
+ ε
∂F1
∂y
)
.
Since we know functions H0 and H1 are analytic in D, from the implicit function theorem,
functions F0 and F1 are also analytic in Dϕ × (D˜xy + δxy).
Now consider the approximate system with Hamiltonian
F0(y, x, h0) = −I0.
Introduce slow time ξ = εϕ, and the motion is
dy
dξ
= −∂F0
∂x
,
dx
dξ
=
∂F0
∂y
.
We can find the solution for the above approximate system:{
y = Ŷ (ξ, I0, h0)
x = X̂(ξ, I0, h0)
I0 ∈ DI , h0 ∈ Dh.
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In what follows, we do not indicate the dependence on constant h0. The relation between
solutions Y (τ, I0), X(τ, I0) and Ŷ (ξ, I0), X̂(ξ, I0) follows from the formula
ξ =
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1.
Solution Ŷ (ξ, I0), X̂(ξ, I0) can be analytically extended into some domain Dξ with respect
to ξ. The domain Dξ will be introduced in later lemma. As we know,
Im ω0(I0, Y (τ, I0), X(τ, I0))⇒ 0, as Re τ → ±∞, Im I0 → 0.
It implies that ω0 uniformly tends to a real function depending on Re I0 as time tends to
infinity and I0 tends to real. Let us denote the limits as ω±(Re I0):
ω0(I0, Y (τ1, I0), X(τ1, I0))⇒ ω±(Re I0), as Re τ → ±∞, Im I0 → 0.
Lemma 5.1. For I0 ∈ DI close to the imaginary axis, the image of the domain Dτ under
the map τ 7→ ξ given by the formula
ξ =
τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
is a strip around the real axis that contains a domain
Dξ =
{
ξ :
{ |Im ξ| < σ1 + δ1|Re ξ|, |Re ξ| > c5Γ
|Im ξ| < σ2, |Re ξ| ≤ c5Γ
}
Figure 12
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where σ1, σ2, δ1, c5 are positive constants and σ2 = σ1 + δ1 · c5Γ for continuity. Straight lines
Im ξ = ±γ lie in Dξ and have a positive distance from the boundary of Dξ (i.e. γ < σ2).
Lemma 5.2. The function F1(y, x, ϕ) satisfies the estimate:
|F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)| < const
1 + |ξ|2+ν .
Proof. First of all let us list two forms of Hamiltonian:
H0(I, y, x) + εH1(I, ϕ, y, x) = h0,
−I = F0(y, x) + εF1(y, x, ϕ).
Therefore, we have
H0(−(F0 + εF1), y, x) + εH1(−(F0 + εF1), ϕ, y, x) = h0.
Then let ε = 0 : H0(−F0, y, x) = h0.
So
H0(−(F0 + εF1), y, x) + εH1(−(F0 + εF1), ϕ, y, x) = H0(−F0, y, x),
H0(−(F0 + εF1), y, x)−H0(−F0, y, x) = −εH1(−(F0 + εF1), ϕ, y, x).
Applying the intermediate value theorem here, we get that there exist some value I˜, such
that
∂H0(I˜ , y, x)
∂I
· (−εF1) = −εH1(−(F0 + εF1), ϕ, y, x)
so F1(y, x, ϕ) =
1
∂H0(I˜ , y, x)
∂I
·H1(I, ϕ, y, x)
We know from assumptions that
|ω0| =
∣∣∣∣∂H0∂I
∣∣∣∣ > const
and |H1(I, ϕ, Y (τ, I0), X(τ, I0))| < c
1 +
∣∣∣∣ τ∫
0
ω0(I0, Y (τ1, I0), X(τ1, I0)) dτ1
∣∣∣∣2+ν
Therefore,
|F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ)| < const · |H1(I, ϕ, Y (τ, I0), X(τ, I0))|
<
const
1 + |ξ|2+ν .
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Corollary 5.1. For ϕ ∈ D˜ϕ = Dϕ − δϕ, ξ ∈ D˜ξ = Dξ − δξ,∣∣∣∣∣∂F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ, h0)∂ϕ
∣∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∣∂F1(Ŷ (ξ, I0), X̂(ξ, I0), ϕ, h0)∂ξ
∣∣∣∣∣ < const1 + |ξ|2+ν ,
where δξ is a positive constant.
Now let us draw the phase portrait of F0(y, x) = −I:
Figure 13
and introduce new coordinates (ξ, η). Here η is exactly the value of F0 on level lines F0 = η,
and ξ is the slow time of motion. The initial section is X̂(0, I), Ŷ (0, I) parametrized by I.
Then construct a transformation (ξ, η) 7→ (x, y).
Lemma 5.3. In the domain Dξ × Dη, where Dξ is what mentioned above and Dη is a
neighbourhood of the real point −I∗, the mapping (ξ, η) 7→ (x, y) is analytic and canonical.
Proof. With map (ξ, η) 7→ (x, y), consider x and y as functions of ξ, η:
x = x(ξ, η), y = y(ξ, η).
From the motion above, we have obtained the relations:
∂x
∂ξ
=
∂F0
∂y
,
∂y
∂ξ
= −∂F0
∂x
.
Let us differentiate both sides of the Hamiltonian F0(y, x, h0) = η with respect to η:
∂F0
∂y
∂y
∂η
+
∂F0
∂x
∂x
∂η
= 1.
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Replacing with corresponding derivatives, we get
∂x
∂ξ
∂y
∂η
− ∂y
∂ξ
∂x
∂η
= 1.
That is indeed the Jacobi determinant:
D(x, y)
D(ξ, η)
= det
∣∣∣∣∣∣∣∣∣
∂x
∂ξ
∂x
∂η
∂y
∂ξ
∂y
∂η
∣∣∣∣∣∣∣∣∣ = 1.
Therefore, (x, y) 7→ (ξ, η) is canonical transformation.
After this transformation, the new Hamiltonian has the form
−I(η, ξ, ϕ) = η + εG1(η, ξ, ϕ).
Function G1 is analytic and has the following estimate:
|G1(η, ξ, ϕ)| < const
1 + |ξ|2+ν .
Also from Cauchy estimate [5], for η ∈ D˜η = Dη − δη, ξ ∈ D˜ξ = Dξ − δξ, ϕ ∈ D˜ϕ, where δη
and δξ are positive constants, we obtain∣∣∣∣∂G1(η, ξ, ϕ)∂ϕ
∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∂G1(η, ξ, ϕ)∂η
∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∂G1(η, ξ, ϕ)∂ξ
∣∣∣∣ < const1 + |ξ|2+ν .
Because of the above estimate, we can take another similar isoenergetic reduction through
expressing η, via I, ϕ, ξ and constant h0:
−η(I, ϕ, ξ) = I + εK1(I, ϕ, ξ).
Here (−η) is the new Hamiltonian, and ξ is the new slow time. I and ϕ are conjugate
variables.
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From implicit function theorem, we can obtain the similar conclusions that function K1 is
analytic in D̂I ×Dϕ ×Dξ and estimates of K1 and its derivatives have the following forms:
|K1(I, ϕ, ξ)| < const
1 + |ξ|2+ν ,∣∣∣∣∂K1(I, ϕ, ξ)∂I
∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∂K1(I, ϕ, ξ)∂ϕ
∣∣∣∣ < const1 + |ξ|2+ν ,∣∣∣∣∂K1(I, ϕ, ξ)∂ξ
∣∣∣∣ < const1 + |ξ|2+ν ,
in (D̂I − δI)× D˜ϕ × D˜ξ. Here D̂I is the same as the domain −Dη.
In this latest Hamiltonian, K0 ≡ I and the frequency is ∂K0
∂I
= 1. The level lines
Im
ξ∫
0
dξ1 = Im ξ = B = const, 0 ≤ |B| ≤ γ
also lie in the domain Dξ and have a positive distance from the boundary of Dξ. The constant
γ is the same as introduced in Assumption 3◦.
Denoting the new time as ϑ = ε−1ξ, we can write differential equations of motion:
dI
dϑ
= −ε∂K1
∂ϕ
,
dϕ
dϑ
= 1 +
∂K1
∂I
.
Now consider the exact solution I(ϑ), ϕ(ϑ) with real initial conditions I(0), ϕ(0) at ϑ0 =
ε−1ξ0 = 0. We obtain the relation which the solution satisfies as follows:
I(ϑ) = I(0)− ε
ϑ∫
0
∂K1(I(ϑ1), ϕ(ϑ1), εϑ1)
∂ϕ
dϑ1.
From the Cauchy criterion [6], we can easily prove the existence of limiting values of I(ϑ) as
ϑ→ ±∞. Moreover, we also know differential equations of motion:
dϕ
dϑ
= 1 + ε
∂K1
∂ϕ
and
dϕ
dt
=
∂H0
∂I
+ ε
∂H1
∂I
.
It is evident that ϕ → ±∞ as ϑ → ±∞. Meanwhile, t → ±∞. Therefore, the limits when
t→ ±∞ are equal to those when ϑ→ ±∞. Let us define values
I± = lim
t→±∞
I(t), ∆I = I+ − I−.
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Now the system under consideration is described by the Hamiltonian
−η(I, ϕ, ξ) = I + εK1(I, ϕ, ξ),
where I and ϕ are conjugate canonical variables. The action-angle variables I, ϕ of the
unperturbed problem are defined in region D̂I ×Dϕ. ξ is the slow time variable defined in
region Dξ and time ϑ = ε
−1ξ. The function K1 is an analytic, 2pi–periodic in ϕ function.
The frequency of unperturbed motion is 1. We have proved the following properties:
1◦. The functions K0 = I, K1 can be analytically extended into a complex domain D̂I ×
Dϕ × Dξ, where D̂I is some neighbourhood of a given real point I∗, Dϕ is a strip of some
fixed width about the real axis, and Dξ is a strip
Dξ =
{
ξ :
{ |Im ξ| < σ1 + δ1|Re ξ|, |Re ξ| > c5Γ
|Im ξ| < σ2, |Re ξ| ≤ c5Γ
}
where σ1 + δ1 · c5Γ = σ2. The function K1 satisfies the estimate
|K1(I, ϕ, ξ)| < C
1 + |ξ|2+ν .
Here σ, δ, C, ν are positive constant.
2◦. The level lines
Im
ξ∫
0
dξ1 = Im ξ = B = const, 0 ≤ |B| ≤ γ
lie in the domain Dξ and have a positive distance from the boundary of Dξ.
Consider a solution I(ϑ), ϕ(ϑ) of the Hamiltonian system with real initial conditions I(0),
ϕ(0) at ϑ = ϑ0 = ε
−1ξ0 = 0. For
I± = lim
ϑ→±∞
I(ϑ), ∆I = I+ − I−,
referring to the paper [2], we have the estimate of ∆I that is exponentially small:
∆I = O(e−
γ
ε ).
Actually, all variables I, ϕ, y and x mentioned before should contain the bar symbol “¯¯ ”.
We obtain in fact the conclusion that
∆I¯ = I¯+ − I¯− = O(e−
γ
ε ), γ = const > 0.
Now return the bar. Recall that from the original Hamiltonian E(p, q, y, x), we transform to
two forms of Hamiltonian. With generating function S(I, q, y, x) where y, x are considered
as parameters, we obtain H0(I, y, x) and with ε
−1y¯x + S(I¯ , q, y¯, x) we obtain H0(I¯ , y¯, x¯) +
εH1(I¯ , ϕ¯, y¯, x¯). Since the limiting values of I¯ exist, now let us prove the lemma that the
limiting value of I is equal to that of I¯ and thus exists.
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Lemma 5.4.
lim
t→±∞
I(t) = lim
t→±∞
I¯(t).
Proof. With generating function S(p, q, y, x), the Hamiltonian E(p, q, y, x) is canonically
transformed to H0(I, y, x) and p =
∂S(I, q, y, x)
∂q
.
As we know
∂S
∂x
=
t∫
0
(〈
∂E
∂x
〉
− ∂E
∂x
)
dt1,
so
∂S
∂x
→ 0, since ∂E
∂x
→ 0, as x→ ±∞.
On the other hand, with generating function ε−1y¯x+S(I¯ , q, y¯, x), the HamiltonianE(p, q, y, x)
is transformed to H0(I¯ , y¯, x¯) + εH1(I¯ , ϕ¯, y¯, x¯) and p =
∂S(I¯ , q, y¯, x)
∂q
. Also we know
H1 = − ∂H0
∂x¯
∣∣∣∣
x˜
∂S
∂y¯
+
∂E
∂y
∣∣∣∣
y˜
∂S
∂x
,
where x˜ and y˜ are some intermediate values. As
∂H0
∂x¯
→ 0, ∂S
∂x
→ 0, thus H1 → 0, as
x→ ±∞.
From assumption
(∂H0
∂y¯
)2
+
(∂H0
∂x¯
)2
> const, and
∂H0
∂x¯
→ 0, as x¯ → ±∞, we know that∣∣∣∣∂H0∂y¯
∣∣∣∣ > const for big |x¯|. Thus, when |x¯| > c6, ∣∣∣∣∂H0∂y¯
∣∣∣∣ > c−17 , where c6, c7 are positive
constants. From ˙¯y =
dy¯
dt
= −ε
(
∂H0
∂x¯
+ ε
∂H1
∂x¯
)
, ˙¯x =
dx¯
dt
= ε
(
∂H0
∂y¯
+ ε
∂H1
∂y¯
)
, the phase
portrait of H0 +εH1 = const in (x¯, y¯) plane will close to that of the adiabatic approximation
H0 = const for |x¯| ≤ c6 + 1.
Figure 14
Thus for some time moments t+ and t−, we have
x¯(t+) > c6, x¯(t−) < −c6.
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Then for t > t+, we have
˙¯x = ε
(
∂H0
∂y¯
+ ε
∂H1
∂y¯
)
> ε
(
c−17 +O(ε)
)
>
1
2
ε c−17 .
Therefore, x¯(t)→ +∞ as t→ +∞. Similarly, x¯(t)→ −∞ as t→ −∞.
From
y = y¯ + ε
∂S(I¯ , q, y¯, x)
∂x
= y¯ + εV (I¯ , ϕ¯, y¯, x),
taking limiting values on both sides as t→ ±∞, we obtain y − y¯ → 0.
We also know that
p = P (I, ϕ, y, x) = P (I¯ , ϕ¯, y¯, x),
q = Q(I, ϕ, y, x) = Q(I¯ , ϕ¯, y¯, x).
As y − y¯ → 0, it is evident that I − I¯ → 0, ϕ− ϕ¯→ 0 as t→ ±∞.
Therefore,
lim
t→±∞
I(t) = lim
t→±∞
I¯(t).
Thus I and I¯ have the same limit, and ∆I = ∆I¯. Therefore, we have the following corollary:
Corollary 5.2. The estimate
∆I = O(e−
γ
ε )
is valid.
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