This paper describes a simple technique to analyze Generative Adversarial Networks (GANs) and create interpretable controls for image synthesis, such as change of viewpoint, aging, lighting, and time of day. We identify important latent directions based on Principal Components Analysis (PCA) applied in activation space. Then, we show that interpretable edits can be defined based on layer-wise application of these edit directions. Moreover, we show that BigGAN can be controlled with layer-wise inputs in a StyleGAN-like manner. A user may identify a large number of interpretable controls with these mechanisms. We demonstrate results on GANs from various datasets.
Introduction
Generative Adversarial Networks (GANs), like BigGAN [5] and StyleGAN [12, 13] , are powerful image synthesis models that can generate a wide variety of highquality images. Unfortunately, such models provide very little direct control over image content, other than selecting image classes or adjusting StyleGAN's style vectors. Moreover, they provide little understanding of the dataset or the learned models. While there has been some preliminary work on controlling synthesis for GANs, current methods usually require some form of supervised learning for each new type of edit, which can be difficult and expensive. Moreover, visualization and understanding of GANs remains an important open problem. This paper shows how to identify new interpretable control directions for existing GANs, without requiring any new supervision or expensive optimization. Our approach is based on two main discoveries. First, we show that important directions in GAN latent spaces can be found by applying Principal Components Analysis (PCA) in activation space. Second, we show how BigGAN can be modified to allow StyleGAN-like layer-wise style mixing and control, without any retraining. Using these ideas, we show that layer-wise decomposition of PCA edit directions leads to interpretable controls. Identifying useful control directions then involves an optional one-time user effort to label the controls.
These mechanisms are algorithmically extremely simple, but lead to very powerful controls. They allow control over image attributes that vary from straightforward high-level properties such as object pose and shape, to many more-nuanced properties like lighting, facial attributes, and landscape attributes arXiv:2004.02546v1 [cs.CV] 6 Apr 2020
StyleGAN2 Cars E(u22, [9] [10] E(u41, [9] [10] E(u0, 0-4) E(u16, [3] [4] [5] Initial image change color add grass rotate change type
StyleGAN2 FFHQ E(u20, 6) E(u57, 7-8) E(u23, 3-5) E(u27, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] Initial image add wrinkles hair color expression overexpose Initial image rotate zoom out show horizon change scenery Fig. 1 . Sequences of image edits performed using control discovered with our method, applied to three different GANs. The white insets specify the particular edits using notation explained in Section 3.4.
( Figure 1 ). These directions, moreover, provide understanding about how the GAN operates, by visualizing its "EiGANspace." We show results with BigGAN512deep and many different StyleGAN and StyleGAN2 models. These layer-wise directions could also provide parsimonious feature vectors for transfer learning. Our methods are based solely on analysis of existing trained models, without requiring any new supervision, aside from the one-time effort to explore different control directions and give them names. Training general models like BigGAN requires enormous computational resources beyond the reach of nearly all potential researchers and users. Hence, we expect that research to interpret and extend the capabilities of existing GANs will become increasingly important.
We provide an open-source implementation of our method, including code necessary to create all figures, at https://github.com/harskish/ganspace.
Related Work
Since the introduction of GANs [8] , training methods have quickly improved, e.g., [17, 11, 5, 12] . This research has focused primarily on improving image quality, and these methods provide little user control over the output, other than providing the ability to sample from different image classes, and, in StyleGAN, to sample and transfer style vectors. Nonetheless, these methods have already received considerable attention and use from artists [1] .
Recent methods augment existing GANs with continuous control in the GAN latent space, using some form of supervision, either by using existing image classifiers to find latent space transformations [10, 7, 23, 19] or learning from handspecified transformations [10] such as rotations, scaling, and brightness adjustment. Our work shares similar goals, but we discover continuous control without any supervision, including many transformations not previously learned. However, this does not allow us to specify the desired transformations; so in some cases it could be desirable to augment our discovered bases with supervision, perhaps using our layerwise edits as a compact feature space.
One approach to adding continuous control is to augment the GAN model itself with image labels at training time [14, 21] , which can improve generalization to new combinations [20] . However, this is impractical for many tasks, given the high cost of training GANs and the requirement to identify all important factors and labels prior to training. To date, these approaches can learn only a few controls. Instead, we advocate identifying controls as a post-process to GAN training, which, we argue, is simpler, easier, and more general.
Some methods provide tools for specifying spatial layout for GAN images [16, 24] , or editing image layout [3, 2] . These methods are complementary to our continuous control mechanisms, since a user may wish to author the style as well as the layout of a generated image.
Dimension reduction techniques like PCA have a long history in computer graphics and vision, e.g., [22, 4] . Unlike most methods, we use PCA to analyze an existing non-linear model, rather than to learn the model itself.
Discovering GAN Controls
This section describes our new techniques for augmenting existing GANs with new control variables. Our techniques are, algorithmically, very simple. This simplicity is an advantage: for very little effort, these methods enable a range of powerful tools for analysis and control of GANs, that have previously not been demonstrated, or else required expensive supervision. In this paper, we work exclusively with pretrained GANs.
Background
We begin with a brief review of GAN representations [8] . The most basic GAN comprises a probability distribution p(z), from which a latent vector z is sampled, and a neural network G(z) that produces an output image I:
The network can be further decomposed into a series of L intermediate layers
The first layer takes the latent vector as input and produces a set of activations y 1 = G 1 (z). The remaining layers each produce activations as a function of the previous layer's output.
The output of the last layer I = G L (y L−1 ) is an RGB image. In the BigGAN model [5] , the intermediate layers also take the latent vector as input:
which are called Skip-z inputs. BigGAN also uses a class vector as input. In each of our experiments, the class vector is held fixed, so we omit it from this discussion for clarity. In a StyleGAN model [12, 13] , the first layer takes a constant input y 0 . Instead, the output is controlled by a non-linear function of z as input to intermediate layers:
where M is an 8-layer multilayer perceptron. In basic generation, the vectors w controlling the synthesis at each layer are all equal; the authors demonstrate that allowing each layer to have its own w i enables powerful "style mixing," the combination of features of various abstraction levels across generated images.
Principal Activation Directions
How can we find useful directions in z space? The isotropic prior distribution p(z) does not indicate which directions are useful. On the other hand, the distribution of outputs in the high-dimensional pixel space is extremely complex, and difficult to reason about. Our main observation is, simply, that the principal components of activation tensors on the early layers of GANs represent important factors of variation.
Our procedure for discovering interpretable directions is simplest for StyleGAN [12, 13] . Our goal is to identify the principal axes of p(w). To do so, we sample N random vectors z 1:N , and compute the corresponding w i = M (z i ) values. We then compute PCA of these w 1:N values. This gives a low-rank basis V for W. Given a new image defined by w, we can edit the image by varying PCA coordinates x:
where each entry x k of x is a separate control parameter. The entries x k are initially zero until modified by a user. For BigGAN [5] , the procedure is more complex, because the z distribution is not learned, and there is no w distribution that parameterizes the output image. We instead perform PCA at an intermediate network layer i, and then transfer these directions back to the z latent space, as follows. We first sample N random latent vectors z 1:N ; these are processed through the model to produce N activation vectors y 1:N at the ith layer, where y j =Ĝ i (z j ). We then compute PCA from the N activation vectors, which produces a low-rank basis matrix V, and the data mean µ. The PCA coordinates x j of each activation are then computed by projection:
We then transfer this basis to latent space by linear regression, as follows. We start with an individual basis vector v k (i.e., a column of V), and the corresponding PCA coordinates x k 1:N , where x k j is the scalar k-th coordinate of x j . We solve for the corresponding latent basis vector u k as:
to identify a latent direction corresponding to this principal component ( Figure  2 ). Equivalently, the whole basis is computed simultaneously with:
using a standard least-squares solver. Each column of U then aligns to the variation along the corresponding column of V. We use a new set of N latent vectors for the regression. The individual dimensions x k each correspond to different edits, many of which are easily interpretable. Given a new image with latent coordinates z, edits may then be made by varying the coordinates of x:
where x is initially a zero vector. We compute a separate PCA decomposition for each BigGAN class. We compute PCA at the first linear layer of BigGAN512-deep, which is the first layer with a non-isotropic distribution. We found that this gave more useful controls than later layers. Likewise, for StyleGAN, we found that PCA in W gave better results than PCA in a later y activation layer. Although we show results only on state-of-the-art models, we have found that PCA yielded useful directions for earlier models, including DCGAN [17] and Progressive GAN [11] , using the BigGAN procedure above.
We use incremental PCA [18] for efficient computation, and use N = 10 6 samples. On a relatively high-end desktop PC, computation takes around 1.5 hours on BigGAN512-deep and 2 minutes on StyleGAN and StyleGAN2.
Our results include edits discovered from BigGAN512-deep, StyleGAN (Bedrooms, Landscapes, WikiArt training sets), and StyleGAN2 (FFHQ, Cars, Cats, Church, Horse training sets). Our StyleGAN model weights were obtained from https://github.com/justinpinkney/awesome-pretrained-stylegan, except for Landscapes, which was provided by artbreeder.com. Our StyleGAN2 models were those provided by the authors online [13] . Figure 3 shows edit directions for the top 5 PCA components in a StyleGAN2 model trained on the FFHQ face dataset [12] . We observe that the first few components control large-scale variations, including apparent gender expression and head rotation. For example, component u 0 is a relatively disentangled gender control; component u 1 mixes head rotation and gender, and so on.
What does PCA find?
Across all models we have explored, both BigGAN and StyleGAN, we have discovered the early principal components (u 0 -u 20 ) to correspond to large-scale changes in geometric configuration and viewpoint, with successive components controlling details and overall appearance while leaving the layout mostly unchanged. For example in BigGAN, Figure 4 , component u 0 corresponds to translation and u 6 to zoom. These components are comparable to those found by Jahanian et al. [10] , but our method does not require supervision or expensive optimization.
We find that BigGAN components appear to be independent of class, e.g., PCA components for one class were identical to PCA components for another class in the cases we tested. Figure 5 shows examples of PCA components computed at the first linear layer of BigGAN512-deep for the husky class. We find that the global motion components have the same effect in different classes (e.g., component 6 is zoom for all classes tested), but later components may have differing interpretations across classes. For instance, a direction that makes the image more blue might mean winter for some classes, but just nighttime for others.
We find that the quality and generality of the learned components depends naturally on the dataset. For StyleGAN2 trained on the FFHQ face dataset, geometric changes are limited to rotations in the first 3 components, and no translations are included. This is because the dataset is carefully aligned. 
Layer-wise Edits
Given the directions found with PCA, we now show that these can be decomposed into interpretable edits, using StyleGAN's layer-wise edits. StyleGAN provides layerwise control via the w i intermediate latent vectors. Given an image with latent vector w, layerwise edits entail modifying only the w inputs to a range of layers, leaving the other layers' inputs unchanged. We use notation E(u i , j-k) to denote edit directions; for example, E(u 1 , 0-3) means moving along component u 1 at the first four layers only. E(u 2 , all) means moving along component u 2 globally: in the latent space and to all layer inputs. This is illustrated in the last rows of Figure 3 . For example, component u 1 that controls head rotation and gender in an entangled manner when applied to all layers, can be forced into a much more pure rotation when only applied to the first three layers in E(u 1 , 0-2); similarly, the age and hairstyle changes associated with component u 4 can be removed to yield a cleaner change of lighting by restricting the effect to later layers in E(u 4 , 5-17). It is generally easy to discover surprisingly targeted changes from the later principal components. Examples include E(u 10 , 7-8) that controls hair color, as well as E(u 11 , 0-4) that controls the height of the hair above the forehead. More examples across several models are shown in Figure 8 . As shown in Figure 1 , multiple edits applied simultaneously across multiple principal directions and internal layer ranges compose well.
We find that some of these learned edits are dependent on the identity of the starting face. For example, on StyleGAN2 faces, a "beard" edit only modifies male faces, and the "lipstick" edit only modifies female faces, reflecting biases learned from the training data. Many of the edits are not fully disentangled, varying several image attributes at once.
We have created a simple user interface that enables interactive exploration of the principal directions. After computing the directions, the user is free to inspect the effect of any of them by simple slider controls. Layer-wise application is enabled by specifying a start and end layer for which the edits are to be applied. The GUI also enables the user to name the discovered directions, as well as load and save the results. The exploration process is demonstrated in the video.
The sliders operate in units of standard deviations, and we find that later components work for wider ranges of values than earlier ones. The first ten or so principal components, such as head rotation (E(u 1 , 0-2)) and lightness/background (E(u 8 , 5)), operate well in the range [−2...2], beyond which the image becomes unrealistic. In contrast, face roundness (E(u 37 , 0-4)) can work well in the range [−20...20], when using 0.7 as the truncation parameter.
For truncation, we use interpolation to the mean as in StyleGAN [12] . The variation in slider ranges described above suggests that truncation by restricting w to lie within 2 standard deviations of the mean would be a very conservative limitation on the expressivity of the interface, since it can produce interesting images outside this range.
One could also use layerwise decomposition on random edit directions, rather than PCA. There are several benefits to using PCA directions. First, PCA identifies and orders the most significant directions, such as global rigid motion. Moreover, we find that the PCA directions decompose into interpretable edits more naturally. Importantly, PCA places all object motion and camera motion (e.g., head rotation) into the first 10 or so components, and all later components have motion factored out, whereas nearly all random directions can be expected to include some motion.
Style Control and Layerwise Edits in BigGAN
No current model combines both style control with variation across a large number of classes; BigGAN does not support layer-wise edits. While it could be possible to train a BigGAN-like model with StyleGAN's style vectors on Ima-geNet, this would be an enormous undertaking. We propose an alternative that makes this unnecessary for editing.
In particular, we show that BigGAN can be modified to produce behavior similar to StyleGAN, by varying the intermediate Skip-z inputs z i separately from the latent z:
where the latent inputs z i are allowed to vary individually between layers in a direct analogy to the style mixing of StyleGAN. By default, all inputs are determined by an initial sampled or estimated z, but then edits may be performed to the inputs to different layers independently. Figure 7 shows the effect of transferring intermediate latent vectors from one image to another. Like StyleGAN, transferring at lower layers (closer to the output) yields lower-level style edits. Since the Skip-z connections were not trained for style resampling, we find them to be subjectively "more entangled" than the StyleGAN style vectors.
However, they are still useful for layerwise editing, as shown in Figures 5 and 8: we discover components that control, for instance, lushness of foliage, illumination and time of day, and cloudiness, when applied to a select range of layers. 
Discussion
This paper has demonstrated simple but powerful ways to create images with existing GANs. Rather than training a new model for each task, we take existing general-purpose deep image representations and discover rich techniques for controlling them. This work suggests considerable future opportunity to analyze these image representations and discover richer control techniques in these spaces. One extension is to apply other unsupervised methods to activations, aside from PCA, although our preliminary experiments using FastICA [9] and Sparse PCA [15] were not fruitful. Early experiments with performing PCA on other arrangements of the activation data were more promising. Directly editing activations also showed some promise.
These observations about the learned representations could also lead to new approaches to learning GANs. A number of our observations, including the usefulness of activation PCA, style mixing in BigGAN, and class-independent components in BigGAN, suggest potential improvements to GAN architectures and training, perhaps similar to [6] .
Our approach also suggests different extensions for supervised discovery of editing controls, such as using our representation to narrow the search space for edit directions. For example, our observations could lead to different ways to learn the norm inputs for BigGAN, or to low-rank learning for activation layers, perhaps sharing bases across image classes. Fig. 8 . A selection of interpretable edits discovered by selective application of latent edits across the layers of several pretrained GAN models. The reader is encouraged to zoom in on an electronic device.
