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Abstract
We establish a central limit theorem for partial sums of station-
ary linear random fields with dependent innovations, and an invari-
ance principle for anisotropic fractional Brownian sheets. Our result
is a generalization of the invariance principle for fractional Brownian
motions by Dedecker et al. [6] to high dimensions. A key ingredient
of their argument, the martingale approximation, is replaced by an
m-approximation argument. An important tool of our approach is a
moment inequality for stationary random fields recently established by
El Machkouri et al. [9].
1 Introduction
Consider a stationary linear random field {ξi}i∈Zd with stationary mean-zero
innovations {Xi}i∈Zd :
ξj =
∑
i∈Zd
aj−iXi , j ∈ Zd , (1)
where {ai}i∈Zd are a collection of real numbers such that
∑
i∈Zd a
2
i <∞. In
particular, we are interested in the partial sum over rectangles Λn ⊂ N
d:
Sn :=
∑
i∈Λn
ξi.
We assume Λn has the form Λn = {1, . . . , n1} × · · · × {1, . . . , nd} ⊂ Z
d.
Set bn,j =
∑
i∈Λn ai−j and bn = (
∑
j∈Zd b
2
n,j)
1/2. Then Sn =
∑
j∈Zd bn,jXj.
Throughout, we assume that the rectangle Λn tends to N
d in the sense that
for each q = 1, . . . , d, nq ≡ nq(n)→∞ as n→∞.
We establish sufficient conditions for the following two problems:
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(i) When do we have a central limit theorem
Sn
bn
≡
∑
j∈Zd bn,jXj
bn
⇒ N (0, σ2) ?
(ii) When do we have an invariance principle
{S⌊nt⌋
bn
}
t∈[0,1]d
⇒ {Gt}t∈[0,1]d
and what is the limiting process G?
These two problems have a long history. In the one-dimensional case
(d = 1), they have been extensively investigated and many results are known.
When {Xi}i∈Z are independent and identically distributed (i.i.d.), see for
example invariance principle results by Davydov [4] and Konstantopoulos
and Sakhanenko [11]. When {Xi}i∈Z are stationary, see for example Peligrad
and Utev [19, 20], Wu and Woodroofe [27], and Merleve`de and Peligrad [16]
for central limit theorems and Wu and Shao [26], and Dedecker et al. [6]
for invariance principles. However, very few of the corresponding results
in high-dimensional case (d ≥ 2) are known, with the notable exceptions
of Surgailis [21] and Lavancier [15]. We compare our results to theirs in
Section 5. We also point out in Remark 4 that the main results of [15]
remain valid under a more general condition.
Recall that, for a given vector H = (H1, . . . ,Hd) ∈ (0, 1)
d, a (real-
valued) fractional Brownian sheet BH = {BHt }t∈[0,1]d with Hurst index H
is a real-valued mean-zero Gaussian random fields with covariance function
given by
E(BHs B
H
t ) =
d∏
q=1
1
2
(
s
2Hq
q + t
2Hq
q − |sq − tq|
2Hq
)
, s, t ∈ [0, 1]d . (2)
When d = 1, BH is the fractional Brownian motion with Hurst index H1.
Fractional Brownian sheets play an important role in modeling anisotropic
random fields with long-range dependence (see e.g. Doukhan et al. [8] and
Lavancier [14]). They also arise in the study of stochastic partial differ-
ential equations (e.g. Hu et al. [10] and Øksendal and Zhang [18]). The
investigation of their sample path properties is another active research area
(e.g. Xiao [28]).
This work develops an invariance principle for linear random fields with
stationary innovations, converging to fractional Brownian sheets. Such a
general consideration on innovations may have applications in spatial statis-
tics (see e.g. [3]). Our result can be seen as an extension of Dedecker et
al. [6] to high dimensions. The main difference is that we replace their mar-
tingale approximation method, which seems difficult to be generalized to
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high dimensions, by the m-approximation method. Besides, to characterize
the weak dependence of innovations, we apply the physical dependence mea-
sure introduced by Wu [24] and extended to random fields by El Machkouri
et al. [9]. In particular, El Machkouri et al. [9] proved a moment inequality
of weighted partial sums of {Xi}i∈Zd , which is of significant importance in
the analysis of random fields by m-approximation.
Another crucial assumption for our results is a product structure for the
coefficients:
ai =
d∏
q=1
aiq (q) , i ∈ Z
d ,
and {aiq (q)}iq∈Z are square-summable real numbers for each q = 1, . . . , d. In
particular, the product structure allows us to extend the idea of coefficient-
averaging by Peligrad and Utev [20] to high dimensions. It also plays an
important role in the analysis of asymptotic covariance structure.
The product structure of the coefficients is a reasonable assumption and
it was assumed in [15] to have an invariance principle for fractional Brown-
ian sheets (the framework of [15] actually allows other forms of coefficients,
although the limit may no longer be a fractional Brownian sheet). To see
that it is not a restrictive assumption, recall the product form of the co-
variance formula (2), and the fact that fractional Brownian sheets have the
following stochastic integral representation with a product kernel
∏d
q=1 gHq :
B
H(t) =
1
κH
∫ t1
−∞
· · ·
∫ td
−∞
d∏
q=1
gHq(tq, sq)W(ds) ,
whereW = {Ws}s∈Rd is a standard Brownian sheet, for each q, gHq (tq, sq) =
((tq − sq)+)
Hq−1/2 − ((−sq)+)Hq−1/2 with r+ = max(r, 0), and κH is a nor-
malizing constant (see e.g. [28]).
The paper is organized as follows. We will provide the background on
the physical dependence measure in Section 2. A central limit theorem
(Theorem 2) and an invariance principle (Theorem 3) are established in
Sections 3, and 4 respectively. Discussions on related works are provided in
Section 5.
2 Preliminaries on physical dependence measure
Consider stationary random fields {Xi}i∈Zd of the following form
Xi = g(ǫi−j : j ∈ Zd), i ∈ Zd , (3)
where g : RZ
d
→ R is a measurable function and {ǫi}i∈Zd are i.i.d. random
variables. Throughout this paper, we assume that EX0 = 0.
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El Machkouri et al. [9] suggested to measure the dependence of {Xi}i∈Zd
as follows. Let ǫ∗ = {ǫ∗i }i∈Zd be a random field coupled with ǫ, defined by
ǫ∗i = ǫi for all i ∈ Z
d \ {0} and ǫ∗0 being a copy of ǫ0 independent of ǫ.
Set X∗i = g(ǫ
∗
i−j : j ∈ Z
d) and define the physical dependence measure of
{Xi}i∈Zd by
∆p ≡ ∆p(X) =
∑
i∈Zd
‖Xi −X
∗
i ‖p . (4)
El Machkouri et al. derived a central limit theorem and an invariance prin-
ciple under the condition that ∆p <∞ for certain p ≥ 2. In particular, the
following result is useful for our purpose.
Theorem 1 (El Machkouri et al. [9]). (i) Let {ai}i∈Zd be a family of real
numbers. Then for any p ≥ 2,
∥∥∥∑
i∈Zd
aiXi
∥∥∥
p
≤
(
2p
∑
i∈Zd
a2i
)1/2
∆p . (5)
(ii) ∆2 <∞ implies that
∑
k∈Zd |EX0Xk| <∞.
In fact, (5) was proved for {ai}i∈Zd having finite non-zero numbers, but the
extension is immediate.
Our results require stationary random fields {Xi}i∈Zd to satisfy ∆p <∞
for some p ≥ 2. El Machkouri et al. [9] provided several such examples.
Example 1. Consider {Xi}i∈Zd in form of functional of linear random fields:
Xi = g
( ∑
j∈Zd
ψi−jǫj
)
, i ∈ Zd ,
where g is a Lipschitz continuous function and the coefficients {ψi}i∈Zd sat-
isfy
∑
j∈Zd |ψj | < ∞. If ǫ0 ∈ L
p for p ≥ 2, then ∆p < ∞ ([9], Example 1).
Note that this class of random fields include linear random fields. Another
class of non-linear random fields are the Volterra fields ([9], Example 2).
Remark 1. Moment inequalities play an important role in establishing
asymptotic results for random fields. Dedecker [5] also established a similar
moment inequality for random fields, under a different condition of weak
dependence. In principle, in order to establish asymptotic normality one
should expect to control, for finite subset Γ ⊂ Zd, ‖
∑
i∈ΓXi‖p ≤ O(|Γ|
1/2)
for some p ≥ 2. Wang and Woodroofe [23] established such an inequality
for Γ in form of rectangles, under a different condition of weak dependence.
Remark 2. In the literature of (one-dimensional) stationary sequences, such
a condition ∆p <∞ on the weak dependence is often referred to as of pro-
jective type. An advantage of projective-type conditions is that, they often
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lead to easy-to-verify conditions for the asymptotic normality of various sta-
tionary processes arising from statistics and econometrics. For more on the
projective-type conditions in one dimension, see for example Wu [24, 25] and
Merleve`de et al. [17]. For other types of conditions on weak dependence, see
for example Bradley [2] and Dedecker et al. [7].
3 A central limit theorem
We first establish a central limit theorem for triangular array in form of
Sn ≡ Sn(X, b) :=
∑
j∈Zd
bn,jXj , (6)
with general regular coefficients {bn,j}n,j to be defined below. For each l ∈ N,
set rectangle blocks of size ld by
Ik ≡ Ik(l) = {i ∈ Z
d : iq ∈ {lkq + 1, . . . , lkq + l}, q = 1, . . . , d} ⊂ Z
d ,
and define
cn,k =
1
ld
∑
j∈Ik
bn,j , n ∈ N, k ∈ Z
d (7)
and cn = (
∑
k∈Zd c
2
n,k)
1/2. We introduce the following definition in the spirit
of the coefficient-averaging idea of Peligrad and Utev [20].
Definition 1. We say the coefficients {{bn,j}j∈Zd : n ∈ N} are regular, if
b2n →∞ and for each l ∈ N,
lim
n→∞
1
b2n
∑
k∈Zd
∑
j∈Ik
(bn,j − cn,k)
2 = 0 (8)
lim
n→∞
1
b2n
∑
k∈Zd
∑
j∈Ik
|b2n,j − c
2
n,k| = 0 (9)
lim
n→∞ supj∈Zd
|cn,j|
cn
= 0. (10)
Condition (9) implies limn→∞ ldc2n/b2n = 1 which, combined with b2n →
∞, yields cn > 0 eventually and thus (10) is well defined.
Theorem 2. Consider Sn as in (6) with some regular coefficients {bn,j}n,j .
If ∆2 <∞, then, σ
2 :=
∑
k∈Zd EX0Xk <∞ and
Sn
bn
⇒ N (0, σ2) . (11)
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Theorem 2 leads to an answer to our first question. In particular, return
to our problem of linear random fields with bn,j =
∑
i∈Λn ai−j . It suffices
to show such {bn,j}n,j are regular. Recall that the coefficients {ai}i∈Zd are
assumed to have the product structure:
ai =
d∏
q=1
aiq (q), for some {aiq (q)}iq∈Z, q = 1, . . . , d , (12)
with
∑
j∈Zd a
2
j <∞. This suffices to establish the regularity of {bn,j}n,j.
Corollary 1. If bn,j =
∑
i∈Λn ai−j with {ai}i∈Zd having the product
form (12), then {bn,j}n,j is regular. As a consequence, if in addition
∆2 <∞, then Sn(X, b)/bn ⇒ N (0, σ
2) with σ2 =
∑
j∈Zd E(X0Xj) <∞.
We first prove Theorem 2 through a series of approximations of Sn in (6).
The main tool is Theorem 1.
(i): m-approximation. First, fix m and let X = {Xi}i∈Zd (depending on m)
denote the stationary random field obtained by
X i = E(Xi | F
m
i ) ,
where Fmi = σ(ǫi−j : j ∈ {− ⌊m/2⌋ , . . . , ⌊m/2⌋}
d). The so-obtained random
field {X i}i∈Zd is (m+1)-dependent, that is, for all i, j ∈ Zd, Xi and Xj are
independent, if maxq=1,...,d |iq − jq| > m+ 1.
Lemma 1. If ∆p <∞ for some p ≥ 2, then
lim
m→∞ supn
‖Sn(X, b)− Sn(X, b)‖p
bn
= 0 .
Proof. It follows from Proposition 3 and Lemma 2 in [9].
In the sequel, let ∆p =
∑
j∈Zd ‖Xj − X
∗
j‖p denote the physical de-
pendence measure of X. Observe that ∆p < ∞ implies that ∆p =∑
j∈{−m,m}d ‖Xj −X
∗
j‖p <∞, for all m ∈ N.
(ii) Coefficient-averaging. This procedure was introduced by Peligrad and
Utev [20] in the one-dimensional case. For each l ∈ N, recall the definition
of cn,k in (7). Set bn,j ≡ bn,j(l) =
∑
k∈Zd cn,k1{j∈Ik}.
Lemma 2. For each m ∈ N, l ∈ N, if ∆p <∞ for some p ≥ 2, then
lim
n→∞
‖Sn(X, b)− Sn(X, b)‖p
bn
= 0 .
Proof. Apply Theorem 1 and (8) to X.
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(iii) Big/small blockings. Define, for k ∈ Zd, l ∈ N, l > m+ 1,
I˜k ≡ I˜k(l) = {i ∈ Z
d : iq ∈ {lkq+1, . . . , lkq+ l−(m+1)}, q = 1, . . . , d} ⊂ Ik .
Set Yk =
∑
j∈I˜k Xk , k ∈ Z
d. Since {X i}i∈Zd are (m + 1)-dependent, by
the construction of {I˜k}k∈Zd , {Yk}k∈Zd are i.i.d. random variables. Consider
Sn(Y, c) =
∑
j∈Zd cn,jYj .
Lemma 3. For each m ∈ N, if ∆p <∞ for some p ≥ 2 and (9) holds, then
lim
l→∞
lim
n→∞
‖Sn(X, b)− Sn(Y, c)‖p
bn
= 0 .
Proof. Observe that Sn(X, b)−Sn(Y, c) =
∑
k∈Zd cn,k
∑
j∈Ik\I˜k Xj. By The-
orem 1,
‖Sn(X, b)− Sn(Y, c)‖p ≤
{
2p[ld − (l − (m+ 1))d]
∑
k∈Zd
c2n,k
}1/2
∆p
=
{
(2p)
[
1−
( l − (m+ 1)
l
)d]
(ldc2n)
}1/2
∆p .
Note that (9) implies limn→∞ ldc2n/b2n = 1, whence the desired result follows.
(iv) Triangular array of weighted i.i.d. random variables. Now we establish
a central limit theorem for Sn(Y, c). Recall that Y depends on l,m ∈ N.
Lemma 4. For each m ∈ N, l > m+1, if ∆p <∞ for some p ≥ 2 and (10)
holds, then
Sn(Y, c)
ld/2cn
⇒ N (0, σ2m,l)
with
σ2m,l =
∑
i∈{m+1−l,...,l−m−1}d
E(X0Xi)
d∏
r=1
(
1−
m+ 1 + |ik|
l
)
.
Proof. It is equivalent to prove a central limit theorem for
∑
j∈Zd cn,jY j/cn
with Y j = Yj/l
d/2. By straight-forward calculation, E(Y
2
1)/l
d = σ2m,l.
Then, (10) yields the desired result.
Proof of Theorem 2. Combining Lemmas 1–4 yields that
lim
m→∞ liml→∞
lim sup
n→∞
‖Sn(X, b)− Sn(Y, c)‖2
bn
= 0 .
By [9], proof of Theorem 3.1 therein, σ2 = limm→∞ liml→∞ σ2m,l. The desired
result follows.
7
At last, we prove Corollary 1. By the product form (12), we can write
bn,j =
d∏
q=1
bn,j(q) and bn =
d∏
q=1
bn(q) (13)
with
bn,j(q) :=
nq∑
i=1
ai−jq(q) and bn(q) := [
∑
jq∈Z
b2n,j(q)]
1/2. (14)
Observe that bn,j(q) only depends on nq, jq ∈ Z instead of n, j ∈ Z
d (and
we avoid writing bnq,jq(q) for the sake of simplicity). Accordingly, for fixed
l ∈ N and n, k ∈ Zd, we write cn,k(q) :=
∑(kq+1)l
jq=kql+1
bn,j(q) and cn(q) :=
[
∑
kq∈Z c
2
n,k(q)]
1/2.
Proof of Corollary 1. Fix l ∈ N and recall that cn,k depends on l. We first
show supj∈Zd |cn,j |/cn → 0 as n→∞. Write
sup
j∈Zd
|cn,j |
cn
≤
d∏
q=1
sup
j∈Zd
|cn,j(q)|
cn(q)
. (15)
It suffices to show supj∈Zd |cn,j(q)|/cn → 0 as n → ∞ for all q = 1, . . . , d.
For each q, the convergence is implied by supj∈Zd |bn,j(q)|/bn(q)→ 0, proved
by Peligrad and Utev [19], p. 448.
Next, we show that the product form (12) implies that (8) and (9) hold.
This result is an extension of Peligrad and Utev [20], Lemma A.1. We prove
by induction. Note that now (9) becomes
lim
n→∞
1
b2n
∑
k∈Zd
∑
j∈Ik
∣∣∣ d∏
q=1
b2n,j(q)−
d∏
q=1
c2n,k(q)
∣∣∣ = 0 . (16)
When d = 1, it was shown in [20] that (8) and (16) holds for
∑
k∈Z a
2
k <∞.
Suppose (8) and (16) have been proved for d−1. We prove (8) for d and
the proof of (16) is similar and omitted. By the inequality that for any real
numbers αq, βq, q = 1, . . . , d,
( d∏
q=1
αq −
d∏
q=1
βq
)2
≤ 2
[( d−1∏
q=1
αq −
d−1∏
q=1
βq
)2
α2d +
( d−1∏
q=1
β2q
)
(αd − βd)
2
]
,
we bound
∑
k
∑
j[
∏d
q=1 bn,j(q)−
∏d
q=1 cn,k(q)]
2 ≤ 2(Φ
(1)
n +Φ
(2)
n ) with
Φ(1)n =
∑
k1,...,kd−1
∑
j1,...,jd−1
[ d−1∏
q=1
bn,j(q)−
d−1∏
q=1
cn,k(q)
]2
×
∑
kd
∑
jd
b2n,j(d)
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and
Φ(2)n =
∑
k1,...,kd−1
∑
j1,...,jd−1
d−1∏
q=1
c2n,k(q)
∑
kd
∑
jd
[
bn,j(d)− cn,k(d)
]2
= ld−1
d−1∏
q=1
c2n(q)
∑
kd
∑
jd
[
bn,j(d) − cn,k(d)
]2
.
By induction,
Φ
(1)
n
b2n
=
∑
k∈Zd−1
∑
j∈Zd−1
[∏d−1
q=1 bn,j(q)−
∏d−1
q=1 cn,k(q)
]2
∏d−1
q=1 b
2
n(q)
= o(1) ,
and similarly, Φ
(2)
n /b2n ∼
∑
kd
∑
jd
[bn,j(d) − cn,k(d)]
2/b2n(d) = o(1) by (8)
with d = 1. We have thus obtained (8) for all d ∈ N.
4 An invariance principle
We consider weak convergence in the space D[0, 1]d consisting of functions
‘continuous from above with limits from below’ (see Bickel and Wichura [1]
for details). For t ∈ [0, 1]d, consider Sn(t) ≡
∑⌊n1t1⌋
i1=1
· · ·
∑⌊ndtd⌋
id=1
ξi ∈ D[0, 1]
d.
This time we have
Sn(t) =
∑
j∈Zd
bnt,jXj with bnt,j :=
⌊n1t1⌋∑
i1=1
· · ·
⌊ndtd⌋∑
id=1
ai−j. (17)
Theorem 3. Suppose there exists H ∈ (0, 1)d such that
lim
n→∞
b2⌊sn⌋(q)
b2n(q)
= s2Hq , for all s ∈ [0, 1], q = 1, . . . , d , (18)
and there exists p such that
p ≥ 2, p > max
q=1,...,d
1
Hq
and ∆p <∞ . (19)
Then, {Sn(t)/bn}t∈[0,1]d converges weakly in D[0, 1]d to the fractional Brow-
nian sheet with Hurst index H.
Remark 3. When (18) holds for someH ∈ (0, 1)d with maxq=1,...,dH
−1
q < 2,
condition (19) becomes ∆2 < ∞. Otherwise, we need to assume finite
higher-than-second-order moment to establish the tightness. A similar phe-
nomena was observed in the one-dimensional case ([6], Theorem 3.2).
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Example 2. Due to the product structure, it suffices to provide examples
of {aiq}iq∈Z such that (18) holds for each q = 1, . . . , d. Several examples
have been provided in Dedecker et al. [6], Examples 1–4. We summarize
them below.
(i) Fix α ∈ (0, 1/2), and set a0 = 1, ai = Γ(i+α)/(Γ(α)Γ(i+1)) for i ≥ 1.
Then H = α+ 1/2.
(ii) Fix α ∈ (0, 1/2), and set ai = (i + 1)
−α − i−α for i ≥ 1. Then
H = 1/2 − α.
(iii) Fix α ∈ (1/2, 1) and set ai ∼ i
−αl(i) for i ≥ 1 with any slowly varying
function l at infinity. Then H = 3/2 − α.
(iv) Fix α > 1/2 and set ai ∼ i
−1/2(log i)−α for i ≥ 1. Then H = 1.
Example 3 (Fractionally integrated random fields). Case (i) in Example 2
above corresponds to the fractionally integrated random fields, generated
by back-shift operators. Let Bq denote the back-shift operator on the q-th
coordinate of the random fields {Xi}i∈Zd : BqXi = Xi1,...,iq−1,iq−1,iq+1,...,id.
Then, for αq ∈ (0, 1/2),
(I −Bq)
−αqXj :=
∞∑
i=0
ai(q)Xj1,...,jq−1,jq−i,jq+1,...,jd , j ∈ Z
d ,
with ai(q) defined in Example 2, (i). Thus, fractionally integrated random
fields defined by
ξj = (I −B1)
−α1 · · · (I −Bd)−αdXj , j ∈ Zd
fit in our model (1) with coefficients ai =
∏d
q=1 aiq (q), i ∈ Z
d, where
{aiq (q)}i∈Z+ corresponds to Bq as above and aiq (q) = 0 for iq < 0. This gen-
eralizes the fractional autoregressive integrated moving average (FARIMA)
processes (see e.g. [26] and references therein) to random fields ([14]). Note
that Wu and Shao [26] also established an invariance principle for the so-
called Type II fractional integrated processes, which are slightly different
from our model (1).
Theorem 3 follows as usual from the convergence of finite-dimensional
distributions and tightness (see e.g. Bickel and Wichura [1]), which are
proved below separately.
Proposition 1 (Convergence of finite-dimensional distributions). Suppose
∆2 < ∞ and for some H ∈ (0, 1)
d (18) holds. then the finite-dimensional
distributions of {Sn(t)/bn}t∈[0,1]d converge to that of a fractional Brownian
sheet {BHt }t∈[0,1]d with Hurst index H.
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Proof. Fix m ∈ N. Take arbitrary t(1), . . . , t(m) ∈ [0, 1]d and write
n(r) = (⌊n1t
(r)
1 ⌋, . . . , ⌊ndt
(r)
d ⌋) ∈ Z
d
+ for r = 1, . . . ,m.
Then we can write
m∑
r=1
λrSn(t
(r)) =
∑
j∈Zd
( m∑
r=1
λrbn(r),j
)
ξj .
By Theorem 2, it suffices to show that {b˜n,j =
∑m
r=1 λrbn(r),j}n,j are regular
and
b˜2n :=
∑
j∈Zd
( m∑
r=1
λrbn(r),j
)2
∼ b2nVar
[ m∑
r=1
λrB
H(t(r))
]
. (20)
We first prove (20). Observe that
b˜2n =
∑
j∈Zd
m∑
r=1
m∑
s=1
λrλsbn(r),jbn(s),j =
m∑
r=1
m∑
s=1
λrλs
∑
j∈Zd
bn(r),jbn(s),j .
Recall (13), (14) and in particular that bn(r),j(q) involves only n
(r)
q and jq.
Then,
∑
j∈Zd
bn(r),jbn(s),j =
∑
j∈Zd
d∏
q=1
bn(r),j(q)bn(s),j(q)
=
∑
j1,...,jd−1∈Z
d−1∏
q=1
bn(r),j(q)bn(s),j(q)
∑
jd∈Z
bn(r),j(d)bn(s),j(d)
=
d∏
q=1
∑
jq∈Z
bn(r),j(q)bn(s),j(q)
=
d∏
q=1
∑
jq∈Z
1
2
[
b2
n(r),j
(q) + b2
n(s),j
(q)− (bn(r),j(q)− bn(s),j(q))
2
]
=
d∏
q=1
1
2
[
b2
n(r)
(q) + b2
n(s)
(q)− b2|n(r)−n(s)|(q)
]
.
We have thus shown that
b˜2n =
m∑
r=1
m∑
s=1
λrλs
d∏
q=1
1
2
[
b2
n(r)
(q) + b2
n(s)
(q)− b2|n(r)−n(s)|(q)
]
.
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On the other hand, by the covariance formula (2),
Var
[ m∑
r=1
λrB
H(t(r))
]
=
m∑
r=1
m∑
s=1
λrλs
d∏
q=1
1
2
[
(t(r)q )
2Hq + (t(s)q )
2Hq − |t(r)q − t
(s)
q |
2Hq
]
.
Now (20) follows from (18) by recalling that b2n =
∏d
q=1 b
2
n(q).
Next we check that {b˜n,j}j∈Zd are regular. Accordingly define c˜n,k =∑
j∈Ik b˜n,j/l
d and c˜n = [
∑
k∈Zd c˜
2
n,k]
1/2. Observe that c˜n,k =
∑m
r=1 λrcn(r),j.
Then, conditions (8), and (9) become
1
b˜2n
∑
k∈Zd
∑
j∈Ik
(˜bn,j − c˜n,k)
2 → 0 and
1
b˜2n
∑
k∈Zd
∑
j∈Ik
|˜b2n,j − c˜
2
n,k| → 0 as n→∞ .
(21)
The first part follows from the observation that (˜bn,j − c˜n,k)
2 ≤
m
∑m
r=1 λ
2
r(bn(r),j − cn(r),k)
2 and for each r,
∑
k∈Zd
∑
j∈Ik(bn(r),j −
cn(r),k)
2/b2n → 0 as n → ∞. To show the second part of (21), observe
that∑
k∈Zd
∑
j∈Ik
|˜b2n,j − c˜
2
n,k| ≤
∑
k∈Zd
∑
j∈Ik
|˜bn,j − c˜n,k||˜bn,j + c˜n,k|
≤
( ∑
k∈Zd
∑
j∈Ik
|˜bn,j − c˜n,k|
2
)1/2( ∑
k∈Zd
∑
j∈Ik
|˜bn,j + c˜n,k|
2
)1/2
,
where the first term in the last product is of order o(˜bn) (by the first part
of (21)), while the second term O(˜bn), whence (21) follows.
At last, condition (10) becomes limn→∞ supj∈Zd |c˜n,j|/c˜n = 0. To see
this, observe that the second part of (21) implies that ldc˜2n ∼ b˜
2
n. It then
follows from (20) and (9) that c˜2n ∼ Cc
2
n for some constant C > 0. The rest
of the proof is similar to the control of (15) and omitted. We have proved
the regularity of {b˜n,j}n,j and thus the proposition.
Proposition 2 (Tightness). If there exists p such that (19) holds, then the
process {Sn(t)/bn}t∈[0,1]d is tight in D[0, 1]d.
Proof. We will apply Lavancier [13], Corollary 3. By slightly modifying the
argument therein, it suffices to show that there exists constants β > 1, p >
0, C > 0, such that for all t ∈ (0, 1)d and n large enough,
‖Sn(t)‖
p
p ≤ Cb
p
n
d∏
q=1
tβq . (22)
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By Theorem 1, for p ≥ 2,
‖Sn(t)‖p =
∥∥∥ ∑
j∈Zd
bnt,jXj
∥∥∥
p
≤ (2p)1/2bnt∆p = (2p)
1/2
d∏
q=1
b
(q)
nt ∆p . (23)
Observe that (18) means that bn(q) is regularly varying. Now, by Taqqu [22],
Lemma 4.1, for all γq > 0, there exists Cq > 0 such that bnt/bn ≤ Cqt
Hq−γq ,
uniformly on [0, 1] for n larger than some nq. Now, (23) can be controlled
by, for n large enough and some constant C,
‖Sn(t)‖
p
p ≤ Cb
p
n
d∏
q=1
tp(Hq−γq)∆p .
If p satisfies (19), then one can choose γq > 0 small enough so that p(Hq −
γq) > 1. It then follows that (22) holds with β = minq p(Hq − γq) > 1. We
have thus proved the tightness.
5 Discussions
We compare our results with Surgailis [21] and Lavancier [15]. Both estab-
lished general frameworks of weak convergence, including invariance princi-
ples for fractional Brownian sheets as a special case.
Surgailis [21] proved more general results in the sense that he considered
general functionals of linear random fields. However, he only considered
independent innovations. Furthermore, he assumed finite moments of any
order of the innovations. At last, he considered only isotropic random fields
with coefficients in form of ai = ℓ(|i|)b(i/|i|)|i|
−β , i ∈ Zd \ {0}, where ℓ is a
slowly varying function and b is a continuous function on the sphere.
Lavancier [15] established invariance principles for linear random fields
with stationary innovations. The weak dependence of innovations is charac-
terized by the following assumption:
H1 The random field {Xi}i∈Zd is centered and weakly stationary (i.e., with
shift-invariant covariance structure) with bounded spectral density, and
there exists a random field {Bt}t∈(0,∞)d such that
{ 1
nd/2
⌊nt1⌋∑
i1=1
· · ·
⌊ntd⌋∑
id=1
Xi
}
t∈(0,∞)d
f.d.d.
→ {Bt}t∈(0,∞)d . (24)
In addition, assumptions on the coefficients are given in terms of their
Fourier transforms. Under these assumptions, results in [15] are established
through a spectral convergence theorem (in the spirit of [12]).
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Lavancier [15]’s results are more general in the sense that they do not
assume the product structure of coefficients, and most importantly they
cover various limiting objects, not necessarily in form of stochastic integrals.
In particular, the limiting objects in [15] are described through a linear
mapping
I : L2(Rd)→ L2(Ω,B,P), (25)
constructed explicitly in the proof of Theorem 1 in [15]. As a special case,
Theorem 5 in [15] established invariance principle for fractional Brownian
sheets (see also Theorem 2 and Remark 5 therein). This special case of [15]
is comparable to our results here.
We first compare our assumptions on the coefficients with the ones in [15],
Theorem 5, where the product form of coefficients were also assumed. For
each q and given the coefficients {ai(q)}i∈Z, consider â(q) ∈ L2([−π, π])
defined as
â(q)(ω) =
∑
j∈Z
aj(q)e
−√−1jω , q = 1, . . . , d.
Focus on â(q)(ωq) and omit the index q from now on. In [15], Theorem 5
(see also Remark 6), it was assumed that
â(ω) ∼ C|ω|−α, as ω → 0, for some α ∈ (0, 1/2), C > 0 . (26)
By results on trigonometric series (see e.g. Zygmund [29], Chapter V, The-
orems 2.6 and 2.24), (26) is equivalent to aj ∼ C1j
α−1 as j → ∞ for some
constant C1 > 0, which is a special case in Example 2, (iii) and this case
covers the concrete example (i). The other cases of Example 2 are not cov-
ered by (26). Thus, our assumptions on the coefficients are more general
than [15] in the case of invariance principles for fractional Brownian sheets.
At last, we compare assumptions on the weak dependence of innovations
in two approaches. To establish an invariance principle for fractional Brow-
nian sheets, [15] requires more than H1. Namely, in addition it requires
the linear mapping I in (25) to be an isometry, so that the limiting objects
can be interpreted as stochastic integrals. It was shown in [15], Theorem 1
that the linear mapping I is an isometry when {Xi}i∈Zd are strong white
noise. However, this remains true under more general assumption on the
innovations, as explained by the following remark.
Remark 4. The linear mapping I in (25) is an isometry, when
H1’ The random field {Xk}k∈Zd is centered and weakly stationary with
bounded spectral density, and (24) holds with {Bt}t∈(0,∞)d being a standard
Brownian sheet.
Under H1’, the fact that I is an isometry can be proved by almost the
same proof as in [15] (this was proved in [15] when the innovations are the
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white noise). Indeed, it was proved in Theorem 1 there that I is a well
defined bounded operator. To show that I is an isometry, it suffices to
follow carefully the proof in [15], first two lines in p.275, and replace Bn(t)
by a sequence of standard Brownian sheets B∗n(t). This generalization of [15]
was discovered during several personal communications between the author
and Fre´de´ric Lavancier, after the current paper is finished.
Our assumption on the weak dependence of innovations implies H1’.
Indeed, by Theorem 1, (ii), ∆2 < ∞ implies that the spectral density of
{Xi}i∈Zd is bounded. By [9], Proposition 4, ∆2 <∞ also implies (24).
In conclusion of the comparison, our approach and Lavancier [15]’s use
completely different techniques; we have stronger assumptions on the weak
dependence of the innovations, but weaker assumptions on the coefficients.
It is interesting to investigate how large is the class of random fields that
satisfy H1’ but not ∆2 <∞.
Acknowledgments The author is grateful to Fre´de´ric Lavancier for
many inspiring discussions. The author is grateful to Dalibor Volny´
and Mohamed El Machkouri, for inviting him to visit Laboratoire de
Mathe´mathques Raphae¨l Salem, Universite´ de Rouen in June, 2011, and
kindly showing him an early version of [9]. The author would like to thank
Stilian Stoev and Michael Woodroofe for helpful discussions. The author
also thank anonymous referees for helpful comments.
References
[1] Bickel, P.J., Wichura, M.J.: Convergence criteria for multiparameter
stochastic processes and some applications. Ann. Math. Statist. 42,
1656–1670 (1971)
[2] Bradley, R.C.: Introduction to strong mixing conditions. Vol. 1.
Kendrick Press, Heber City, UT (2007)
[3] Cressie, N.A.C.: Statistics for spatial data. Wiley Series in Probability
and Mathematical Statistics: Applied Probability and Statistics. John
Wiley & Sons Inc., New York (1993). Revised reprint of the 1991
edition, A Wiley-Interscience Publication
[4] Davydov, J.A.: The invariance principle for stationary processes. Teor.
Verojatnost. i Primenen. 15, 498–509 (1970)
[5] Dedecker, J.: Exponential inequalities and functional central limit theo-
rems for a random fields. ESAIM Probab. Statist. 5, 77–104 (electronic)
(2001).
15
[6] Dedecker, J., Merleve´de, F., Peligrad, M.: Invariance principles for
linear processes with application to isotonic regression. Bernoulli 17(1),
88–113 (2011)
[7] Dedecker, J., Merleve`de, F., Volny´, D.: On the weak invariance prin-
ciple for non-adapted sequences under projective criteria. J. Theoret.
Probab. 20(4), 971–1004 (2007).
[8] Doukhan, P., Oppenheim, G., Taqqu, M.S. (eds.): Theory and applica-
tions of long-range dependence. Birkha¨user Boston Inc., Boston, MA
(2003)
[9] El Machkouri, M., Volny´, D., Wu, W.B.: A central limit theorem
for stationary random fields. Stochastic Process. Appl. 123(1), 1–14
(2013).
[10] Hu, Y., Øksendal, B., Zhang, T.: Stochastic partial differential equa-
tions driven by multiparameter fractional white noise. In: Stochastic
processes, physics and geometry: new interplays, II (Leipzig, 1999),
CMS Conf. Proc., vol. 29, pp. 327–337. Amer. Math. Soc., Providence,
RI (2000)
[11] Konstantopoulos, T., Sakhanenko, A.: Convergence and convergence
rate to fractional Brownian motion for weighted random sums. Sib.
E`lektron. Mat. Izv. 1, 47–63 (electronic) (2004)
[12] Lang, G., Soulier, P.: Convergence de mesures spectrales ale´atoires et
applications a` des principes d’invariance. Stat. Inference Stoch. Process.
3(1-2), 41–51 (2000). 19th “Rencontres Franco-Belges de Statisticiens”
(Marseille, 1998)
[13] Lavancier, F.: Processus empirique de fonctionnelles de champs
gaussiens a` longue me´moire. PUB. IRMA, Lille. 63(XI), 1–26 (2005).
[14] Lavancier, F.: Long memory random fields. In: Dependence in prob-
ability and statistics, Lecture Notes in Statist., vol. 187, pp. 195–220.
Springer, New York (2006).
[15] Lavancier, F.: Invariance principles for non-isotropic long memory ran-
dom fields. Stat. Inference Stoch. Process. 10(3), 255–282 (2007).
[16] Merleve`de, F., Peligrad, M.: On the weak invariance principle for sta-
tionary sequences under projective criteria. J. Theoret. Probab. 19(3),
647–689 (2006).
[17] Merleve`de, F., Peligrad, M., Utev, S.: Recent advances in invariance
principles for stationary sequences. Probab. Surv. 3, 1–36 (electronic)
(2006).
16
[18] Øksendal, B., Zhang, T.: Multiparameter fractional Brownian motion
and quasi-linear stochastic partial differential equations. Stochastics
Stochastics Rep. 71(3-4), 141–163 (2001)
[19] Peligrad, M., Utev, S.: Central limit theorem for linear processes. Ann.
Probab. 25(1), 443–456 (1997).
[20] Peligrad, M., Utev, S.: Central limit theorem for stationary linear pro-
cesses. Ann. Probab. 34(4), 1608–1622 (2006).
[21] Surgailis, D.: Domains of attraction of self-similar multiple integrals.
Litovsk. Mat. Sb. 22(3), 185–201 (1982)
[22] Taqqu, M.S.: Convergence of integrated processes of arbitrary Hermite
rank. Z. Wahrsch. Verw. Gebiete 50(1), 53–83 (1979).
[23] Wang, Y., Woodroofe, M.: A new condition on invariance principles for
stationary random fields (2013). To appear in Statistica Sinica.
[24] Wu, W.B.: Nonlinear system theory: another look at dependence. Proc.
Natl. Acad. Sci. USA 102(40), 14,150–14,154 (electronic) (2005).
[25] Wu, W.B.: Asymptotic theory for stationary processes. Stat. Interface
4(2), 207–226 (2011)
[26] Wu, W.B., Shao, X.: Invariance principles for fractionally integrated
nonlinear processes. In: Recent developments in nonparametric infer-
ence and probability, IMS Lecture Notes Monogr. Ser., vol. 50, pp.
20–30. Inst. Math. Statist., Beachwood, OH (2006).
[27] Wu, W.B., Woodroofe, M.: Martingale approximations for sums of
stationary processes. Ann. Probab. 32(2), 1674–1690 (2004)
[28] Xiao, Y.: Sample path properties of anisotropic Gaussian random fields.
In: A minicourse on stochastic partial differential equations, Lecture
Notes in Math., vol. 1962, pp. 145–212. Springer, Berlin (2009).
[29] Zygmund, A.: Trigonometric series: Vols. I, II. Second edition,
reprinted with corrections and some additions. Cambridge University
Press, London (1968)
17
