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Abstract
It is shown that if X is an infinite-dimensional Banach space with a boundedly complete subsymmetric
basis, then the infinite l∞ direct sum (X ⊕X ⊕X ⊕ · · ·)l∞ is primary.
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0. Introduction
A Banach space X is called primary if for every bounded linear projection P on X either
P(X) or (I −P)(X) is isomorphic to X. A Banach space X is called prime if for every bounded
linear projection P on X with dimP(X) = ∞, P(X) is isomorphic to X.
The Banach spaces c0 and lp , 1 p ∞, are known to be prime [11,14]. In [10], Gowers and
Maurey construct a prime Banach space which is not isomorphic to any of c0 or lp (1 p ∞).
These are the only prime Banach spaces discovered to date.
The Banach spaces Lp[0,1] (1 < p < ∞) [1] and many other classical Banach spaces have
been shown to be primary. In this paper we are concerned with Banach spaces having bases with
a certain property.
A sequence (en)∞n=1 in a Banach space X is called a basis of X if for every x ∈ X there
is a unique sequence of scalars (an)∞n=1 so that x =
∑∞
n=1 anen. A basis (en)∞n=1 in a Banach
space X is called monotone if, for every choice of scalars (an)∞n=1, the sequence of numbers
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equivalent provided the series
∑∞
n=1 anen converges if and only if
∑∞
n=1 anfn converges.
Definition 1. A basis (en)∞n=1 of a Banach space X is said to be symmetric, if for any permutation
π of the integers, (eπ(n))∞n=1 is an equivalent basis to (en)∞n=1.
A basis (en)∞n=1 of a Banach space X is said to be unconditional if the convergence of∑∞
n=1 an en implies to convergence of
∑∞
n=1 bnen whenever |bn| |an| for all n.
Definition 2. A basis (en)∞n=1 of a Banach space X is said to be subsymmetric if it is unconditional
and, for every increasing sequence of integers {ni}∞i=1, (eni )∞i=1 is an equivalent basis to (en)∞n=1.
Bases in Banach spaces are discussed in [12,16]. It can easily be shown that every symmetric
basis is subsymmetric. In [12] it is shown that there are subsymmetric bases which are not sym-
metric. It can also be shown that if a basis (en)∞n=1 of a Banach space X is subsymmetric then
0 < infn ‖en‖ supn ‖en‖ < ∞ [12,16]. Without loss of generality, henceforth we shall assume
that ‖en‖ = 1 for all n.
The standard bases of c0 and lp (1 p < ∞) are subsymmetric [12].
Definition 3. A basis (en)∞n=1 of a Banach space X is called boundedly complete if, for every
sequence of scalars (an)∞n=1 such that supn ‖
∑n
i=1 aiei‖ < ∞, the series
∑∞
n=1 anen converges.
It is known that a Banach space with a boundedly complete basis is isomorphic to a dual
space and that if a Banach space is isomorphic to a dual space and has a basis then it must have a
boundedly complete basis [12]. Moreover, it follows from a well-known result of James [12,16]
that if a reflexive Banach space has a basis (en)∞n=1 then (en)∞n=1 is boundedly complete.
It is unknown whether Banach spaces with symmetric or subsymmetric bases are primary [9].
However some partial results are known about direct sums of such spaces.
Theorem 4. [7,8,15] If X is a Banach space with a symmetric basis (en)∞n=1 and Xn is the
space generated by [e1, e1, . . . , en]. Then the spaces (X⊕X⊕X⊕ · · ·)c0 , (X⊕X⊕X⊕ · · ·)lp ,
(
⊕
n=1 Xn)c0 and (
⊕∞
n=1 Xn)lp are primary for all p, 1 p ∞.
The main result of this paper is to give partial extension of a result of Capon in [7]. We prove
the following:
Theorem 5. If X is a Banach space with a boundedly complete subsymmetric basis, then the
infinite l∞ direct sum (X ⊕X ⊕X ⊕ · · ·)l∞ is primary.
Corollary 6. If X is a reflexive Banach space with a subsymmetric basis, then the infinite l∞
direct sum (X ⊕X ⊕X ⊕ · · ·)l∞ is primary.
The method of the proof is derived from paper [6] of Bourgain where it is shown that H∞ is
primary. In [4], Blower developed Bourgain’s arguments to show that B(l2) is primary. Blower’s
arguments are in the language of Hilbert spaces and of operators on Hilbert spaces. In [2], Arias
used Blower’s techniques to study the primariness of some nest algebras. In [3], Arias and Farmer
extend Blower’s arguments to a more general setting than Hilbert spaces to study the primariness
of injective and projective tensor products of lp spaces and also they prove that the space of
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p
+ 1
p′ = 1. It should also be
mentioned that by analysing the combinatorics of the Haar system, Müller proved that the Banach
space BMO is primary [13] using the techniques developed in [6].
In this paper the methods of [3,4] are used in a more abstract context.
It would be interesting to know whether (X ⊕ X ⊕ X ⊕ · · ·)lp or (X ⊕ X ⊕ X ⊕ · · ·)c0 are
primary where 1  p ∞, if X has a subsymmetric basis without the basis necessarily being
boundedly complete.
A useful technique first used in [14] is Pelczyn´ski’s decomposition method. If X and Y are
Banach spaces with X ∼= X ⊕X, Y ∼= Y ⊕ Y , X complemented in Y and Y complemented in X,
then X is isomorphic to Y .
1. Some preliminaries
Let X be an infinite-dimensional Banach space with boundedly complete subsymmetric basis
(en)
∞
n=1. By renorming if necessary we may assume that this basis is monotone.
Denote by Xn the closed linear span of the vectors [e1, e2, . . . , en].
Proposition 7. The infinite l∞ direct sum (X ⊕ X ⊕ X ⊕ · · ·)l∞ is isomorphic to the infinite l∞
direct sum (
⊕∞
n=1 Xn)l∞ .
This result is proved by the method used to prove that (
⊕∞
n=1 ln2 )l∞ contains a complemented
copy of l2 [17, p. 81, Exercises 7, 8; Hints, pp. 326, 327] and the proof also employs Pel-
czyn´ski’s decomposition method. The fact that the basis of X is boundedly complete is also
crucial. If (en)∞n=1 is not boundedly complete (
⊕∞
n=1 Xn)l∞ is not necessarily isomorphic to
(X ⊕X ⊕ · · ·)l∞ . For example consider l∞ ∼= (⊕∞n=1 l∞n )l∞ and (c0 ⊕ c0 ⊕ c0 ⊕ · · ·)l∞ .
Proposition 8. Let (nk) be a sequence in N with supk nk = ∞. Then
(X ⊕X ⊕X ⊕ · · ·)l∞ ∼=
( ∞⊕
k=1
Xnk
)
l∞
.
Proposition 8 follows from Proposition 7 and Pelczyn´ski’s decomposition method.
2. A finite-dimensional result
Definition 9. Let z = {z1, z2, . . . , zn} be a subset of {1,2,3, . . . ,N} of size n. Let a = (ai)ni=1
and b = (bi)Ni=1 be elements of Xn and XN , respectively.
Define Jz :Xn → XN by(
Jz(a)
)
k
=
{
ai, if k = zi,
0, otherwise.
Let Kz :XN → Xn be defined by(
Kz(b)
)
i
= bz(i), 1 i  n.
Observe that KzJz = In the identity map on Xn and JzKz = Pz is a projection of XN onto
Jz(Mn). Let us call projections of the same form as Pz block projections of order n.
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ordinals so that each integer n is the set consisting of its predecessors and n ∈ m means n < m.
By [n](r) we mean the set of all subsets of n of size r . By [n] we shall mean [n](1); i.e. simply n
itself. A k-colouring of a set S is a map γ of S into a set {c1, c2, . . . , ck} of k colours. If γ is a
k-colouring of L(r) then M ⊆ L is said to be monochromatic if γ is constant on M(r).
Theorem 10 (Ramsey’s theorem). [5] Given natural numbers k, r and m there is a natural num-
ber n such that for any k-colouring of [n](r) there is a monochromatic m-subset of [n].
The main technical result of this paper is as follows.
Proposition 11. Given n, ε > 0 and K < ∞ there exists N0 such that if N  N0 and T ∈
L(XN,XN) with ‖T ‖  K then there exist a subset z of {1,2,3, . . . ,N} of size n and a con-
stant c such that
‖KzT Jz − cIn‖ < ε.
Therefore, one of KzT Jz or Kz(IN − T )Jz is invertible.
Proof. Let ε > 0 be given. Divide D = {z ∈ C: |z|K} into finitely many disjoint subsets Vk
of diameter ε4n . Define a partition on {1,2, . . . ,N} by
i 
→ k if 〈T ei, ei〉 ∈ Vk.
By Ramsey’s theorem [5], we can find an index κ and a large monochromatic subset z1 of
{1,2, . . . ,N} whose colour is κ . Let c be any non-zero point in Vκ .
Let δ > 0 be given to be specified later. Consider the 2-colouring of two-element subsets of
z1 given by {i, j} is bad if i < j and |〈T ei, ej 〉| δ.
By Ramsey’s theorem there is a large monochromatic subset z2 of z1. If z2 is a bad mono-
chromatic subset of z1, let k be the smallest element of z2. Then, there is a constant K ′ such
that
∞ >K ′  ‖T ek‖X =
∥∥∥∥∥
∞∑
j=1
(T ek, ej 〉ej
∥∥∥∥∥
X
 c′
∥∥∥∥∑
j∈z2
〈T ek, ej 〉ej
∥∥∥∥
X
for some constant c′ > 0, since (ej )∞j=1 is unconditional;
 c′′δ
∥∥∥∥∑
j∈z2
j =k
ej
∥∥∥∥
X
for some constant c′′ > 0, since (ej )∞j=1 is unconditional and |〈T ek, ej 〉| δ for all j ∈ z2, j = k;
 c′′′δ
∥∥∥∥∥
|z2|−1∑
j=1
ej
∥∥∥∥∥
X
for some constant c′′′ > 0, since (ej )∞ is subsymmetric.j=1
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for a boundedly complete, normalized basis, the norms of the partial sums ‖∑nj=1 ej‖X are
unbounded.
Now consider the 2-colouring of two element subsets of z2 given by {i, j} is bad if i < j and
|〈T ej , ei〉| δ.
By Ramsey’s theorem there is a large monochromatic subset z3 of z2. If z3 is a bad mono-
chromatic subset of z2, let k be the largest element of z3. Then there exists a constant K ′ such
that
∞ >K ′  ‖T ek‖X =
∥∥∥∥∥
∞∑
j=1
ej 〈T ek, ej 〉
∥∥∥∥∥
X
 c′
∥∥∥∥∑
j∈z3
j =k
〈T ek, ej 〉ej
∥∥∥∥
X
for some constant c′, since (ej )∞j=1 is unconditional;
 c′′δ
∥∥∥∥∑
j∈z3
j =k
ej
∥∥∥∥
X
for some constant c′′ > 0, since (ej )∞j=1 is unconditional, and∣∣〈T ek, ej 〉∣∣ δ ∀j ∈ z3, j = k,
 c′′′δ
∥∥∥∥∥
|z3|−1∑
j=1
ej
∥∥∥∥∥
X
for some c′′′ > 0 constant, since (ej )∞j=1 is subsymmetric.
Therefore, since |z3| is large, by a suitable choice of N we ensure that z3 is good, since
for a boundedly complete, normalized basis, the norms of the partial sums ‖∑nj=1 ej‖X are
unbounded.
In conclusion, there is a large subset z3 of N with the properties that∣∣〈T ei, ej 〉∣∣< δ, i = j,
and ∣∣〈T ei, ei〉 − c∣∣< ε4n
for i, j ∈ z.
Take the first n elements of z3 to form z. We can write∥∥∥∥∥(KzT Jz − cIn)
( ∞∑
i
aiei
)∥∥∥∥∥

∥∥∥∥∑ai(〈T ei, ei〉 − c)ei
∥∥∥∥+
∥∥∥∥∑ai∑(〈T ei, ej 〉)ej
∥∥∥∥
i i j =i
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i
|ai | · ε4n + n
2δ max
i
|ai |
<
ε
2
max
i
|ai |,
where δ = ε4n2 ensures the above holds.
So we have
‖KzT Jz − cIn‖ < ε.
The final statement follows by considering Neumann series to obtain inverses of the operators,
noticing that c was chosen to be non-zero. 
3. A local result
Let X = (⊕∞n=1 Xn)l∞ . We shall call operators T ∈ L(X ) diagonal operators if T has the
form T =⊕∞k=1 Tk where Tn ∈ L(Xn). The analysis reduces to a study of these diagonal opera-
tors.
We shall say that an operator S :X → Y between Banach spaces X and Y factors through an
operator R :X1 → Y1 between Banach spaces X1 and Y1 if there exist operators U :X → X1 and
V :Y1 → Y such that
S = VRU.
If an operator S1 :X → Y factors through R1 :X1 → Y1 and an operator S2 :X → Y factors
through R2 :X1 → Y1 we shall say that the factorizations coincide provided there exist operators
U :X → X1 and V :Y1 → Y such that
S1 = VR1U
and
S2 = VR2U.
Lemma 12. Given ε > 0 and a bounded, linear operator T :X → X there is a bounded, linear
operator T ′ on X such that:
(i) T ′ may be factored through T and I − T ′ may be factored through I − T and the factoriza-
tions coincide.
(ii) T ′ is almost diagonal in the sense that ‖T ′ −D‖ < ε where D is diagonal.
To prove Lemma 12 we first prove another lemma.
Lemma 13. Given n ∈ N, ε > 0 there is an N ′(n, ε) such that if N  N ′(n, ε) and E is an n-
dimensional subspace of XN there is a subspace F of XN and a block projection q of order n of
XN onto F such that∥∥q(x)∥∥ ε‖x‖ for x ∈ E.
Proof. Let ε > 0 and n ∈ N be given. Let E be an n-dimensional subspace of Xnm, where m will
be chosen later to be sufficiently large. By a volume argument we can find an ε2 -net x1, x2, . . . , xL
of the unit sphere of E where L depends only on ε and n. Consider the natural projections Qr
onto the mn blocks of Xnm. We have
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L∑
k=1
‖xk‖ =
L∑
k=1
∥∥∥∥∥
m∑
r=1
Qrxk
∥∥∥∥∥
L∑
k=1
‖Qsxk‖ for all 1 s m,
since QsQrxk = Qsxk if s = r and 0 if s = r , where we assume without loss that (en)∞n=1 is a
monotone basis which is unconditional with basis constant 1.
Let m be sufficiently large that L<mε2 , we have
ε
2
 L
m
 1
m
L∑
k=1
m∑
r=1
‖Qrxk‖.
So for some r,1 r m, we have
ε
2

L∑
k=1
‖Qrxk‖.
We can choose our q of the lemma to be this Qr , since (xk)Lk=1 is an
ε
2 -net for the unit sphere
of E. 
Definition 14. Let I be any subset of N. We introduce projections on X .
(
P1(x)
)
j
=
{
xj , j ∈ I,
0, otherwise,
for x = (xj ) ∈X
Pk(x1, x2, . . .) = (x1, x2, . . . , xk,0,0, . . .),
Rk(x1, x2, . . .) = (0,0, . . . ,0, xk+1, xk+2, . . .),
pk(x1, x2, . . .) = (0,0, . . . ,0, xk,0,0, . . .).
Proof of Lemma 12. We need to select T ′ such that
‖pnT ′Pn−1‖ < ε2n , ‖pnT
′Rn‖ < ε2n .
Given an infinite subset I of N, m ∈ I and ε > 0 we can select a proper infinite subset J of I
such that m /∈ J and ‖pmT PJ ‖ < ε.
This is possible because of the fact that for each n,pn is finite rank. If ε > 0 and F is a
finite-dimensional space with S ∈ L(X ,F ) there is an infinite subset of N such that ‖SPI‖ < ε.
It suffices to consider the case F = C so that S ∈ X ∗. We can partition N into infinitely many
disjoint subsets φ and to each subset φ there corresponds Sφ = SPφ ∈ X ∗. Since X is formed
from an l∞ sum∥∥∥∥∑
φ
±Sφ
∥∥∥∥ 2
for any choice of signs and so ‖Sφ‖ < ε for some choice of φ.
Define recursively an increasing sequence of integers mk , a decreasing sequence Ik of infinite
subsets of N and block projections qk on Xmk such that
(i) qk is of order k;
(ii) if x ∈ pmkT (
⊕k−1
s=1 qs(Xms )) then ‖qk(x)‖ εk ‖x‖;2
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(iv) ‖pmkT PIk+1‖ ε2k .
Lemma 13 can be used to satisfy conditions (i) and (ii), while the remark of the above para-
graph gives (iii) and (iv).
Introduce the mapping rk :Xk → qk(Xmk ) as the natural isometry and let
T ′ =
(⊕
r−1k qk
)
T
(⊕
rk
)
.
Then ‖T ′‖ ‖T ‖ and I = (⊕ r−1k qk)(⊕ rk). Hence T ′ factors through T and I − T ′ factors
through I − T .
Moreover the factorizations coincide. Also since ‖pnT ′Pn−1‖ < ε2n and ‖pnT ′Rn‖ < ε2n we
see that if D =⊕n pnT ′pn then
‖T ′ −D‖ < ε,
where D is diagonal and the proof of Lemma 12 is complete. 
4. Proof of Theorem 5
Let us recall that X = (⊕∞n=1 Xn)l∞ is isomorphic to (X ⊕ X ⊕ · · ·)l∞ . Let P :X → X be a
projection. Using the notation used above let P = T .
By Proposition 11 we can find an increasing sequence of integers nj and bounded maps
Unj ,Vnj where ‖Unj ‖  4 and ‖Vnj ‖  4 such that Diagram 1 commutes, where Qnj =
Pnj T Pnj for all j or Qnj = Pnj (I − T ′)Pnj for all j .
XN(nj )
QN(nj )
XN(nj )
Vnj
XNj I
Unj
XNj
(Diagram 1)
We conclude that there are bounded mappings U ′,V ′ such that Diagram 2 commutes where
D′ = D or D′ = I −D.
X D′ X
V ′
(
⊕
j Xnj )l∞
U ′
I (
⊕
j Xnj )l∞
(Diagram 2)
D′ = D or D′ = I −D
A perturbation argument combined with Lemma 12 gives bounded maps U,V such that Dia-
gram 3 commutes, where T ′′ = T or T ′′ = I − T .
X T ′′ X
V
(
⊕
j Xnj )l∞
U
I
(
⊕
j Xnj )l∞
(Diagram 3)
T ′′ = T or T ′′ = I − T
Hence (
⊕
j Xnj )l∞ is isomorphic to the subspace T ′′U(
⊕
j Xnj )l∞ of T ′′(X ) complemented
by the projection T ′′UV . However (⊕j Xnj )l∞ is isomorphic to X .
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T ′′(X ) ∼=X ⊕W,
X ∼= T ′′(X )⊕Z.
So, since X ∼= (X ⊕X ⊕ · · ·)l∞
T ′′(X ) ∼= W ⊕ (X ⊕X ⊕ · · ·)l∞
∼= W ⊕ ((T ′′(X )⊕Z)⊕ (T ′′(X )⊕Z)⊕ · · ·)
l∞
∼= (T ′′(X )⊕ T ′′(X )⊕ · · ·)l∞ ⊕Z′
for some space Z′. So that
T ′′(X )⊕ T ′′(X ) ∼= T ′′(X )⊕ (T ′′(X )⊕ T ′′(X )⊕ · · ·)l∞ ⊕Z′
∼= (T ′′(X )⊕ T ′′(X )⊕ · · ·)l∞ ⊕Z′
∼= T ′′(X ).
Also (
T ′′(X )⊕ T ′′(X )⊕ · · ·)
l∞
∼= T ′′(X )⊕ (T ′′(X )⊕ T ′′(X )⊕ · · ·)l∞
∼= Z′ ⊕ (T ′′(X )⊕ T ′′(X )⊕ · · ·)
l∞ ⊕
(
T ′′(X )⊕ T ′′(X )⊕ · · ·)
l∞
∼= Z′ ⊕ ((T ′′(X )⊕ T ′′(X ))⊕ (T ′′(X )⊕ T ′′(X ))⊕ · · ·)l∞
∼= Z′ ⊕ (T ′′(X )⊕ T ′′(X )⊕ · · ·)
l∞
∼= T ′′(X ).
Therefore, by Pelczyn´ski’s decomposition method, T ′′(X ) is isomorphic to X and we are
done. 
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