Abstract. This paper is to prove that a fermionic Novikov algebra equipped with an invariant non-degenerate symmetric bilinear form is a Novikov algebra.
Introduction
Gel ′ fand and Dikii gave a bosonic formal variational calculus in [5, 6] and Xu gave a fermionic formal variational calculus in [13] . Combining the bosonic theory of Gel ′ fand-Dikii and the fermionic theory, Xu gave in [14] Novikov algebras were introduced in connection with the Poisson brackets of hydrodynamic type ( [1, 3, 4] ) and Hamiltonian operators in the formal variational calculus ( [5, 6, 7, 13, 15] ).
The commutator of a left-symmetric algebra A [x, y] = xy − yx (1.5) defines a Lie algebra, which is called the underlying Lie algebra of A. A bilinear form ·, · on a left-symmetric algebra A is invariant if
for any x, y, z ∈ A. In order to prove Theorem 1.1, we describe the structure of these fermionic Novikov algebras.
But we only give part of the classification since the complete classification is very complicated.
2. The proof of Theorem 1.1
Let A be a fermionic Novikov algebra and let L x and R x denote the left and right multiplication operator by the element x ∈ A respectively, i.e., L x (y) = xy, R x (y) = yx for any y ∈ A. By the equation (1.2), we have
In particular, R 2 x = 0 for any x ∈ A. A linear operator σ of (V, ·, · ) is self-adjoint if
Lemma 2.2 ([10], pp. 260-261).
A linear operator σ on V = R n is self-adjiont if and only if V can be expressed as a direct sum of V k that are mutually orthogonal (hence non-degenerate), σ−invariant, and each σ | V k has a r × r matrix form either
relative to a basis α 1 , . . . , α r (r ≥ 1) with all scalar products zero except
where b = 0 relative to a basis β 1 , α 1 , . . . , β m , α m with all scalar products zero except
If A admits an invariant non-degenerate symmetric bilinear form ·, · of type (n − p, p), then − ·, · is an invariant non-degenerate symmetric bilinear form on A of type (p, n − p). So we can assume p ≤ n − p.
Lemma 2.3. Let A be a fermionic Novikov algebra admitting an invariant non-degenerate sym-
Proof. Recall that R 2 x = 0, it follows that ImR x ⊆ KerR x . By the invariance of ·, · , we have R x y, R x z = y, R 2 x z = 0 which yields ImR x , ImR x = 0. Hence dim ImR x ≤ p.
For convenience, let dim ImR x 0 = k. By Lemma 2.2 and R 2 x 0 = 0, there exists a basis {e 1 , . . . , e n } of A such that the operator R x 0 relative to the basis has the matrix of form
where the matrix of the metric ·, · with respect to {e 1 , . . . , e n } is
Here
whose blocks are the same as those of the metric matrix under the basis {e 1 , . . . , e n }.
Firstly we can prove that
In fact, assume that there exists some nonzero entry of
which denoted by d.
Consider the matrix form of the operator R x + lR x 0 . With no confusions, we do not distinguish between the operator R x and its matrix form in the following. For any l ∈ R, by the choice of x 0 , we know that r(R x + lR x 0 ) = r(R x+lx 0 ) ≤ k. Taking 2nd, · · · , 2k-th rows, 1st, · · · , (2k-1)-th columns, and the row and column containing the element d in the matrix of R x + lR x 0 , we have
is a polynomial of degree k in a single indeterminate l. So we can choose some l ′ ∈ R such that the determinant is nonzero. It follows that
which is a contradiction.
where b ii = 0 for any 1 ≤ i ≤ k, and 
It follows that b ij = 0 for any i, j. Then
Finally, we claim that A 2 , A 3 , A 4 and A 7 are zero matrices. Here we only prove A 2 = 0 2k×(p−k) , similar for others. Assume that there exists some nonzero entry of A 2 which denoted by d.
Consider the matrix of the operator R x + lR x 0 . Similar to the proof of
we consider the matrix A
where d is an entry in the vector α and A ′ 1 = (d ij ) k×k is a symmetric matrix. Thus there exists an orthogonal matrix P such that P T A
Then the matrix A
where
which is a contradiction. That is, A 2 = 0 2k×(p−k) .
Up to now, we know that the matrix of R x is
,
. Hence R x R y = 0 for any x, y ∈ A, which implies Theorem 1.1.
The structure of such fermionic Novikov algebras
Let A be an n-dimensional fermionic Novikov algebra with an invariant non-degenerate symmetric bilinear form ·, · of type (n − p, p). By the above section, if
for any x ∈ A, then there exists a basis {e 1 , · · · , e n } such that the matrix of R x is
, If k = 1, then there exists a basis {e 1 , · · · , e n } such that the matrix of R x is
. Clearly the matrices of L e i are zero matrices if i = 1. Thus
Together with R x R y = 0 for any x, y ∈ A, the matrices of R e i for 1 ≤ i ≤ n determine a fermionic Novikov algebra. Furthermore A is one of the following cases:
(1) k = 1, and there exists a basis {e 1 , · · · , e n } such that e 1 e 1 = e 2 and others zero.
(2) k = 1, and there exists a basis {e 1 , · · · , e n } such that e 1 e 2 = e 2 and others zero.
(3) k = 1, and there exists a basis {e 1 , · · · , e n } such that e 1 e 3 = e 2 and others zero.
In particular, the above discussion gives the classification of fermionic Novikov algebras admitting invariant Lorentzian symmetric bilinear forms which is obtained in [8] . 
