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1 Introduction
In this paper we present some results on structure of Wick homogenenous ideals
of quadratic algebras allowing Wick ordering, shortly Wick algerbas, introduced
in [3]. Namely, let {T klij , i, j, k, l = 1, . . . , d} ⊂ C satisfy conditions T lkji =
T
kl
ij , then Wick algebra W (T ) is generated by ai, a
∗
i , i = 1, . . . , d, satisfying
commutation relations of the form
a∗i aj = δij1 +
d∑
k,l=1
T klij ala
∗
k, i, j = 1, . . . , d. (1)
Following [3] consider finite-dimensional Hilbert space H = C〈e1, · · · , ed〉
and its formal dual H∗ = C〈e∗1, · · · , e∗d〉, where {ei, i = 1, . . . , d} form an
orthonormal base of H. Put T (H,H∗) to be the full tensor algebra over H and
H∗, then
W (T ) ≃ T (H,H∗)/〈e∗i ⊗ ej −
d∑
k,l=1
T klij el ⊗ e∗k〉. (2)
Note, that in this realisation the free algebra generated by ai, i = 1, . . . , d
coincides with T (H) = CΩ⊕⊕n∈NH⊗n.
The Fock representation of W (T ) is defined on T (H) by the rules
a∗iΩ = 0, aiei1 ⊗ · · · ⊗ eik = ei ⊗ ei1 ⊗ · · · ⊗ eik , i = 1, . . . , d,
the action of a∗i , i = 1, . . . , d, on vectors other than Ω, is determined inductively
using the commutation relation in W (T ). It was proved in [3] that there ex-
ists a unique sesquilinear form 〈·, ·〉F , called the Fock scalar product, on T (H),
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such that the Fock representation becomes a ∗-representation with respect to
this form. It is defined in such a way that the subspaces H⊗n and H⊗m are
orthogonal if m 6= n and
〈X,Y 〉F = 〈X,PnY 〉, X, Y ∈ H⊗n.
where by 〈·, ·〉 we denote the standard scalar product on H⊗n and Pn : H⊗n →
H⊗n is an operator defined in the following way (see [3]): First we introduce an
operator T : H⊗2 → H⊗2 given by
Tek ⊗ el =
d∑
i,j=1
T ljikei ⊗ ej . (3)
Note that T is self-adjoint with respect to the standard scalar product on H⊗2.
Further, for any n > 2 consider the following extensions of T to H⊗n:
Ti =
i−1⊗
k=1
1H ⊗ T ⊗
n⊗
k=i+2
1H, i = 1, . . . , n− 1.
Then we set P0 = 1, P1 = 1H, P2 = 1H⊗2 + T and
Pn = (1H ⊗ Pn−1)Rn, n ≥ 3, (4)
where
Rn : H⊗n → H⊗n, Rn = 1H⊗n + T1 + T1T2 + · · ·+ T1T2 · · ·Tn−1.
Remark 1. The operators Rn, n ≥ 2, are used to obtain explicit formulas for
commutation relations between generators a∗i , i = 1, . . . , d and homogeneous
polynomial in noncommutative variables a1, . . . , ad. Namely, by [6], for X ∈ Hn
one has the following equality in W (T ) (here we use the canonical realisation)
e∗i ⊗X = µ0(e∗i )(RnX +
d∑
k=1
T1T2 · · ·Tn(X ⊗ ek)⊗ e∗k),
where µ0(e
∗
i ) : T (H)→ T (H) is given by
µ0(e
∗
i )ei1 ⊗ ei2 ⊗ · · · eis = δii1ei2 ⊗ · · · eis , s ≥ 1, µ0(e∗i )Ω = 0.
This allows to determine explicitly the action of a∗i in the Fock representation
as follows
a∗iX = µ0(e
∗
i )RnX, X ∈ H⊗n.
Positivity of the Fock scalar product means that Pn ≥ 0 for all n ≥ 2. In
this case the Fock representation can be extended to a ∗-representation ofW (T )
on a Hilbert space, which is a completion of T (H)/⊕n≥2 kerPn with respect to
the norm defined by the Fock scalar product. Sufficient conditions for positivity
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of family {Pn, n ≥ 2} can be found in [1, 2, 3]. For instance if T is braided, i.e.
T1T2T1 = T2T1T2 on H⊗3, and ||T || ≤ 1, then by [1] Pn ≥ 0, n ≥ 2. Moreover
in this case for any n ≥ 2
kerPn =
n−1∑
i=1
ker(1H⊗n + Ti)
and the kernel of the Fock representation is generated as a two-sided ∗-ideal by
ker(1H⊗2 + T ), see [2]. Furthermore, if T is braided and ker(1H⊗2 + T ) 6= {0},
the two-sided ideal I2 ⊂ T (H) generated by ker(1H⊗2 + T ) is invariant with
respect to multiplication by any a∗i , i = 1, . . . , d. i.e.
e∗i ⊗ I2 ⊂ I2 + I2 ⊗H∗ (5)
Ideals I ⊂ T (H) satisfying (5) are called Wick ideals, see [3]. It was shown that
homogeneous Wick ideals, i.e. those ones which are generated by subspaces in
H⊗n, are annihilated by the Fock representation, see [3]. In [2] the authors prove
that if the operator T is braided then existence of homogeneous Wick ideals is
necessary for existence of Wick ideals in general. If T is a braided contraction,
then any homogeneous Wick ideal of higher degree is contained in a largest
quadratic one, see [2]. Note that for some Wick algebras (e.g. Wick algebras
associated with twisted canonical commutation relations of W. Pusz and S.L.
Woronowicz, see [3, 7]; quonic commutation relations, see [4] and others) their
quadratic Wick ideals are contained in their ∗-radicals, i.e. such ideals are
annihilated by any bounded ∗-representation of the corresponding algebra.
In this paper we investigate the structure of homogeneous Wick ideals of
higher degrees. We present a method how to construct a homogeneous Wick
ideal In+1 of degree n + 1 out of a homogeneous Wick ideal In of degree n so
that In+1 ⊂ In. We show that in some particular cases our procedure allows to
get a description of largest homogeneous Wick ideals of higher degrees having
generators of the largest quadratic Wick ideal only. Finally we study classes
of ∗-representations of Wick version of CCR annihilating certain homogeneous
Wick ideals of degree higher than 2.
2 Wick ideals: basic definitions and properties.
The notion of Wick ideal in quadratic Wick algebra was presented in [3]. It was
proposed as a natural way to introduce additional relations between generators
ai, i = 1, . . . , d, which are consistent with the basic relations of the algebra.
Following [3] we will work with the canonical realisation of W (T ) as a quoi-
tient of the tensor algebra T (H,H∗) given by (2). In this realisation the subal-
gebra generated by ai, i = 1, . . . , d, is identified with T (H).
Definition 1. A two-sided ideal I ⊂ T (H) is called a Wick ideal if
T (H∗)⊗ I ⊂ I ⊗ T (H∗).
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If the Wick ideal I is generated by a subspace I0 ⊂ H⊗n, then I is called a
homogeneous Wick ideal of degree n.
It is easy to verify the following criteria for a two-sided ideal I to be a Wick
one, see [3].
Proposition 1. A two-sided ideal I ⊂ T (H) is Wick iff
H∗ ⊗ I ⊂ I + I ⊗H∗.
Remark 2. If an ideal I ⊂ T (H) is generated by a subspace I0 ⊂ H⊗n, then it
is Wick iff
H∗ ⊗ I0 ⊂ I0 + I0 ⊗H∗
It is important from the representation theory point of view to get a precise
description of generators of homogeneous Wick ideals of degrees higher than
2. The first step in this direction was done in [6]. Namely, in this paper the
following statement was proved.
Proposition 2. Let T be a braided contraction and let I2 ⊂ H⊗2 generate the
largest quadratic Wick ideal. Then
I3 = (1H⊗3 − T1T2)(I2 ⊗H)
generates the largest Wick ideal of degree 3.
Below we will often say ”homogeneous Wick ideal of degree n” meaning a
linear subspace in H⊗n generating this ideal.
3 Homogeneous Wick ideals
We start with a simple observation, showing that the product of homogeneous
Wick ideals is again a homogeneous Wick ideal.
Proposition 3. Let Jn and Jk be homogeneous Wick ideals of degree n and k
respectively, then their tensor product Jn ⊗ Jk is a homogeneous Wick ideal of
degree n+ k.
Proof. Indeed, since for a Wick ideal one has
H∗ ⊗ I ⊂ I + I ⊗H∗
we get
H∗ ⊗ (Jn ⊗ Jk) ⊂ (Jn + Jn ⊗H∗)⊗ Jk = Jn ⊗ Jk + Jn ⊗H∗ ⊗ Jk ⊂
⊂ Jn ⊗ Jk + Jn ⊗ Jk + Jn ⊗ Jk ⊗H∗ = Jn ⊗ Jk + Jn ⊗ Jk ⊗H∗.
Thus, Jn ⊗ Jk ⊂ H⊗(n+k) is a Wick ideal.
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The following proposition was proved in [3] for quadratic Wick ideals and in
[6] in general case.
Proposition 4. Let P : H⊗n → H⊗n be a projection. The subspace I =
P (H⊗n) generates a Wick ideal iff
1. RnP = 0 (equality in H⊗n),
2. [1H ⊗ (1H⊗n − P )]T1T2 · · ·Tn[P ⊗ 1H] = 0 (equality in H⊗n+1).
Moreover, if T is braided and P is the projection onto kerRn, the second condi-
tion holds automatically and hence kerRn generates the largest homogenenous
Wick ideal of degree n.
Remark 3. Note, that the second condition of Proposition 4 means
T1T2 · · ·Tn
(I ⊗H) ⊂ H⊗ I.
Lemma 1. Let I ⊂ H⊗n generate a homogeneous Wick ideal, then(
1H⊗(n+1) − T1T2 · · ·Tn
)
(I ⊗H) ⊂ kerRn+1.
Proof. Let X ∈ I. Then X ∈ kerRn. Note that
Rn+1 = Rn ⊗ 1H + T1T2 · · ·Tn = 1H⊗(n+1) + T1(1H ⊗Rn)
Then for any i = 1, . . . , d one has
Rn+1(1H⊗(n+1) − T1T2 · · ·Tn)(X ⊗ ei) =
= Rn+1(X ⊗ ei)−Rn+1T1T2 · · ·Tn(X ⊗ ei) =
= (Rn ⊗ 1H + T1T2 · · ·Tn)(X ⊗ ei)
− (1H⊗(n+1) + T1(1H ⊗Rn))T1T2 · · ·Tn(X ⊗ ei) =
= T1T2 · · ·Tn(X ⊗ ei)− T1T2 · · ·Tn(X ⊗ ei)
− T1(1H ⊗Rn)T1T2 · · ·Tn(X ⊗ ei) = 0,
where we used
T1T2 · · ·Tn(I ⊗H) ⊂ H ⊗ I ⊂ H⊗ kerRn = ker(1H ⊗Rn).
The following corollary is immediate.
Corollary 1. If the operator T is braided, then
(1H⊗(n+1) − T1T2 · · ·Tn)(kerRn ⊗H) ⊂ kerRn+1.
Below we will use the following simple observation
5
Lemma 2. Let T be braided. Then for any n ≥ 2 and k ≤ n− 1
(T1T2 · · ·Tn)(T1T2 · · ·Tk) = (T2T3 · · ·Tk+1)(T1T2 · · ·Tn).
Proof. Evidently it is enough to check that
T1T2 · · ·TnTj = Tj+1T1T2 · · ·Tn, 1 ≤ j ≤ n− 1.
Indeed, since TiTj = TjTi when |i − j| ≥ 2 and TjTj+1Tj = Tj+1TjTj+1 we get
T1T2 · · ·TnTj = T1T2 · · ·Tj−1TjTj+1TjTj+2 · · ·Tn =
= T1T2 · · ·Tj−1Tj+1TjTj+1Tj+2 · · ·Tn =
= Tj+1T1T2 · · ·Tn.
The following proposition gives a procedure to compute generators of certain
homogeneous Wick ideals of degree n + 1 out of generators of Wick ideals of
degree n when T is braided.
Proposition 5. Let T be braided and In ⊂ H⊗n generate a homogeneous Wick
ideal of degree n. Then
In+1 = (1H⊗(n+1) − T1T2 · · ·Tn)(In ⊗H)
generates a homogeneous Wick ideal of degree n+ 1.
Proof. According to Lemma 1
(1H⊗(n+1) − T1T2 · · ·Tn)(In ⊗H) ⊂ kerRn+1
so, it remains to prove that
T1T2 · · ·Tn+1(In+1 ⊗H) ⊂ H⊗ In+1. (6)
Indeed
T1T2 · · ·Tn+1(In+1 ⊗H) = T1T2 · · ·Tn+1(1H⊗(n+1) − T1T2 · · ·Tn)(In ⊗H⊗H) =
= (T1T2 · · ·Tn+1 − T1T2 · · ·Tn+1T1T2 · · ·Tn)(In ⊗H⊗H) =
= (T1T2 · · ·Tn+1 − T2T3 · · ·Tn+1T1T2 · · ·Tn+1)(In ⊗H⊗H) =
= (1H⊗(n+1) − T2T3 · · ·Tn+1)T1T2 · · ·Tn+1(In ⊗H ⊗H) =
= (1H⊗(n+1) − T2T3 · · ·Tn+1)T1T2 · · ·Tn(In ⊗ T (H⊗H)) ⊂
⊂ (1H⊗(n+1) − T2T3 · · ·Tn+1)T1T2 · · ·Tn(In ⊗H ⊗H) ⊂
⊂ (1H⊗(n+1) − T2T3 · · ·Tn+1)(H⊗ In ⊗H) =
= H⊗ (1H⊗n − T1T2 · · ·Tn)(In ⊗H) =
= H⊗ In+1.
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Next aim is to describe largest Wick ideals.
Lemma 3. Let T satisfy the braid relation. Then
Rn+1T1T2 · · ·Tn = T1T2 · · ·Tn + T 21 T2 · · ·Tn(Rn ⊗ 1H) (7)
Proof. Indeed
Rn+1T1T2 · · ·Tn =
= T1T2 · · ·Tn + T1(1H⊗n+1 + T2 + T2T3 + · · ·+ T2T3 · · ·Tn)T1T2 · · ·Tn =
= T1T2 · · ·Tn + T 21 T2 · · ·Tn(1H⊗n+1 + T1 + T1T2 + · · ·+ T1T2 · · ·Tn−1) =
= T1T2 · · ·Tn + T 21 T2 · · ·Tn(Rn ⊗ 1H).
Lemma 4. Let T be braided. Then
Rn+1(1H⊗(n+1) − T1T2 · · ·Tn) = (1H⊗(n+1) − T 21 T2 · · ·Tn)(Rn ⊗ 1H).
Proof. By the previous Lemma
Rn+1 −Rn+1T1T2 · · ·Tn =
= Rn ⊗ 1H + T1T2 · · ·Tn − T1T2 · · ·Tn − T 21 T2 · · ·Tn(Rn ⊗ 1H) =
= (1− T 21 T2 · · ·Tn)(Rn ⊗ 1H).
Let K2 = kerR2 and
Km+1 = (1H⊗(m+1) − T1T2 · · ·Tm)(Km ⊗H), m ≥ 2.
Since by (6)
Km+1 ⊂ H ⊗Km +Km ⊗H,
the Wick ideals generated by Km, m ≥ 2, form a nested sequence
〈K2〉 ⊃ 〈K3〉 ⊃ · · · ⊃ 〈Km〉 ⊃ · · ·
Proposition 6. Suppose that T is braided and for any m ≥ 2
ker(1H⊗(m+1) − T1T2 · · ·Tm) = {0} and ker(1H⊗(m+1) − T 21 T2 · · ·Tm) = {0}.
Then
Km = kerRm, m ≥ 2,
and hence Km generates the largest homogeneous Wick ideals of degree m for
any m ≥ 2.
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Proof. Suppose that dimH = d. If 1H⊗m+1 − T1T2 · · ·Tm, m ≥ 2 are invertible,
by the definition of Km we have
dimKm = d · dimKm−1 = dm−2 · dimkerR2.
As Km ⊂ kerRm (by Lemma 1) it remains to see that for any m ≥ 2 one has
dimkerRm = d · dimkerRm−1 = . . . = dm−2 dim kerR2
But this immediatly follows from the equality
Rm+1(1H⊗m+1 − T1T2 · · ·Tm) = (1H⊗m+1 − T 21 T2 · · ·Tm)(Rm ⊗ 1H)
and invertibility of the operators 1H⊗m+1−T1T2 · · ·Tm and 1H⊗m+1−T 21T2 · · ·Tm.
Hence, dimkerRm = dimkerKm and
Km = kerRm, m ≥ 2.
Lemma 5. Let T be braided and ||T1T2T1|| = q < 1, ||T || = 1. Then kerRm =
Km for any m ≥ 2.
Proof. By Propostion 6 it is enough to see that
1 6∈ σ(T1T2 · · ·Tn) and 1 6∈ σ(T 21 T2 · · ·Tn).
Indeed, since TiTj = TjTi, |i− j| ≥ 2, and ||Ti|| = 1, i = 1, . . . , n, we get
(T1T2T3 · · ·Tn)2 = (T1T2T1)(T3T4 · · ·TnT2T3 · · ·Tn)
implying
||(T1T2 · · ·Tn)2|| ≤ q < 1
and hence 1 6∈ σ(T1T2 · · ·Tn).
Analogously,
(T 21 T2 · · ·Tn)2 = T1(T1T2T1)(T3T4 · · ·TnT1T2 · · ·Tn)
and ||(T 21 T2 · · ·Tn)2|| ≤ q < 1 giving 1 /∈ σ(T 21 T2 . . . Tn).
In what follows we shall often say ideal Km meaning the ideal generated by
Km.
In general, see Section 3 and Section 4, largest homogeneous Wick ideals do
not coincide with the idealsKm. However a direct calculations inMathematica
shows that for some Wick algebras, including Wick versions of CCR, twisted
CCR, twisted CAR and quonic commutation relations, see [3], the following
conjecture is true.
Conjecture 1. If T is braided then
kerRn+1 = (1H⊗(n+1) − T1T2 · · ·Tn)(kerRn ⊗H) + kerRn−2 ⊗ kerR2.
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4 Homogeneous ideals of Wick version of quon
commutation relations
Here we apply results of the previous section to get a description of homogeneous
ideals the Wick algebra, Aq2, associated with quon commutation relations with
two degrees of freedom, see [4]. Recall that Aq2 is a ∗-algebra generated by
elements ai, a
∗
i , i = 1, 2, satisfying commutation relations of the form
a∗i ai = 1 + qaia
∗
i , i = 1, 2,
a∗1a2 = λa2a
∗
1,
where q, λ are parameters such that 0 < q < 1, |λ| = 1. In this case dimH = 2
and the operator T is given by
Tei ⊗ ei = qei ⊗ ei, i = 1, 2,
T e1 ⊗ e2 = λe2 ⊗ e1, T e2 ⊗ e1 = λe1 ⊗ e2 (8)
It is easy to verify that T is braided, ||T || = 1 for any q ∈ (0, 1), λ ∈ C, |λ| = 1
and
ker(1H⊗2 + T ) = C 〈A = e2 ⊗ e1 − λe1 ⊗ e2〉 .
Proposition 7. Let T : H⊗2 → H⊗2 be defined by (8) and dimH = 2. Then
for any m ≥ 2, kerRm = Km is the largest homogeneous Wick ideal of degree
m.
Proof. By Lemma 5 it is enough to show that ||T1T2T1|| < 1. Indeed, it is easy
to see that for the standard orthonormal basis of H⊗3 one has
T1T2T1ei ⊗ ei ⊗ ei = q3ei ⊗ ei ⊗ ei, i = 1, 2
T1T2T1e1 ⊗ e1 ⊗ e2 = qλ2e2 ⊗ e1 ⊗ e1, T1T2T1e2 ⊗ e1 ⊗ e1 = qλ2e1 ⊗ e1 ⊗ e2
T1T2T1e2 ⊗ e2 ⊗ e1 = qλ2e1 ⊗ e2 ⊗ e2, T1T2T1e1 ⊗ e2 ⊗ e2 = qλ2e2 ⊗ e2 ⊗ e1
T1T2T1e1 ⊗ e2 ⊗ e1 = q e1 ⊗ e2 ⊗ e1, T1T2T1e2 ⊗ e1 ⊗ e2 = q e2 ⊗ e1 ⊗ e2.
Hence ||T1T2T1|| = q < 1.
Remark 4. 1. For Wick quonic relations with three generators Lemma 5 can-
not be applied, since in this case ||T1T2T1|| = 1 . However, since T is a
braided contraction we have by Proposition 2
kerR3 = (1H⊗3 − T1T2)(kerR2 ⊗H)
and one can apply Proposition 6 to show that in this case Km = kerRm,
m ≥ 2 as well.
2. Computations in Mathematica show that for Wick qounic relations with
four or more generators the ideals Km do not coincide with kerRm for
m > 3.
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4.1 ∗-Representations of Aq2, annihilating homogeneous ide-
als
In this section we show that any ∗-representation of the Wick quonic relations
annihilating Km for some fixed m ≥ 2 annihilates the ideal K2.
First we recall that for any bounded ∗-representation pi of Aq2 one has
pi(K2) = 0, see [5]. Indeed, it easy to verify, that if A = a2a1 − λa1a2, then
a∗1A = λqAa
∗
1, a
∗
2A = λqAa
∗
2
implying that A∗A = q2AA∗. Evidently, the only bounded operator A satisfying
such relation is the zero one.
Proposition 8. Let pi be an irreducible ∗-representation (possibly unbounded)
of Aq2 such that pi(Km) = {0} for some m ≥ 3. Then pi(A) = 0 and hence
pi(K2) = 0.
Proof. By Propositions 7 for any m ≥ 3 the ideal Km coincides with the largest
homogeneous ideal of degree m.
Let m = 2k, for some k > 1. Then, since the product of homogeneous Wick
ideals is a homogeneous Wick ideal, we get
(kerR2)
⊗k ⊂ kerR2k = Km.
So if pi(Km) = {0}, then pi(Ak) = 0 and hence kerpi(A) 6= {0}. Further,
A∗A = q2AA∗ implies that kerpi(A) = kerpi(A∗) and from
Aa∗1 = λq
−1a∗1A, Aa
∗
2 = λq
−1a∗2A, A
∗a1 = λqa1A
∗, A∗a2 = λqa2A
∗
we obtain that kerpi(A) = kerpi(A∗) is invariant with respect to pi(ai) and pi(a
∗
i ),
i = 1, 2. Thus if pi is irreducible, pi(A) = {0}.
Suppose now that pi(Km) = {0} and m = 2k + 1, for fixed k ≥ 1. Then as
above Ak+1 ∈ Km+1. Since 〈Km+1〉 ⊂ 〈Km〉 we get pi(Ak+1) = 0 and repeating
the arguments from the previous paragraph we obtain pi(A) = 0.
We refer the reader to [8] for definitions and facts about unbounded ∗-
representations of ∗-algebras. Note that such representations can be rather
complicated and one usually restricts oneself to a subclass of ”well-behaved”
representations. For Lie algebras natural well-behaved representations are inte-
grable representations i.e. those which can be integrated to a unitary represen-
tation of the corresponding Lie group (see for example [8, Section 10]).
5 ∗-Representations of Wick version of CCR an-
nihilating homogenenous ideals
In this Section we consider a Wick version of CCR, denoted below by A0d, and
given by
A0d = C 〈ai, a∗i | a∗i aj = δij1+ aja∗i , i, j = 1, . . . , d〉 .
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In this case T is the flip operator
Tei ⊗ ej = ej ⊗ ei, i, j = 1, . . . , d
and the largest quadratic ideal K2 = kerR2 is generated by the elements
Aij = ej ⊗ ei − ei ⊗ ej , i 6= j, i, j = 1, . . . , d.
The action of the operator T1T2 · · ·Tk on a product of the form B⊗ei, B ∈ Hk,
i = 1, . . . , d, is the following
(T1T2 · · ·Tk)(B ⊗ ei) = ei ⊗ B, i = 1, . . . , d.
Thus if the homogeneous Wick ideal Km is generated by a family {Bj, j ∈ J },
then
Km+1 =
〈
ei ⊗Bj −Bj ⊗ ei, i = 1, . . . , d, j ∈ J
〉
Recall that
e∗i ⊗Bj = µ0(e∗i )
(
RmBj +
d∑
k=1
T1T2 · · ·Tm(Bj ⊗ ek)⊗ e∗k
)
, i = 1, . . . , d, j ∈ J .
Since
T1T2 · · ·Tm(Bj ⊗ ek) = ek ⊗Bj , RnBj = 0,
and µ0(e
∗
i )ek ⊗X = δikX for any X ∈ T (H), we get
e∗i ⊗ Bj = Bj ⊗ e∗i , i = 1, . . . , d, j ∈ J .
In other words if we consider the quotient of A0d by the homogeneous Wick
ideal Km+1 we obtain the following commutation relations between generators
of the algebra and generators of the ideal Km
a∗iBj = Bja
∗
i , aiBj = Bjai, i = 1, . . . , d, j ∈ J .
We intend to study representations of A02 annihilating the ideals Km, m =
2, 3, 4.
5.1 Representations of A02 annihilating quadratic and cu-
bic ideals
Below we assume d = 2. The quadratic ideal K2 is generated by a1 ⊗ a2 − a2 ⊗
a1 and the quotient A02/K2 is the Weyl algebra with two degrees of freedom.
Note that it is a quotient of the universal enveloping of the Heisenberg algebra.
The unique irreducible well-behaved representation of the Weyl algebra (by
well-behaved we mean a representation which can be integrated to a unitary
representation of the Heisenberg Lie group), is the Fock representation: the
space of the representation is H = l2(Z+)⊗ l2(Z+) and
a1 = a⊗ 1, a2 = 1⊗ a,
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where aen =
√
n+ 1en+1, n ∈ Z+, and {en, n ∈ Z+} is the standard orthonor-
mal basis in l2(Z+).
Now we study irreducible representations of A02 which annihilate the ideal
K3. The ideal K3 is generated by the elements
Aa1 − a1A, Aa2 − a2A
with A = a2a1 − a1a2.
Since a∗iA = Aa
∗
i , i = 1, 2, we conclude that A belongs to the center of the
quotient A02/K3.
For a well-behaved irreducible representation pi, we assume that A commutes
with ai, a
∗
i strongly (i.e. A is closable on the domain of the representation and
if A = U |A| is the polar decompostion of A then U and all spectral projections
of |A| belongs to the strong commutant of the family {a1, a∗1, a2, a∗2}, [8]) and
by the Schur lemma we have A = x1, x ∈ C (we denote the operators of
the representation by the same letters as the corresponding elements of the
algebra). Thus, the problem of classification of such irreducible representations
is reduced to the classification of irreducible representations of the following
family of commutation relations
a∗i ai − aia∗i = 1, i = 1, 2,
a∗1a2 = a2a
∗
1 a2a1 − a1a2 = x1. (9)
Denote by A2,x the ∗-algebra generated by relations (9) and by A2,0 the ∗-
algebra generated by CCR with two degrees of freedom.
Proposition 9. The ∗-algebras A2,x and A2,0 are isomorphic for any x ∈ C.
Proof. For any fixed x ∈ C let
d1 = a1 and d2 =
(
1 + |x|2
)− 12
a2 − xa∗1.
Then it is easy to verify that d1, d2 generate A2,x and
d∗i di − did∗i = 1, i = 1, 2, d∗1d2 = d2d∗1, d2d1 = d1d2. (10)
Conversely, let c1, c2 be generators of A2,0 satisfying (10). Put
b1 = c1, b2 =
(
1 + |x|2
) 1
2
c2 + xc
∗
1
Then b1, b2 satisfy (9) and generate A2,0. Hence A2,x ≃ A2,0.
It follows from the uniqueness of irreducible well-behaved representation of
CCR with two degrees of freedom that there exists a unique, up to a unitary
equivalence, irreducible representation of (10) defined on l2(Z+)
⊗2 by the for-
mulas
d1 = a⊗ 1, d2 = 1⊗ a.
Below by well-behaved representation of A2,x we mean a well-behaved repre-
sentation of A2,0 ≃ A2,x. Applying Proposition 9 we get the following result.
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Theorem 1. For any x ∈ C there exists a unique, up to unitary equivalence,
irreducible well-behaved representation of A2,x given by
a1 = a⊗ 1,
a2 =
√
1 + |x|21⊗ a+ xa∗ ⊗ 1.
Evidently in the case x = 0 we get the Fock representation, annihilating K2.
5.2 Representations annihilating K4
Let us describe representations of A02 which annihilate the ideal K4. Recall that
K4 = 〈Biaj − ajBi, i, j = 1, 2〉,
where Bi = Aai − aiA, i = 1, 2, are generators of K3. Since
a∗jBi = Bia
∗
j , i = 1, 2,
the elements B1, B2 belong to the center of the quotient A02/K4. Identifying
again the elements with their images in a representation pi annihilating K4 we
require that for a well-behaved irreducible representation
B1 = Aa1 − a1A = x11, B2 = Aa2 − a2A = x21
for some x1, x2 ∈ C. Note also that in A02 we have a∗iA = Aa∗i , i = 1, 2.
5.2.1 Representations with x1 6= 0.
Fix (x1, x2) ∈ C2 with x1 6= 0 and consider the ∗-algebra Ax1,x2 , generated by
elements a1, a2, A satisfying the following commutation relations
a∗i ai − aia∗i = 1,
a∗1a2 = a2a
∗
1, A = a2a1 − a1a2, (11)
Aai − aiA = xi1, a∗iA = Aa∗i , i = 1, 2.
Let
d1 = a1
d2 = |x1|−1(A− x1a∗1) (12)
d3 =
(
1 +
|x2|2
|x1|2
)− 12(
a2 +
x2
|x1|d
∗
2 −
x1
2
d22 − |x1|d∗1d2 −
x1
2
(d∗1)
2
)
Below we show that the elements di, i = 1, 2, 3, generate Ax1,x2 and satsify CCR
with three degrees of freedom.
First we establish some commutation relations between ai and dj , i, j = 1, 2.
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Lemma 6. The elements a1, a2, d1, d2 satisfy the following relations
d∗1a2 = a2d
∗
1,
a2d1 − d1a2 = |x1|d2 + x1d∗1,
a∗2d2 = d2a
∗
2 + x1d
∗
2 + |x1|d1, (13)
a2d2 = d2a2 − x2|x1| .
Proof. The first two relations follow directly from the definition of d1, d2 and
(11). Further
|x1|a2d2 = a2A− x1a2a∗1 = Aa2 − x2 − x1a∗1a2 =
= (Aa2 − x1a∗1)a2 − x2 = |x1|d2a2 − x2,
and
|x1|a∗2d2 = a∗2A− x1a∗2a∗1 = Aa∗2 − x1(a∗1a∗2 −A∗) =
= (A− x1a∗1)a∗2 + x1A∗ = |x1|d2a∗2 + x1(|x1|d∗2 + x1d1) =
= |x1|(d2a∗2 + x1d∗2 + |x1|d1).
Lemma 7. The elements di, d
∗
i , i = 1, 2, 3, generate Ax1,x2 and satisfy CCR
with three degrees of freedom, i.e. for any i = 1, 2, 3 and i 6= j
d∗i di − did∗i = 1, d∗i dj = djd∗i , didj = djdi. (14)
Proof. It easily follows from (12) that
a1 = d1,
A = |x1|d2 + x1d∗1, (15)
a2 =
(
1 +
|x2|2
|x1|2
) 1
2
d3 − x2|x1|d
∗
2 +
x1
2
d22 + |x1|d∗1d2 +
x1
2
(d∗1)
2
proving that Ax1,x2 is generated by d1, d2, d3.
Further
|x1|d2d1 = (A− x1a∗1)a1 = Aa1 − x1(1 + a1a∗1) =
= a1A+ x1 − x1 − x1a1a∗1 = a1(A− x1a∗1) = |x1|d1d2
|x1|d∗1d2 = a∗1(A− x1a∗1) = Aa∗1 − x1(a∗1)2 = (A− x1a∗1)a∗1 = |x1|d2d∗1
Now let us check that d∗2d2 − d2d∗2 = 1
|x1|2d∗2d2 = (A∗ − x1a1)(A− x1a∗1) =
= A∗A− x1A∗a∗1 − x1a1A+ |x1|2a1a∗1 =
= AA∗ − x1(a∗1A∗ − x1)− x1(Aa1 − x1) + |x1|2(a∗1a1 − 1) =
= AA∗ − x1a∗1A∗ − x1Aa1 + |x1|2a∗1a1 + |x1|2 =
= (A− x1a∗1)(A∗ − x1a1) + |x|21 = |x1|2(1 + d2d∗2).
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Here we use the evident fact that AA∗ = A∗A.
The relation d∗1d3 = d3d
∗
1 follows immediately from the definition of d3 and
the commutation relations between d∗1 and d2, d
∗
2. Using this commutation
again as well as relations (13) we get√
1 +
|x2|2
|x1|2 (d1d3 − d3d1) =d1a2 − a2d1 + |x1|(d
∗
1d1 − d1d∗1)d2+
+
x1
2
((d∗1)
2d1 − d1(d∗1)2) =
=− |x1|d2 − x1d∗1 + |x1|d2 +
x1
2
2d∗1 = 0,
√
1 +
|x2|2
|x1|2 (d
∗
2d3 − d3d∗2) =d∗2a2 − a2d∗2−
− x1
2
(d∗2d
2
2 − d22d∗2)− |x1|(d∗2d2 − d2d∗2)d∗1 =
= x1d2 + |x1|d∗1 −
x1
2
2d2 − |x1|d∗1 = 0
and √
1 +
|x2|2
|x1|2 (d2d3 − d3d2) = d2a2 − a2d2 +
x2
|x1| (d2d
∗
2 − d∗2d2) =
=
x2
|x1| −
x2
|x1| = 0.
Finally, since d3di = did3, d
∗
i d3 = d3d
∗
i , i = 1, 2 one has
1 = a∗2a2 − a2a∗2 =
(
1 +
|x2|2
|x1|2
)
(d∗3d3 − d3d∗3)−
|x2|2
|x1|2 (d
∗
2d2 − d2d∗2)+
+
|x1|2
4
((d∗2)
2d22 − d22(d∗2)2) +
|x1|2
4
(d21(d
∗
1)
2 − (d∗1)2d21)+
+ |x1|2(d∗2d2d1d∗1 − d∗1d1d2d∗2)+
+
x1|x1|
2
d1(d
∗
2d
2
2 − d22d∗2) +
x1|x1|
2
d2(d
2
1d
∗
1 − d∗1d21)+
+
x1|x1|
2
d∗2(d1(d
∗
1)
2 − (d∗1)2d1) +
x1|x1|
2
d∗1((d
∗
2)
2d2 − d2(d∗2)2) =
=
(
1 +
|x2|2
|x1|2
)
(d∗3d3 − d3d∗3)−
|x2|2
|x1|2+
+
|x1|2
4
(2 + 4d2d
∗
2)−
|x1|2
4
(2 + 4d1d
∗
1) + |x1|2(d1d∗1 − d2d∗2)+
+
x1|x1|
2
2d1d2 − x1|x1|
2
2d2d1 − x1|x1|
2
2d∗2d
∗
1 +
x1|x1|
2
2d∗1d
∗
2 =
=
(
1 +
|x2|2
|x1|2
)
(d∗3d3 − d3d∗3)−
|x2|2
|x1|2
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showing that d∗3d3 − d3d∗3 = 1.
Denote by A3 the ∗-algebra generated by CCR with 3 degrees of freedom
and denote by c1, c2, c3 the canonical generators of A3. Construct elements b1,
b2, B of A3 using formulas (15).
Lemma 8. The elements b1, b2, B satisfy (11) and generate A3.
Proof. It is evident that one can express ci, i = 1, 2, 3 via b1, b2, B using (12)
with b1, b2, B instead of a1, a2, A. So A3 is generated by b1, b2, b3.
Let us show that b1, b2, B satisfy (11).
Indeed, it is a moment of reflection to see that b∗1b2 = b2b
∗
1 and b
∗
1b1−b1b∗1 = 1.
Further
b2b1 − b1b2 = |x1|c∗1c2c1 +
x1
2
(c∗1)
2c1 − |x1|c1c∗1c2 −
x1
2
c1(c
∗
1)
2 =
= |x1|(c∗1c1 − c1c∗1)c2 +
x1
2
((c1∗)2c1 − c1(c∗1)2) =
= |x1|c2 + x1
2
2c∗1 = |x1|c2 + x1c∗1 = B,
Bb1 = |x1|c2c1 + x1c∗1c1 = |x1|c2c1 + x1(1 + c1c∗1) =
= |x1|c1c2 + x1c1c∗1 + x1 = c1(|x1|c2 + x1c∗1) + x1 = b1B + x1,
and
Bb2 − b2B = − x2|x1| |x1|c2c
∗
2 +
x2
|x1|x1c
∗
2c2 = x2(c
∗
2c2 − c2c∗2) = x2.
Thus it remains to check that b∗2b2 − b2b∗2 = 1. But in fact this was done in
Lemma 7, when we checked that the relation d∗3d3 − d3d∗3 = 1 is satisfied.
Using Lemma 7 and Lemma 8 it is easy to see that the ∗-algebras Ax1,x2
and A3 are isomorphic.
Proposition 10. The ∗-algebra Ax1,x2 is isomorphic to the ∗-algebra A3.
Proof. Let φ : Ax1,x2 → A3 be a homomorphism defined by
φ(ai) = bi, i = 1, 2, φ(A) = B,
where b1, b2 and B are the generators constructed in Lemma 8. Similarily define
ψ : A3 → Ax1,x2 by
ψ(ci) = di, i = 1, 2, 3,
where di are taken from Lemma 7.
Then ψ ◦ φ = idAx1,x2 and φ ◦ ψ = idA3 .
16
Therefore in order to study irreducible representations of Ax1,x2 we can work
with the generators d1, d2, d3. As for the case of representations annihilating
K3, we say that a representation of Ax1,x2 with x1 6= 0 is well-behaved if the
corresponding representation of A3 ≃ Ax1,x2 is well-behaved. Then from the
uniqueness of irreducible well-behaved ∗-representation of CCR with finite de-
grees of freedom we get that the space of representation is H = l2(Z+)⊗3 and
d1 = a⊗ 1⊗ 1, d2 = 1⊗ a⊗ 1, d3 = 1⊗ 1⊗ a.
Returinig to the generators a1, a2, a3 using (12) we get the following result.
Theorem 2. For any (x1, x2) ∈ C2 with x1 6= 0 there exists a unique, up to a
unitary equivalence, well-behaved irreducible representation of Ax1,x2 defined on
the generators by the following formulas
a1 =a⊗ 1⊗ 1,
a2 =
√
1 +
|x2|2
|x1|2 1⊗ 1⊗ a−
x2
|x1|1⊗ a
∗ ⊗ 1+ x1
2
1⊗ a2 ⊗ 1+
+ |x1|a∗ ⊗ a⊗ 1+ x1
2
(a∗)2 ⊗ 1⊗ 1,
A =|x1|1⊗ a⊗ 1+ x1a∗ ⊗ 1⊗ 1.
5.2.2 Representations with x1 = 0
Let x1 = 0 and x2 6= 0. As in the previous case we have A0,x2 ≃ A3. To
see this we express the generators a1, a2, a3 via the generators d1, d2 and
d3 of CCR using formulas (15) with a2, −a1 instead of a1, a2 respectively,
exchanging x1 with x2 and letting then x1 = 0. For this we observe that
(−a1)a2 − a2(−a1) = A, and Aa2 − a2A = x2. Hence we get the following
result.
Theorem 3. For any x2 ∈ C, x2 6= 0, there exists a unique, up to a unitary
equivalence, irreducible well-behaved ∗-representation of A0,x2 , defined by the
following formulas
a2 = a⊗ 1⊗ 1,
a1 = −
(
1⊗ 1⊗ a+ x2
2
1⊗ a2 ⊗ 1+
+ |x2|a∗ ⊗ a⊗ 1+ x2
2
(a∗)2 ⊗ 1⊗ 1)
A = |x2|1⊗ a⊗ 1+ x2a∗ ⊗ 1⊗ 1
If both x1 = 0 and x2 = 0, then Aai = aiA, i = 1, 2 and hence the cubic
ideal K3 is annihilated. In this case irreducible well-behaved represenations are
described in Theorem 1.
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5.3 Concluding remarks
Note that our result shows in particular that in the case of A02 the ideal K4 does
not coincide with I4, the largest homogeneous ideal of degree 4. Indeed, as noted
above K2 ⊗ K2 ⊂ I4. So, if a representation pi annihilates I4, then pi(A2) = 0.
Since A is a normal element we immediately have pi(A) = 0. However the
representation that we constructed above has the property that pi(K4) = {0}
but pi(A) 6= 0. Thus K4 6= I4.
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