Low-rank matrix regression refers to the instances of recovering a low-rank matrix based on specially designed measurements and the corresponding noisy outcomes. Numerous statistical methods have been developed over the recent decade for efficiently reconstructing the unknown low-rank matrices. It is often interesting, in certain applications, to estimate the unknown singular subspaces. In this paper, we revisit the low-rank matrix regression model and introduce a two-step procedure to construct confidence regions of the singular subspaces. We investigate distributions of the joint projection distance between the empirical singular subspaces and the unknown true singular subspaces. We prove asymptotical normality of the joint projection distance with data-dependent centering and normalization when r 3/2 (m 1 + m 2 ) 3/2 = o(n/ log n) where m 1 , m 2 denote the matrix row and column sizes, r is the rank and n is the number of independent random measurements. Consequently, data-dependent confidence regions of the true singular subspaces are established which attain pre-determined confidence levels asymptotically. Additionally, non-asymptotic convergence rates are also established. Numerical results are presented to show the merits of our methods.
I. BACKGROUND AND MOTIVATION
L ET M ∈ R m 1 ×m 2 be an unknown low-rank matrix with r = rank(M) min(m 1 , m 2 ) whose singular value decomposition (SVD) is M = U V with U ∈ R m 1 ×r , V ∈ R m 2 ×r being M's left and right singular vectors, respectively. The diagonal matrix = diag(λ 1 , . . . , λ r ) with λ 1 ≥ · · · ≥ λ r > 0 consists of M's singular values. The goal of matrix regression is to recover M from a set of measurements and noisy outcomes. See, e.g., [1] - [6] and references therein. The most popular framework for studying this problem is the so-called trace regression model which is described by a random pair (X, y) with X ∈ R m 1 ×m 2 and y ∈ R satisfying y = tr(M X) + ξ (1) where the noise ξ ∼ N (0, ο 2 ξ ) is independent with X. Given i.i.d. copies {(X i , y i )} n i=1 , we aim to recover M with both computational and statistical efficiency.
Many applications are formulated by the trace regression model (1) . Among these applications, the following three examples are the most relevant for the theory developed in this article.
Quantum State Tomography:
In quantum computing and quantum communication, it is often necessary to recover the state (called quantum state) of quantum systems. The pure quantum state is usually represented by a state vector v ∈ C m with m = 2 b when b is the number of qubits in the quantum system. See [3] , [6] - [9] and references therein. In quantum mechanics, quantum systems allow mixed states which are statistical ensembles of pure states. Basically, it means that the quantum system is in pure state v k ∈ C m with probability p k > 0 and r k=1 p k = 1. A mixed state is commonly studied, for simplicity, as a density matrix which is defined by
where v † denotes the conjugate transpose of v. The density matrix is therefore self-adjoint and positively semi-definite. Meanwhile, its trace tr(ρ) = 1 and it has rank(ρ) ≤ r . Then, quantum state tomography refers to the recovery of ρ by pairs of special measurements and the noisy outcomes {(X i , y i )} n i=1 satisfying model (1) . Apart from recovering the density matrix ρ, it is also physically important ( [10] ) to determine the pure states {v k } r k=1 . Phase Retrieval: Phase retrieval is to recover an unknown vector a ∈ R m from noisy outcomes of the squared magnitudes of a's linear measurements. Formally, the outcome y i satisfies y i = (a x i ) 2 + ξ i where the measurement vector x i ∈ R m can be specially designed or randomly chosen. The noise ξ i ∼ N (0, ο 2 ξ ) is independent with x i . Given {(x i , y i )} n i=1 , we aim to recover the signal a. It has attracted a lot of attention especially in X-ray crystallography ( [11] ). In the recent years, [12] and [13] proposed computationally efficient approaches via convex optimization. The basic idea is to transform a measurement vector x i into a measurement matrix by X i = x i x i ∈ R m×m . Instead of estimating the signal a directly, it suffices to estimate the low-rank matrix M = aa . Consequently, phase retrieval is reformulated as matrix regression model (1) with rank r = 1. Although being formulated as matrix regression, it is of great importance to recover M's column space.
Blind Deconvolution: Blind deconvolution aims to recover two unknown vectors from their circular convolution.
Let a ∈ R m 1 and b ∈ R m 2 be the two unknown vectors. The measurement can be expressed as a noisy bilinear function of the rank-1 matrix M = ab . Given two measurement vectors s ∈ R m 1 , t ∈ R m 2 , the outcome y = tr M X + ξ with the measurement matrix X = st and the noise ξ ∼ N (0, ο 2 ξ ). It is thus translated into trace regression model (1) and was solved by convex programming ( [14] ). Apparently, recovering M's row and column space is interesting. Towards that end, the leading left and right singular vectors are usually computed from low-rank estimators. See [14] and [15] for more details.
In the aforementioned applications of low-rank matrix regression, the underlying "signal" of interest can be M's singular subspaces. In this paper, we propose an approach for constructing confidence regions of the singular subspaces for low-rank matrix regression model (1) . This enables inference for pure states in quantum state tomography and for signal directions in phase retrieval and blind deconvolution. It is generally subtle to choose which parameters for statistical inference in low-rank matrix regression model. In [9] and [16] , the authors proposed confidence regions of M with respect to matrix Frobenius norm. In [17] and [18] , confidence intervals for M's entries are established. Note that matrix Frobenius norm is equivalent to 2 -norm of the vectorization of a matrix. Consequently, the matrix structure can not be directly reflected. Similarly, the individual matrix entries do not reflect matrix geometry. In comparison, the underlying singular subspaces are more closely connected to matrix geometry.
We propose a novel approach for inference of the singular subspaces in low-rank matrix regression model. On a high level, our approach consists of two procedures. It begins with a statistically optimal estimator of the matrix M, where, for instance, the nuclear-norm penalized least squares estimator is implemented. It is followed by a de-biasing treatment which delivers an unbiased estimator of M. We then compute its singular value decomposition and extract its left and right singular vectors, denoted byÛ andV , to serve as the final estimators of U and V , respectively. The de-biasing procedure essentially re-randomizes the low-rank estimate from the first step and delivers an unbiased estimator of M. (See more details in Section II-C)
We characterize the bias ofÛ andV . It depends on the sample size, ambient dimension and the inverse of . With near-optimal sample size requirement, we prove asymptotical normality of the joint projection distance between (Û,V ) and (U, V ). This result is still insufficient for constructing confidence regions of (U, V ) if the bias is unknown. To ensure sharp estimation of the bias such that its error is dominated by standard deviation of the joint projection distance, it turns out that the sample size needs to be somewhat larger than the typically optimal conditions. Note that the required sample size is still much smaller than the ambient dimension of matrix space. An analogous phenomenon also exists in statistical inference for sparse linear regression with unknown design. See [19] and [20] for more details. Based on the normal approximation of a novel data-dependent statistics, we construct confidence regions of M's singular subspaces which achieve any pre-determined confidence levels asymptotically.
Numerical experiments in Section VI show that the proposed method works as claimed.
Statistical estimation of low-dimensional structure in (ambient) high-dimensional space has attracted a tremendous amount of attention in recent decades, especially in sparse linear regression and low-rank matrix regression. Statistically efficient procedures have been developed in recent decades to handle the challenges posed by high dimensionality. For instance, it includes the 1 -penalization for sparse linear regression (see [21] - [24] and references therein) and the matrix nuclear-norm penalization for low-rank matrix regression (see [2] , [4] , [5] , [25] and references therein). Under mild regularity conditions, those methods are guaranteed to be statistically optimal. It means that minimax optimal rates, usually relevant to the degrees of freedom, are attainable. However, statistical inference for the aforementioned high dimensional problems is usually difficult. In several recent papers ( [19] , [20] , [26] , [27] ), a post-processing approach was proposed which de-biases the 1 -penalized least squares estimator. In case of sparse linear regression, it was shown that statistical inference usually requires stronger conditions than estimation.
In recent years, statistical inference of singular subspaces and eigenspaces has become popular in the statistics community. A lot of efforts have been put into studying asymptotic properties of principle component analysis (PCA). For instance, normal approximation of eigenvectors of the sample covariance matrix has been studied in [28] - [30] . In both [29] and [30] , a data splitting trick is applied for estimating the bias of empirical eigenvectors, which is critical since the bias often significantly dominates the standard deviation. In addition, a Bayesian approach for constructing confidence regions of the principle components is studied in [31] . A more sophisticated bias reduction framework by iterative bootstrap for inference of PCA is proposed in [32] .
The rest of our paper is organized as follows. In Section II, we explain important notations and introduce basic assumptions. An overview of our main results is also provided in Section II. The two-step procedure for estimating singular subspaces is given in Section III. We present theoretical results of the proposed method in Section IV where we show normal approximation of the joint projection distance between (Û,V ) and (U, V ). In Section V, we define data-dependent confidence regions which attain pre-determined confidence levels asymptotically. Numerical simulations are displayed in Section VI. In Section VII, we discuss about dealing with unknown ranks and a double-sample-splitting trick which can avoid the loss of efficiency due to data splitting. The proofs are postponed to Section VIII and Section IX.
II. OVERVIEW OF MAIN RESULTS

A. Notations
For a matrix A ∈ R m 1 ×m 2 , we denote by A F its Frobenius norm and A its operator norm. The nuclear norm of A is denoted by A , i.e., the sum of its singular values. Let vec(A) ∈ R m 1 m 2 denote its vectorized version column by column. Similarly, we denote by M(·) the inverse of vec(·) such that M vec(A) = A. Given B ∈ R m 1 ×m 2 , we denote A, B = tr(A B). We use c 1 , c 2 , C 1 , C 2 , · · · to represent absolute constants which might vary lines from lines during proof and statements of theorems. For two sequences of random variables {a n } n , {b n } n which are positive almost surely, we write a n = O P (b n ) to represent that there exists an absolute constant C 1 > 0 such that lim n→∞ P a n /b n ≥ C 1 = 0. We denote by O m×r the set of m ×r matrices whose columns are orthonormal. We writem = max{m 1 , m 2 }. (1), it was shown in [1] and [4] that the matrix nuclear-norm penalized least squares estimator, denoted byM nuc , achieves the statistically optimal convergence rate:
B. Nuclear-Norm Penalized Low-Rank Estimation
if the so-called restricted isometry property (RIP) or restricted strong convexity (RSC) hold. Specifically, if X has a subgaussian distribution, [1] and [4] show that RIP and RSC hold with probability at least 1 − c 1 e −c 2m as long as n ≥ C 1 r (m 1 + m 2 ) logm wherem = max{m 1 , m 2 } and c 1 , c 2 , C 1 are absolute constants. Our goal is to estimate the singular subspaces of M, i.e., column space of U and V , and conduct statistical inference. An immediate approach is to take the singular vectors ofM nuc . By Wedin's sin theorem [33] or Davis-Kahan theorem [34] , we get a naive bound
whereÛ nuc andV nuc areM nuc 's top-r left and right singular vectors and the squared joint distance (3) is sub-optimal especially when λ 1 ≥ · · · ≥ λ r−1 λ r in which case the inhomogeneity of singular values is not reflected in (3) . Moreover, the bound (3) is insufficient for constructing confidence regions of U and V . We note that, from eq. (3),Û nuc andV nuc are nontrivial if n ο 2 ξ λ 2 r · r (m 1 + m 2 ). In light of the standard sample size requirement n ≥ C 1 r (m 1 + m 2 ), it is therefore convenient for us to focus on the scenario ο ξ λ r = O(1) for simplicity. Otherwise, we shall accordingly adjust the baseline of sample size requirement which involves β := ο ξ λ r .
C. Inference for Singular Subspaces
To construct confidence regions of U and V , we propose a two-step procedure for estimating the column spaces of U and V . In particular, we focus on the isotropic Gaussian design where X has i.i.d. standard Gaussian entries, i.e., X i j
[m] := {1, . . . , m}. The two-step procedure starts with the nuclear-norm penalized estimatorM nuc . It is then followed by a de-biasing step which produces a new estimatorM. Even thoughM loses low-rank property, it is an unbiased estimator of M. Then, we computeÛ andV fromM's top-r left and right singular vectors which serve as the final estimators of U and V .
The joint space spanned by columns ofÛ andV is called the empirical singular subspace. The de-biasing procedure is critical for characterizing the distribution of empirical singular subspace. Note that the initial estimateM nuc is already close to M in Euclidean norm. However, it is exceedingly difficult to directly characterize the distribution ofM nuc 's singular vectors sinceM nuc derives from convex programming (without explicit representation formula). Therefore, the de-biasing step is essentially to re-randomizeM nuc with pre-determined distributions. The benefit of re-randomization enables us to characterize the distribution of empirical singular subspaces without affecting convergence rates.
SinceÛ andV are determined up to the multiplication of an orthonormal matrix, we focus on the empirical spectral projectorsÛÛ andVV . We investigate the loss function dist 2 [(Û,V ), (U, V )] as in (4) . We calculate the expected loss.
where m = m 1 + m 2 − 2r . Consequently, if n r 3/2m log 2n when β = O(1), we simply obtain
Compared with the naive bound (3) which is described only by λ r , our bound (5) entails that those larger singular values play similar roles. Moreover, bound (5) also establishes the exact constant factor. We study the standard deviation of dist 2 (Û,V ), (U, V ) . If n rm log 2 n when β = O(1), we prove
It implies that the standard deviation of dist 2 (Û,V ), (U, V ) is only of O(m −1/2 ) fraction of its expectation. This typical phenomenon is the foremost reason why statistical inference of singular subspaces is difficult. Indeed, if we investigate the normal approximation of dist 2 (Û,V ), (U, V ) , we can show that
as long asm, n → ∞ and r 2m log 3 n n → 0 when β = O(1). Here, (x) represents the cdf of standard normal distributions.
The sample size is optimal up to rank r and logarithmic factors. By eq. (6), it suffices to estimate the expected loss and prove normal approximation of dist 2 [(Û,V ), (U, V )] with explicit centering and normalization terms. However, since the centering term is much larger (with a factor of m 1/2 ) than the normalization term, tiny estimation error of Edist 2 (Û,V ), (U, V ) will inevitably ruin the overall asymptotic distribution.
In view of eq. (5), we replace (6) . Surprisingly, we prove that
as long asm, n → ∞ and r 3/2m3/2 log n n → 0 when β = O (1) . Therefore, we obtain normal approximation of the loss with explicit centering and normalization terms. Unfortunately, the sample size requirement for (7) turns out to be stronger than that for (6) . In Section IV, we briefly explain that the sample size requirement for (7) indeed needs to grow as O(m 3/2 ). Put differently, this sample size requirement is generally not improvable unless sharper estimates are derived for the expected loss. Eventually, we propose data-dependent estimates for ο 2 ξ , −1 2 F and −2 F and prove normal approximation of dist 2 [(Û,V ), (U, V )] with data-dependent centering and normalization terms.
III. METHODOLOGY: DE-BIASING AND RE-RANDOMIZATION
Our method consists of two steps, each of which is implemented on independent samples. Suppose that i.i.d. copies {(X i , y i )} 2n i=1 satisfying (1) are available where the matrix M = U V is unknown, our goal is to conduct statistical inference for U and V . We split the data into two independent samples:
We use the first sample to obtain an efficient low-rank estimate and the second sample for bias correction. In Section VII, we discuss a simple double-sample-splitting trick which could avoid the loss of efficiency due to sample splitting.
Our first step implements the famous nuclear-norm penalized least squares estimator ( [1] and [4] ). Given the first
where · denotes matrix nuclear norm which promotes low-rank solutions. The estimator relies on solving a convex program. It was shown in [1] and [4] that if n mr and λ = C 1 ο ξ m n for some absolute constant C 1 > 0, then M nuc achieves minimax optimal convergence rate in matrix Frobenius norm (see eq. (2)). We note that the initial low-rank estimator is unnecessary to be always fixed toM nuc . Actually, any estimators, such as the projection estimator [7] , [35] and the matrix Dantzig estimator [1] , [8] , which achieve statistically optimal convergence rates, are all qualified to substituteM nuc .
AlthoughM nuc is statistically optimal, it is usually biased. Our second step is to implement a bias correction forM nuc . By utilizing the second sample {(X i , y i )} 2n i=n+1 , we compute a de-biased version ofM nuc bŷ
SinceM nuc is independent with {(X i , y i )} 2n i=n+1 , it is straightforward to verify EM = M even thoughM has full rank almost surely. The idea of de-biasing was initially proposed for statistical inference of sparse linear regression. See, e.g., [19] , [20] , [26] , [27] and references therein. The de-biasing procedure (9) can be viewed as a re-randomization ofM nuc . Denote = M −M nuc , we can writê
where , {ξ i } 2n i=n+1 and {X i } 2n i=n+1 are mutually independent but Z 1 and Z 2 are dependent. If F = o P (ο ξ ) so that Z 1 stochastically dominates Z 2 , we can roughly viewM as a random perturbed (with i.i.d. entries) version of M. This explicit characterization ofM enables us to study the distribution ofM's singular subspaces.
Finally, we compute the top-r left and right singular vectors ofM, denoted byÛ andV . They are our final estimators of U and V . Remark 1. The first step is necessary for our methodology. Actually, an immediately unbiased estimator of M isM := n −1 n i=1 y i X i which does not rely on any initial estimators. We can writẽ
which has an analogous formulation as (10) . However, in this case, the second termZ 2 can dominateZ 1 and entries ofZ 2 are not independent. The distribution ofM's singular subspace is generally more difficult to analyze since entry-wise perturbations are dependent. Moreover, the spectral norm Z 2 tends to increase if signal strength λ r increases. Therefore, the naive unbiased estimatorM is not a suitable choice for inference of U and V .
IV. THEORY: NORMAL APPROXIMATION FOR SINGULAR SUBSPACES To characterizeÛ andV , we assume that X has i.i.d. entries and each entry obeys the standard normal distribution.
Remark 2.
For simplicity, the theoretical results in this paper are established for isotropic Gaussian design. Our theory could be extended to non-isotropic Gaussian design, and the rank-one projection with Gaussian measurements in phase retrieval and blind deconvolution. Concerning quantum state tomography (QST), one particular class of measurement matrices are (tensor products of) the so-called Pauli matrices. Our technical tools can not be immediately applied to Pauli measurements. The simulation results in Section VI show that asymptotic normality of dist 2 [(Û,V ), (U, V )] still holds for Pauli measurements in QST. However, it needs more sophisticated treatments to determine the exact centering and normalization quantities.
Even thoughÛ andV are delivered from a two-step procedure (8) and (9), it suffices to focus on analyzing the spectral properties ofM. To this end, the following proposition is needed whose proof can be found in [1] and [4] . for some universal constants
We apply a dilation operator to transform asymmetric matrices into symmetric ones. It is a standard technique to treat singular subspaces. See [36] , [37] and [38] for more details. For any matrix A ∈ R m 1 ×m 2 , we define
which is a symmetric matrix. We writeN = D(M) and N = D(M) wherê
. The matrices Z 1 and Z 2 are defined in (10) .
Lemma 4.
Suppose that n ≥ logm. There exist absolute constants C 1 , C 2 > 0 such that
where the expectation is taken with respect to the second sam-
i=1+n . There exist absolute constants C 3 , C 4 > 0 such that for all t ≥ 1, the following bound holds with probability at least 1 − 3e −t − e −n ,
A. Representation of Empirical Singular Vectors
We write U and V 's columns as U = (u 1 , . . . , u r ) and V = (v 1 , . . . , v r ). Clearly, the matrix N has 2r non-zero eigenvalues which are
The eigenvectors (which might not be unique) corresponding to the eigenvalue λ k and λ −k can be expressed, respectively, as
The spectral projector corresponding to N is defined as
Let {θ k } k and {θ −k } k represent the eigenvectors ofN corresponding to its r largest and r smallest eigenvalues. Then, we define the empirical spectral projector
.
Denote by P ⊥ U V the orthogonal projection onto the complement of the image space of P U V . More explicitly, we can write
are both orthogonal matrices. Another important operator is
Lemma 5. The following decomposition of PÛV holds
Remark 6. The representation formula of joint spectral projectorsÛÛ andVV is interesting because there are no eigen-gap requirements on those distinct singular values λ 1 , · · · , λ r in subsequent theorems. If we directly apply the existing methods in the literature ( [29] , [36] ), then we require the eigen-gap conditions: min 1≤i≤r−1 |λ i − λ i+1 | E and λ r E. In other words, Lemma 5 allows the singular values to have multiplicity larger than 1.
B. Normal Approximation of Projection Distance
In this section, we prove CLT of dist 2 
We begin with the linear term
In particular, the variance of
and n ≤ C −1 em for a large enough constant C > 0. Then, there exist absolute constants c 1 , c 2 , C 5 , C 6 > 0 such that with probability at least 1− 2n+5
In Theorem 8 and Theorem 10, we prove the concentration of PÛV − P U V 2 F and its related normal approximation. Eq. (12) implies that the dominating term in EPÛV −P U V 2 F is determined by EL N (E) 2 F (see Theorem 7) . Similarly, the standard deviation of PÛV − P U V 2 F is also determined by standard deviation of L N (E) 2 F . Theorem 8. Denote by β = ο ξ λ r . Suppose that n ≥ C 6 β 2m + rm log 2 n and n ≤ C −1 6 em for some large enough absolute constant C 6 > 0. Then, there exist absolute constants c 1 , c 2 , C 7 , C 8 > 0 such that with probability at least 1− 2n+9
Remark 9. Observe that the second order term in EPÛV − P U V 2 F is of sizem 2 n 2 rather thanm 3/2 n 3/2 (if by a naive analysis). This improvement comes from a second order analysis on the perturbation formula of PÛV . Basically, we treat E L N (E), S N (E) more sophisticatedly and show that the term involvingm
Theorem 10. Suppose the conditions in Theorem 8 hold and n ≥ C 1 r 2m for a large enough absolute constant C 1 > 0. Let (·) denote the cdf of standard normal distributions. Then,
Remark 11. Theorem 10 implies that ifm, n → ∞ and r 2m log 3 n n
The sample size requirement n r 2m log 3 n is optimal up to r and logarithmic factors. It also implies that the "ideal"
is not completely determined yet. By differential properties on Grassmannians (see [39] and [40] ), the diameter of C α in (squared) projection distance has the same order as EPÛV − P U V 2 F . By eq. (12), we can conclude that the diameter of the "ideal" confidence region if of size ο 2 ξ −1 2 F · m n as long as n r 2m log 3 n. Because the stochastic deviation ο 2 ξ −2 F · m 1/2 /n is much smaller than EPÛV − P U V 2 F , the "ideal" confidence region also implies that minimax optimal diameter of confidence regions for (U, V ) has the order ο 2 ξ −1 2 F · m n . By Remark 11, confidence regions of (U, V ) can be constructed if we can completely determine the expected loss EPÛV − P U V 2 F . Now, we replace EPÛV − P U V 2 F with its first order approximation ο 2 ξ −1 2 F · 2m n from Theorem 8 and obtain the following normal approximation of dist 2 [(Û,V ), (U, V )] with explicit centering and normalization terms. With only the first order approximation of EPÛV − P U V 2 F , we need a larger sample size (compared with Theorem 10) to guarantee asymptotical normality. 
Remark 13. Corollary 12 implies that ifm, n → ∞ and
We note that the sample size requirement n m 3/2 is optimal for the above normal approximation. The reason is that the approximation error by Lemma 21, conditioned on , is
for some absolute constant c 1 > 0. By the minimax optimal lower bounds of low-rank matrix regression ( [1] and [2] ), 2 F is lower bounded by ο 2 ξ rm /n with a non-vanishing probability. Together with Theorem 10, it is easy to check that the asymptotical normality in Corollary 12 holds only when n m 3/2 .
Remark 14.
Let's compare with the PCA results in [30] where the limiting distribution is a Cauchy distribution. In [30] , a data-dependent estimator of the expected loss is designed whose error follows a Gaussian distribution with its standard deviation being comparable with the normalization term (that ism 1/2 n in our problem). As a result, they end up with a Cauchy distribution. However, our estimation error of EPÛV − P U V 2 F by Theorem 8 is of the orderm 2 n 2 . Therefore, if n m 3/2 , we get a Gaussian limiting distribution.
V. DATA-DEPENDENT CONFIDENCE REGIONS OF SINGULAR SUBSPACES In this section, we apply Theorem 10 to construct confidence regions of U and V . We assume the true rank r is known. In Section VII, we discuss a simple method to estimate the true rank if r is not given in advance. In view of Theorem 10, it suffices to estimate ο 2 ξ , −1 2 F and −2 F . Recall the definition ofM nuc , we estimate the noise variance byM nuc 's goodness of fitting data {(X i , y i )} 2n i=n+1 . More exactly, we definê
Recall thatM's singular values are denoted byλ k . To this end, we defineB
are inspired by random matrix theory ( [41] ). Similarly, we define the estimator of −2 2 F aŝ
Lemma 15 provides the accuracy ofB n andV n . We note that sharper characterization ofB n andV n might be possible, but the bounds in Lemma 15 are sufficient for our objectives.
We define a new statistics: 
In the case r m, it suffices to require the sample size n r 3/2m3/2 log n.
The following corollary is an immediate result from Theorem 16. 
n whereB n andV n are defined as (14) and (15) .
VI. NUMERICAL EXPERIMENTS
A. Simulation Results on Gaussian Design
In these simulations, the matrix M ∈ R m×m has rank(M) = r and its thin SVD M = U V where λ k = 2 r−k+1 for 1 ≤ k ≤ r . The condition number of M is 2 r−1 growing fast with respect to r . The singular vectors U and V are generated from singular subspaces of Gaussian random matrices. The initial estimatorM nuc is solved by the famous alternating direction method of multipliers (ADMM) algorithm. See [42] for more details.
First, we compare
n whereο 2 ξ is defined as (13) . Theoretically, we know that Eο 2 ξ = [1 + o(1)] · ο 2 ξ as long as n rm. However, when m and n are only moderately large, we observe that (Eο 2 ξ ) −1 2 F · 2m n is more accurate for estimating EP U V − PÛV 2 F . Two scenarios are simulated: m = 50, r = 4, ο ξ = 0.5 and m = 100, r = 4, ο ξ = 0.5, respectively. For each n, we run the algorithm 50 times on independent samples. The average P U V − PÛV 2 F andο 2 ξ are recorded as EP U V − PÛV 2 F and Eο 2 ξ , respectively. The results are displayed in Figure 1 . Normal approximation of
with m 1 = m 2 = 100, r = 4 and ο ξ = 0.1. For each n, the density histogram is based on 10000 repetitions whose average is used to estimate EP U V − PÛV 2 F . The empirical noise varianceο 2 ξ is calculated as in (13). The red curve represents the pdf of standard normal distribution.
Second, we fix m = 100, r = 4, ο ξ = 0.1 and show the normal approximation of
We record EPÛV − P U V 2 F by the average of 10000 simulations. The empirical noise varianceο 2 ξ is calculated from eq. (13). For each n = 1600, 2000, 2400, 2800, we record the statistics from 10000 independent simulations and draw the density histogram. The density histogram and the pdf of standard normal distribution are displayed in Figure 2 .
Third, we fix m = 100, r = 4, ο ξ = 0.1 and show the normal approximation of
whereο 2 ξ ,B n andV n are estimators as in (13), (14) and (15) . The simulation is repeated for 10000 times and the statistics are recorded. The density histogram and the pdf of standard normal distribution are displayed in Figure 3 . The normal approximation looks good even when n = 2800.
B. Simulation Results on Quantum State Tomography
We also present simulation results on quantum state tomography with Pauli measurements where, due to technical issues, our theories are not immediately applicable. (See Remark 2). The simulation results show that asymptotical normality of dist 2 [(Û,V ), (U, V )] still holds. The simulations are conducted on 6-qubit quantum systems where m = 2 6 = 64. The measurement matrices are (uniformly) randomly selected from where the Pauli matrices {ο 0 , ο 1 , ο 2 , ο 3 } are 2 × 2 Hermitian matrices (see [8] )
In total, there are 64 2 = 4096 different measurement matrices in B. The m×m density matrix ρ is randomly generated whose eigen-space is taken from Gaussian random matrices. For a randomly selected X j ∈ B, the output is generated by y j = tr(ρ X j ) + ξ j with Gaussian noise ξ j ∼ N (0, ο 2 ξ ). See, e.g., [43] . We choose ο ξ = 0.01 and consider two settings: r = 1 and r = 2. In each setting, we apply the methodology in Section III with 2000 simulations and record P U V − PÛV 2 F . We use their sample mean and standard deviation as estimates of EP U V −PÛV 2 F and Var 1/2 P U V −PÛV 2 F , respectively. The density histograms are displayed in Figure 4 .
Figure 4 shows that
is approximately normal even when the sample size n is around 600 which is much smaller than m 2 . It suggests that normal approximation of dist 2 [(Û,V ), (U, V )] still holds but we need to specifically investigate its expectation and standard deviation.
VII. DISCUSSION
In this paper, we assume that the rank r is known. Otherwise, r can be exactly estimated from data under similar settings. Indeed, by Lemma 4, we get that, if n rm logm, then with probability at least 1 − c 1 e −c 2m ,
then we have P r = r ≥ 1 − c 1 e −c 2m as long as n β 2m + rm logm.
To construct the unbiased estimatorM as in eq. (9), our procedure splits the data {(X i , y i )} 2n i=1 into two independent samples which might be inefficient when n has a moderate size. This loss of efficiency can be overcame by applying a "double-sample-splitting" trick introduced in [44] . The core idea is to flip the role of the main and auxiliary samples to obtain a second version of the estimator. To be more specific, we computeM nuc 1 from the first sample and de-bias it using the second sample which producesM (1) . Then, we repeat the process but using the second sample for computingM nuc 2 and the first sample for de-biasing which producesM (2) . Finally, we calculate their averageM = (M (1) +M (2) )/2. Then, we havê
As a result, we can regain the full efficiency. Normal approximation of M's singular subspace can be proved in a similar fashion and will not be pursued in this article.
VIII. PROOFS
A. Proof of Lemma 5, Theorem 7, Theorem 8 1) Proof of Lemma 5: First, we focus on the event E 0 := {λ r ≥ 5E}. We apply the representation formula of empirical spectral projectors developed in [38] . For notational simplicity, we write
Therefore, by [38, Theorem 1], we get
where s 1 , · · · , s k+1 ≥ 0 and we denote P 0
where the last inequality is due to the fact λ r ≥ 5E on event E 0 . On the other hand, on event E c 0 , we have λ r < 5E. Then,
where the claimed bound holds immediately.
2) Supporting Lemmas: The proof of Theorem 7 and Theorem 8 involves several lemmas. Observe that
By the definitions of PÛV and P U V , we have PÛV 2 F ≡ P U V 2 F = 2r . Therefore, we get
Recall the formula from Lemma 5 that
where we used the fact EL N (E) = 0. By the definition of C U V , we have
Finally, we conclude that
Lemma 19. Suppose that λ r ≥ 10EE and n ≥ C 1 rm for some large enough absolute constant C 1 > 0, the following bound holds with probability at least at least 1−c 1 e −c 2m −e −n ,
It is thus sufficient to investigate the normal approximation of L N (E) 2 F . By the definition of L N (E), we get
Chi-squared random variables with degrees of freedom m where m = m 1 + m 2 − 2r. Then,
r for some absolute constant C 1 > 0.
Lemma 21. Under the conditions of Lemma 19, the following bounds hold with probability at least
for absolute constants c 1 , c 2 , C 7 > 0. Meanwhile, the following bound holds
The following bound holds with probability at
By combining Lemma 20, Lemma 21 and Lemma 22 with t = 2 log n, we will prove the concentration of L N (E) 2 F . 3) Proof of Theorem 7: By putting together the bounds in Lemma 20, Lemma 21 and Lemma 22 with t = 2 log n, we immediate obtain, with probability at least 1 − 2n+5
where the last inequality is due to n ≥ Crm log 2 n. Since
we immediately obtain the second claim from Lemma 20 and Lemma 21. 4) Proof of Theorem 8: By Lemma 19 and setting t = 2 log n, with probability at least 1 − 4
Together with Theorem 7, we obtain the first claimed bound. We now prove the second bound. Recall that
Therefore,
By Theorem 7, we have
The upper bound of E L N (E), S N (E) requires more delicate treatments. To this end, denote the event 
As in the proof of Lemma 5, we get
where the last inequality holds as long as n ≥ C 2 β 2m for some large enough constant C 2 > 0. Now, we bound
where we used the fact E F ≤ C 1 ο ξ (rm) 1/2 n 1/2 . Therefore, we get
To this end, we conclude that
As long as e
−c 1m ≤ m n , we get E L N (E), S N (E) ≤C 2 β 3 · r 3/2m2 log 1/2m n 2 + C 3 β 4 · rm 2 n 2 ≤ C 3 (β ∨ 1) 4 . r 3/2m2 log 1/2m n 2 .
B. Proof of Supporting Lemmas 1) Proof of Lemma 19:
Since n ≥m and let t ≤m in Lemma 4, we obtain that
By setting t = c 1m with small enough absolute constant c 1 > 0, we conclude that with probability at least 1−3e −c 1m − e −n , E ≤ 9 4 EE. Denoteδ = 2EE and the event
It suffices to focus on the concentration of the right hand side of (17) . Eq. (17) is equivalent to the concentration of
Since everything is trivial on the event E c 1 , the following analysis shall be focused on event E 1 . By eq. (16), we can write
Proof of first claim: By the above representation, on the event E 2 , we have
Proof of second claim: It suffices to prove the concentration inequality for the following functions,
We now view ϕ k,δ (·) as a function on R (m 1 +m 2 )×(m 1 +m 2 ) and abuse the notation here such that E is viewed as a point in R (m 1 +m 2 )×(m 1 +m 2 ) .
Lemma 23.
Under the conditions in Lemma 19, for any E, E ∈ R (m 1 +m 2 )×(m 1 +m 2 ) , the following bounds hold,
for an absolute constant C 5 > 0. In other words, ϕδ(·) and ϕ k,δ (·) are both Lipschitz functions.
According to Lemma 23, we can write
, we will apply the Gaussian concentration inequality (Lemma 25). To this end, recall that
and
We denote by vec() the vectorization of and M(·) the matricization of vectors such that M(vec()) = . We also denote P vec() the orthogonal projection onto vec(). More exactly, we can write
Clearly, P vec() vec(X i ) is independent with P ⊥ vec() vec(X i ) conditioned on . We view ϕδ(E) as a function of
implying that E F is a Lipschitz function with respect to
Therefore, by Lemma 23, we get ϕδ(E) − ϕδ(E )
By the Gaussian isoperimetric inequality (Lemma 25), conditioned on {ξ i } i and {P vec() vec(X i )} i , with probability at least 1 − e −t for all t ≥ 1, we get
Meanwhile, by the concentration inequality of the sum of exponential random variables ( [45] ), with probability at least 1 − e −n ,
where the last inequality is due to Proposition 3. Therefore, with probability at least 1 − e −t − e −n ,
Next, we prove the bound of
We apply the following lemma whose proof is postponed to the appendix.
Lemma 24.
Under the assumptions of Lemma 23 and n ≥ C 1 rm for some large enough absolute constant C 1 > 0, with probability at least 1 − 2e −t − c 1 e −c 2m for all t ∈ [1, n], we have
We conclude that for all t ∈ [1, n] , with probability at least
which concludes the proof.
2) Proof of Lemma 20: Recall that
Conditional on {ξ i } 2n i=n+1 , Z 1 has the same distribution as
where Z ∈ R m 1 ×m 2 has i.i.d. standard Gaussian entries. Then,
Denote by z 1 , . . . , z m 2 the columns of Z , i.e., z j ∈ N (0, I m 1 ) are i.i.d. standard Gaussian vectors. We can write
where {e j } m 2 j =1 denotes the standard basis vectors in R m 2 . In a similar fashion, write
Since both vectors are Gaussian, we conclude that
Gaussian vector independent of Z for all k = 1, . . . , r . Then, we claim that
where {u 1 , . . . , u r } are the columns of U . To prove the claim, it suffices to check their covariance. To this end, define the following multilinear mapping:
a technique introduced in [29] . Then, we have
Similarly, we have
which proves the claim. It implies that
where the last equality is due to the orthogonality of {u k } r k=1 . Clearly, U ⊥zk 2 2 has a Chi-squared distribution with degrees of freedom m 1 − r . Therefore, we get that
where z 2 1,k ∼ X 2 (m 1 − r ) are i.i.d. for k = 1, . . . , r . Claim 2: Letz k ∈ R m 2 −r be i.i.d. standard Gaussian vector independent of Z for all k = 1, . . . , r . We claim that
where {v 1 , . . . , v r } are the columns of V . Indeed, if we denote byž j , 1 ≤ j ≤ m 1 the rows of Z . Then,ž j ∼ N (0, I m 2 ) are i.i.d. for all 1 ≤ j ≤ m 1 . We write
where {e 1 , . . . , e m 1 } denotes the standard basis vectors in R m 1 .
It is straightforward to check that
Similarly, we obtain
which proves the claim. Thus, we get
where z 2 2,k are i.i.d. and z 2 2,k ∼ X 2 (m 2 − r ). Finalize the first claim of Lemma 20: By Claim 1 and Claim 2, we conclude that
Chi-squared random variables with degrees of freedom m = m 1 + m 2 − 2r .
Proof of second claim of Lemma 20: Recall from above that
F is a sum of sub-exponential random variables. By the standard concentration inequality for the sum of sub-exponential random variables (e.g. [45, Proposition 5.6]), with probability at least 1 − e −t for all t ≥ log 2,
3) Proof of Lemma 21: Recall that
By the independence between X i and X j , we have
We then write
Since P vec() vec(X) is independent with P ⊥ vec() vec(X), we obtain
By the proof of Lemma 20, we immediately conclude that
Similarly, it is easy to show that
for some absolute constant c 1 > 0. It proves the second claim.
To prove the first claim, we denotē
Therefore, P E 2 ≥δ ≤ e −n + c 1 e −c 2m for an absolute constant c 1 , c 2 > 0. Let φ(·) be the Lipschitz function defined in the proof of Lemma 19. We define the function
Since , X i i and P vec() vec ⊥ (X i ) i are independent, we view h 6 ({X i } i ) as a function h 6 ,
. Conditional on , X i i , similarly as the proof of Lipschitz property in Lemma 23, we can show that h6 ,
Therefore, conditioned on , X i i , h 6 (·) is a Lipschitz function. By Gaussian Isoperimetric inequality (Lemma 25), with probability at least 1 − e −t for all t ≥ 1,
Meanwhile, with probability at least 1 − e −n ,
Therefore, we get that with probability at least 1 − e −t − e −n for t ≥ 1,
We write E 2 = E 21 + E 22 where
Then, we get
Similarly, we can show that the function
n 1/2 for some absolute constants C 1 , C 2 > 0 where the last inequality is due to n ≥m. Therefore, we conclude that with probability at least 1 − 3e −t − e −n ,
Since P E 2 ≥δ ≤ e −n + c 1 e −c 2m , we obtain
Together with Proposition 3, we get that with probability at
4) Proof of Lemma 22:
We write
Conditional on {X i } 2n i=n+1 , we get that with probability at least 1 − e −t for all t ≥ 1,
Conditioned on X i , we apply the concentration inequality of the sum of sub-exponential random variables ( [45] ) and obtain that with probability at least 1 − e −t , 1 n
Conditioned on X i , we get that with probability at least 1−e −t ,
implying that with probability at least 1 − ne −t ,
By the proof of Lemma 20, with probability at least 1−ne −m for all n + 1 ≤ i ≤ 2n,
Then, we conclude with probability at least 1 − (2n
where we used the fact −2 F ≤ −1 2 F . Together with Proposition 3, we conclude that with probability at least 1 − (2n + 1)e −t − ne −m − c 1 e −c 2m for t ≥ log n,
5) Proof of Theorem 10: Denote bŷ
By Lemma 19, Lemma 21 and Lemma 22 with t = 2 log n, we get that with probability at least 1 − 2e −n − ne −c 1 m − 2n+6 n 2 − c 1 e −c 2m ,
and n ≥ C 1 r 2m . By Lemma 20, we havê
k∈ [r] are i.i.d. standard normal random variables. Observe that {ξ i } 2n i=n+1 are independent with {z k, j k }. With probability at least 1 − 1 n − re −m , we have
By Berry-Esseen theorem, for any x ∈ R,
where we used the facts −3 2 F ≤ −2 3 F and
Now, recall thatT =T 00 +T 01 +T 1 . Then, we get
where the last inequality is due to the Lipschitz property of function (·). Similarly, we have
C 3 m 1/2 By combining the above two inequalities, we obtain the claimed bound.
6) Proof of Lemma 15: By the definition ofο 2 ξ , we can writê
By the concentration inequality of the sum of sub-exponential random variables (see [45] ), we conclude that with probability at least 1 − 2 n 2 ,
log n n 1/2 for some absolute constant C 1 > 0, where we also used the fact 2 F = O P ο ξ · rm n and n rm. To prove the the concentration bound forB n andV n , we apply the results from random matrix theory [41] . Then, we can immediate show that the following bounds hold with probability at least 1 − 1
where C 2 , C 3 > 0 are absolute constants. Together with Lemma 4, we conclude that with probability at least 1 − 1 
By Lemma 15, we get that with probability at least 1 −m −2 − c 1 e −c 2m ,V n ≥ −2 2 F 2 as long as n (β∨1) 2 ≥ C 1 rm logm for large enough C 1 > 0. Therefore, by Lemma 15, with the same probability, 1 ≤C 6 (β ∨ 1) 2 −1 2 F −2 F · r 1/2m3/2 log 1/2m n ≤C 6 (β ∨ 1) 2 rm 3/2 log 1/2m n where we used the fact −1 2 F ≤ r 1/2 −2 F . By Lemma 15, with the same probability,
By Theorem 8, with probability at least 1 − 2n+10
r · rm 1/2 log 1/2 n n 1/2 + C 2 log 1/2 n + C 3 r 3/2m3/2 log 1/2 n n .
Therefore, with probability at least 1 − 2n+11
Moreover, by Lemma 15, we get that with probability at least 1 − 2
By the simple fact
· rm n which holds with probability at least 1 − C 1 e −c 2m for some absolute constants C 1 , c 1 , c 2 > 0. Therefore, we conclude with 3 ≤ C 4 (β ∨ 1) 2 rm 3/2 n + C 5 (β ∨ 1) 2 rm 1/2 log n n 1/2 for constants C 4 , C 5 > 0 depending on C 1 , C 2 , C 3 . Together with Corollary 12, we obtain sup for absolute constants c 1 , c 2 , C 7 , C 8 > 0.
IX. PROOF OF ADDITIONAL LEMMAS
The following lemmas will be frequently used through our proof. Basically, the Gaussian isoperimetric inequality can provide us with tight concentration bounds for Lipschitz functions. Lemma 25. Let X 1 , . . . , X n ∈ R m be i.i.d. centered Gaussian random vector with = EX X . Let h(·) be a function R nm → R satisfying the following Lipschitz condition with some constant L > 0 :
Then, there exists some constant C 1 > 0 such that for all t ≥ 1,
8) Proof of Lemma 4:
Recall that E 1 = D(Z 1 ) with
where X has i.i.d. standard Gaussian entries. By [46] ,
By Jensen's inequality, we get
Clearly, we have
is Lipschitz with constant n −1 2n i=n+1 ξ 2 i 1/2 . By Lemma 25, we get that with probability at least 1 − e −t for t ≥ 1,
Since {ξ i } i are i.i.d. Gaussian random variables, we get P 2n i=n+1 ξ 2 i ≤ c 1 nο 2 ξ ≥ 1−e −n for some absolute constant c 1 > 0. We conclude that with probability at least 1−e −t −e −n ,
We then view E X E 1 as a function {ξ i } i , i.e.,
Then, by denoting ξ = (ξ n+1 , · · · , ξ 2n ) ∈ R n , we get
By Lemma 25, we get that with probability at least 1 − e −t for all t ≥ 1,
By (18) and (19), we conclude that with probability at least 1 − 2e −t − e −n ,
Now, we turn to the proof of EE 2 . Recall that E 2 = Z 2 where
The following bounds are standard
where the Orlicz ψ α -norm, for α ∈ [1, 2] , of a random variable X is defined as
By matrix Bernstein inequality [47] , with probability at least 1 − e −t for t ≥ 0, we have
By integrating over t, as long as n ≥ logm, we end up with
We denote by vec() the vectorization of and M(v) the matricization of a vector v ∈ R m 1 m 2 such that M(vec()) = . We write Z 2 = Z 21 + Z 22 with
where P v denotes the orthogonal projection onto v, i.e., P v (u) = v·(v u) v 2 2 . More explicitly, we have P vec() vec(X i ) = vec() · , X i 2 F .
Since , X i and M P ⊥ vec() vec(X i ) both have Gaussian distributions, we claim that , X i is independent with M P ⊥ vec() vec(X i ) in view of their uncorrelation. We view Z 22 as a function of M P ⊥ vec() vec(X i ) , conditioned on { , X i } for n + 1 ≤ i ≤ 2n. More exactly, we define
Observe that h 2 · is a Lipschitz function with constant n −1 n i=1 , X i 2 1/2 . By Lemma 25, conditioned on { , X i } 2n i=n+1 , we get that with probability at least 1 − e −t for all t ≥ 1,
Similarly, we conclude that with probability at least 1 − e −t − e −n ,
Following the same fashion, we view E {P ⊥ vec()vec(X i ) } i Z 22 as a function of { , X i } i and define
whereX is an independent copy of X i . Denote the vector x = , X i 2n i=n+1 ∈ R n . Then, h3
, Therefore, by Lemma 25, we get that with probability at least 1 − e −t , EZ22 − E {P ⊥ vec()vec(X i ) } i Z 22 ≤ C 1 F ·m 1/2 t 1/2 n .
(21) By (20) and (21), we conclude that with probability at least 1 − 2e −t − e −n , Z22 − EZ 22 ≤ C 1 F · t 1/2 n 1/2 +m
Similarly, by matrix Bernstein inequality ( [47] ), we conclude that, with probability at least 1 − e −t ,
Z 21 ≤ C 1 F (t + logm) 1/2 n 1/2 + t + logm n and thus EZ 21 ≤ C 1 F ≤ C 1 F · log 1/2m n 1/2 . By putting the above three bounds together and adjusting the constants, we obtain E 2 − EE 2 ≤ C 1 F · t 1/2 + log 1/2m n 1/2 +m 1/2 t 1/2 + t + logm n with probability at least 1 − 3e −t − e −n for all t ≥ 1. 
By Lemma 23,
By matrix Bernstein inequality ( [47] ), we conclude that (see also Proposition 3) with probability at least 1 − e −t − c 1 e −c 2m , A ≤ C 5 ο ξ (t + logm) 1/2 n 1/2 + t + logm n where the first term dominate if t ≤ n and n ≥ logm. Therefore, with probability at least 1 − e −t − c 1 e −c 2m for 1 ≤ t ≤ n, we have Recall that {ξ i } 2n i=n+1 , { , X i } 2n i=n+1 and {P ⊥ vec() vec(X i )} i are mutually independent. Therefore, conditional on {ξ i } i and { , X i } i , we have
where F is a copy of X i being independent with {ξ i } i and { , X i } i . We define the function
By Lemma 23, we get
Define the vectors ξ = (ξ i ) n i=1 and x = , X i n i=1 . Then, we have
Meanwhile, by operator norm of random matrix ( [45] ), we can easily get
Therefore, we conclude that h 5 · is Lipschitz with respect to {ξ i } i and { , X i } i with constant C 6 r λ r 9δ 2λ r 2m 1/2 n . Since ξ ∼ N (0, ο 2 ξ ) and , X ∼ N (0, 2 F ), we apply Lemma 25 and conclude that with probability at least 1 − e −t − c 1 e −c 2m , where we used the fact n ≥ rm.
