Abstract. Eshelby conjectured that if for a given uniform loading the field inside an inclusion is uniform, then the inclusion must be an ellipse or an ellipsoid. This conjecture has been proved to be true in two and three dimensions provided that the inclusion is simply connected. In this paper we provide an alternative proof of Cherepanov's result that an inclusion with two components can be constructed inside which the field is uniform for any given uniform loading for two-dimensional conductivity or for antiplane elasticity. For planar elasticity, we show that the field inside the inclusion pair is uniform for certain loadings and not for others. We also show that the polarization tensor associated with the inclusion pair lies on the lower Hashin-Shtrikman bound, and hence the conjecture of Pólya and Szegö is not true among nonsimply connected inclusions. As a consequence, we construct a simply connected inclusion, which is nothing close to an ellipse, but in which the field is almost uniform.
we analyze the planar elasticity case. We prove that the field inside the inclusion is uniform for certain types of loadings and then show, by numerical computations, that the field is not uniform for some other types of loadings.
Construction of the inclusions.
This paper is concerned with a structure consisting of two components, each with a smooth (specifically, Lipschitz) boundary, which satisfy Eshelby's uniformity property in antiplane elasticity or for twodimensional conductivity. More precisely, we construct an inclusion with two components, B 1 and B 2 , such that the solution u to the problem where the subscripts + and − denote the limits from outside and inside ∂B j , respectively. It then follows from the Cauchy-Riemann equation that (2.5)
for some real constant λ j . See [16] . Since u i is linear in each B j , so is U i , say,
The constancy of ∇u in
If we put [8] in a more general setting. Cherepanov showed that there are inclusions with an arbitrary number of components which admit a holomorphic function (outside the inclusion) satisfying (2.2) and (2.3), and then constructed such inclusions with single and double components. The construction of this paper is different from that of [8] , and it is more elementary using the explicit formula of the Weierstrass zeta function and the Schwarz-Christoffel formula.
Suppose that f is a holomorphic function in C\B 1 ∪ B 2 satisfying (2.2) and (2.3). Since such an f maps C \ B 1 ∪ B 2 onto the complex plane with two slits, it is natural to construct an appropriate holomorphic function G on the complex plane with two slits and then define f as the hodographic transform (or the inverse) of G. The use of hodographic transforms is a well-known technique for solving free boundary problems.
Let 0 < a < b be two fixed real constants and consider the complex plane with two slits [−b, −a] and [a, b] . We first construct a holomorphic function F so that its real parts are constant on each slit while its imaginary part vanishes on the other parts of the real axis. Once we construct such a function F , then the desired function G will be defined as G(z) = F (z) + αz for some real constant α, as we shall see later. For the construction of F , we make use of the Weierstrass zeta function and the Schwarz-Christoffel formula.
For given positive real numbers c and d, let t 1 = 2c and t 2 = i2d. Then the Weierstrass zeta function ζ(w) is defined by
where the sum is over all t = n 1 t 1 + n 2 t 2 with integers n 1 and n 2 not both zero. The function ζ has the periodicity properties
where η 1 and η 2 are constants satisfying (2.10)
See [1] . For each t = n 1 t 1 + n 2 t 2 , its conjugatet = n 1 t 1 − n 2 t 2 is on the same lattice of points as t lies on. Thus one can easily see that
and hence ζ(w) is real when w is real. We also have
from which it follows that ζ(w) is purely imaginary when w is purely imaginary. It then follows from (2.9) that η 1 and η 2 are real. Note that by (2.11)
and hence
Thus we deduce that if w = u − id with u real, then
Similarly, using the first identity in (2.9) and (2.12), one can see that if w = −c + iv with v real, then
and if w = c + iv with v real, then
We will also need the following lemma. Lemma 2.1. When d > c the following inequality holds:
Proof. Note first that ζ(−c + iv) = ζ(c + iv) because of the first identity in (2.9). By scaling we may assume that 2c = 1. Put 2d = τ to shorten notation, and note that τ > 1. Let
From the well-known identity (see [1] )
we have
Therefore, we get
Straightforward but tedious computation yields
Since v < 0, it is now enough to show that the quantity inside the bracket, which we call I(v), is positive. Indeed, we have
Since − τ 2 < v < 0 and τ > 1, we now have
This completes the proof. We remark that the inequality is proved not only when d > c, but also when τ is such that the second to last line in the above chain of inequalities is positive. For a positive real number β, define h by
Then h is a meromorphic function with poles at 2n 1 c + 2in 2 d + id and satisfies (2.20)
for u and v real, where
because of (2.10). Since β > 0, we also have from (2.18)
Since
Restricting our attention to the rectangle R = {z = x + iy | − c < x < c, 0 < y < d}, we now construct a conformal mapping from the upper half of the complex plane onto R. To this end, it is natural to use the Schwarz-Christoffel formula.
For b > a > 0, let
and define for z in the upper half plane
The mapping Φ maps the upper half plane onto the rectangle R = {z = x + iy | −c < x < c, 0 < y < d}, where 
To see this, we have
as |z| → ∞. We now define F in the upper half of C by 
and from (2.22) that
It also follows from (2.23) and (2.26) that
Because of (2.28), F has an obvious extension as a holomorphic function in
For a positive real number α, define G by
and then define curves C
Observe from (2.29) that, at least when d > c and β > 0, the curves C + j (except the endpoints) lie in the upper half plane and their endpoints lie on the real axis. In fact, the endpoints of C
and those of C
The positivity of α is necessary to ensure that G(b) > G(a).
We now define C − j to be the reflection of C + j about the real axis, i.e.,
Assuming d > c, we then define the domain B j to be the domain whose boundary is C ± j for j = 1, 2. These domains are determined by the choice of the four parameters a, b, α, and β. However if we replace a, b by k 1 a, k 1 b, then the corresponding inclusions are just rescaled by the factor k 1 . The reason is as follows. Let h 1 , Φ 1 , F 1 , and G 1 be the functions defined by (2.19), (2.24), (2.27), (2.32), corresponding to k 1 a, k 1 b. Let h 0 , etc., be those functions corresponding to a, b. Then we can see the following relations easily:
Therefore, we have
This relation shows that the image of [
If we replace α, β by k 2 α, k 2 β, then the corresponding inclusions are just rescaled by k 2 . This is more obvious. Thus without loss of generality one can choose α = β = 1. If we just replace α by k 3 α, one can check that (2.28) implies that the boundary of each inclusion undergoes a linear stretching in the x-direction by a factor of k 3 (which is not in proportion to the change in the distance 2G(a) separating the inclusion pair). Thus, among all variations of the four parameters, changing only the ratio a/b leads to a nontrivial change in the inclusion shape. there is f holomorphic in C \ B satisfying 
We emphasize that in order for G to be univalent, the upper part of ∂B j , C + j should lie on the upper half plane, as we proved before under the assumption that d > c. When c < d, the mapping G can sometimes be univalent and thus lead to other inclusion shapes, but we do not explore this possibility here.
Since G is univalent, G −1 is holomorphic in C \ B 1 ∪ B 2 and satisfies
and where γ is chosen so that f satisfies (2.38). By putting
we have (2.39) and (2.40). This completes the proof. We note that the most important property of f is that
so that the function on the left-hand side of this equation, which is antiholomorphic outside the inclusion, can be extended inside B j as a linear holomorphic function.
The uniformity property for antiplane elasticity.
We now show that the inclusions B 1 and B 2 have the uniformity property for antiplane elasticity (or for two-dimensional conductivity): For any uniform loading the field inside the inclusions is uniform. Before proving this, it may be helpful to the reader to refer to Figure 3 .1, which clearly exhibits the uniformity property. This figure was obtained by solving (2.1) numerically using the boundary integral method.
We now prove the following theorem, which is a precise statement of the uniformity property for two-dimensional conductivity. 
1). Then ∇u is constant in B.
Proof. Define U e and U i by
where f is defined by (2.44 1) with a = (1, 0) . Note that we have
where e 1 = (1, 0). Thus for the uniform loading e 1 = (1, 0), the field inside B 1 and B 2 is given by (3.3). One can show that the field inside the inclusion due to the loading e 2 = (0, 1) is also uniform using Keller's duality argument [19] . In fact, for a given k = 1, let k 0 = 1/k and let u 0 be the solution to (2.1) with a = e 1 and k replaced with k 0 . Let v e be the harmonic conjugate of u 0 in C \ B 1 ∪ B 2 so that
The existence of such a harmonic conjugate is proved in [5] . Let v i be the harmonic conjugate of u 0 in B 1 ∪ B 2 . Define w by
where the constant C is chosen so that w is continuous across ∂B j , j = 1, 2. Then using the Cauchy-Riemann equations one can show (see [5] ) that w is the solution to (2.1) with a = (0, 1). We also have from (3.3) and the Cauchy-Riemann equation that
This completes the proof. So far we have shown that the inclusions B := B 1 ∪ B 2 have the uniformity property for the antiplane elasticity model: Given the applied field e 1 , the field inside B is uniform and given by α+β α+kβ e 1 , and for the applied field e 2 , the field inside B is uniform and given by 
The solution u to (4.1) admits the asymptotic expansion It is known that the eigenvalues of the polarization tensor must be confined within the so-called Hashin-Shtrikman bounds [21, 7] (see also [20, 23] ):
where Tr denotes the trace and |B| is the area of B. If M has minimal trace, then M satisfies (4.4) and M is diagonal. These bounds are known to be optimal in the sense that all the points inside the bound, except the upper bound, are realized as the pair of eigenvalues of the polarization tensor associated with a certain shapecoated ellipses [7] and crosses [3] . The lower bound (4.4) is attained by ellipses. Thus a conjecture, which implies the Polyá-Szegö conjecture, is that if (4.4) holds for an inclusion, then that inclusion must be an ellipse. Kang and Milton [18] proved this new conjecture affirmatively in two dimensions (and three dimensions) within the class of simply connected inclusions with Lipschitz boundaries. In fact, in [17] , they showed that if the polarization tensor M (B) satisfies the lower bound (4.4), then B must have the uniformity property and is therefore an ellipse by Eshelby's conjecture. The Pólya-Szegö conjecture, which asserts that the inclusion whose polarization tensor has the minimal trace is a disk, follows from this.
We now show that the polarization tensor associated with the inclusion constructed in section 2 satisfies (4.4), and hence the Pólya-Szegö conjecture is not true among nonsimply connected inclusions. To do that, let u 1 and u 2 be solutions to (2.1) with a = e 1 and a = e 2 , respectively, and put u := (u 1 , u 2 ). Then, the polarization tensor M is given by
where ∇u is the Jacobian matrix. See [4] , for example, for the proof of (4.5). As an immediate consequence of (3.3) and (3.6) we obtain the following corollary. Corollary 4.1. The polarization tensor associated with the inclusion constructed in section 2 is given by
Note that this tensor satisfies
which is the lower Hashin-Shtrikman bound. It is quite interesting to observe that the polarization tensor (4.6) is the same as that for the ellipse
In particular, the inclusion in Figure 2 .1, which has α = β, has the same polarization tensor as that of a circular disk. Let γ and γ be the conductivity distributions with inclusions B and B , respectively, namely,
Let h(x, y) be a harmonic function in R 2 , e.g., h(x, y) = x or y. Let u be the solution to
and u be the solution to (5.2) with γ replaced with γ . Then a standard regularity theory of elliptic equations shows that
Here · 2 is the norm of the square integral. In fact, if we put w = u − u , then w satisfies
Thus it follows from a regularity theorem for the elliptic operator ∇ · γ ∇ (see [11] ) that provided k is strictly positive
for some constant C independent of , where R = B \ B. In particular, we have (5.3). If h(x, y) = x or y, ∇u is constant in B 1 and B 2 , as we have seen in section 3. Therefore, by (5.3), ∇u is almost uniform (in the H 1 sense) if is small. It is obvious that B is simply connected but nothing similar to an ellipse. Figure 5 .2 shows the absolute value of the gradient of u . We note that (5.5) implies that
where M (B) is the polarization tensor of B and M (B ) is that of B . In the case when α = β, this equation shows that from a practical standpoint the Polyá-Szegö conjecture is false in two dimensions: a simply connected inclusion can have a polarizability tensor arbitrarily close to that of a circular disk yet not resemble a disk at all. We remark that in the extreme cases not treated here, when k = 0 or k = ∞, the insertion of even an infinitesimal bridge drastically changes the polarization tensor. So it is still an open question whether a void or perfectly conducting region is necessarily close in shape to an ellipse if it is simply connected and almost has the polarizability tensor of an ellipse.
Uniformity property:
The elasticity case. In this section we consider the uniformity property of the inclusion B 1 ∪ B 2 for planar elasticity and show that for a certain loading the field inside B 1 ∪ B 2 is uniform while for other loadings it is not uniform.
Let C = (C ijkl ) be the elasticity tensor of the inclusion-matrix composite, namely,
where B = B 1 ∪B 2 . The elasticity tensor C indicates that the matrix (the background) has Lamé parameters (λ, μ), while the inclusion has parameters ( λ, μ). It is always assumed that
for ellipticity. For given constants a ij , i, j = 1, 2, consider the following linear elastic problem:
where e j , j = 1, . . . , d, denotes the standard basis for R 2 . The uniform applied loading is determined by the matrix (a ij ).
Let us first seek a type of loading which yields a uniform field inside the inclusions. The existence of such a loading is expected due to the link between conductivity problems and elasticity problems in composites when the field in one phase is uniform [13] . We first invoke the following complex representation of the solution to (6.1) from [24, 4] : Let u = (u, v) be the solution of (6.1) and let u e := u| C\B and u i := u| B . Then there are unique functions ϕ e and ψ e holomorphic in C \ B and ϕ i and ψ i holomorphic in B such that
Moreover, the following hold on ∂B j , j = 1, 2:
where c is a constant. Equation (6.5) expresses continuity of displacement, and (6.6) expresses continuity of traction.
Let f be the function in (2.44) and let
where A e and C e are complex and real constants, respectively. As was observed in (2.46), ψ on ∂B j has an extension to B j as the linear holomorphic function C e ( p 2 z+q j ). Therefore, on ∂B j , j = 1, 2, (6.5) and (6.6) now take the forms
for some constants D j and E j . Equations (6.8) and (6.9) force us to take ϕ i (z) = A i z + constant and ψ i = constant, and the complex number A i should satisfy (6.10)
Let A e = a 1 + ia 2 . Equation (6.10) has a solution A i if and only if then ∇u is constant in B where u is the solution to (6.1). In particular, when α = β, this corresponds to a hydrostatic loading. We mention that the inclusions constructed in this paper depend on the parameters α and β. In summary, we have proved the following theorem. Theorem 6.1. If the (a ij ) are given by (6.13) for some real numbers s and t where θ is defined by (6.14) , then the solution u to (6.1) has the property that ∇u is constant in B.
We do not have a complete characterization of those loadings which yield a uniform strain field inside the inclusion, but numerical computations show that for certain loadings the field is not uniform. Figure 6 .1 shows the equipotential lines for the solution u = (u 1 , u 2 ) for the loadings (x, 0) and (0, y). It is worthwhile to compare the result of this paper with that for the simply connected inclusion in [28, 18] . For a simply connected inclusion, if the field inside the inclusion is uniform for a single loading, then the inclusion is of elliptical shape, and hence the field is uniform for any loading. Here we established that it is not the case for an inclusion with multiple components. It is an open question whether the uniformity of the interior field for all uniform applied loadings forces the inclusion (with possibly multiple components) to be an ellipse or not.
Conclusion.
Providing an alternative proof to that of Cherepanov [8] , we constructed a family of inclusions with two components which have the uniformity prop-
