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Random homogenization of p-Laplacian with
obstacles in perforated domain
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Abstract: In this paper, we will study the homogenization of p-Laplacian with obstacles
in perforated domain, where the holes are periodically distributed and have random size.
And we also assume that the p-capacity of each hole is stationary ergodic.
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1 Introduction
Let D ⊂ Rn be a bounded domain and (Ω,F ,P) be a given probability space. For each ω ∈ Ω
and ǫ > 0, we denote by Tǫ(ω) the set of holes on D. Our main purpose is to study the asymptotic
behavior as ǫ→ 0 of the solution uǫ of the following variational problem:
min
{∫
D
1
p
|∇u|pdx−
∫
D
fudx : u ∈W 1,p0 (D), u ≥ 0 a. e. in Tǫ(ω)
}
where f is some measurable and bounded function.
This is a classical homogenization problem and the asymptotic behavior of uǫ strongly depends
on the properties of Tǫ(ω). This type of problems were first studied by L. Carbone and F. Colombini
[CC] in periodic settings and then in more general frameworks by E. De Giorgi, G. Dal Maso and
P. Longo[DDL],G. Dal Maso and P. Longo [DL] and G. Dal Maso[D]. And D. Cioranescu and F.
Murat [CM1,2] studied the special case p = 2 (Laplacian) for periodic settings. For more general
structure, [AB] used Γ-convergence to study the periodic homogenization, which generalized the
result of D. Cioranescu and F. Murat [CM1,2]. For the stationary ergodic settings, Caffarelli and
Mellet [CM] studied the case p = 2 and Focardi [F] used Γ-convergence method to study fractional
obstacle problems.
In this article , we consider the case for the 1 < p ≤ n. We assume that Tǫ(ω) satisfies the
following:
Tǫ(ω) =
⋃
k∈Zn
Baǫ(k,ω)(ǫk)
and the p-capacity (see [MZ]) of each ball Baǫ(k,ω)(ǫk) satisfies :
capp(Baǫ(k,ω)(ǫk)) = γ(k, ω)ǫ
n
where γ : Zn × Ω 7→ [0,+∞) is stationary ergodic: there exists a family of measure-preserving
transformations τk : Ω 7→ Ω satisfying
γ(k + k
′
, ω) = γ(k, τk′ω), ∀ k, k
′
∈ Zn and ω ∈ Ω,
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and such that if A ⊂ Ω and τkA = A for all k ∈ Z
n, then P (A) = 1 or P (A) = 0. And we also
assume that γ : Zn × Ω 7→ [0,+∞) is bounded.
Thus
aǫ(k, ω) =
{
(γ(k,ω)nωn )
1
n−p (n−pp−1 )
1−p
n−p ǫ
n
n−p if 1 < p < n
exp(−(γ(k,ω)nωn )
−1
n−1 ǫ−
n
n−1 ) if p = n
Obviously, aǫ : Zn × Ω 7→ [0,+∞) is also stationary ergodic and bounded.
In the following, we firstly consider the variational problem :
inf
v∈Kǫ
F(v)
where F(v) =
∫
D
1
p
|∇v|p − fvdx and Kǫ = {v ∈W
1,p
0 (D) : v ≥ 0 a. e. on Tǫ}.
Let uǫ be the solution of such a variational problem, i.e.
F(uǫ) = inf
v∈Kǫ
F(v)
.
Obviously, {uǫ} is bounded in W 1,p0 (D), then we can choose a subsequence of {u
ǫ} (we still
denote by uǫ) such that
uǫ ⇀ u0 in W 1,p0 (D).
Our main purpose is to determine the variational functional F0 such that for almost surely ω ∈ Ω,
F0(u
0) = inf
v∈W 1,p
0
(D)
F0(v).
Now we state our main results:
Theorem 1.1. Let 1 < p ≤ n and the stochastic process γ(k, ω) : Zn×Ω→ [0,∞) is bounded
above by some universal positive constant then there exits a nonnegative real number α0 such that
when ǫ goes to zero, the solution uǫ(x, ω) of
min{
∫
Rn
1
p
|∇v|p − fvdx : u ∈ W 1,p0 (D), u ≥ 0 a. e. in Tǫ(ω)}
converges weakly in W 1,p(D) and almost surely ω ∈ Ω to the solution u0 of the following mini-
mization problem:
min{
∫
D
1
p
|∇v|p +
1
p
α0v
p
− − fvdx : ∀ v ∈W
1,p
0 (D)}
Next we consider the following variational inequality with oscillating obstacles:
min{
∫
D
1
p
|∇v|p − fvdx : v ∈ W 1,p0 (D) and v ≥ ψ
ǫ}
where ψ be a measurable function in D and
ψǫ =
{
ψ in D \ Tǫ
0 on Tǫ
Let us suppose that hǫ is the solution to the problem above, then hǫ is obviously bounded in
W
1,p
0 (D). Hence there is some function h0 such that h
ǫ converges to h0 weakly in W
1,p
0 (D). Then
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we have the following result:
Corollary 1.2. For 1 < p ≤ n, if when ǫ goes to zero, the solution hǫ(x, ω) of
min{
∫
Rn
1
p
|∇v|p − fvdx : v ∈W 1,p0 (D), v ≥ ψ
ǫ a. e. in D
converges weakly in W 1,p(D) and almost surely ω ∈ Ω to the solution h0 , then h0 is the solution
to the following variational problem:
min{
∫
D
1
p
|∇v|p +
1
p
α0v
p
− − fvdx : v ∈ W
1,p
0 (D) and v ≥ ψ a. e. in D}
where the constant α0 is the same constant as in Theorem 1.1.
2 Proof of the Main Theorem
As in D. Cioranescu and F. Murat [CM1,2] and Caffarelli-Mellet [CM], the proof of Theorem 1.1
and Corollary 1.2 depend on the properties of some suitable correctors. More precisely, we need
the following two lemmas:
Key Lemma I Assume that Tǫ(ω) satisfies the assumptions listed above. Then there exist
a nonnegative real number α0 and a function w
ǫ such that

△pw
ǫ = α0 in Dǫ(ω)
wǫ(x, ω) = 1 for x ∈ Tǫ(ω)
wǫ(x, ω) = 0 for x ∈ ∂D \ Tǫ(ω)
wǫ(·, ω) → 0 weakly in W 1,p
for a. s. ω ∈ Ω and wǫ also satisfies the following properties:
(a) for any φ ∈ D(D) and 0 < p′ < p,
lim
ǫ→0
∫
D
|∇wǫ|p
′
φdx = 0
(b) for any φ ∈ D(D),
lim
ǫ→0
∫
D
|∇wǫ|pφdx =
∫
D
α0φdx.
(c) for any sequence {vǫ} ⊂ W 1,p0 (D) with the property: v
ǫ ⇀ v in W 1,p0 (D) and v
ǫ = 0 on Tǫ
and any φ ∈ D(D), we have that
lim
ǫ→0
∫
D
|∇wǫ|p−2∇wǫ · ∇vǫφdx = −α0
∫
D
vφdx.
And for uǫ in Theorem 1.1, we have the following lower semi-continuous property: ( For the
special case : p = 2, we refer the readers to Proposition 3.1 of [CM 1,2] )
Key Lemma II If the key lemma I holds and uǫ is the solution of
min{
∫
Rn
1
p
|∇v|p − fvdx : u ∈ W 1,p0 (D), u ≥ 0 a. e. in Tǫ(ω)}
then
lim inf
ǫ→0
F(uǫ) ≥ F0(u
0),
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where u0 is the weak limit of {uǫ} in W 1,p and F0 is defined as follows:
F0(v) =
∫
D
1
p
|∇v|p +
1
p
α0v
p
− − fvdx, ∀ v ∈W
1,p
0 (D).
Now let us show that how the two lemmas I and II imply our main results:
Proof of Theorem 1.1: Let φ ∈ C10 (D) such that φ− ∈ C
1
0 (D). Then
F(uǫ) ≤ F(φ+ φ−w
ǫ).
Next, we can estimate F(φ + φ−w
ǫ) as follows:
F(φ+ φ−w
ǫ) =
∫
D
1
p
[ |∇φ+∇φ−w
ǫ +∇wǫφ−|
p ]dx
−
∫
D
[fφ+ fφ−w
ǫ]dx.
If p is an integer, then
|∇φ+∇φ−w
ǫ +∇wǫφ−|
p ≤ {|∇φ+∇φ−w
ǫ| + |∇wǫφ−|}
p
=
p∑
k=0
Ckp |∇φ+∇φ−w
ǫ|k · |∇wǫφ−|
p−k
= |∇φ+∇φ−w
ǫ|p + |∇wǫφ−|
p
+
p−1∑
k=1
Ckp |∇φ+∇φ−w
ǫ|k · |∇wǫφ−|
p−k
By Key Lemma I, wǫ converges to zero weakly inW 1,p(D), then wǫ → 0 strongly in Lp(D) as ǫ→ 0.
Thus
lim
ǫ→0
∫
D
|∇φ +∇φ−w
ǫ|pdx =
∫
D
|∇φ|pdx
By Key Lemma I, we have
lim
ǫ→0
∫
D
|∇wǫφ−|
pdxdx =
∫
D
α0φ−
pdx
For any k: 1 ≤ k ≤ p− 1, we have that
Ckp |∇φ+∇φ−w
ǫ|k ≤ C + C|wǫ|k
where C is a constant (not depending on k).
From Key Lemma I, we know that (1 ≤ k ≤ p− 1)
lim
ǫ→0
∫
D
|∇wǫφ−|
p−kdx = 0
And by Ho¨lder inequality,
∫
D
|wǫ|k|∇wǫφ−|
p−kdx ≤ {
∫
D
|wǫ|pdx}
k
p · {
∫
D
|∇wǫφ−|
pdx}
p−k
p
Hence
lim
ǫ→0
∫
D
|wǫ|k|∇wǫφ−|
p−kdx = 0.
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Therefore (for p is an integer)
lim sup
ǫ→0
∫
D
|∇φ+∇φ−w
ǫ +∇wǫφ−|
pdx ≤
∫
D
|∇φ|pdx+
∫
D
α0φ−
pdx
If p is not an integer, then we let m be the integer part of p ( Thus 0 < p−m < 1). Hence
|∇φ+∇φ−w
ǫ +∇wǫφ−|
p ≤ {|∇φ+∇φ−w
ǫ| + |∇wǫφ−|}
p−m
× {|∇φ+∇φ−w
ǫ| + |∇wǫφ−|}
m
≤ {|∇φ+∇φ−w
ǫ|p−m + |∇wǫφ−|
p−m}
× {|∇φ+∇φ−w
ǫ| + |∇wǫφ−|}
m
= |∇φ+∇φ−w
ǫ|p + |∇wǫφ−|
p
+
m∑
k=1
Ckm|∇φ+∇φ−w
ǫ|p−k|∇wǫφ−|
k
+
m∑
k=1
Ckm|∇φ+∇φ−w
ǫ|k|∇wǫφ−|
p−k.
If we use the same argument as above and we can get the same conclusion for p is not an
integer.
Thus for any p : 1 < p ≤ n, we have
lim sup
ǫ→0
∫
D
|∇φ+∇φ−w
ǫ +∇wǫφ−|
pdx ≤
∫
D
|∇φ|pdx+
∫
D
α0φ−
pdx
Hence
F0(φ) ≥ lim sup
ǫ→0
F(φ+ φ−w
ǫ)
≥ lim inf
ǫ→0
F(uǫ)
By Key Lemma II, we have
F0(φ) ≥ F0(u
0).
And the set {φ ∈ C10 (D) : φ− ∈ C
1
0 (D)} is dense in W
1,p
0 (D), then u
0 is the solution of
min{
∫
D
1
p
|∇v|p +
1
p
α0v
p
− − fvdx : ∀ v ∈W
1,p
0 (D)} 
Proof of Corollary 1.2 : Let φ ∈ C10 (D) such that φ− ∈ C
1
0 (D) and φ ≥ ψ a. e. in D. Then
φ+ + (w
ǫ
+ − 1)φ− ≥ ψ
ǫ in D
Obviously, for wǫ+, we have the following property:
lim sup
ǫ→0
∫
D
|∇wǫ+|
p|φ−|
pdx ≤ α0
∫
D
|φ−|
pdx
Thus from the proof for Theorem 1.1 (Part II), we have that
lim sup
ǫ→0
∫
D
1
p
|∇{φ+ + (w
ǫ
+ − 1)φ−}|
pdx
= lim sup
ǫ→0
∫
D
1
p
|∇φ+ +∇w
ǫ
+φ− + (w
ǫ
+ − 1)∇φ−|
pdx
≤
∫
D
1
p
|∇φ|pdx+
α0
p
∫
D
(φ−)
pdx
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And since φ+ + (w
ǫ
+ − 1)φ− ≥ ψ
ǫ in D, then∫
D
1
p
|∇{φ+ + (w
ǫ
+ − 1)φ−}|
pdx ≥
∫
D
f · (φ+ + (w
ǫ
+ − 1)φ−)dx
+
∫
D
1
p
|∇hǫ|p − fhǫdx
And wǫ+ converges to 0 weakly in W
1,p
0 (D) and h
ǫ converges to h0 weakly in W
1,p
0 (D), hence
lim inf
ǫ→0
∫
D
1
p
|∇hǫ|p − fhǫdx
≤
∫
D
1
p
|∇φ|pdx +
α0
p
∫
D
(φ−)
pdx − fφdx
By Lemma II, we have that∫
D
1
p
|∇h0|
pdx+
∫
D
1
p
α0(h0)
p
−dx− fh0dx
≤
∫
D
1
p
|∇φ|pdx+
α0
p
∫
D
(φ−)
pdx −
∫
D
fφdx
And {φ ∈ C10 (D) : φ− ∈ C
1
0 (D) and φ ≥ ψ a.e. in D} is dense in {v ∈W
1,p
0 (D) : v ≥ ψ a.e. in D},
therefore h0 is the solution to the following variational problem:
min{
∫
D
1
p
|∇v|p +
1
p
α0v
p
− − fvdx : v ∈ W
1,p
0 (D) and v ≥ ψ a. e. in D}. 
3 Proof of the Key Lemmas I
In order to prove Key Lemma I, we need to follow the the steps as follows:
Step 1: Find the crital value α0.(Here we will use the method from Caffarelli and Mellet [CM].)
Step 2: Show that {wǫ} is bounded in W 1,p(D), where the correctors {wǫ} is defined by
wǫ(x, ω) = inf{v(x) : △pv ≤ α0 in Dǫ, v ≥ 1 on Tǫ and v = 0 on ∂D}
Step 3: Show that wǫ −→ 0 in Lp(D) as ǫ→ 0.
Step 4: Prove the property (a)-(c) of Key Lemma I, i. e.
(a) for any φ ∈ D(D) and 0 < p′ < p,
lim
ǫ→0
∫
D
|∇wǫ|p
′
φdx = 0
(b) for any φ ∈ D(D),
lim
ǫ→0
∫
D
|∇wǫ|pφdx =
∫
D
α0φdx.
(c) for any sequence {vǫ} ⊂W 1,p0 (D) with the property : v
ǫ ⇀ v in W 1,p0 (D) and v
ǫ = 0 on Tǫ
and any φ ∈ D(D), we have that
lim
ǫ→0
∫
D
|∇wǫ|p−2∇wǫ · ∇vǫφdx = −α0
∫
D
vφdx.
6
3.1 Find the crital value α0
Here we will use the method from Caffarelli and Mellet [CM]. we will consider the following obstacle
problem: for every open set A ⊂ Rn , α ∈ R , ∀x ∈ A and ω ∈ Ω , we define
vǫα,A(x, ω) = inf{v(x) : △pv(·) ≤ α−
∑
k∈Zn∩ǫ−1A
γ(k, ω)ǫnδ(· − ǫk) in A, v ≥ 0 in A, v = 0 on ∂A}
where 1 < p ≤ n and △pw = ∇ · (| ∇w |
p−2
∇w) is the p-Laplacian operator And we set
mǫα(A,ω) = |{x ∈ A : v
ǫ
α,A = 0}|.
From [CM], we can find that for any given ǫ > 0, mǫα(·, ω) is subadditive for each ω ∈ Ω and
the process mǫα(A,ω) is stationary ergodic.
Hence by [CM] and [DM], for any real number α, there is a constant l(α) ≥ 0 such that
lim
ǫ→0
mǫα(B1(x0), ω)
|B1(x0)|
= l(α) ,
i.e.
lim
ǫ→0
|{x ∈ B1(x0) : v
ǫ
α, B1(x0)
= 0}|
|B1(x0)|
= l(α),
for any B1(x0) ⊂ R
n.
About the function l(α) , we have the following :
Propostion A.
(i) l(α) a nondecreasing function of α ;
(ii) l(α) = 0 for α < 0;
(iii) l(α) > 0 for α is large enough.
Proof: (i) For its monotonicity, we consider two parameters α ≤ α′ and we will compare
l(α) and l(α′). By comparison principle, for any A ⊆ Rn,
vǫα′,A(x, ω) ≤ v
ǫ
α,A(x, ω), a. e. x ∈ A.
Hence
{x ∈ A : vǫα,A(x, ω) = 0} ⊆ {x ∈ A : v
ǫ
α′,A(x, ω) = 0},
which implies l(α) ≤ l(α′) for α ≤ α′.
(ii) If α < 0, we let β = |α|(2−p)/(p−1)α then
△p{
β
c(n, p)
|x− x0|
p
p−1 −
β
c(n, p)
} = |β|p−2β = α
and βc(n,p) |x − x0|
p
p−1 − βc(n,p) is positive in B1(x0) and vanishes on ∂(B1(x0)). Then we deduce
that:
vǫα,B1 ≥
β
c(n, p)
|x− x0|
p
p−1 −
β
c(n, p)
> 0 in B1(x0).
Hence
mǫα(B1(x0), ω) = 0.
Therefore l(α) = 0.
(iii) Let a = a(k, ω) = n
√
ncγ(k,ω)
α , where the constant c depends on p and n. More precisely, it
should be determined by the following: for 1 < p < n, △p{c
1
p−1 |x|
p−n
p−1 } = −δ(x); and for p = n,
△p{c
1
n−1 log
1
|x|
} = −δ(x).
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We define the function gǫα,k(x, ω) for any α ∈ R
n as following:
gǫα,k(x, ω) =


∫ aǫ
r
(cγ(k, ω)ǫns1−n −
α
n
s)
1
p−1 ds, if 0 ≤ r = |x− ǫk| ≤ aǫ;
0, if x ∈ B1 \Baǫ(ǫk).
Obviously if the parameter α is large enough, then 12 ≥
n
√
ncγ(k,ω)
α , which implies the function
gǫα,k(x, ω) is only concentrated on the cell ball B ǫ2 (ǫk) for α very large. From the definition of
gǫα,k(x, ω), we know that (for α is large)
△p g
ǫ
α,k(x, ω) ≤ α− γ(k, ω)ǫ
nδ(x− ǫk) in B1,
and gǫα,k(x, ω) = 0 if x ∈ B1 \Baǫ(ǫk).
Now we consider the sum of all gǫα,k: ∑
k∈ ǫ−1B1∩Zn
gǫα,k
By the definition, we know that for any two different k, k′ ∈ ǫ−1B1 ∩ Z
n, gǫα,k and g
ǫ
α,k′ have
disjoint support. hence if we let gǫα =
∑
k∈ ǫ−1B1∩Zn
gǫα,k, then
△p g
ǫ
α(x, ω) ≤ α−
∑
k∈ ǫ−1B1∩Zn
γ(k, ω)δ(x− ǫk)
And gǫα(x, ω) ≥ 0 for x ∈ B1 and g
ǫ
α(x, ω) = 0 on ∂B1.
Therefore
0 ≤ vǫα,B1(x, ω) ≤ g
ǫ
α(x, ω), for x ∈ B1.
Thus ⋃
k∈ ǫ−1B1∩Zn
(B1 \Baǫ(ǫk)) ⊂ {x ∈ B1 : v
ǫ
α,B1 = 0},
which implies
mǫα(B1, ω) ≥ ωn − Cǫ
−n(aǫ)n = 1− Can,
where ωn is the volume of the unit ball B1.
And when α is large enough, then a will be small enough such that ωn−Ca
n ≥ 12ωn. Therefore
mǫα(B1, ω) ≥
1
2
ωn > 0, if α is large enough
Then l(α) > 0 if α is large enough. 
Next We choose the critical value α0 by the following way:
α0 = sup{α : l(α) = 0}.
Then by Proposition A, α0 is finite and nonnegative.
In the following, we will define wǫ as follows:
wǫ(x, ω) = inf{v(x) : △pv ≤ α0 in Dǫ, v ≥ 1 on Tǫ and v = 0 on ∂D}
Therefore wǫ satisfies the following conditions:

△pw
ǫ(x, ω) = α0 for x ∈ Dǫ(ω)
wǫ(x, ω) = 1 for x ∈ Tǫ(ω),
wǫ(x, ω) = 0 for x ∈ ∂D \ Tǫ(ω).
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3.2 W 1,p Boundedness of {wǫ}
To show that {wǫ} is uniformly bounded in W 1,p(D), we split the proof into two parts: {wǫ} is
uniformly bounded in Lp(D) and {∇wǫ} is also uniformly bounded in Lp(D).
To prove the first part: {wǫ} is uniformly bounded in Lp(D), we need to introduce an auxiliary
function v(x): let v be the solution to the following problem:{
△pv = α0 in D
v = 0 on ∂D
By Comparison Principle for almost surely ω ∈ Ω,
v(x) ≤ wǫ(x, ω) ≤ 1 for a. e. x ∈ D
Hence ∫
D
|wǫ|pdx ≤ C
which implies that {wǫ} is uniformly bounded in Lp(D)
To show that {∇wǫ} is also uniformly bounded in Lp(D), we define the function hǫ(x, ω) as
following: if 1 < p < n, then
hǫ(x, ω) =


1, x ∈ Tǫ
( ǫ2 )
p−n
p−1 − |x− ǫk|
p−n
p−1
( ǫ2 )
p−n
p−1 − (aǫ)
p−n
p−1
, x ∈ B ǫ
2
\Baǫ(ǫk)
0, otherwise
and if p = n, then
hǫ(x, ω) =


1, x ∈ Tǫ
log |x− ǫk| − log ǫ2
log aǫ − log ǫ2
, x ∈ B ǫ
2
\Baǫ(ǫk)
0, otherwise
Obviously, wǫ − hǫ = 0 on Tǫ and ∂D. Hence
α0
∫
D
(hǫ − wǫ)dx =
∫
D
△pw
ǫ(hǫ − wǫ)dx
=
∫
D
|∇wǫ|pdx−
∫
D
|∇wǫ|p−2∇wǫ · ∇hǫdx
Then by Holder inequality and Young’s Inequality∫
D
|∇wǫ|pdx ≤ (
∫
D
|∇wǫ|p)
p−1
p · (
∫
D
|∇hǫ|pdx)
1
p
+ α0
∫
D
(hǫ − wǫ)dx
≤
p− 1
p
∫
D
|∇wǫ|pdx+
1
p
∫
D
|∇hǫ|pdx+ Cα0
Thus ∫
D
|∇wǫ|pdx ≤
∫
D
|∇hǫ|pdx+ pα0
∫
D
|hǫ − wǫ|dx
≤ C
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where C is a universal constant depending on n and α0.
Therefore
{wǫ} is uniformly bounded inW 1,p(D). 
3.3 wǫ −→ 0 in Lp(D) as ǫ→ 0
To prove this fact: lim
ǫ→0
∫
D
|wǫ|pdx = 0, we need to compare wǫ with vǫα0,D. Roughly speaking, we
will show that, near the singular points (the holes), their liming behaviour should be very close.
First of all , we will consider some asymptotic properties of vǫα0,D as ǫ→ 0. Since D is bounded,
then without loss of generality we can assume that D ⊂ B1. In the following we will use v
ǫ
0 and
vǫ0 to denote v
ǫ
α0,B1
and min(vǫα0,B1 , 1). And about v
ǫ
0, we have the following facts:
Proposition B. (i) we have that vǫα0,D(x, ω) ≥ h
ǫ
k(x, ω)−o(1) for a. e. x ∈ B ǫ2 (ǫk) and a. s. ω ∈
Ω, where
hǫk(x, ω) =
{
c
1
p−1 γ(k, ω)
1
p−1 ǫ
n
p−1 |x− ǫk|
p−n
p−1 , if 1 < p < n,
−c
1
n−1 γ(k, ω)
1
n−1 ǫ
n
n−1 log |x− ǫk|, if p = n.
and the constant c is the same constant as Propostion A (iii).
(ii) For any δ > 0, vǫδ(x, ω) converges to 0 in L
p(B1) as ǫ goes to 0 for a. s. ω ∈ Ω, where
vǫδ is defined as follows:
vǫδ(x, ω) = inf{v(x) : △pv ≤ α0 + δ −
∑
k∈Zn∩ǫ−1B1
γ(k, ω)ǫnδ(· − ǫk)
in B1, v ≥ 0 on B1, v = 0 on ∂B1}
and let vǫδ = min(v
ǫ
δ, 1). Hence
vǫα0+δ,D = min(v
ǫ
α0+δ,D, 1) converges to 0 in L
p(D)
Proof: ( i) Let b(k, ω) = n
√
ncγ(k, ω)
α0
. Then we define the function hǫα0,k(x, ω) as follows: if
b ≥ 12 , then
hǫα0,k(x, ω) =


∫ ǫ
2
r
(cγ(k, ω)ǫns1−n −
α0
n
s)
1
p−1 ds, 0 ≤ r ≤ 12ǫ
0, r ≥ ǫ2
and if b ≤ 12 , then
hǫα0,k(x, ω) =


∫ bǫ
r
(cγ(k, ω)ǫns1−n −
α0
n
s)
1
p−1 ds, 0 ≤ r ≤ bǫ
0, r ≥ bǫ
where r = |x− ǫk| and x ∈ B 1
2
ǫ(ǫk).
If b ≥ 12 , we have that ∀ x ∈ Bbǫ(ǫk) and ω ∈ Ω,
△ph
ǫ
α0,k(x, ω) = α0 − γ(k, ω)ǫ
nδ(x− ǫk) in B ǫ
2
(ǫk)
and hǫα,k(x, ω) = 0 if |x− ǫk| =
ǫ
2 . Hence
△ph
ǫ
α0,k(x, ω) ≥ △pv
ǫ
α0,D(x, ω), ∀ x ∈ B ǫ2 (ǫk)
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and hǫα0,k(x, ω) = 0 ≤ v
ǫ
0(x, ω) when |x− ǫk| =
ǫ
2 . By comparison principle (see [MZ]), we have
hǫα0,k(x, ω) ≤ v
ǫ
α0,D(x, ω), a. e. x ∈ B ǫ2 (ǫk) and a. s. ω ∈ Ω
And for the case b ≤ 12 , the proof is similar as above.
Thus
hǫα0,k(x, ω) ≤ v
ǫ
α0,D(x, ω), a. e. x ∈ B ǫ2 (ǫk) and a. s. ω ∈ Ω
And by direct simple computation, we know that
hǫα0,k(x, ω) ≥ h
ǫ
k(x, ω)− o(1), a. e. x ∈ B ǫ2 (ǫk) and a. s. ω ∈ Ω
Therefore
vǫα0,D(x, ω) ≥ h
ǫ
k(x, ω)− o(1), a. e. x ∈ B ǫ2 (ǫk) and a. s. ω ∈ Ω
which concludes Proposition B (i).
(ii) From the definition of {vǫδ}, we know that for a. e. ω ∈ Ω
−
∑
k∈Zn∩ǫ−1B1
γ(k, ω)ǫnδ(· − ǫk) ≤ △pv
ǫ
δ ≤ α0 + δ in B1
Hence
〈△pv
ǫ
δ, v
ǫ
δ〉 ≥ −
∑
k∈Zn∩ǫ−1B1
γ(k, ω)ǫnvǫδ(ǫk)
By Proposition B (i), we have that
vǫδ ≥ h
ǫ
k(x, ω)− o(1), a. e. x ∈ B ǫ2 (ǫk) and a. s. ω ∈ Ω
which concludes that vǫδ(ǫk) = 1
Thus from integration by parts ∫
D
|∇vǫδ|
pdx ≤ C
where C is a universal constant. Therefore {vǫδ} are bounded in W
1,p(B1).
From [CM] and [CSW], we have that for a. s. ω ∈ Ω.
lim
ǫ→0
|{vǫδ = 0} ∩Br(x0)|
|Br(x0)|
= l(α0 + δ) > 0, for any Br(x0) ⊆ B1.
By the Poincare´-Sobolev inequality (see Lemma 4.8 in [HL]), there exists a constant C = C(α0 +
δ, n) such that ∫
Br(x0)
|vǫδ|
pdx ≤ Crp
∫
Br(x0)
|∇vǫδ|
pdx
for any Br(x0) ⊆ B1
And {vǫδ} are bounded in W
1,p(B1), hence∫
B1
|vǫδ|
pdx ≤ Crp
which implies that
lim
ǫ→0
∫
B1
|vǫδ|
pdx = 0
And vǫδ(x, ω) ≥ v
ǫ
α0+δ, D
(x, ω) ≥ 0 for a. e. x ∈ D and a. s. ω ∈ Ω , thus
lim
ǫ→0
∫
D
|vǫα0+δ,D|
pdx = 0 
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To finish the proof of Step 3 , we need to pass the limiting property of vǫα0+δ,D to w
ǫ. First
of all, we introduce a new auxillary function wǫδ as follows:
wǫδ(x, ω) = inf{v(x) : △pv ≤ α0 + δ in Dǫ, v ≥ 1 on Tǫ and v = 0 on ∂D}
Obviously, for a. s. ω ∈ Ω, wǫ(x, ω) ≥ wǫδ(x, ω) for a. e. x ∈ D and {w
ǫ
δ} is also bounded in
W 1,p(D) by Step 2 (the argument for the W 1,p boundedness of wǫ).
More precisely, {wǫδ} satisfies the following property:
Proposition C. (i) For any δ > 0,
‖wǫ − wǫδ‖W 1,p(D) ≤
{
Cδ1/(p−1), 2 ≤ p ≤ n
Cδ, 1 < p ≤ 2
where C depends only on p, n and α0
(ii)
lim
ǫ→0
∫
D
(wǫδ)
pdx = 0
Proof of Proposition C: (i) Next we apply the well-known inequality
(|ξ|p−2ξ − |η|p−2η) · (ξ − η) ≥ γ
{
|ξ − η|2(|ξ|+ |η|)p−2, 1 < p ≤ 2
|ξ − η|p, 2 ≤ p ≤ n
for any nonzero ξ, η ∈ Rn and a constant γ = γ(n, p) > 0.
If 2 ≤ p ≤ n, then we have the following:∫
D
{△pw
ǫ
δ(x, ω)−△pw
ǫ(x, ω)} · {wǫ(x, ω)− wǫδ(x, ω)}dx
=
∫
D
{|∇wǫδ|
p−2∇wǫδ − |∇w
ǫ|p−2∇wǫ} · {∇wǫδ −∇w
ǫ}dx
≥ γ
∫
D
|∇wǫδ −∇w
ǫ|pdx.
And by Ho¨lder inequality and Poincare´ inequality, we have∫
D
δ{wǫ(x, ω)− wǫδ(x, ω)} dx ≤ Cδ{
∫
D
|wǫ(x, ω)− wǫδ(x, ω)|
pdx}
1
p
≤ Cδ{
∫
D
|∇wǫ(x, ω)−∇wǫδ(x, ω)|
pdx}
1
p
Therefore ∫
D
|∇wǫδ −∇w
ǫ|pdx ≤ Cδ
p
p−1
which implies that
‖wǫδ − w
ǫ‖W 1,p(D) ≤ Cδ
1
p−1
where C depends only on p, n.
If 1 < p ≤ 2, then by Ho¨lder inequality∫
D
{△pw
ǫ
δ −△pw
ǫ} · {wǫ − wǫδ}dx
=
∫
D
δ{wǫ(x, ω)− wǫδ(x, ω)}dx
≥ γ
∫
D
|∇(wǫ − wǫδ)|
2(|∇wǫ|+ |∇wǫδ|)
p−2dx
≥ γ(
∫
D
|∇(wǫ − wǫδ)|
pdx)2/p × (
∫
D
(|∇wǫ|+ |∇wǫδ|)
pdx)1−2/p
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And by Ho¨lder inequality and Poincare´ inequality,∫
D
δ{wǫ(x, ω)− wǫδ(x, ω)}dx ≤ Cδ{
∫
D
|∇wǫ(x, ω)−∇wǫδ(x, ω)|
pdx}1/p
Then
{
∫
D
|∇wǫ(x, ω)−∇wǫδ(x, ω)|
pdx}1/p
≤ Cδ(
∫
D
(|∇wǫ|+ |∇wǫδ|)
pdx)2/p−1
≤ Cδ(
∫
D
|∇wǫ|pdx+
∫
D
|∇wǫδ|
pdx)2/p−1
≤ Cδ
Therefore
‖wǫ − wǫδ‖W 1,p(D) ≤
{
Cδ1/(p−1), 2 ≤ p ≤ n
Cδ, 1 < p ≤ 2
where C depends only on p, n and α0.
(ii) And by Proposition B (i) and comparison principle, we know that
0 ≤ (wǫδ)+ ≤ v
ǫ
α0+δ, D + o(1)
hence
lim
ǫ→0
∫
D
(wǫδ)
p
+dx = 0
Next we will consider (wǫδ)−. In Bǫ/2(ǫk), we suppose that
sup
Bǫ/2(ǫk)
(wǫδ)− > 0
Since △pw
ǫ
δ = α0 + δ in Dǫ, then by [MZ] w
ǫ
δ is continuous in D and so is (w
ǫ
δ)−. Then if we
apply Harnack inequality (see [MZ]) to (wǫδ)−, we will have that for a. s. ω ∈ Ω,
sup
Bǫ/2(ǫk)
(wǫδ)− = o(1), for ǫ is small
which implies that
lim
ǫ→0
∫
D
(wǫδ)
p
−dx = 0
Thus
lim
ǫ→0
∫
D
|wǫδ|
pdx = 0
which concludes Proposition C. 
Hence by Proposition C, we have that
lim
ǫ→0
∫
D
|wǫ|pdx = 0
Therefore we can select a subsequence from {wǫ} such that this subsequence (we still use {wǫ} to
denote it) converges weakly to zero in W 1,p(D).
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3.4 Property (a)-(c) of wǫ
(a) Without loss of the generality, we assume that φ ∈ C10 (D) and φ ≥ 0 on D. Let θ be an any
small positive number (0 < θ < 1).To prove property (a), we need to prove the two facts:
lim sup
ǫ→0
∫
D∩{wǫ≤θ}
|∇wǫ|p
′
φdx ≤ C(α0, φ)θ,
and
lim sup
ǫ→0
∫
D∩{wǫ>θ}
|∇wǫ|p
′
φdx = 0
In fact we let wǫθ = (θ−w
ǫ)+, then w
ǫ
θ ∈W
1,p
0 (D) and w
ǫ
θ converges to θ weakly in W
1,p
0 (D). And
since θ < 1, then wǫθ on the holes Tǫ. Obviously
lim
ǫ→0
∫
D
|∇wǫ|p−2∇wǫ · ∇(wǫθφ)dx = −α0θ
∫
D
φdx
which implies
lim
ǫ→0
{
∫
D∩{wǫ≤θ}
|∇wǫ|pφdx −
∫
D∩{wǫ≤θ}
|∇wǫ|p−2∇wǫ · ∇φ wǫθdx}
= α0θ
∫
D
φdx
Since wǫ is bounded in W 1,p, then by Ho¨lder inequality,
|
∫
D∩{wǫ≤θ}
|∇wǫ|p−2∇wǫ · ∇φ wǫθdx| ≤ C{
∫
D∩{wǫ≤θ}
(wǫθ)
pdx}1/p
≤ C{
∫
D
(wǫθ)
pdx}1/p
And wǫ converges to 0 in W 1,p weakly, then
lim
ǫ→0
{
∫
D
(wǫθ)
pdx}
1
p = θ
Thus
lim sup
ǫ→0
∫
D∩{wǫ≤θ}
|∇wǫ|pφdx ≤ Cθ
Now let 0 < p′ < p, then by Ho¨lder inequality, we have that∫
D∩{wǫ≤θ}
|∇wǫ|p
′
φdx ≤ {
∫
D∩{wǫ≤θ}
|∇wǫ|pφdx}
p′
p · {
∫
D
φdx}
p−p′
p
Thus
lim sup
ǫ→0
∫
D∩{wǫ≤θ}
|∇wǫ|p
′
φdx ≤ C(α0, φ)θ,
And for the integral
∫
D∩{wǫ>θ}
|∇wǫ|p
′
φdx, we still apply Ho¨lder inequality, then
∫
D∩{wǫ>θ}
|∇wǫ|p
′
φdx ≤ {
∫
D
|∇wǫ|pφdx}
p′
p · {
∫
D∩{wǫ>θ}
φdx}
p−p′
p
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And wǫ ⇀ 0 weakly in W 1,p0 (D), then
lim
ǫ→0
∫
D∩{wǫ>θ}
φdx = 0
Then
lim sup
ǫ→0
∫
D∩{wǫ>θ}
|∇wǫ|p
′
φdx = 0
Therefore
lim sup
ǫ→0
∫
D
|∇wǫ|p
′
φdx ≤ C(α0, φ)θ
And θ is an arbitrary small positive number, so
lim
ǫ→0
∫
D
|∇wǫ|p
′
φdx = 0. 
(b) By integration by parts, we have:
α0
∫
D
φ(1 − wǫ)dx =
∫
D
∇ · (| ∇wǫ |
p−2
∇wǫ)φ(1 − wǫ)dx
=
∫
D
∇φ · ∇wǫ|∇wǫ|p−2(wǫ − 1)dx
+
∫
D
φ|∇wǫ|pdx
Since wǫ goes to 0 weakly in W 1,p(D), hence
lim
ǫ→0
α0
∫
D
φ(1 − wǫ)dx = α0
∫
D
φdx
And wǫ converges to 0 strongly in Lp(D) and∇wǫ is bounded in Lp(D) , hence by Ho¨lder inequality,
we have that
lim
ǫ→0
∫
D
∇φ · ∇wǫ|∇wǫ|p−2wǫdx = 0
Finally, by (a), we know that
lim
ǫ→0
∫
D
∇φ · ∇wǫ|∇wǫ|p−2dx = 0
Therefore
lim
ǫ→0
∫
D
φ|∇wǫ|pdx =
∫
D
α0φdx. 
(c) From integration by parts, we have that∫
D
∇ · (|∇wǫ|p−2∇wǫ)vǫφdx = −
∫
D
φ|∇wǫ|p−2∇wǫ · ∇vǫdx
−
∫
D
vǫ|∇wǫ|p−2∇wǫ · ∇φdx
which concludes that
−
∫
D
α0v
ǫφ =
∫
D
φ|∇wǫ|p−2∇wǫ · ∇vǫdx+
∫
D
vǫ|∇wǫ|p−2∇wǫ · ∇φdx
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Since vǫ is bounded in W 1,p0 (D) (1 < p ≤ n), then by Sobolev imbedding theorem ([GT]) v
ǫ is
bounded in Lq for some q > p. Hence by Ho¨lder inequality,
|
∫
D
vǫ|∇wǫ|p−2∇wǫ · ∇φdx| ≤ {
∫
D
|vǫ|q}
1
q {
∫
D
|∇wǫ|(p−1)q
′
|∇φ|q
′
dx}
1
q′
where q′ = qq−1 . And q > p, then (p− 1)q
′ < p, which implies that (by (a))
lim
ǫ→0
{
∫
D
|∇wǫ|(p−1)q
′
|∇φ|q
′
dx}
1
q′ = 0
Hence
lim
ǫ→0
∫
D
vǫ|∇wǫ|p−2∇wǫ · ∇φdx = 0
Therefore
lim
ǫ→0
∫
D
|∇wǫ|p−2∇wǫ · ∇vǫφdx = −α0
∫
D
vφdx. 
4 Proof of Key Lemma II
Proof of Key Lemma II: Let us decompose uǫ = uǫ+ − u
ǫ
−, where u
ǫ
+ = max{u
ǫ, 0} and
uǫ− = max{−u
ǫ, 0}. Since uǫ converges to u0 weakly in W
1,p, then uǫ+ ⇀ u
0
+ in W
1,p ( uǫ− ⇀ u
0
−
in W 1,p, respectively). Obviously,
∫
D
|∇uǫ|pdx =
∫
D
|∇uǫ+|
pdx+
∫
D
|∇uǫ−|
pdx and
∫
D
|∇u0|pdx =∫
D
|∇u0+|
pdx+
∫
D
|∇u0−|
pdx
For uǫ+, we apply the classical lower semicontinuity property:
lim inf
ǫ→0
∫
D
|∇uǫ+|
p ≥
∫
D
|∇u0+|
p
In order to prove Lemma II, we need to prove the following revised lower semicontinuity prop-
erty:
lim inf
ǫ→0
∫
D
|∇uǫ−|
p ≥
∫
D
|∇u0−|
pdx+
∫
D
α0(u
0
−)
pdx
Let θ be an any (small) positive number and φ is a test function (which is in C10 (D) ).
Firstly we will show that
lim inf
ǫ→0
1
p
∫
wǫ≤θ
|∇uǫ−|
pdx ≥
∫
D
|∇φ|p−2∇φ · ∇u−0 dx−
p− 1
p
∫
D
|∇φ|pdx (∗)
In fact from Young’s inequality, we have the following∫
wǫ≤θ
|∇φ|p−2∇φ · ∇uǫ−dx ≤
1
p
∫
wǫ≤θ
|∇uǫ−|
pdx+
∫
wǫ≤θ
p− 1
p
|∇φ|pdx.
Since wǫ converges to 0 weakly in W 1,p(D), then |{wǫ > θ}| → 0 as ǫ goes to 0. Hence
lim
ǫ→0
∫
wǫ>θ
|∇φ|pdx = 0
which implies that ( by Ho¨lder inequality )
lim
ǫ→0
∫
wǫ>θ
|∇φ|p−2∇φ · ∇uǫ−dx = lim
ǫ→0
∫
wǫ>θ
|∇φ|pdx = 0
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Since uǫ− converges to u
0
− weakly in W
1,p(D), then we have the estimate (∗):
lim inf
ǫ→0
1
p
∫
wǫ≤θ
|∇uǫ−|
pdx ≥
∫
D
|∇φ|p−2∇φ · ∇u−0 dx−
p− 1
p
∫
D
|∇φ|pdx
Next we will prove that
1
p
∫
wǫ>θ
|∇uǫ−|
pdx ≥ −
p− 1
p
∫
D
|∇wǫφ|pdx−
∫
D
|∇wǫφ|p−2∇wǫ · ∇uǫ−φdx
− Cθ − Cθ
p−1
p (∗∗)
In fact by Young’s inequality we have that
−
∫
wǫ>θ
|∇wǫφ|p−2∇wǫ · ∇uǫ−φdx ≤
p− 1
p
∫
wǫ>θ
|∇wǫφ|pdx
+
1
p
∫
wǫ>θ
|∇uǫ−|
p
Then by the proof of Lemma I (a)∫
wǫ<θ
|∇wǫφ|pdx ≤ Cθ
And by Ho¨lder inequality
|
∫
wǫ<θ
|∇wǫφ|p−2∇wǫ · ∇uǫ−φdx| ≤ {
∫
wǫ<θ
|∇wǫφ|pdx}
p−1
p
× {
∫
D
|∇uǫ−|
pdx}
1
p
≤ Cθ
p−1
p
Thus
1
p
∫
wǫ>θ
|∇uǫ−|
pdx ≥ −
p− 1
p
∫
D
|∇wǫφ|pdx
−
∫
D
|∇wǫφ|p−2∇wǫ · ∇uǫ−φdx− Cθ − Cθ
p−1
p
which concludes (∗∗).
Now we combine the two estimates: (∗) and (∗∗) and apply the key Lemma I, then we have
the following:
lim inf
ǫ→0
1
p
∫
D
|∇uǫ−|
p ≥ lim inf
ǫ→0
{
1
p
∫
wǫ≤θ
|∇uǫ−|
pdx+
1
p
∫
wǫ>θ
|∇uǫ−|
pdx}
≥
∫
D
|∇φ|p−2∇φ · ∇u0−dx −
p− 1
p
∫
D
|∇φ|pdx
−
p− 1
p
α0
∫
D
|φ|pdx+ α0
∫
D
|φ|p−2φ · u0−dx− Cθ − Cθ
p−1
p
Since θ is arbitary small, then
lim inf
ǫ→0
1
p
∫
D
|∇uǫ−|
pdx ≥
∫
D
|∇φ|p−2∇φ · ∇u0−dx−
p− 1
p
∫
D
|∇φ|pdx
−
p− 1
p
α0
∫
D
|φ|pdx+ α0
∫
D
|φ|p−2φ · u0−dx
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Then if we let φ = u0− (since the test functions are dense in W
1,p(D)), we have
lim inf
ǫ→0
∫
D
|∇uǫ−|
pdx ≥
∫
D
|∇u0−|
pdx+ α0
∫
D
(u0−)
pdx. 
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