Abstract. We consider superlinearly convergent analogues of Newton methods for nondi erentiable operator equations in function spaces. The superlinear convergence analysis of semismooth methods for nondi erentiable equations described by de ning a locally Lipschitzian operator in R n is based on Rademacher's theorem which does not hold in function spaces. We introduce a concept of slant di erentiability and use it to study superlinear convergence of smoothing methods and semismooth methods in a uni ed framework. We show that a function is slantly di erentiable at a point if and only if it is Lipschitz continuous at that point. An application to the Dirichlet problems for a simple class of nonsmooth elliptic partial di erential equations is discussed.
For example, a class of such problems arising in optimal control problems for parabolic partial di erential equations with bound constraints on the control 16, 17]:
F(x) = x ? P(K(x)) = 0; where K is a completely continuous map from L 1 ( ) to C( ) for some bounded region example, the Newton method assumes that F is Fr echet di erentiable and is de ned by x k+1 = x k ? F 0 (x k ) ?1 F(x k ); (1.2) where F 0 is the Fr echet derivative of F. What are suitable analogues of Newton's method when F is not smooth ?
Iterative methods for nondi erentiable equations have been studied for decades 7, 10, 15, 16, 31, 34, 38, 40] . Among these methods, smoothing methods and semismooth methods for nondi erentiable equations arising from variational inequalities and complementarity problems in R n have been studied extensively in the last few years 2, 4, 5, 9, 11, 14, 34] .
Superlinear convergence analysis of semismooth Newton methods for equations de ning a locally Lipschitian operator in R n uses the notions of generalized Jacobian 12] and semismoothness 32, 35] , which are based on the Rademacher theorem. The
Rademacher theorem states that if F : R n ! R m is a locally Lipschitzian function, then F is di erentiable almost everywhere. The Rademacher theorem does not hold in function spaces. Hence the above de nitions of generalized Jacobian and semismoothness cannot be used in function spaces.
In this paper, we introduce notions of slanting functions and slant di erentiability of operators in Banach spaces, and use these notions to formulate a concept of semismoothness in in nite dimensional spaces, which coincides with the above notion of semismoothness in the case of a locally Lipschitzian mapping on R n . These notions will play a pivotal role in the formulation and convergence analysis of analogues of Newton's method (smoothing and semismooth methods) for nondi erentiable operator equations in function spaces.
The main feature of smoothing Newton methods in R n is to approximate F by a parametric function f(x; ) : R n R ++ ! R n which is continuously di erentiable with respect to x, and then to use the partial derivative f x (x k ; k ) at each step of the Newton-like iteration. The error of f( ; k ) to F is bounded by kF(x) ? f(x; k )k O( k ) and k ! 0 as k ! 1. The properties (1.4) and (1.5) suggest a superlinearly convergent Newton method 6, 11]:
Note that f o : R n ! R n n is a single valued function, and the superlinear convergence of (1.6) is not based on the Rademacher theorem. This opens a way to study Newton methods for nonsmooth problems in function spaces.
The organization of the paper is as follows. In Section 2 we introduce the notion of a slanting function f o and slant di erentiability for a general nonsmooth function F in Banach spaces, and study some of their interesting properties. Using slanting functions, we extend in Section 3 the semismooth Newton method and the smoothing Newton method to Banach spaces. An application to a class of nonsmooth Dirichlet problems is studied in Section 4. However, these results do not hold in function spaces since the generalized Jacobian is de ned only in nite dimensional spaces. To circumvent this di culty in in nite dimensional spaces we introduce the following notion of slant di erentiability. 
is always nonempty.) Slant di erentiability captures a property that appears implicitly in some convergence proofs of Newton-type methods for solving nonsmooth equations as well as ill-posed smooth equations. For example, consider the parameterized Newton method for solving ill-posed smooth equations. To overcome ill-posedness and singularity, we use x k+1 = x k ? (F 0 
where k is chosen such that F 0 (x k ) + k I is nonsingular. Let f o (x) = F 0 (x) + x I and assume x ! 0 as x ! x . Then f o is a slanting function for F at x if F 0 (x) is uniformly bounded in a neighborhood of x .
We now make a few comments on some unusual properties of slanting functions which also explain the choice of the terms \slanting function" and \slant derivative". Hence F is slantly di erentiable at 0 with in nitely many slanting functions for F at 0. Note that such f o is not a slanting function for F at every point x 2 X n f0g. If we let f o F 0 , then f 0 is a slanting function for F at every point x 2 X n f0g, but not a slanting function for F at 0.
7. For a slantly di erentiable function F at x, the set @ S F(x) is dependent on the choice of a slanting function for F at x. Associated with any slanting function, the set @ S F(x) is bounded, since f o (x + h) is uniformly bounded for h su ciently small. For example, let X = Y = R, We now present a necessary and su cient condition for the slant di erentiability, for the proof we need the following lemma, which is a corollary of the Hahn-Banach theorem.
Lemma 2.5. Let X be a normed space and h be a xed element of X, h 6 = 0. Then there exists an element g 2 X , where X is the (norm) dual of X, such that g(h) = khk and kgk = 1: (Note by de nition of X , g is a continuous linear functional on X, so it is bounded.) Theorem is singular. This contradicts the assumption.
3. Smoothing functions and semismooth functions. We generalize the definition of smoothing functions for a nonsmooth function and the concept of semismmothness of a nonsmooth function in nite dimensional spaces to in nite dimensional spaces. Now, we suppose that F is B-di erentiable at x and (3.3) holds. Then for all V 2 @ S F(x + h),
Hence
By Theorem 2.9, part (a) of De nition 3.2 holds and so F is semismooth at x. Theorem 3.3 implies that the de nition of semismoothness used here coincides with the de nition of in nite dimensional spaces if we take a single-valued selection of the Clarke Jacobian or the B-subdi erential as the slanting function.
To illustrate Theorem 3.3, we consider the system of \min" nonsmooth equations in R n F(x) := min(p(x); q(x)) = 0; where p and q are continuously di erentiable functions from R n into itself. This system is equivalent to the complementarity problem p(x) 0; q(x) 0; p(x) T q(x) = 0: Chen, Qi and Sun showed 9] that every smoothing function f(x; ) in the ChenMangasarian smoothing function family 5] for the nonsmooth function F satis es (3.2). In particular, for i = 1; 2; :::; n; 
Hence the sequence fx k g converges to x : Moreover, using De nition 2.1 and (3. 4. An application to a class of nonsmooth elliptic partial di erential equations. Let Since p o is a slanting function for P at u, the above equality implies that f o is a slanting function for F at u. We use method (1.6) with the ve-point nite di erence method. The stopping criterion is kF n (x)k 1 10 ?12 : Here F n is the nite di erence approximation function with grids n. We report the value of kF n (x)k 1 at the last ve iterations.
Nonsmooth optimization and operator equations involving nonsmooth operators are becoming crucial in various areas of computational and applied mathematics, for example in nonsmooth mechanics 21, 22, 30] , optimal design of electromagnetic devices 21], ill-posed problems involving nonsmooth operators and variational inequalities 19, 24] , bounded variation regularization and nondi erentiable optimization problems in nonre exive spaces 26, 27] , inverse source problems 25], free boundary problems 28], multi-body system identi cation 1], and nonlinear complementary problems (see 8] and references cited therein). Various classes of these problems can be reformulated as nonsmooth equations with locally Lipschitzian operators. Hence the smoothing methods and semismooth methods studied in this paper can be applied to these problems.
