Video compression is the core technology in mobile (mHealth) and electronic (eHealth) health video streaming applications. With global video traffic projected to reach 82% of all Internet traffic by 2022, there is a strong need to develop efficient compression algorithms to accommodate expected future growth. For the first time in decades, and especially since ISO/IEC MPEG and ITU-T VCEG expert groups strategically joined forces to develop the highly successful H.264/AVC standard, we have two distinct initiatives competing for the best performing video codec. On the one hand, we have the Alliance for Open Media (AOM) that support a new, royalty free video codec generation, termed AV1, based on VP8 and VP9 efforts. On the other hand, the Joint Video Exploration Team (JVET) has been developing the Versatile Video Codec (VVC) as the successor of the High Efficiency Video Coding (HEVC) standard. At the same time, the breadth of applications utilizing video codecs, involving significant content variability and moving across the video resolution ladder, to satisfy different constraints, have resulted in mixed literature results, with respect to the best performing codec. In this paper, we compare the performance of emerging VVC and AV1 codecs, along with popular HEVC implementations, namely the HEVC Test Model (HM) and x265, as well as earlier, VP9 codec, and investigate their suitability for medical applications. To the best of our knowledge, this is the first performance comparison of emerging VVC and AV1 video codecs for use in the healthcare domain. Experimental evaluation based on three datasets (ultrasound, emergency scenery, and general-purpose videos) demonstrate that VVC outperforms all rival codecs while AV1 achieves better compression efficiency than HEVC in all cases but low-resolution (560 × 448@40Hz) ultrasound videos of the common carotid artery. Furthermore, the use of video despeckling prior to ultrasound video compression can provide significant bitrate savings.
I. INTRODUCTION
Video codecs are currently experiencing unparalleled levels of growth driven by unprecedented video traffic demands that are projected to reach 82% of all Internet traffic by The associate editor coordinating the review of this manuscript and approving it for publication was Xinfeng Zhang.
2022 [1] . At the same time, advances in open-source video delivery protocols, such as Dynamic Adaptive Streaming over HTTP (MPEG-DASH) and WebRTC (Real-Time Communication (RTC)), facilitate the rapid deployment of adaptive video applications of high quality. Most importantly, industry initiatives such as Google's WebM project (leading VP8 and VP9 video codecs development), and subsequent VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ formation of the Alliance for Open Media (AOM) [2] comprising key industry affiliates, have established a highly competitive environment, investing efforts towards creating the first ever royalty free video codec. In this context, AOM announced the code freeze of its debut encoder, AV1, in 2018, claiming the best encoding performance to date. At the same time, the Joint Video Exploration Team (JVET) formed in October 2017 that has undertaken the development of HEVC's successor, termed Versatile Video Coding (VVC), has just released its reference software abbreviated VTM (VVC Test Model) [3] . The first version of the VVC standard is expected in 2020. As shown in Fig. 1 , video compression standards have evolved since 1990 mainly driven by the ISO/ IEC Moving Picture Experts Group (MPEG) and the ITU-T Video Coding Experts Group (VCEG), leading both standardization and reference video codecs development. These two bodies have been traditionally working together, especially since the release of the highly successful H.264/AVC standard, being the JVET's forming entities. On the other hand, AOM's philosophy investing towards a royalty free codec, challenges todays' landscape. Hence, recent developments necessitate a fair and objective comparison, across the spectrum of underlying applications that involve different constraints and in-turn trigger and utilize unique coding tools found in these state-of-the-art codecs.
From a healthcare perspective, video compression is a key enabling technology and has thus been widely used for real-time medical video communications in a mobile-health setting [4] - [7] . Application scenarios range from remote diagnosis and care, to emergency incidence response, medical education, tele-robotics, and second opinion provision. Recently, there is a growing number of applications for assisted living while video compression is essential for lowbandwidth environments such as in remote diagnosis from isolated locations, developing countries, and disaster sites [8] .
The objective of this study is to compare and contrast the video compression efficiency and applicability of VP9, high efficiency video coding (HEVC) or HEVC/ H.265, recently standardized AV1, and emerging VVC in the healthcare domain. To the best of our knowledge, this is the first largescale study to investigate the afore-described standards applicability for medical video communications, significantly extending preliminary work by our group involving a limited ultrasound video dataset [9] . Our goal is to provide a fair comparison based on a reproducible methodology. To account for video content variations, we consider three different video datasets: (i) ultrasound videos of the common carotid artery, (ii) emergency scenery videos reflecting different incidents, as well as (iii) general-purpose videos to provide a baseline for future comparisons. We also show that for ultrasound videos, despeckling prior to video compression can substantially increase compression performance for all standards.
II. MEDICAL VIDEO COMMUNICATIONS SYSTEMS OVERVIEW
The multi-faceted benefits of adopting mHealth video communication systems in routine clinical care involve timely interventions in emergency incidents, safety-critical access to specialized care of people residing in isolated areas, minimized burden to patients and informal care-givers for routine examinations, improved health outcomes (i.e., timely diagnosis, re-hospitalization reductions), as well as significant healthcare-expenditures savings [4] . We break our discussion into three subsections. First, diagnostically driven methods focus on high quality encoding of clinically relevant content. Second, adaptive methods focus on deploying video communications in rapidly changing environments. Third, we provide an overview of current and emerging applications.
A. DIAGNOSTICALLY DRIVEN VIDEO TECHNOLOGIES
A prevailing concept that has been used across medical video modalities involves diagnostically driven encoding [5] , [7] , [10] . The latter approach, concerns the identification of diagnostic region(s)-of-interest (d-ROIs), using either manual (outlined by a medical expert) or automatic Fig. 2(d) demonstrates an ultrasound video used in [10] where d-ROIs are encoded in higher quality than the background, less diagnostically important regions. (computer-based segmentation methods) means (see Figs. [2] [3] . Then, the objective is to encode these clinically sensitive region(s) that entail the diagnostic information required by a medical expert to reach a confident diagnosis in higher quality compared to the background, or less diagnostically important region(s). Moreover, the concept extends to enhancing the error resilience and/ or assigning higher priority to data packets containing the d-ROIs during wireless transmission. All methods serve the common goal of providing diagnostically lossless video communications suitable for clinical practice.
A non-exhaustive list of diagnostically driven video technologies include cardiac [11] , [12] , abdominal aortic aneurysm [13] , common carotid artery [10] , and femoral artery, ultrasound videos [14] , as well as trauma [15] , surgery [16] , and emergency scenery videos [17] .
B. ADAPTIVE VIDEO COMMUNICATIONS FOR M-HEALTH SYSTEMS
The primary goal of mHealth video systems is to provide for reliable, clinically sound communications throughout the streaming session. However, this is often a difficult task, especially when mHealth systems operate in the wild. The latter term, captures unpredictable factors in mHealth applications.
Unpredictable factors are due to the underlying wireless channels. Examples include strong variations in available bandwidth (throughout), end-to-end delay, and error rate. These factors are time-varying and cannot be tackled a-priory. Additional challenges are due to content heterogeneity, imposing different clinical constraints and bandwidth requirements, end-users devices capabilities and the infrastructure. As an example, limited processing power and multi-source (big) data generation and transmission over the same communication medium can lead to bottlenecks and overall system failures. The latter observation quickly led to the realization that mHealth video-based services need to adapt to the afore-described constraints, effectively, and in real-time, preserving the primary objective of delivering medical video of adequate diagnostic capacity.
As such, adaptive medical video communication systems are increasingly found in the literature, describing pilot-studies in different clinical settings. To address the issues, we list studies involving multi objective optimization [18] , video stream prioritization [19] , scalable video coding [19] , and MPEG-DASH streaming [20] (see Table 1 ).
C. EMERGING MEDICAL VIDEO APPLICATIONS
Advances across the spectrum of underlying technologies used in an mHealth setting, linked with hardware developments and availability of enabling state-of-the-art infrastructure, are quickly setting the floor for a new generation of mHealth video based applications. Toward this direction, tele-operated and autonomous robots used in daily clinical care and emergency response, respectively, are an established and rapidly growing field [21] - [23] . Multi-view and 3D [24] , as well as 360 • video coding and rendering [25] , [26] bring on new approaches in medical image and video data visualization and heterogeneous data fusion, increasingly used in augmented reality (AR) (or mixed reality (MR)) and virtual reality (VR) applications in medical education [27] , [5] . whose profound impact is yet to be realized. We expect significant growth in this area aided by VVC coding tools that specifically address 360 • video coding optimization. The fast-approaching 5G (and beyond towards 6G) wireless networks, underpin connected health applications [28] , [29] , with internet of things (IoT) enabled ultrasound devices having the potential to transform point-of-care and emergency incident response.
Interesting and different perspectives on the different issues can be found in the clinical literature. A growing trend is that medical experts realize that existing technology can, without further development, provide for increased clinical outcomes while transforming medical education. As such, they are starting to consider the use of popular video conferencing and streaming platforms that utilize emerging streaming protocols [30] in their routine clinical care, with surprisingly positive results [31] - [35] . A driving force behind this trend comes from the need to develop low-cost alternatives to complex and costly healthcare systems.
III. METHODOLOGY
In this section, we provide details with respect to the employed approach used for objectively comparing the performance of the investigated video codecs. First, we introduce the video datasets used in this study (see Table 2 ). The experimental setup is then given in Table 3 to allow for reproducible, extensible, and explainable research in video coding standards compression efficiency.
Growing ultrasound video usage in clinical examinations is attributed to the non-invasive nature, rapid visualization, and applicability in a multitude of modalities. However, ultrasound videos are prone to machine induced speckle noise that poses a long-debated question, as to whether this inherent noise should be removed or not from the captured videos. In that context, three despeckle filtering methods are considered in this study in order to assess both the clinical and compression implications introduced by removing the high ultrasound video frequency component that filters out speckle noise [42] . Finally, objective and clinical video quality assessment (VQA) approaches are provided. 
A. MATERIAL -VIDEO DATASETS
Three video datasets were used in the context of the present study as depicted in Table 2 and Figs. 2-5. More specifically, one dataset consisted of ultrasound videos of the Common Carotid Artery (CCA), one of disaster site emergency scenery videos, and one of general-purpose videos abstracted from the Netflix video dataset. Each dataset was further broken down into two datasets based on the video resolution and frame rate characteristics.
The first atherosclerotic plaque ultrasound video dataset comprised of 10 videos with a video resolution of 560 × 448 at 40 frames per second (fps), a duration of 10 seconds, and yuv420p raw format (see Fig. 2 ). The second dataset involved similar settings, with a video resolution of 560 × 416 at 50 fps, varying video duration between 4-10 seconds, and yuv420p raw format (see Fig. 3 ). The latter dataset was used in earlier work of our group where the coding performance of the HEVC standard was assessed, along with clinical and compression efficiency of popular despeckle filtering algorithms [6] . Hence, the objective here was to allow for a direct comparison between the two studies as well as different codecs involved.
Emergency scenery video datasets comprised of 11 videos. The videos were captured during a live training event of the Cyprus Emergency and Prehospital Association involving different scenarios as depicted in Fig. 4 . The videos were selected from a much larger dataset, so as to effectively represent the diversity of incidents upon which the first responders were called to act upon. The first seven (first dataset) and trailing four (second dataset) videos involved a video resolution of 720 × 576 and 1440 × 1080, respectively. All videos are 10 seconds long, at 25fps, and in yuv420p raw format.
The last dataset comprised of 10 videos taken from the Netflix dataset. The ten videos have a video resolution of 768 × 432 and are in yuv420p raw format, with seven of them having a frame rate of 25fps while the remaining three having a frame rate of 50fps.
The selection of the investigated datasets served two primary goals. The first was to investigate representative mHealth video communication scenarios. The second, to incorporate a sufficient variety of video resolutions, frame rates, and video content (including general-purpose videos for an objective comparison), as the investigated video codecs are highly sensitive to the afore-described parameters.
B. VIDEO CODECS PERFORMANCE EVALUATION SETUP
The experimental setup used in these series of experiments is depicted in Table 3 . Encoding parameters were VOLUME 8, 2020 selected to allow for a fair comparison between the involved video codecs and are aligned with the relative literature [36] - [40] . Selected quantization parameters values for constant quality encoding, typical in video compression performance comparison studies, were {27, 35, 46, 55} for AV1, VP9 and {22, 27, 32, 37} for VVC, HM, and x265, thus considering a wide range of representative bandwidths. To support random access, an intra update was inserted every 32 frames for 25fps and 40fps videos, and every 48 frames for 50fps videos. The specified group of pictures (GOP) level was accordingly aligned with the aforedescribed parameter. Default preset parameters available in every video coded were set at RandomAccess for VVC and HM, -good and -best for AV1 and VP9, respectively, and -placebo for x265. The latest reference software versions available on February 2019 were used for each codec (VTM 3, AV1 1.0, HM 16.9, ffmpeg's x265 build, and libvpx VP9).
C. VIDEO DENOSISING
Three despeckle filtering algorithms were used in the context of the present study. They were selected as the best performing methods in terms of clinical quality and texture features preservation, from a larger pool of denoising approaches specifically assessed over ultrasound images and videos of the common carotid artery [6] , [41] . Despeckle filtering reduces a video's high frequency, mostly noisy, components and thus greatly affects compression efficiency. For clinical applications, the resulting diagnostic capacity needs to be adequately evaluated to prevent any loss of clinical information due to over filtering. For more information and implementation details, the reader is referred to [42] . In what follows, we briefly discuss the methods used.
1) LINEAR DESPECKLE FILTERING
The linear despeckle filter (DsFlsmv) computes the despeckled image using:
where f i,j denotes the despeckled image, g i,j denotes the input image,ḡ is the local mean over a local window, and the weighting factor k i,j is estimated using:
where σ 2 is an estimate of noise variance within the window, and σ 2 n is an estimate of the variance within the entire frame. Refer to [6] , [41] , [42] for details.
2) HYBRID MEDIAN FILTERING
The hybrid median filter (DsFhmedian) computes the average of three median filters, defined over three different window shapes: 5 × 5 square, cross, and X-based [42] , [43] .
3) SPECKLE REDUCING ANISOTROPIC DIFFUSION FILTERING
Speckle reducing anisotropic diffusion (DsFsrad) attempts to smooth image content within uniform regions while avoiding smoothing across edges [44] . The smoothed equation is based on:
where the diffusion coefficient for the speckle anisotropic diffusion, c srad ∇ g is used to discourage smoothing across edges (see [41] , [42] for details).
D. VIDEO QUALITY ASSEMMENT
Quality assessment of compressed videos largely relied on popular objective video quality metrics as well as clinical (subjective) assessment for the CCA ultrasound video dataset as described next.
1) OBJECTIVE VIDEO QUALITY ASSESSMENT
In terms of popularity, the Peak-Signal-to-Noise Ratio (PSNR) is still the most widely used image and video quality assessment metric. Yet, in terms of perceived video quality by human observers, SSIM is a popular alternative for still video image quality [45] , and more recently, VMAF represents the state of the art in video quality assessment [46] , [47] . Unfortunately, due to the need for an exhaustive study over several possible parameter settings, we restrict our attention to fast, PSNR-based video quality metrics. Since most video quality studies also report PSNR-based results, our approach will hopefully enable further comparisons with other studies. We adopt a popular alternative to classic PSNR computation [48] , where appropriate weights are introduced for the luma (PSNR Y ) and chroma (PSNR U and PSNR V ) components, to better reflect a video's perceived quality. More specifically, we assess video quality using:
where Y refers to the luma component and U and V to the blue and red chrominance components, respectively, and:
where MSE stands for the sum of mean square error computed over a reference (uncompressed) and a test (compressed) image, averaged over the entire video sequence. MAX is computed using 2 n − 1 where n denotes the number of bits per pixel. Here, MAX = 255 for 8 bits sequences (i.e., yuv420p raw format).
2) BD-RATE BJODEGRAAD METRIC
Since its inception in 2008, the Bjontegaard metric [49] , typically abbreviated BD-Rate, has been widely used for measuring the average bitrate difference for equivalent objective quality (typically PSNR) when comparing the performance of two codecs. The idea is to further use PSNR vslog BitRate in a rate-distortion graph (see also Figures in Section IV), since PSNR is already in logarithmic form.
BD-rates allow us to compare between any two video compression standards. Each BD-rate curve is fitted with a third order polynomial and the area between the two curves is then computed. This area provides the average bitrate difference for equivalent PSNR quality between the two investigated codecs. As described, in Section III.B, we use four rate points to construct the corresponding rate-distortion plots.
3) CLINICAL VIDEO QUALITY ASSESSMENT
Subjective VQA is an open area of research. From a medical VQA perspective, clinical VQA needs to be performed using clinically acceptable protocols. These protocols essentially mimic the process of a typical diagnostic examination and hence are modality specific. In [10] , [50] we proposed a clinical VQA protocol for ultrasound videos of the CCA. Clinical VQA consisted of four clinical criteria that can be potentially compromised by video compression. The criteria assess the ability for a clinician to: (a) detect the stenosis due to the presence of an atherosclerotic plaque; (b) compute the degree of stenosis over the cardiac cycle; (c) assess a plaques' texture and morphology; and finally (d) assess motions around and within the plaque. Criteria (c) and (d) contain sensitive information with respect to a plaque's predisposition to rupture that can lead to a stroke incident.
In this study, we adopted a different approach, as the primary research objective was to compare the overall compression performance of the selected video codecs. Hence, instead of assessing the four criteria for each video individually, we asked the clinician to compare the video codecs performance based on all four criteria collectively. To represent the full-range of parameters, we randomly selected 30 pairs of video instances and we asked the medical expert to select the best video based on side-by-side comparisons. The selected pairs contained the majority of different possible video codec combinations besides VVC. Unfortunately, neither ffplay nor VLC have yet integrated VVC playback capabilities. The same holds for YUView [51] . Thus, VVC was assessed based on PSNR values, which as depicted later, were in agreement with the clinical evaluation of the remaining codecs. Importantly, the original uncompressed videos were included in the assessment. Video codec and associated compression parameters were blind to the medical expert.
The clinical evaluation was performed by a Senior Neurologist with over 20 years of experience in assessing CCA ultrasound videos. All evaluations were performed using a Lenovo X1 Carbon laptop equipment with a spatial resolution 1920 × 1080 and maximum screen brightness. Sufficient time was allocated for the medical expert's eyes to adjust to the current lighting conditions. The viewing distance was approximately one meter. Overall, the viewing conditions were comparable to a routine clinical exam and were thus performed in an ultrasound examination room.
IV. RESULTS
In what follows, we provide the objective video quality assessment results and discuss the outcomes with respect to the different video codecs examined and unique video characteristics per investigated dataset. Clinical evaluation of the CCA ultrasound dataset I is also given.
A. COMMON CAROTID ARTERY VIDEO DATASET I 1) OBJECTIVE VIDEO QUALITY ASSESSMENT
Results for the CCA ultrasound video dataset I are depicted in Table 4 and Fig. 6 . Despite VVC still being in the development process, it already outperforms not only its HEVC predecessors, but also its main competitor, AV1. For this particular experimental setup, bitrate demands reductions of 36.1% were recorded for equivalent PSNR quality using the BD-Rate algorithm. Interestingly, both HEVC instantiations, namely HM (HEVC Test Model) and x265, demonstrated higher coding efficiency than AV1, with AV1 entailing additional bitrate requirements of 17.7% and 4.1%, respectively. The fact that older standards perform better than the newer standards is attributed to the fact that newer standards focus on ultra high definition (UHD) videos. Hence, the limited video resolution of the investigated CCA videos in conjunction with the dominance of the grayscale component contributed to the results. Experimental evaluation shows that as video resolution increases, AV1 tends to outperform both HM and x265, which is consistent with the published literature and the emergency scenery and Netflix video datasets results VOLUME 8, 2020 discussed in Sections IV.C and IV.D, respectively. While not obsolete, VP9 is mostly used for benchmarking purposes in this study, significantly lacking in compression efficiency compared to all rival codecs in most cases.
2) CLINICAL VIDEO QUALITY ASSESSMENT
The clinical (subjective) quality assessment methodology adopted in this study sought to evaluate the compression impact on diagnostic quality of the different investigated codecs. As a result, video pairs compressed using the same encoding parameters but with different codecs were rendered vis-a-vis (side-by-side) and the medical expert was asked to select the video with the best clinical capacity between the two. A total of 30 video pairs were examined, ten of which involved the original, uncompressed video, rendered next to a compressed video. The video compression parameters of the videos under assessment were not known to the evaluators.
In each of the afore-described cases, the medical expert was able to select the uncompressed video as the clinically superior video. Thus, despite the coding efficiency of emerging video codecs, compression is a very sensitive process, whose clinical capacity has to be validated before adopted into daily care, so as not to compromise valuable diagnostic information.
Overall, the clinical quality assessment reflected the objective video quality findings. In other words, amongst codecs with similar settings, the most efficient codecs incurred better clinical ratings. In cases where the opposite was observed, the selected videos involved better PSNR scores, at the expense of increased bitrate demands, compared to the rival videos.
B. COMMON CAROTID ARTERY VIDEO DATASET II AND DESPECKLE FILTERING VIDEOS
In addition to the original CCA ultrasound video dataset II, three new datasets were created following the application of each of the investigated despeckle filtering methods over the original, uncompressed video dataset. The latter, allowed us to study the video denoising effect on compression that incurs significant bitrate demands reductions. As a result, 40 videos were used to deduct the coding efficiency of involved approaches, using the experimental setup given in Table 3 .
Here, it is important to note that PSNR Y (or Y − PSNR) was used to assess the objective quality and BD-Rate computations as compared to PSNR 611 used in the rest of the manuscript. Removing the high frequencies by video denoising in CCA ultrasound videos essentially cancels the chroma component variation between frames after compression. Hence, PSNR Y provides increased objectivity over PSNR 611 in the particular scenario, as already depicted in [6] . Table 5 .A and Fig. 7A show the results of the original videos prior to despeckle filtering. Naturally, the trend is similar to the results discussed in Section IV.A. VVC outperformed all rival encoders despite documenting slightly less bitrate gains. More specifically, we observe bitrate reductions of 18.1%, 32%, and 45.2% for HM, AV1, and VP9, respectively. What is important to highlight here is that x265 and AV1 encodings resulted in comparable coding efficiency when averaged over the whole dataset. The latter observation holds for the despeckle filtering results as well (not depicted here due to space constraints), where AV1 even outperforms x265 when DsFlsmv and DsFhmedian denoising techniques are applied while it achieves the same compression performance in the case of DsFsrad. The latter finding is attributed to the slightly different video sequence characteristics when compared to the dataset used in Section IV.A (see Table 2 ). Table 5 .B and Fig. 7 .B portray the bitrate demands reductions introduced when employing despeckle filtering as a pre-processing step to video encoding. Overall, there is consistency in documented bitrate gains per investigated denoising algorithm across the examined video codecs. More specifically, DsFlsmv achieved the greatest bitrate demands reductions ranging from 41.1% to 43.1%, followed by DsFhmedian with bitrate gains in the range of 27.5% to 29.2%, and DsFsrad between 21.4% and 24%. HM achieved the highest reductions of 43.1% for DsFlsmv while AV1 claimed the highest gains for DsFhmedian and DsFsrad with 29.2% and 24%, respectively.
Aforedescribed results verify the findings of [6] and reiterate the potential of using despeckle filtering prior to ultrasound video encoding. In addition to the obvious storage demands reductions, it significantly benefits mHealth applications over resource-limited settings. Toward this direction, DsFlsmv received the best clinical scores in [6] , providing for diagnostically lossless medical video communications. Overall, mild despeckle filtering does not compromise an ultrasound video's clinical properties [6] . In that sequence, established video codecs optimized for real-time performance, such as VP9 and x265, can be further used with comparable bitrate demands to emerging video codecs as in the case of VVC, without significant software modifications and/ or additional royalty fees.
C. EMERGENCY SCENERY VIDEOS
The compiled results of the seven videos parting the first emergency scenery video dataset, with a 720 × 576 video resolution, are presented in Table 6 .A and Fig. 8 .A. Table 6 .B and Fig. 8 .B depict the results of the second dataset comprising of four videos with a 1440 × 1080 video resolution. Overall, comparable results were documented for the two datasets. As expected, VVC establishes its coding performance superiority by achieving significant compression efficiency for both datasets. A noteworthy observation comes from the fact that both AV1 and VVC increase the bitrate gains compared to all examined encoders for the highest video resolution dataset while maintaining the same performance levels between them. The two datasets share the same video characteristics besides the video resolution, allowing one to deduct that VVC and AV1 materialize one of their primary objectives, that of achieving greater compression efficiency for high and ultra-high definition video sequences.
A notable outcome from results interpretation comes from the fact that AV1 now steadily outperforms both HM and x265 in coding efficiency. AV1 coding tools are significantly more efficient in higher resolutions as depicted in Tables 6.A-B, increasing bitrate demands reductions in all experiments. On the other hand, HM bitrate demands reductions with respect to x265 and VP9 are approximately the same for both datasets. The same holds for x265 when compared to VP9. In other words, there was no video resolution induced increase in bitrate gains in these two HEVC-based encoders.
D. NETFLIX VIDEOS
Evaluation of general-purpose video dataset results are in line with the documented trends highlighted in Section IV.C. In particular, results documented in Table 7 .A and Fig. 9 .A for the Netflix video dataset I are comparable to the emergency scenery video dataset I results presented in Table 6 .A and Fig. 8 .A, since both datasets share similar video resolutions (768 × 432 (Netflix) vs 720 × 576 (emergency scenery)) and the same frame rate.
An interesting result interpretation, despite the inherent limitation of the number (3) of videos parting the second dataset consisting of 50fps videos, is that AV1 and VP9 codecs achieve better results when compared against the 25fps results. In particular, AV1 raised the bitrate gains compared to HEVC encoders and reduced the additional bitrate requirements against VVC. Likewise, decreased bitrate gains were recorded over the VP9 codec, which, for the first time, was not found inferior in coding efficiency when compared to the x265 codec.
V. DISCUSSION AND CONCLUDING REMARKS
Based on a comprehensive comparison of several video coding standards on different video datasets, covering a wide range of mHealth video communications scenarios, we found that the emerging VVC standard gave the best coding efficiency to date. Our comparison shows that VVC outperforms AV1 as reported in [40] . For higher video resolutions, AV1 outperformed HEVC implementations. For the limited resolutions used with ultrasound video datasets, the HM implementation of HEVC outperformed the AV1 encoder.
By today's standards, older video coding standards were developed to work with lower resolutions. Naturally, more recent and emerging standards focus on ultra-high definition (e.g., HEVC) and beyond (AV1, VVC), as well as emerging applications, such as 360 • video coding. As demonstrated in this study, encoding performance is largely affected by video size and content. Undoubtedly, more comprehensive experiments that extend across the video resolution ladder are needed (from low-resolution to (beyond) UHD). Such studies can provide recommendations for a range of ultrasound video machines, starting from older, lower-resolution systems to the modern high-resolution machines. On a different note, besides x265 and VP9 that involve production level software optimization and hence can qualify for real-time performance, VVC, AV1, and HM incur long compression times, given that their principal intended usage is to validate their compression efficiency rather than being used in realtime, commercial video streaming applications.
Ongoing work by our group aspires to extend the present study with echocardiogram videos, endoscopy surgery videos, and general-purpose video datasets. Recently, Netflix proposed to use per-title optimization (i.e., per video sequence), a technique where the compression efficiency is optimized at the individual sequence level [52] . In this regard, investigating different medical video modalities is a key priority, aiming to examine video coding standards performance with respect to different medical video content. Dr. Pantziaris has considerable experience in carotids-transcranial ultrasound, has participated in many research projects, and has several publications to his name. He is also the Head of the Multiple Sclerosis (MS) Clinic, where he is running research projects towards the aetiology and therapy of MS.
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