Abstract. We give machine characterizations of the complexity classes of the W-hierarchy. Moreover, for every class of this hierarchy, we present a parameterized halting problem complete for this class.
Introduction results in [4]: A problem is in W[P] if and only if it is decidable in at most
f (k) · p(n) steps by an algorithm whose number of nondeterministic steps is bounded in terms of the parameter. Similarly, a problem is in W [1] , if in addition the nondeterministic steps are performed at the end of the computation.
Already in [4] , nondeterministic random access machines turned out to be the appropriate machine model in order to get clear formulations of the characterizations. In their nondeterministic steps these machines are able to guess natural numbers (≤ f (k) · p(n)); these numbers are considered as names of objects. To obtain machine characterizations of the classes of the W-hierarchy we have to consider the corresponding alternating random access machines, but at the same time we have to ensure that the programs only have access to (the properties of) the elements named by the guessed numbers and not to the numbers themselves.
In [3] , Cesati and Di Ianni prove that the halting problem p-HPNMT for nondeterministic multitape Turing machines, parameterized by the number of steps, is W[2]-hard by reducing the parameterized dominating set problem to it: the machine first guesses the elements of a dominating set and then checks that they really constitute a dominating set. An analysis of the use of and the access to the guessed elements in this algorithm helped the authors to find the machine characterizations of the classes of the W-hierarchy. In Section 4 we present a (short) proof of membership in W[2] of p-HPNMT by reducing it to a model-checking problem in W[2], a result obtained in [2] by different means.
As the corresponding proof in [4] shows, the machine characterization of W[1] is closely related to the W[1]-completeness of the halting problem for nondeterministic Turing machines. For t ≥ 2, the W[t]-complete halting problem we present in the last section refers to alternating Turing machines with oracles and it is not so closely related to the corresponding machine characterization but to a logical model-checking problem complete for W [t] .
Preliminaries
In this section we recall some definitions and results and fix our notations.
Relational Structures and First-Order Logic.
A vocabulary τ is a finite set of relation symbols. Each relation symbol has an arity. A (relational) structure A of vocabulary τ , or τ -structure, consists of a set A called the universe, and an interpretation R A ⊆ A r of each r-ary relation symbol R ∈ τ . We synonymously writeā ∈ R A or R Aā to denote that the tupleā ∈ A r belongs to the relation R A . For example, we view a directed graph as a structure G = (G, E G ), whose vocabulary consists of one binary relation symbol E. G is an (undirected) graph, if E G is irreflexive and symmetric. The class of all first-order formulas is denoted by FO. They are built up from atomic formulas using the usual boolean connectives and existential and universal quantification. Recall that atomic formulas are formulas of the form x = y or Rx 1 . . . x r , where x, y, x 1 , . . . , x r are variables and R is an r-ary relation symbol. 
