Neutral-Network -Based Output-Redefinition Control of an Unmanned Aerial Vehicle  by Hua-min, Zhang et al.
Procedia Engineering 15 (2011) 352 – 357
1877-7058 © 2011 Published by Elsevier Ltd.
doi:10.1016/j.proeng.2011.08.068
Available online at www.sciencedirect.com
Procedia
Engineering
   Procedia Engineering  00 (2011) 000–000
www.elsevier.com/locate/procedia
Available online at www.sciencedirect.com
Advanced in Control Engineeringand Information Science 
Neutral-Network -Based Output-Redefinition Control of an 
Unmanned Aerial Vehicle 
Zhang Hua-min a, Ding Xiao-liang b，Tao Jin-niuc
a,b  Department of Aerial Armament Engineering 
c Department of Aerial Instrument and Electric Engineering 
a,b,c The First Aeronautical Institute of Air Force , Xinyang, Henan, 464000 China, 
Abstract 
in this thesis, a flight control design of an unmanned aerial vehicle (UAV) using output redefinition based 
neutral network control technique is presented. The UAV model chosen  is a nonlinear non-minimum 
phase system. The output redefinition technique is used in a way such that the resulting system is 
minimum phase and can be inverted.NARMA-L2 neural network is trained off-line to identify the 
forward dynamics of the UAV model with the redefined output, and then inverted to force the real output 
to approximately track the desired trajectory. The results show that a good tracking performance can be 
achieved using this control scheme. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction
In recent years, UAV technology has experienced a rapid growth in popularity. Without the human pilots onboard and all-
weather maneuver, UAVs are less restricted in maneuvers they can perform, which allow us to push the flight envelope, and most 
importantly, to avoid risking human lives in dangerous situations such as battlefield and enemy territories. Therefore, UAV has been 
one of the latest military and force-multiplying technologies pursued by many countries around the world. Researchers nowadays 
are working fully autonomous UAV systems which are able to perform highly complex autonomous behaviors without operator 
intervention, however, when UAVs are flying in nonlinear regions or high-angle-of-attack conditions, it failed to achieve a good
performance. so feedback linearization has draw great attention in designing high maneuverable fighter-aircraft and UAVs[1], But 
feedback linearization has limitations[2]-[5]: (1)the object must have accurate mathematical model; (2) non-minimum phase system is 
not applicable; (3) its precondition to realize is to get full state feedback; (4) modeling errors and inversion errors exist during non- 
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linear function offset. To solve the first two shortcomings, this paper put forward the nonlinear 
autoregressive moving average (NARMA-L2) neural network based feedback linearization; Neural 
networks weight regulating rules which are derived from Liyaponove analysis can guarantee the algorithm 
astringency and improve system tracking performance greatly. 
2. The Nonlinear UAV Modeling 
The UAV is considered as a single rigid-body, which means the distance between any points on the 
UAV does not change in flight, therefore its motion can be considered to have six degree of freedom. 
Assume the velocity pV of the UAV  is constant during the motion considered, both ν and μ are 
sufficiently small, so that one has 
p
p VVu
νβ ≅≅ , and
pV
ωα ≅ . θφβα ,,, denotes angle of attack, sideslip 
angle, roll angle and pith angle, era δδδ ,,  denotes deflection of the aileron, the rudder and the elevator 
respectively. Under these assumptions, the nonlinear UAV model can be obtained with state space forms：
[ ]
β
δ
φφ
φθφθ
φθαααβ
θφθαβ
αβ
θφθβα
αββ
θ
φ
β
α
δ
δ
δ
β
α
αβ
ααα
αβαβ
=
⋅
⎥⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
+
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
−
++
+−Δ++
−+Δ+−
−+Δ+++
−+−++Δ
−+Δ++++
=
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦
⎤
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣
⎡
Δ
y
y
n
al
rq
rqp
V
grpy
V
gzpq
pqipnpnrnqnn
V
gmpmpriqmm
qriplrlllrrqll
r
q
p
a
a
a
pprq
q
prq
0
0
0
0
sincos
costansintan
sincos)(cos)(sin
)coscos)(cos(
)coscos)(cos(
)(
00
0
3
02
1
&
&
&
&
&
&
&
                                                        
Where,    αδαδδ Δ+= eaa lll ,         αααα Δ+= &mmm , α&mmm qq += ,
The state vector and the input vector are: 
[ ]Trqpx θφβαΔ=                           [ ]Terau δδδ=
Where the aileron deflection aδ is the input, the sideslip angle β  is chosen as the output, and the 
deflections of elevator  eδ  and rudder rδ   in this assumption are set to zero. 
3. Dynamic inversion and output redefinition 
3.1. Dynamic inversion  
The central idea of f Dynamic inversion or feedback linearization is to transform nonlinear dynamics 
onto a linear form by using state feedback and canceling out the nonlinearities. The Dynamic inversion 
controller takes into account the nonlinearities of the aircraft, and thus does not need gain-scheduling. It is 
suitable for a wide range of operating conditions, including high-angle-of-attack and hypervelocity design. 
Consider an affine nonlinear time invariant system of the form 
)(
)()(
xhy
uxgxfx
=
+=&
                                                                                 
The overall Dynamic inversion controller is given by          )]([)(
1 xFdyKexGu −+⋅= − &                    
Where state nRx∈ ,control input nRu∈ ,and output nRy∈ . )(xf , )(xg and )(xh are nonlinear functions 
and assumed to be smooth. The entire state )(tx  is observable for feedback purposes. 
(1) 
(2) 
(3) 
(4) 
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3.2.  Output-Redefinition method 
The invertibility of a nonlinear system is locally determined by the stability of its zero-dynamics, so 
before we design a feedback control law for the UAV model, as the UAV model are not minimum phase 
system. According to JESlotine and W.Li[6], we need to redefine the output for UAV models by moving 
the positive zeros to the LHP and keep their magnitudes unchanged. Neglecting the positive zeros from the 
transfer function ,while remaining the negative zeros in their original position. 
Consider the following non-minimum phase SISO linear system[6]
u
sA
sBbsy o
)(
)()/1( −=                                                                                                            
Where 0〉b  is a positive zero; )(0 sB  is a polynomial with negative zeros; )(0 sA is the denominator of the 
transfer function, y and u are the output and the input of the system respectively. 
Consequently. the output y can be defined as  
u
sA
sB
y o
)(
)(
* =                                                                                                                       
Since there is no positive zero in (6), the system has a asymptotically stable zero-dynamics, and the 
feedback control laws can be applied to this system to achieve a exponentially convergent tracking of y* 
with proper initial conditions, i.e. in steady state, y*=yd, where yd is the desired trajectory. 
Applying the Jacobian linearization to the nonlinear UAV model (1) about 0=x , we obtain a 
linearized SISO system described by[7]:
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The transfer function of the linearized system (7) based on the nominal condition is  
0563.08411.226707.7364.4
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Which has positive zeros at 45.24=s , 375.10=s and 208.0=s .since (8) is an SISO linear system, an 
alternative way to redefine the output is to move the positive zeros to the LHP and keep their magnitudes 
unchanged. This results a new transfer function as  
0563.08411.226707.7364.4
3756.08533.12488.00071.0)( 234
23
*
++++
−−−−=
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ssssH                                                                     
According to the new transfer function (9), the new output is defined by )(** xCy = , where  
C*=[-0.0036  0  0.1807  0  -0.8237  0.0037  0] 
4. Neutral Networt Based dynamic inversion Controller Design 
4.1. Multi-layer Feedforward Neural Networks  
Although the feedback linearization is a very effective nonlinear control law, the full-envelope 
nonlinear inversion of an aircraft dynamics is computationally intensive, because the nonlinear high order 
aircraft model should be inverted in real time. In this paper, multi-layer feedforward neural networks are 
applied to overcome this difficulty through off-line learning. A typical diagram of a feedforward neural 
network is shown in Fig. 1. Each of circle in Fig.1 is called a unit (or neuron) containing an input-output 
(6) 
(5) 
(7) 
(8) 
(9) 
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transfer function. Neurons are arranged in a distinct layer topology. The input is not really neural layer at 
all; these units simply accept the values of the input variables. The hidden and output; layer neurons are 
each connected to all of the units in the preceding layer by a sys The neutral network can be trained by 
using backpropagation algorithm. The backpropagation algorithm for multi-layer networks is a gradient 
descent optimization procedure in which we minimize a tem of weight. 
Fig.1  diagram of a two laywer feedforward layer neural 
mean square error performance index. As each input is applied to the network parameters in order to 
minimize the mean square error. After having derived the error back-propagation algorithm, the training 
therefore can be performed iteratively through a number of epochs. On each epoch, the targets and actual 
outputs are compared and the error is calculated, this error is used to adjust the weighs and then the process 
repeats.
4.2. Narma-L2 Neural Network Based Dynamic Inversion  
K.S. Narendra and S.Mukhopadhyay[8] have proposed the NARMA-L2  model which is given below:  
NARMA-L2 model 
)()]1(,),1(),1(,),([)]1(,),1(),1(,)1(),([)( kunkukunkykygnkukunkykykyfdky ⋅+−−+−++−−+−−=+ KKKK                   
NARMA-L2 controller for SISO Systems 
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To create a NARMA-L2 neural network controller, two separate neural networks are needed to model 
nonlinear functions f and g in (8).Therefore, the NARMA-L2 model, approximated by neural networks, 
can be defined as: 
)1()]1(,),1(),1(,),([)]1(,),1(),1(,)1(),([)(ˆ +⋅+−−+−++−−+−−=+ kunkukunkykyNNnkukunkykykyNNdky gf KKKK
Where )(ˆ dky +  is the approximate output at time dk + , fNN  and gNN  are the neural networks used to 
model the function f and g.The control scheme for the UAV model (1) is shown in Fig.2. 
5. Simulation on the SISO Assumption of the Nonlinear UAV Model 
Assume the initial conditions are 0,5.1,0)0( 0
0
0 === θαx ,in the following simulations, the response are 
ased on the nominal conditions[9],we obtain the neutral network controller by inverting the NARMA-L2 
(10)
(11)
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neural network model in simulating. Fig. 3 shows the response of the original output—sideslip angleβ  to a 
step command input. 
Fig.2 NARMA-L2 and output redefinition control scheme
Fig.3  The sideslip angle response to a step command input 
Fig.4 Sideslip angle responses to sine wave command inputs 
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Fig.5  Sideslip angle responses to square wave command inputs 
As the tracking error becomes large if the frequency of the desired output is high. For a step input, the 
frequency is very high at origin, therefore, we can see from Fig. 3 that there is a significant tracking error at 
the transient stage of the step response. From Fig. 4, we can see that when the frequency of the command 
input is close to or larger than the positive zeros nearest the imaginary axis, the tracking performance is 
worse and can’t be accepted. From Fig. 5 , the tracking error becomes large along with the increase of the 
frequency of the desired trajectory. Moreover, the tracking performance is always poor at points where the 
wave changes from the maximum value to the minimum value or vise visa. 
From above analysis, we conclude that when the frequency of the desired trajectory is less than the 
smallest positive zero, a good approximate tracking can be achieved, However, when the frequency of the 
desired trajectory is close to or larger than the positive zeros, the tracking error becomes large. The neural 
controller successfully modeled the inverse dynamics of the UAV model and forced the redefined output to 
asymptotically track the desired output. Therefore, it holds the potential to simplify the problem of 
autopilot design for high performance UAV system. The limitation of this neural controller is that it is 
unable to offer the freedom to obtain the transient responses of the system with desired characteristics. 
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