1. Bounded subgroups. If G is a real connected Lie group, then the following two statements are well known:
(1) Any compact subgroup of G is contained in a maximal compact subgroup of G.
(2) Two maximal compact subgroups are conjugate by an inner automorphism. Now let P be the quotient field of a complete discrete valuation ring 0. Let p be the maximal ideal of 0, and let n be a generator of p, and K be the residue field of 0 by p, i.e., p = 071, K = O/p. P is locally compact for the topology induced by the valuation if and only if K is a finite field.
Let G be a linear algebraic group defined over P, realized in GL(V) where V is a vector space defined over P. Let G, be the group of P-rational points of G. GP can be considered as a subset of GL(n, P), and also a subset of the ambient space P"' of GL(r2, P). With the topology induced by P"', GP is a topological group. If P is locally compact, then G, is locally compact.
Let K be a subgroup of G,, then the following three statements are equivalent : (i) There exists a locally faithful matricial rational representation p of G defined over P s.t. the coordinates of the elements of p(K) are bounded,
(ii) For any matricial rational representation, the coordinates of the elements of p(K) are bounded.
(iii) For any rational linear representation p of G in a vector space I/ over P, there exists a lattice L in V s.t. p(k)L = L for any k in K.
If K satisfies one of the above conditions, K is called a bounded subgroup of GP.
The condition (iii) implies that any bounded subgroup is contained in an open and bounded subgroup. On the other hand, the open and bounded subgroups of G are related with the structure of G as group scheme over the ring 0: let P[G] the afhne algebra of G. The product in G gives a structure of coalgebra on P[G], i.e., a linear map d : PEG] -+ P[G] BP P [G] which is defined by the condition :
Some comments.
-The writing took over 20 years .
-The canon all together is over 550 pages.
-The formulation evolved during the period.
-Tits' summary, which is the portal for most users of Bruhat-Tits theory, was written way before most of the canon.
-BT1-5 always tried to pursue maximal generalities. Some of these are not necessary for representation theory. But it is amazing that essentially everything in their theory became quite useful to certain part of mathematics later.
Some work on Bruhat-Tits theory itself. Remark. Several articles by G. Prasad and S. Raghunathan were written before BT2. They worked out many results and formulas independently. Therefore, these articles can be used as alternative references to some extent. Their Annals article about central extensions (which is the precursor of Moy-Prasad theory) is particularly useful.
Applications to representation theory. (The list is short and incomplete, concentrating on more recent ones). COMMENTS. For reasons commented above, Bruhat-Tits theory is not easy to read for many people. In particular, people in representation theory only want to learn it as a foundation. For that, going through 550 pages would be a lot. Tits' summary is the portal into Bruhat-Tits theory for most people, and is highly recommended. Macdonald's little book is also quite accessible, but it only sketches the case of simply connected groups. Now Landvogt's book is a usable replacement to many results of BT1 and BT2. However, it doesn't treat groups associated to concave functions which have become increasingly useful now (this theory is not covered in Tits' summary or Macdonald's book either). My article on smooth models can replace most of the algebro-geometric part of BT2, at least in the case of discrete valuations.
Garret's book describes the buildings of classical groups as a simplicial complex, in a rather concrete way. However, it is not clear that the building in his book is the building described in Bruhat-Tits theory. In fact, Bruhat and Tits realized this kind of matching is not obvious at all, so they wrote BT3 and BT4 to match their buildings and the theory of Goldman-Iwahori. Today it is fairly easy to match the building in Garret's book with that in Bruhat-Tits theory. A general strategy was developed in the two articles of Gan and myself, and then was applied to exceptional groups. I sketched the case of classical groups in a lecture at Banff. Notes of that lecture can be found on my webpage http://www.math.purdue.edu/˜jyu.
In addition, I will give a few suggestions, which are of course very subjective.
About learning to use Bruhat-Tits
-Don't try to swallow all proofs. -Learn a bit about symmetric spaces.
-Learn a bit about spherical buildings of a reductive group. -Learn the case of GL n really well. -Learn a bit about affine root systems.
-Learn a bit about B N -pairs (aka Tits systems).
-Draw/play with the 2-dimensional apartments.
-Understand the case of split/quasi-split groups.
-(Learn the theory of schemes).
Remark. It may look like I am recommending a lot stuffs not directly related. You may suspect that this is overloading on top of something which is already complicated. However, most users of Bruhat-Tits theory want to learn the facts and to get the feeling, not going through details and proofs. It is best to achieve this through analogies. We only need a little bit of everything from above and I believe that in the end you will find the experience rewarding.
A few things that I do not recommend.
-Don't try to picture a building of dimension > 1.
-It is not necessary to learn a lot about (poly-)simplicial complexes. -It is not necessary to learn a lot about general buildings. -Don't think of Bruhat-Tits theory as just a case of B N -pairs (even though the building can be described using a B N -pair, the B and the N are not easy to specify; moreover, there are many features in Bruhat-Tits theory that are not in the theory of B N -pairs). -Although one can say a lot by just talking about chambers (aka alcoves) and apartments, don't be afraid of talking about the whole building.
ABOUT THIS MINI-COURSE
Tits' summary in the Corvallis proceedings has been the portal to Bruhat-Tits theory for most people, and it will continue to be the best user guide. It is very well-written and very precise. It does a very good job in hiding the technicalities and in describing everything in terms of elegant abstract characterizations.
The goal of my lectures is to provide more hints and help to people who want to use Bruhat-Tits theory. I try to be as orthgonal to Tits' summary as possible. Therefore, I do not give a systematical account of the theory itself. In the first lecture, I provide some background materials that are probably most useful if you learn them before starting to read Tits' article. In the second lecture, I give diversed complements to Tits' article. From my experience, these should be helpful to someone who is currently studying Tits' article. In particular, I try to explain how to go between Tits' article and [ . For the third lecture, I discuss more recent developments in representation theory that go beyond Tits' article.
SYMMETRIC SPACES OF REAL REDUCTIVE GROUPS
References. Notation.
-G: a connected reductive group over R; -K : a maximal compact subgroup of G(R); -g := Lie G.
But we want to talk about this more intrinsically without singling out K .
If G is semisimple, we can say that S is the set of maximal compact subgroups of G(R) (since all of them are G(R)-conjugate to K ).
But I prefer to use the bijections
↔ {Cartan involutions on g} to say that S is the set of Cartan involutions on g.
Recall.
A Cartan involution on g is an order 2 automorphism of g such that if k and p are the (−1)-and (+1)-eigenspaces of g under θ , then k + ip is a compact form of g [and compactness of a real form can be detected by the positivity of the Killing form].
Remark. We will deal with all reductive groups later.
Example. Let G = SL n . Then the standard Cartan involution is X → − t X on g = sl n , and
More intrinsically, think of G = SL(V ). A maximal compact subgroup of G(R) is SO(q) for a positive definite quadratic form q on V . The Cartan involution is again g → ( t g) −1 , and now t g is the adjoint of g relative to the symmetric bilinear form −, − = −, − q associated to q:
Of course, √ q is then a Euclidean norm on V . Therefore,
S(SL(V )) is the space of norms on V (up to constant multiples).
In general, we write S red (G) for the space of Cartan involutions on g (or on G).
If G is anisotropic, then G(R) is compact and S red (G) consists of only one point, which is X → X on Lie G and g → g on G(R).
More generally, if G is anisotropic modulo its center, then S red (G) consists of one point only.
Almost every statement about S(G) that has a counterpart in Bruhat-Tits theory can be deduced from the following (together with a few standard facts):
is non-empty, and is permuted transitively by the real points of Z H (G), the centralizer of G in H .
Apartments. For each maximal
We call A red (S) the apartment of S. We notice that θ ∈ A red (S) if and only if θ extends the only Cartan involution of S(R).
The quadratic form q lies in A red (S) if and only if the form is diagonalized w.r.t. the basis v 1 , . . . , v n :
Remarks.
-If we give S red the structure of a Riemannian symmetric space, then the apartments are the maximal flat subspaces. -All apartments are conjugate by G(R). Since all the S's are conjugate.
-Each point lies in an apartment. The unique Cartan involution of S(R) always extends to a Cartan involution of G(R) by (ii) of the theorem. Therefore, at least one Cartan involution lies on an apartment. It follows that any Cartan involution lies on an apartment.
-S(R) acts on A red (S) transitively. If θ 1 and θ 2 both extend the only Cartan involution of S, then θ 2 = z.θ 1 are conjugate by some z of Z (R) by (ii) of the theorem, where Z = Z G (S).
We can write z = sk, where z ∈ S(R) and k is in the maximal compact subgroup of
-Any two points x, y ∈ S red (G) lie on some apartment A red (S). Suppose that x ∈ A red (S). Then we have the Cartan decomposition
with g = ksk , where k, k ∈ K x and s ∈ S. Then it is clear that K y = (ks)K x (ks) −1 and y lies on the apartment associated to (ks)S(ks)
Remark. In fact, the above statement is equivalent to the Cartan decomposition. Notice that when G = GL(V ), the above statement is the following familiar fact in linear algebra: any two positive definite symmetric real matrices can be diagonalized simultanenously.
-K x permutes apartments containing x transitively. Suppose that x ∈ A red (S) and x ∈ A red (S ). We may assume that
-Another description of the apartments containing x. let g = k ⊕ p be the Cartan decomposition relative to θ x . Then there is a bijection between the apartments containing x and the maximal abelian sub-algebras of p. The bijection is A red (S) → Lie S. Then the previous statement is the well-known fact that K x permutes the abelian sub-algebras of p.
In general, let V be the maximal vector subgroup in the center of G(R), and we define S = S red × V . We can put a natural action of G(R) on S to reinstate the property that the stabilizer of points on S are precisely the maximal compact subgroups.
We also define the extended apartment A(S) as
See the appendix of Gan-Yu for more details.
The point of these discussions is: the symmetric space has many properties analogous to those the Bruhat-Tits building. But they are a lot easier to derive from basic facts in Lie groups.
The analogous results in Bruhat-Tits theory are often related to analogous structure theory and analogous decompositions. But the arguments are often more convoluted. Therefore, learning the real case helps us to get a picture, and pinpoint some basic ingredients.
THE BUILDING OF A p-ADIC GL n
References.
-Goldman-Iwahori.
-BT1, 10.2, Note ajoutée surépreuves.
-Tits' summary, 2.9.
-BT3: this is the definitive treatment.
-Gan-Yu, the G 2 article.
Motivation. For a real vector space V ,

S(GL(V )) is the space of Euclidean norms on V .
Notation. Let K be a non-archimedean local field, and V a finite-dimensional vector space over K .
Definition.
A (classical) norm on V is a function || − || α : V −→ R ≥0 satisfying:
Definition. An (additive) norm on V is a function α : V −→ R ∪ {∞} satisfying:
Clearly, || − || α is a classical norm ⇐⇒ α(−) = log || − || α is an additive norm. From now on, "norm" means "additive norm".
Definition. The building of GL(V ), B := B(GL(V ))
, is the set of all norms on V .
We let GL(V ) act on B by
It is clear that g.α is also a norm on V .
Later, we will put a metric on B so that B becomes a topological space.
Examples.
Clearly, all norms on V = K .v is of this form.
(
(iii) Pick a basis v 1 , . . . , v n of V , and real numbers c 1 , . . . , c n . Put
Then α is a norm on V .
Definition. We say that {v 1 , . . . , v n } is a splitting basis for α if (iii) holds.
Fact 1. Any norm on V admits a splitting basis.
Compare. Any quadratic form on a real vector space can be diagonalized.
Fact 2. Any two norms on V has a common splitting basis.
Compare. Any two positive definite quadratic forms on a real vector space can be diagonalized simultaneously.
We now interprete Fact 2 in a special case. In the description of a splitting norm, if c i = 0 for all i, then
Such a norm is a called a hyperspecial norm, or a hyperspecial point on B. Now Fact 2 for hyperspecial points means the following:
This is the fundamental theorem of finitely generated modules over a PID/DVR (theorem of elementary divisors). It is also equivalent to the Cartan decomposition for GL n (K ):
where A consists of diagonal matrices diag(π e 1 , . . . , π e n ) with e 1 ≤ · · · ≤ e n .
The metric. We now use Fact 2 to put two metrics on B as follows: if α, β are two norms with common splitting basis {v 1 , . . . , v n }, we put
Challenge. Show that d is well-defined (independent of the splitting basis; I don't know any simple proof of this). Show that d and d satisfy the triangle inequality. It is easy to show: d is well-defined, and if d is also well-defined, d and d define the same topology on B.
Definition. The image of this isometry is called the apartment associated to the split torus S for which {v 1 , . . . , v n } is an eigen-basis for all g ∈ S(K ). We denote this apartment by A(S).
Interpretation of Fact 1. Every point of B lies on an apartment.
Interpretation of Fact 2. Every two points lie on a common apartment.
Observation. S → A(S) is a bijection.
Observation. The action of S(K ) on B stabilizes A(S). But it doesn't act on A(S) transitively. For any x ∈ A(S), S(K ).x looks like a set of lattice points on the euclidean space A(S).
Observation. A(S) is isometric to a Euclidean space. But there is no natural base point. A(S)
is an affine space, not a vector space. The space of translations can be identified with X * (S) ⊗ Z R.
Observation. Let N be the normalizer of S. Then the elements of N (K ), represented by matrices w.r.t. the basis {v 1 , . . . , v n } are simply the group of monomial matrices. The quotient N (K )/S(K ) is the Weyl group of (G, S). The action of N (K ) on B also stabilizes A(S), and there the action is given by affine transformations.
Simplicial structutre. The topological space B carry a canonical poly-simplicial structure. For simplicity I want to get rid of the prefix "poly". So I define α ∼ β if α(v) = β(v) + c for some c ∈ R and put B red = B/ ∼. This is the reduced building of GL(V ), or the building of PGL(V ). Now B red is truely a simplicial complex.
The vertices are the hypespecial points, which now correspond to lattices modulo the equivalence L ∼ π n L for all n ∈ Z. So they are really lattice classes.
Now we have seen a few essential feautures of the Bruhat-Tits building associated to a p-adic reductive group, namely
• B(G) is a complete metric space (with an affine structure); • B(G) is a (poly-)simplicial complex;
• G(K ) acts isometrically on B(G) by (poly-)simplicial automorphisms; • B(G) has a collection of distinguished subsets, known as apartments, which are indexed by the maximal split tori of G. Each apartment is isometric to a Euclidean space.
Remark. If you are familiar with the work of Bushnell-Kutzko, you would recognize a simplex as a lattice chain. It is possible to rephrase the notion of "norm" in a lattice-theoretical language. Bruhat-Tits did this and called the notion "a graded lattice chain". The same notion has been rediscovered again and again. For example, they correspond to "filtrations" in Moy-Prasad theory, and "lattice sequences" in Bushnell-Kutzko's work on semisimple types of GL n .
Therefore, we review here the translation between the language of norms, and that of filtration/lattice sequences/graded lattice chains. We will adopt the terminology of "filtration".
Definition.
A filtration on V is a decreasing family of lattices in V , indexed by real numbers:
Observation. There is a bijection
CHARACTERIZATION OF THE APARTMENT.
2 32 J. TITS afine space A = A(G, S, K) under V on which N(K) operates. a system (D,f = @af(G s9 a f B f f o a ne uric ions on A and a mapping a w X, of Qaf onto a set of subgroups of G(K), such that the relation I. l(4) holds for s E N(K), that the vector parts v(a) of the firnctions a E Qaf are the elements of CD, and that, for a E (D, the groups Xa with v(a) = aform afiltration of UJK).
We first proceed with the construction of the space A; the set @, and the Xa's will be defined in ssl.6 and 1.4. The relations (5) show us the way. The group X*(Z) of K-rational characters of 2 can be identified with a subgroup of finite index of X*. Let Y: Z(K) -+ V be the homomorphism defined by
(1) iC(m> = -o(~(z)) for z E Z(K) and x E Xz'(Z), and let 2, denote the kernel of Y. Then, il = Z(K)/& is a free abelian group of rank dim S = dim V. The quotient r = N(K)/& is an extension of the finite group U @ by /I. Therefore, there is an affine space A (= A(G, S, K)) under V and an extension of Y to a homomorphism, which we shall also denote by Y, of N in the group of affine transformations of A. If G is semisimple, the system (A, Y) is canonical, that is, unique up to unique isomorphism. Otherwise, it is only unique up to isomorphism, but one can, following G. Rousseau [19] , "canonify" it as follows: calling 9G" the derived group of Go and Si the maximal split torus of the center of Go, one takes for A the direct product of A(5?G", Go n S, K) (which is canonical) and X,(&) @ R .The affine space A is called the apartment of S (relative to G and K). The group N(K) operates on A through @.
1.3. Remark. Since V = Hom(X*, R) = Hom(X':(Z), R), the groups Hom(X*, r) and Hom(X*(Z), r) are lattices in Vand one has (I)
If G is connected and split, both inclusions are equalities, but in general they can be proper. Suppose for instance that G = RLIK Mult, where L is a separable extension of K of degree n, and let ri be the value group of L. The group X*(Z) is generated by the norm homomorphism NL,K, hence has index n in X*. On the other end, /I is readily seen to be equal to n*Hom(X*(Z), &). In particular, the first (resp. the second) inclusion (1) is an equality if and only if the extension L/K is unramified (resp. totally ramified). A semisimple example is provided by G = SUs with splitting field L; exactly the same conclusions as above hold with n = 2 (indeed, in that case Z = RL,K Mult). One can prove that thefirst inclusion (1) is an equality whenever G splits over an unramlJied extension of K.
1.4. Filtration of the groups U,(K). Let a E @ and u E U,(K) -{l}. It is known (cf. [3, $51) that the intersection U_,uU-, n N consists of a single element m(u) whose image in 0 w is the reflection ra associated with a, from which follows that r(u) = y(m(u)) is an affine reflection whose vector part is ra. Let a(a, u) denote the affine function on A whose vector part is a and whose vanishing hyperplane is the fixed point set of r(u) and let @' be the set of all affine functions whose vector part belongs to CD. For a E cli', we set X, = {u E U,(K) 1 u = 1 or a(a, u) 2 a>. The following results are fundamental.
1.4.1. For every a as above, X, is a group. 1.4.2. If a, p E CD', the commutator group (Xa, Xp) is contained in the group generated by all XPa+,p for .p, q E N* and pa + qfi E @'. This is one of the questions I got asked most often regarding Tits' article. What does this paragraph mean? It is not difficult, but not entirely obvious either. The detail can be found in Landvogt's book.
Explanation. The principle is this: suppose that you have an extension of groups
where is a free abelian group of finite rank, normal in N , and W is finite. Let V = ⊗ Z R. Then we can pull out the above diagram with → V and get
If you represent the first extension by a class in H 2 (W, ), the second extension is represented by the image of that class in H 2 (W, V ). But H 2 (W, V ) = 0, so the second extension is trivial. Therefore, N W V . The isomorphism may not be unique, but the obstruction to uniqueness lies in H 1 (W, V ), which is again 0, so this isomorphism is actually unique. We notice that the action map a : W → Aut group (V ) is induced from W → Aut group ( ) = GL Z ( ), hence factors through GL R (V ). Thus it is obvious that there exists a pair (A, f ) such that A affine space under V (i.e. a principal homogeneous space of V ), f : N → Aut affine (A) such that f (λ) is translation by λ for all λ ∈ , and d f (n) = a(n) for all n ∈ N , wheren is the image of n in W . Now assume that V W = 0. Suppose that both the pairs (A, f ) and (A , f ) have the above property. We claim that there is a unique isomorphism (A, f ) (A , f ). Indeed, a simple analysis shows that the obstruction to uniqueness lies in V
This, when applied to the context in [Tits, 1.2], shows that for semisimple G, A(G, S, K ) is uniquely characterized as an affine space (up to a unique isomorphism). For reductive G, the reduced apartment has the same uniqueness.
EXTENDED BUILDING VERSUS REDUCED BUILDING.
[Tits] deals exclusively with the extended building (aka enlarged building, reductive building). But throughout [BT] , "building" usually mean the reduced building (aka semi-simple building).
We recall that the reduced building is really canonically defined. The extended building is canonical in the sense that we can "canonify" the definition. But this is somewhat artificial and hence the behavior is not ideal. The main reason to favor the extended building is this: when the center of G is of split rank > 0, the stabilizer of points on B red is no longer a compact subgroup of G(K ).
We now recall that the construction of B ext from B red . It is completely analogous to going from S red to S = S ext . We put
1 is a finite generated abelian group, and there is an isomorphism
where Z is the center of G. We let G(K ) acts on the vector space X * (Z ) ⊗ Z R by translations via the above isomorphism, and define B ext as the product of two G(K )-sets:
There is another way of dealing with this, and this viewpoint is also often used in [BT]: instead of using G(K ) and B ext , we use G(K ) 1 and B red .
In fact, since most results in [BT] are stated using B red , it is often necessary to do the above. Notice that this means that the results in [BT] often actually apply to G(K ) 1 instead of G(K ). Therefore, one gets decomposition theorems etc. for G(K )
1 . Then one does a little bit more work to get the results for G(K ).
THE MAXIMAL BOUNDED SUBGROUPS. I want to bring attention to the fact that "maximal bounded subgroups", "stabilizer of vertices", and "maximal parahoric subgroups" are all different concepts. Although Tits' article is rather clear about this, this is still a common misconception (probably because people tend to extrapolate the easier case of B N -pairs). A few examples should impress you about this. For simplicity, assume that K is a locally compact non-archimedean field.
It is a consequence of Bruhat-Tits fixed-point theorem that every maximal compact subgroup of G(K ) is the stabilizer of some point on the building of G. But not all such stabilizers are maximal compact subgroups.
If x is a vertex (for the canonical polysimplicial structure on B), then the stabilizer G(K )
x of x is a maximal compact subgroup. If G is semi-simple and simply connected, this gives precisely all the maximal compact subgroup.
This fails for non-simply connected groups. A simple and instructional example is G = PGL 2 (K ). Recall that the lattice classes represented by the lattices L = O.e 1 + O.e 2 , M = O.e 1 + π O.e 2 corresponds to vertices x, y on the building which are connected by a 1-simplex x y. For most point z on the interior of x y, Another Example. Let G = SO(2n), n ≥ 4. For simplicity say G is split. Write G = SO(V ), and let e 1 , . . . , e n , f 1 , . . . , f n be a Witt basis of V (so the quadratic form is q( x i e i + y i f i ) = x i y i ). For 0 ≤ i ≤ n, let L i be the lattice with basis π e 1 , . . . , π e i , e i+1 , . . . , e n , f 1 , . . . , f n .
According to Bruhat's Boulder conference article (1965), each G(K ) ∩ GL(L i ) is a maximal compact subgroup of G(K )
, and there are exactly n + 1 conjugacy classes of maximal compact subgroups. There are n + 1 vertices on a chamber. Are the maximal compacts simply the stabilizer of vertices? This seems reasonable. But if you look at the local Dynkin diagram (whose vertices correspond to vertices of a chamber) of this group, you may be puzzled: how can we assign these lattices to the vertices on the local Dynkin diagram reasonably?
The answer is: no, there are two maximal compacts (up to conjugacy) which are are stabilizer of vertices. There are 4 "terminal vertices" on the local Dynkin diagrams, let's call them x, y, z, w so that x, y is on one end and z, w on the other end. Then the stabilizer of x is conjugate to that of y, and the stabilizer of z is conjugate to that of w. Moreover, the stabilizer of the midpoint of x y (resp. zw) is also a maximal compact. This accounts for the n + 1 maximal compacts.
THE PARAHORIC SUBGROUPS.
It is quite interesting to notice what Tits said about Iwahori subgroups and parahoric subgroups in his summary. ramification index and every subset Sa of the building a(G, Kl), we denote by G(Kl)O the group of all elements of G(K,) fixing Q pointwise. If Q is reduced to a point X, we also write G(K# for G(K#. Note that if F is a facet of @G, Kl) and if x is a point of F "in general position", one has G(K#' = G(K#. The stabilizers G(K)r of special (resp. hyperspecial) points x E &Y are called special (resp. hyperspecial) subgroups of G(K).
We recall that if G is semisimple and simply connected, the group @ = NJww) coincides with the Weyl group W of the affine root system &. As before, we set g = @G, K).
3.1.1. Suppose that p = W. Then G( K)F = G(K)x for every facet F of 9Y and every x E F. Furthermore, if C is a chamber of A = A(G, S), the pair (G(K)C, N(K)) is a BN-pair (or Tits system: cf.
[5], [23]) in G(K) with Weyl group W. In that case, the groups G(K)x for x E g are called the parahoric subgroups of G(K) (cf.
[S]), but we shall avoid using that terminology here in order not to prejudge of its most suitable extension to the nonsimply connected case. An alternative construction of the building a starting from the above BN-pair (which can be defined independently of the building, as we shall see) and using the parahoric subgroups defined by means of that BN-pair is given in [S, 521.
Let Q be a nonempty subset of the apartment A whose projection on the building of the semisimple part of G (cf. last paragraph of 2.1) is bounded. For any root a E @, let a(a, 0) denote the smallest affine root whose vector part is a and which is positive on Q. Let @' be the set of all nondivisible roots-i.e., all roots a E @ such that *a 4 @-and let 0'+ (resp. @'-) be the set of all nondivisible roots which are positive (resp. negative) with respect to a basis of 0, arbitrarily chosen. If Xk(Q) denotes the group generated by all Xaca sa) with a E Qft-, the product For an analysis of the nonsimply connected case, cf. [S, 3.3.51.
Various decompositions.
Let C be a chamber of A = A(G, S). We identify A with the vector space Yin such a way that 0 becomes a special point contained in the closure of C; in particular, G(K)0 is a special subgroup of G(K). Set D = RT l C (a "vector chamber") and B = G(K)C; if K is finite or, more generally, if G is residually quasi-split, and if G is simply connected, B is an Iwahori subgroup of G(K) (cf. $3.7). Let U+ be the group generated by all Ua for which ale--and hence aIDis positive and let Y be the "intersection of Y and @", that is, the group of all translations of A contained in @; thus, Y is the image of Z(K) by the homomorphism Y of $1.2. Set Y+ = Y 0 D (closure of D) and Z(K)+ = y-1( Y+), a subsemigroup of Z(K).
3.3.1. Bruhat decomposition. One has G(K) = BN(K)B and the mapping BnB w v(n) (n E N(K)) is a bijection of the set {BgB 1 g E G(K)} onto r.
If n E N(K) and y(n) = w, we also write BnB = BwB, as usual. If K = Z$ the cardinality qW of BwB/B (used for instance in [1] ) is given by the following formula in terms of the integers d(v) of 5 1.8 : set w = rl* +wo, where (rl, 9 -0, rl) is a reduced word in the Coxeter group wand we(C) = C, and let vi be the vertex of A representing ri; then qW = qd with d = Cf=i d(vi). In particular, we have another interpretation of d(v): qd(y) = q,+) where r(v) denotes the fundamental reflection corresponding to the vertex v of A.
More generally, for any 13, the quotient BwB/B has a natural structure of "perfect variety" over K, in the sense of Serre [Publ. Math. I.H.E.S. 7 (1960), 1.41, and, as such, it is isomorphic to a K-vector space of dimension CfK1 d(v,), with the above notations.
Iwasawu decomposition.
One has G(K) = G(K)OZ(K)U+(K)
and the map-
In particular, we see that if K is finite, the convolution algebra of all functions G(K) w C with compact support which are bi-invariant under G(K)0 (Hecke algebra) has a canonical basis indexed by Y+. That algebra is commutative.
For the proofs and some generalizations of the above results, cf. [S, $41. 3.4 . Some group schemes. The results of this section and the next are special cases of results which will be established in [9] . from [4, 2.23 and 4.31. In the exceptional case above, @sd is a special orthogonal group, hence not simply connected. Using the fact that in a simply connected group the derived group of the centralizer of a torus is also simply connected, one easily deduces from the preceding result the following more general one. Let us say that a special vertex of the absolute local Dynkin diagram Lill is good if it is not the vertex * of a connected component of type (1) of groups of units of tori. Let M be a subgroup of the group of units SC = (8 E S(K) I 4x(s)) = 0 f or all x E X*} of S. We wish to find under which condition the apartment A = A(G, S) is the full fixed point set 99M of M in A?. From the properties of the building recalled in $2.2, one deduces that A = &?M if and only if, for every facet F of A of codimension one, the only chambers containing Fin their closure and fixed by M are the two chambers of A with those properties. By 3.5.4, that means that the image i@ of M in S(K) has only two fixed points in the spherical building of @d over K. If a is any one of the two nondivisible roots in GF, that condition amounts to a(@) # (1). Thus, we conclude that:
3.6.1. A necessary and suflcient condition for A to be the fullfixed point set of A4 in g is that a(M) q~ 1 + p for every relative root a E @.
In particular, iflv has at least four elements (resp. if K N F2) A is always (resp. never) the full Jixedpoint set of S, in B. The preceding discussion also gives information on the fixed point set of the group of units S1 c of a nonsplit torus Si which becomes maximal split over an unramified Galois extension K1 of K: one applies 3.6.1 to the action of S1,, on a (G, K1) and one goes down to 9 by Galois descent, using 2.6.1. In that way, one gets the following result for instance:
If S1 is an anisotropic torus which becomes maximal split over an unramiJied Galois extension of K, then S,(K) has a uniquefixedpoint in the building a.
By contrast, it is easily shown that if S1 is a maximal torus of G = SL2 whose splitting field is ramified, then S1(K) necessarily fixes a chamber of 9 and possibily more than one2; for a similar torus S1 in PGL2, S(K) may have a single fixed point in g and may have more than one.
Iwahori subgroups;
volume of maximal compact subgroups. In this section, we suppose G residually quasi-split; remember that that is no assumption if the residue field Kis finite (1.10.3).
To every chamber C of the building g, we associate as follows a subgroup Iw(C) of G(K), called the Iwahori subgroup corresponding to C: if c; denotes the neutral component of the algebraic group G, (cf. 3.4), Iw(C) is the inverse image in %(o) = G(K)C of the group c:(E) under the reduction homomorphism SC(o) -+ G,(g). Clearly, all Iwahori subgroups of G(K) are conjugate. From 3.5.2, it follows that cl is a solvable group, hence is the semidirect product of a torus T by a uni-2 This answers a question of G. Lusztig.
Tits was indeed very careful in stating everything precisely. But still, in the literature people sometimes quote these results incorrectly.
We saw that Tits was undecided about what parahoric subgroups should be (though he was firm about the case of Iwahori subgroups). Today there should be no ambiguity. In [BT2], Bruhat-Tits defined parahoric subgroups in the same way Tits defined the Iwahori subgroups. Namely, the definition has to involve the smooth group schemes constructed by Bruhat-Tits. Therefore, the parahoric subgroups are not the stabilizer/fixer of a facet on the building. However, we caution you that in the literature, some people use conventions inconsistent with Bruhat-Tits.
Bruhat-Tits' choice has several advantages:
-There is a bijection between facets and parahoric subgroups, F → G(K ) F . The bijection is order reversing:
[This is just like the case of a B N -pair].
-The parahoric subgroups contained in a fixed parahoric subgroups G(K ) F are in bijection with the parabolic subgroups of G mod π, where G is the smooth group scheme associated to G(K ) F . In other words, they are in bijection with facets on the associated sphereical building.
-The smooth group scheme G associatd to a parahoric subgroup are connected by definition. We can apply representation theory of G(O/π). Most theory (e.g. work of Lusztig) does require G mod π to be connected.
Caution. Be careful about the following statement regarding the disconnection of stabilizers. The proof can not be found in [BT] and the statement is incorrect. It is not clear to me how to make the right statement.
arbitrary reductive groups: if 2a is not a root, we simply take the coroot associated with a in the split subgroup of maximal rank defined in [3, $71; if 2a is a root, we define the coroot associated with a as being twice the coroot associated with 2a (& being written additively). 3.5.1. The root system of GFd with respect to s is the system (DF (cf. 1.9); in particular, its Dynkin diagram is obtained from the local Dynkin diagram A(G, K) by deleting the vertices belonging to IF (cf. 1.9) and all edges containing such vertices. The coroot associated with a root a E @i is the same for @d as for G. If o= denotes the unipotent subgroup of GFd corresponding to a, the group u=(R) is nothing else but the group X, of 5 I .4, where a is the afine root vanishing on F and whose vector part is a.
Applying that to the unramified closure of K, one gets the following immediate consequence. . 3.5.2. The index of @d over K, in the sense of [3] and [22] , is obtained from the local index of G by deleting from Al all vertices belonging to the orbits O(v) with v E IF (the notations are those of $j 1.11) and all edges containing such vertices. In particular, if G is residually quasi-split (resp. residually split), @d is quasi-split (resp. split):, When F is a chamber, then G is residually quasi-split (resp. residually split) if and only ifcf;,ed is a torus (resp. a split torus).
If G is simply connected, the group GO is connected. In general, the group of components of GB is easily computed when one knows the group Z'i = E(G, K,) (cf. §2.5), where K1 is the maximal unramified extension of K. Here, we shall give the result only in the case of a facet.
3.5.3. The group of components of GF is canonically isomorphic with the intersection of the stabilizers of the orbits O(v) with v E IF in the group El. A component is defined over K zf and only if the corresponding element of EI is centralized by Gal(Ki/K). If K isf%tite, every component of GF which is defined over K has a Krational point (by Lang's theorem).
The groups Gpd give an insight into the geometry of the building through the following statement: 3.5.4. The link of F in B is canonically isomorphic with the spherical building of @d over K, i.e. the "building of K-parabolic subgroups" of Gyd (cJ [23, 5.2] ).
The groups Gr;;'d also provide an alternative definition of the integers d(v) of $X8. Suppose F is of codimension one and let v be the complement of IF in the set of all vertices of A. Then, @d has semisimple K-rank 1 and d(v) is the dimension of its maximal unipotent subgroups, or, equivalently, the dimension of the variety G>/PF, where PF is a minimal K-parabolic subgroup of G& the neutral component of CF. This, together with 3.5.4, implies the interpretation of d(v) given in 2.4. If G is residually split, c>/& is a projective line, hence d(v) = 1; in particular, we recover the last statement of $1.8.
While 3.5.2 gives an easy algorithm to determine the type of Gyd, 3.5.1, applied to the unramified closure of K, actually provides the absolute isomorphism class of that group. Here is an immediate application of that. Suppose that G is quasisimple, simply connected and residually split and that F is a special point. Then, Gyd is a simply connected quasi-simple group except if the local Dynkin diagram is the following one:
(1)
Example. If G = T is a torus and K =K , and x any point on the building, then a result of Kottwitz (which was made explicit by Rapoport) says that the component group is the torsion subgroup of the group of co-invariants X * (T ) Gal(K /K ) .
VALUATION OF ROOT DATUM.
A basic feature of Bruhat-Tits theory is that if U a is a root subgroup, then U a (K ) is filtred. For example, for split groups, U a (K ) is (isomorphic to) the additive group of K , and is filtered by the subgroups π n O.
For Bruhat-Tits theory, it is important that you index the filtrations on U a (K ), for varying a's, in a coherent way. In fact, this point is almost the whole theory. But the languages of doing this in [Tits] and [BT] are different.
• In [Tits] , U a (K ) is filtered by the groups X α , where α varies over affine functions on A with vector part a. The set of such functions form a real line, of course.
• In [BT] , U a (K ) is filtered by U a (K ) ϕ,r , a family of groups indexed by the real line R directly [the notation ϕ is there to indicate the choice of a "valuation of root datum"].
The approach of [Tits] is elegant, since it does not depend on any anxiliary choice. In contrast, the filtration in [BT] depends on the choice of ϕ, "the valuation of root datum". The precise definition is somewhat long, and it is difficult to show that such an object exists. In fact, a very large part of [BT] is devoted to its existence.
Once the existence is known, the whole theory of building can be developed. In fact, it then follows that to give a valuation of root datum is to give a point on the building. Therefore, the notion of valuation of root datum is indeed very nature, and it can be considered as a remote analog of Cartan involution.
In [Tits] , this filtration of U a (K ) indexed by affine functions is always well-defined. What is not clear is that this filtration has many wonderful properties. If you read [BT] , you don't see any attempt to prove these properties from the definition in [Tits] . Instead, all the effort is putting into proving the existence of a valuation of root datum. It will follow, however (since there is a translation between the two languages), that all the nice properties are valid for the groups X α .
In order to access the results in [BT] not summarized in [Tits] , one needs to know the translation, which we give now.
First, today "root datum" usually means the gadget (consisting of a dual pair of lattices and a dual pair of root systems) classifying a split reductive group, as defined in SGA3 (see also, Springer's Corvallis article).
However, in [BT] , "root datum" is a gadget in abstract group theory. For us, the "root datum" for a reductive group over K is the datum {U a (K )} a∈ (G,S) , Z (K ) , where S is a maximal K -split torus in G, U a the root subgroup, and Z = Z G (S).
Then, the set of valuations on the root datum {U a (K )} a∈ (G,S) , Z (K ) is in bijection with points on A red = A red (G, S, K ). Indeed, by fixing x ∈ A red , we can put a filtration {U a (K ) x,r } r ∈R on U a (K ) by setting
Conversely, if these filtration groups are known, then we can recover the group X α 's by
Notice that I have adopt the convention that a point on the building is a valuation of a root datum. This completes the translation.
FIGURING OUT THE FILTRATION.
As we have mentioned, [Tits] defined the filtration {X α } α on U a (K ) by an elegant recipe. But it is quite hard to prove the good properties of this filtration.
1.4.1. For every a as above, X, is a group. 1.4.2. If a, p E CD', the commutator group (Xa, Xp) is contained in the group generated by all XPa+,p for .p, q E N* and pa + qfi E @'.
[Tits] also provided several examples of computing the filtration X α . However, in my experience this is not a very pleasant drill, in particular for the exceptional groups.
Therefore, in practice, to figure out the filtration, it is easier to follow the strategy in [BT] , which is to go through two descent steps: descending from the split case to the quasi-split case, and descending from the quasi-split case through an unramified extension.
I do not have the time to go through either steps. So I will just recast the starting point: the split case (which was already emphasized by [Tits] in the beginning, section 1.1) in the language of valuation of root datum. You will see that it is very simple. The quasi-split case is also fairly simple, and can be found in either [BT2], Landvogt's book, or Prasad-Raghunathan's article on central extensions.
So let G be a Chevalley scheme over O. This means that G is a smooth group scheme over O, such that both the generic fiber G and the special fiber are split reductive groups.
Then G has a maximal split torus S over O, with respect to which there is a root decomposition of Lie G, and root subgroups U a , a ∈ (G, S), S = S K . There are isomorphisms x a : G a → U a over O. Then we put
NOTATION FOR THE THIRD LECTURE.
3
• K : non-archimedean local field
3 This is the beginning of the third lecture, in which I discuss more recent results beyond Tits' article.
• G: connected reductive group over K
• aff : relative affine root system
• {U a } a∈ : root subgroups
Remark. The definition here is not the one given by Moy-Prasad. They made more ad hoc usage of the fact that G is quasi-split and specific knowledge of the structure of U a . There was no direct connection to U a,x,r . It was just an analogy. The definition here is more natural, and it shows that u a,x,r is attached to U a,x,r canonically. It also makes the following transparent:
Moy-Prasad isomorphism. we have
We recall the convention U 0 = Z G (S). Also notice that U 0 is the last part of Bruhat-Tits' "root datum" (U a ) a∈ , U 0 ) .
It is interesting to observe that from Chapter I of [BT] , it is clear that Bruhat-Tits wanted to consider a filtration on U 0 (K ). Let z = Lie Z = Lie U 0 = u 0 . Moy-Prasad also defined z r = u 0,r = {x ∈ z : ord K (dχ(x) ≥ r ∀χ ∈ Hom L (Z , G m )}.
One can show that {Z (K ) r } satisfies the conditions prescribed in Chapter I of [BT] . However, there are some problems with these definitions. The most serious one is that there is no Moy-Prasad isomorphism in general. But the Moy-Prasad isomorphism is used in a fundamental way in the prof of Moy-Prasad theory.
We remark that the Moy-Prasad isomorphism is valid in many cases, for example when Z becomes an induced torus over a tamely ramified extension. For example, the first paper of Moy-Prasad is OK since they deal with simply connected groups, and for such groups, Z is an induced torus.
There are now two ways to resolve the situation.
(i) Debacker has given alernative arguments to the main results in Moy-Prasad theory, without using the Moy-Prasad isomorphism. But some features of the theory is lost [Michigan Journal, 2000] .
(ii) I have given a different definition of {Z (K ) r } and {z r }. For this definition, the MoyPrasad isomorphism is valid and hence the rest of the Moy-Prasad theory can be used without any modification [preprint 2002] .
But the new definition involves a lot more algebraic geometry, and is more difficult to compute. I will not give it here. However, if Z becomes an induced torus over a tamely ramified extension, the two definitions agree.
For the rest of this lecture, I will use my definition, or assume that Z becomes an induced torus over a tamely ramified extension.
THE MOY-PRASAD FILTRATION
Definition. Let x ∈ B(G), r ≥ 0. The Moy-Prasad filtration group associated to (G, x, r ) is the subgroup of G(K ) generated by U a (K ) x,r for all a ∈ ∪ {0}, where we put U 0 (K ) r = Z (K ) r .
Similarly, g x,r is the (direct sum) of u a,x,r for all a ∈ ∪ {0}, where u 0,x,r = u 0,r = z r . is a rational number and the infimum can be achieved for some x ∈ B(G). It is called the depth of π.
Moreover, if V G(K ) x,ρ+ = 0, the irreducible constituents of this space as a representation of G(K ) x,r /G(K ) x,r + enjoy certain nice non-degeneracy characterization (which relies on the Moy-Prasad isomorphism).
The depth of a representation is preserved by Jacquet functor and parabolic induction.
I would like to mention a nice interpretation of the depth.
Theorem. Let G = GL n , or a tamely ramified torus. Let π be an irreducible smooth representation of G and φ : W K → L G the corresponding Langlands parameter. Then depth(π ) = inf{r : φ(P r + ) = id}.
Here, P ⊂ W K ⊂ W K is the wild inertia group and the filtration is the upper number filtration by ramification groups.
We suspect that this relation is valid fairly generally. Therefore, the depth should be preserved by Langlands functoriality.
For example, it should be preserved by the Generalized Jacquet-Langlands/Deligne-KahzdanVigneras correspondence between representations of GL n and those of division algebras. Recently, [Lansky and Raghuram 2003 ] proved that it is so in some cases.
MORE GROUP SCHEMES
Theorem. The groups G(K ) x,r are schematic. Let G x,r be the associated smooth model over O, then Lie G x,r = g x,r . Moreover,
It is interesting to remark that the definition of Moy-Prasad filtrations and Schneider-Stuhler filtrations are rather involved. But the theory of smooth models now allow us to give a very short and conceptual description of the Schneider-Stuhler filtration U 
AN INTERPRETATION OF THE MOY-PRASAD FILTRATION.
Fact. The lattices {g x,r } r ∈R form a filtration on the vector space g corresponding to a norm on g, i.e. g x,r +n = π n g x,r .
Therefore, it corresponds to a norm α x on g. Recall that we can regard α x as a point on B(GL(g)). Therefore, the theory of Moy-Prasad filtrations for g is a map ι : B(G) → B(GL(g)).
Remark. Moy-Prasad also defined a filtration on g * . From our point of view, this is simply obtained by composing the above map with the natural isomorphism B(GL(g)) B(GL(g * )). The latter map is the one induced by the identificaiton GL(g) = GL(g * ) and is described explicitly in [BT3] .
