When building genetic maps, it is necessary to choose from several marker ordering algorithms and criteria, and the choice is not always simple. In this study, we evaluate the efficiency of algorithms try (TRY), seriation (SER), rapid chain delineation (RCD), recombination counting and ordering (RECORD) and unidirectional growth (UG), as well as the criteria PARF (product of adjacent recombination fractions), SARF (sum of adjacent recombination fractions), SALOD (sum of adjacent LOD scores) and LHMC (likelihood through hidden Markov chains), used with the RIPPLE algorithm for error verification, in the construction of genetic linkage maps. A linkage map of a hypothetical diploid and monoecious plant species was simulated containing one linkage group and 21 markers with fixed distance of 3 cM between them. In all, 700 F 2 populations were randomly simulated with 100 and 400 individuals with different combinations of dominant and co-dominant markers, as well as 10 and 20% of missing data. The simulations showed that, in the presence of co-dominant markers only, any combination of algorithm and criteria may be used, even for a reduced population size. In the case of a smaller proportion of dominant markers, any of the algorithms and criteria (except SALOD) investigated may be used. In the presence of high proportions of dominant markers and smaller samples (around 100), the probability of repulsion linkage increases between them and, in this case, use of the algorithms TRY and SER associated to RIPPLE with criterion LHMC would provide better results.
Introduction
The construction of accurate genetic linkage maps is of crucial importance in genetic studies. The study of genome evolution processes (Paterson et al., 2000) , phylogeny (Ahn and Tanksley, 1993; Bowers et al., 2003) and mapping of quantitative trait loci (Lander and Botstein, 1989; Zeng, 1993) are amongst its applications. The maps are basically built in a two-step procedure: (i) assigning markers into linkage groups and (ii) ordering the markers within the groups (Wu et al., 2003) .
The ordering of markers within linkage groups is considered a special case of the classical traveling salesman problem (Doerge, 1996; Liu, 1998; Mester et al., 2003; Tan and Fu, 2006) . Basically, the problem consists in choosing the best order among m!/2 possible orders (m ¼ number of markers). When m gets larger, the number of orders is unwieldy. For example, for m ¼ 15, there are B6.54 Â 10 11 orders to be analyzed, which is not feasible with the current computational power available. Therefore, approximate solutions that allow large-scale genetic mapping have been proposed (Liu, 1998) . Several algorithms to obtain approximate solutions for ordering markers have been proposed, including simulated annealing (Thompson, 1984; Weeks and Lange, 1987) , stepwise likelihood (Lathrop et al., 1984) , branch and bound (Lathrop et al., 1985) , try and ripple , seriation (SER) (Buetow and Chakravarti, 1987) , rapid chain delineation (RCD) (Doerge, 1996) , genetic and evolutionary algorithm (Mester et al., 2003) , recombination counting and ordering (RECORD) (Van Os et al., 2005) and unidirectional growth (UG) (Tan and Fu, 2006) . Some of them have been implemented into friendly user softwares, such as Linkage (Lathrop et al., 1984) , MAPMAKER/EXP , JoinMap (Stam, 1993) , Emap from the program suite QTL Cartographer (Basten et al., 2003) and OneMap (Margarido et al., 2007) . Moreover, there are several criteria to evaluate and compare the orders, such as, sum of adjacent recombination fractions (SARF, Falk, 1989) , product of adjacent recombination fractions (PARF, Wilson, 1988) , sum of adjacent LOD scores (SALOD, Weeks and Lange, 1987) , SALOD-equivalent number of fully informative meiosis (SALEQ, Edwards, 1971; Olson and Boehnke, 1990) , SALOD-polymorphism information content (SALPIC, Botstein et al., 1980; Olson and Boehnke, 1990) , likelihood through hidden Markov chains (LHMC, , least squares (Weeks and Lange, 1987) and weighted least squares (Stam, 1993) .
When building genetic maps, it is necessary to choose from several algorithms and criteria, and the choice is not always simple. Using simulations, Olson and Boehnke (1990) have compared eight criteria to order a moderate number of markers (m ¼ 6). Wu et al. (2003) have evaluated the efficiency of the criteria SARF, PARF, SALOD and LHMC, along with the algorithm SER in situations with m ¼ 5. Hackett and Broadfoot (2003) have compared the efficiency of the criteria weighted least squares, SARF and LHMC in maps with 10 loci. In general, it is noticeable that none of the aforementioned works have considered the ordering problem in highly saturated maps, which is currently a very common situation due to the great availability of molecular markers. Moreover, those studies have not taken into account F 2 populations and missing data in saturated maps. The presence of heterozygous loci in these populations may impair the construction of maps with the occurrence of dominant markers and missing data (Jiang and Zeng, 1997) .
In this context, the goal of the present work was to evaluate the efficiency of the algorithms TRY, SER, RCD, RECORD and UG and of the criteria PARF, SARF, SALOD and LHMC used along with the algorithm RIPPLE. Situations currently found in genetic mapping and not covered in the previous studies, such as saturated maps, F 2 populations, dominant markers and missing data were considered. This approach aims to provide geneticists with practical orientations to correctly choose the best combination of method and criterion when building genetic maps.
Materials and methods

Simulations
A linkage group from a hypothetical monoecious plant species, with 21 molecular markers separated by a fixed distance of 3 cM, was considered. Four sequence patterns for molecular markers were simulated: (i) CCCC; (ii) CDCD; (iii) CDDD and (iv) CDD R D (C: co-dominant marker; D and D R : dominant marker in coupling and repulsion phase, respectively, with dominant alleles from distinct parents). Each pattern was sequentially repeated five times and supplemented with a co-dominant marker at the final position, totalizing 21 markers. It is assumed that these four situations represent saturated kernels that will be ordered within real maps with many markers. As the ordering is carried out within each linkage group, it was not necessary to stipulate a chromosome number for the species, since the procedures presented here would be repeated. For each situation, F 2 populations of n ¼ 100 and n ¼ 400 originated from homozygous lines were simulated, according to the scheme presented by Basten et al. (2003) . Similarly, missing data were simulated by random removal of 10 and 20% of the data. In total, 24 types of experimental populations were simulated (2 sample sizes Â 4 marker patterns Â 3 amounts of missing data: 0, 10 and 20%). To analyze the algorithms and criteria, the Monte Carlo method was used, repeating the simulations 700 times, with each simulation being considered a replicate (Manly, 1997) . Algorithms and criteria were applied to each of the 16 800 simulated samples. (Liu, 1998) . Because of the fact that F 2 populations were analyzed, the algorithm EM (Dempster et al., 1977; Liu, 1998; Lange, 2002) was used to obtain r M i M j . The estimated recombination fractions between markers were converted to distances using Haldane's (1919) mapping function.
Pair-wise estimations
Ordering algorithms TRY : initially, markers were randomly taken and ordered through hidden Markov chain through exhaustive search (evaluation of 5!/2 ¼ 60 possible orders). In the following step, a new marker was positioned at the beginning, in the end and in the middle of the m 0 ordered markers, verifying which position corresponded to the highest likelihood. This step was repeated until all the markers were positioned.
SER (Buetow and Chakravarti, 1987) : the map was initiated with each one of the m ¼ 21 markers and the matrix R. Considering M i as the initial marker, M j was positioned to the right of M i if the recombination fraction between them was the smallest fraction between M i and the other mÀ1 markers. From the remaining mÀ1 markers, M k was chosen if it had the smallest recombination fraction with M i . The recombination fractions of M k and both external loci to the positioned markers, M left (the most external marker to the left) and M right (the most external marker to the right) were compared. If r M k M right 4r M k M left , M k was positioned to the left of the group of markers, and if the relationship was inverse, to the right. In the case of ties, the internal loci of the group already positioned were considered. The procedure was repeated until all the markers were positioned, therefore providing 21 orders (one for each marker at the initial position). For each order, the continuity index
. The best order was considered the one that gave the smallest CI value (Liu, 1998) .
RCD (Doerge, 1996) : the marker pair (M i ,M j ) exhibiting the smallest recombination fraction among all markers was considered. The next unmapped marker with the smallest recombination fraction to the aforementioned pair was positioned next to them. The procedure was repeated until all markers were positioned on the map. RECORD (Van Os et al., 2005) : based on the expected number of recombination events, an S matrix was constructed,
The procedure to obtain S is based on the expected number of crossovers between marker pairs, conditioned by the observation of the markers' phenotype. The optimization criterion COUNT for a sequence of m markers may be calculated by COUNT ¼ P
, where smaller COUNT values correspond to better orders. Map building was carried out by randomly taking two markers and positioning a third one at the beginning, at the end and between them. The marker was fixed at the position that gave a smaller value of COUNT. Similarly, the remaining markers were positioned at pre-established orders until completion of the map. Subsequently, a search for smaller values of COUNT was performed, inverting the position on the map of subsequences of size m 0 ¼ 2, y, 20. If the map resulting from the inverted positions presented a COUNT value smaller than the previous one, it was kept. The procedure was repeated 10 times and the sequence presenting smaller COUNT value was chosen.
UG (Tan and Fu, 2006) : based on the R matrix, the distance between all loci was calculated by d ij ¼ r ij þ (2/n ij ) P k r ik r jk , for every k, with r ij 4r ik , r ij 4r jk , and n ij individuals. The value T ij ¼ 2d ij À( P kai d ik þ P kaj d jk ) was calculated for every ioj. The terminal end of the map was defined by taking the pair of markers (f, g) that presented the smallest value of T. The pair (f, g) was then designed locus m þ 1 and its distance to the remaining markers was determined by
ik was also performed and the locus that minimized the value W im þ 1 (called locus h) was placed on the map. The partial map resultant map was f-g-h if d fh 4d gh or h-f-g if otherwise. Considering k ¼ 2, the partial distance of the map with the remaining markers was updated:
ik was calculated and the locus that minimized W was added to the map. The last two steps were repeated, taking k ¼ 3, y, 20 to obtain the complete map.
The algorithm RIPPLE and criteria to evaluate the orders The algorithm RIPPLE were permutated, then positions 2, y, m 0 þ 1 and so on until the whole map was covered. The criteria (Wilson, 1988) and (Weeks and Lange, 1987) were used to evaluate the orders obtained after these permutations. The orders that exhibited smaller values of SARF and PARF and higher values of SALOD were considered more likely to be correct. In the present case, m 0 ¼ 6 was used. Moreover, the criterion LHMC was used, by which the multipoint estimates of recombination fractions were calculated and the likelihood of the orders was compared. In this case, the window size was of m 0 ¼ 4, as higher numbers of orders impair the performance of Monte Carlo analyses for LHMC, because its calculation depends on intensive computational power.
All the simulated populations had maps constructed using five algorithms and four criteria (20 cases), considering also maps without the use of RIPPLE (five cases). Therefore, 420 000 maps were obtained (16800 populations Â 25 combinations of algorithms and criteria). All simulations, algorithms and criteria were implemented with codes written into the R software (R Development Core Team, 2008) . To calculate the criterion LHMC, sourcecodes in C language of the function est.map, and part of the free software qtl (Broman et al., 2008) were also used.
Evaluation of the results
To evaluate the orders provided by the algorithms and criteria, the absolute value of the Spearman's rank correlation coefficient r (Spearman, 1904) 
Results
Order of the markers The distribution of the correlation coefficients between the order of the estimated map and the actual map showed that, in general, in the absence of dominant markers in repulsion phase (patterns CCCC, CDCD, CDDD) all the algorithms presented high correlations and small inter-quarterly amplitudes for n ¼ 100 and n ¼ 400 (Figure 1 ). For n ¼ 100, the algorithms RECORD and SER were slightly better than the others. Only 2.8% of the correlations were smaller than 0.95 for the algorithm RECORD and 3.0% for the algorithm SER. For the algorithms TRY, UG and RCD, the values were of 4.2, 4.8 and 7.7%, respectively. However, the correlations smaller than 0.95 varied differently among the tested algorithms, and UG presented a higher number of values close to zero. In the presence of dominant markers in repulsion phase (pattern CDD R D), it was more difficult to obtain good maps and, in general, the algorithms TRY and SER exhibited better results, especially for n ¼ 100. In these cases, best results were obtained in the absence of RIPPLE, or using RIPPLE with LHMC criterion. For n ¼ 400, the algorithms RECORD and UG also exhibited adequate results, although slightly inferior to those obtained with TRY and SER. It was also observed for the patterns CDCD, CDDD and CDD R D that the algorithm RIPPLE with the criterion SALOD exhibited lower performance in comparison to the others.
The percentage of correct orders can also be used to evaluate the algorithms (Table 1) . However, these results should be interpreted carefully, as inversions in closely linked markers cause little problems in practical situations, but can reduce the number of correct orders. In the absence of RIPPLE, the algorithms TRY and RECORD provided higher rates of correct orders than the others. For example, for n ¼ 100, the averages of correct orders for TRY and RECORD were 39.5 and 38.2%, respectively, and 11.9, 26.1 and 27.5% for SER, RCD and UG, respectively. However, using RIPPLE with the criteria SARF and PARF, the advantage was decreased and all the tested algorithms showed similar percentages of correct map orders. Similarly, it was observed that the use of SALOD resulted in significantly lower frequencies of correct orders in all situations involving dominant markers.
In general, the percentage of correct orders for LHMC was intermediate between those from PARF and SARF and the criterion SALOD. It was also observed that the algorithm TRY is less influenced by missing data, showing a smaller decrease in the number of correct orders in comparison to the remaining algorithms with increasing amounts of missing data. For n ¼ 400, all the algorithms presented good results, except for CDD R D.
The use of algorithm RIPPLE and criterion SALOD with patterns CDDD and CDCD (Table 1) exhibited results inferior to the other situations. For the first, the percentage of correct orders ranged from 9.7 to 1.3% (n ¼ 100) and 17.6 and 15% (n ¼ 400). For the latter, the percentage was zero for all the tested algorithms with both population sizes. For the pattern CDD R D and n ¼ 100, the algorithm TRY was slightly superior to the others, reaching 11.1% of correct orders when associated to algorithm RIPPLE and criterion LHMC in the absence of missing data. For n ¼ 400, algorithm TRY also exhibited superior results in comparison to the other, with the percentage of correct orders ranging from 18.0% (SARF with 20% of missing data) to 76.6% (LHMC without missing data). Algorithm RCD presented inadequate results for the aforementioned pattern of markers, even when combined with RIPPLE and several criteria for error verification. The algorithm UG was superior to RCD but slightly inferior to the others.
Distance between markers
In general, estimates of the distances between markers in all simulations studied showed good precision. For patterns CCCC, CDCD and CDDD, the average of the Euclidean distances between the distances on the estimated maps and on the actual maps were close to zero. For n ¼ 100, they ranged from 0.39 to 0.71 cM for the algorithm TRY, from 0.29 to 0.64 cM for SER, from 0.29 to 0.66 cM for RCD, from 0.29 to 0.64 cM for RECORD and from 0.29 to 0.72 cM for UG. For n ¼ 400, the distances were very similar for all the algorithms, with the averages ranging from 0.14 to 0. 
Discussion
The simulations performed here represent saturated kernels that may be present within linkage groups in saturated maps. As the analyses are independently repeated for each linkage group, the procedures may be used for any diploid species with any number of chromosomes. Moreover, the results could be also extended to other populations, such as double haploids, backcrosses and RILs, because those are easier to analyze, as they do not have mixture of genotypic classes, which causes the main difficulties for data analysis. It can be stated that an ideal method for map construction must provide estimated maps with correlation coefficients with the actual map close to 1, high percentages of correct orders and average Euclidean distances close to zero. It has been observed in the results that, although in many cases the correlation values are high and the distances are close to zero, the algorithms provide low percentages of correct orders in several situations. This indicates that the algorithms provided adequate orders (high correlation to the actual map), although with inversions in the order of neighboring markers, which implicates in the reduction of the number of correct orders. As explained before, these inversions cause few problems, meaning that the low number of correct orders does not necessarily mean low performance. Therefore, based on these criteria, the algorithm TRY exhibited better performance. As observed by , multipoint estimates of the recombination fractions, as used by algorithm TRY, are preferable to two point estimates, as the first is able to bypass the error propagation due to the lack of information on some marker combinations. This advantage has been shown to be particularly important in the presence of dominant markers in repulsion, as well as in concerns the time for computational processing. This approach uses an algorithm that scales linearly (not exponentially) with the number of loci, but it may impair the build of highly saturated maps. This fact has prompted the development of novel algorithms such as SER, RCD, RECORD and UG, which were proposed to deal with the high number of markers that is becoming available. SER, which is conceptually simple and computationally easy, is based on matrices with two point estimates of recombination fractions. RCD and UG are alternative approaches to SER, constructing the maps sequentially. REC uses an algorithm that allows the ordering of groups with 4500 loci.
According to Thompson (1984) , a heuristic estimation or inference criterion is never as adequate as those based on likelihood; however, the easiness of computational power may prompt it as a good option. The results obtained here show that in the most difficult cases of ordering, that is, those containing dominant markers in repulsion, the best alternatives to TRY were the algorithms SER and RECORD (for larger samples). With algorithm SER, the criterion used to evaluate the orders is the continuity index from the recombination fraction matrix, that takes into account the whole matrix and not only the information for each recombination fraction separately, as for algorithms RCD, RECORD and UG. That is possibly the reason of the high performance of this algorithm even in complex situations. This is in accordance with previous studies based on double haploid populations. Hackett and Broadfoot (2003) (n ¼ 150) noticed that likelihood performed better, and Wu et al. (2003) (n ¼ 100, 150, and 200) were the algorithm SER proved to be an excellent alternative. Wu et al. (2003) have discussed that the estimates of the recombination fractions obtained between dominant markers in repulsion in an F 2 population are biased, thus suggests the use of co-dominant markers to overcome the problem. The results have shown that the combination of dominant and co-dominant markers may be a good alternative for map saturation, confirming what was pointed out by Jiang and Zeng (1997) when hidden Markov chains are used. Usually, dominant markers, such as AFLP and DArT, allow genotyping a large number of loci with relative easiness (Hansen et al., 1999; Vuylsteke et al., 1999; Akbari et al., 2006; Mace et al., 2008) . Those markers could be positioned in maps that already contain co-dominant markers to form a frame. This would surpass the lack of information from the dominant markers and the map could then be built using SER or RECORD, which are more feasible than TRY in this case.
Because of computational limitations imposed by Monte Carlo analyses, the window used for algorithm RIPPLE with the LHMC criterion was m 0 ¼ 4 markers, whereas with criteria SARF, PARF and SALOD it was m 0 ¼ 6. This may explain the superiority of the criteria PARF and SARF in comparison to LHMC in cases where dominant markers in association were present. In principle, the observed superiority was unexpected as the criterion for order evaluation with algorithm TRY is LHMC and the results of the aforementioned algorithm were superior. The observed difference is possibly due to differences in the values of m 0 . In practical situations, where only one map is built, it is obviously recommended that m 0 should be as big as possible. Using modern computers, it is possible to use m 0 ¼ 7, which would certainly improve the estimates of order and distance. With m 0 ¼ 7, it took B26 h to build only one map for CDD R D pattern, n ¼ 100 and 10% of missing data in a personal computer Intel Core 2 Quad, 2.4 GHz with 4GB of RAM memory. This is unfeasible for doing evaluations based on Monte Carlo methods, but could be applied by users when only one map has to be built.
The criterion SALOD presented inadequate results for the three patterns with dominant markers (CDD R D, CDCD, CDDD), in accordance with the results obtained by Olson and Boehnke (1990) . They stated that criterion SALOD is sensitive to the information content of the markers and tends to cluster the most informative ones. To correct the problem, the authors have proposed the criteria SALEQ (which weights SALOD by the number of informative meiosis) and SALPIC (which takes into account the information content of the polymorphism of each marker). However, these modified criteria could not be used here, as in the experimental populations used (F 2 ) the individuals always present two informative meiosis and the information content of the polymorphism of each marker remains constant.
As general recommendation, the simulations have shown that, in the presence of co-dominant markers only, any combination of algorithm and criteria may be used, even for a reduced population size. In the case of a smaller proportion of dominant markers, the odds of having dominant markers linked in repulsion are small and any of the algorithms and criteria (except SALOD) investigated may be used as well. However, in the presence of high proportions of dominant markers and smaller samples (around 100), the probability of repulsion linkage increases between them. In this case, the use of the algorithms TRY and SER associated to RIPPLE with criterion LHMC would provide better results.
The codes to run all algorithms and criteria presented on this paper are being incorporated in the OneMap software (Margarido et al., 2007) and will be made available in a near future. Details can be obtained with the corresponding author.
