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Abdulhamed, Bilal Khudhur Abdulhammed. M.S.E.E., Department of 
Electrical Engineering, Wright State University, 2019. Digital Instantaneous 
Frequency Measurement Receiver for Fine Frequency and High Sensitivity. 
Wideband technology has been applied to many wide bandwidth applications 
when there is a need to send much different information in a short time from one point 
and received from another point in high precision and accuracy. A wideband receiver 
reports a signal without tuning if the signal is within the input bandwidth.  The analog 
Instantaneous Frequency Measurement (IFM) receiver has been used for decades to 
cover a very wide input bandwidth and report one accurate frequency on a short pulse 
at a time.  The digital IFM use a high sampling rate ADC to operate in a wide 
bandwidth, Hilbert transform to produce two output channels that have a 90-degree 
phase shift and autocorrelation to measure the frequency by comparing different 
delayed lines of the input signal with the original one.  This research discusses the 
sensitivity of the existing digital IFM receiver and optimizes the Hilbert transform as 
well as the autocorrelation architectures to report a fine frequency within a noisy wide 
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I. Introduction and Purpose 
The receiver is a central part of a system or equipment that accepts data 
or information which is sent from another system or equipment. The 
receivers have been used for decides to by Egyptians 2000 BCE to gets 
information during the wars. The French government installed the first two 
optical systems in 1794, one optical arm system used as a transmitter and 
the other arm as a receiver. In 1816, the inventor Francis Ronald installed 
the first 8-mile digital transmission system which was invented by the 
Chappe brothers. The transmitter and receiver of the 8-mile digital 
transmission system consist of a synchronization clock and spinning wheel 
in order to expose the alphabet letters as a spun. The first long-distance 
transmission system was installed to connect Philadelphia and New York by 
David Hughes in 1846. All the systems that were installed in 1870 and 
before considering as half-duplex systems. In 1870, Thomas Edison 
installed the first Full duplex (Multichannel) System in order to send and 
receive information over the same line at the same time. The Time division 
multiplex (TDM) was found in 1847 by the inventor Baudot where the new 
system will allow transforming information of six users over the same 
transmission line [1]. The new TDM system has been used in many narrow-
band applications like the GSM system in North America operates on the 





  Since the narrowband system has a limited bandwidth, therefore, 
transforming the data will be limited too. In the wideband applications, such 
as electronic warfare (EW), there is a need to transfer extensive data in a 
short time. The narrowband system cannot fulfill that requirement because 
of the limited bandwidth. The transferred data or information during the 
transmission are unknown frequency limit. One of the Electronic warfare 
(EW) systems is the Radar that operates in a bandwidth more than 2GHz 
and lower than 18 GHz. Some researchers and scholars are willing to raise 
the upper limit into 100 GHz instead of the 18 GHz. 
 The Federal Communication Commissions (FCC) defines any 
system has a transmission bandwidth more significant than 500 MHz as a 
wideband system. One of the best advantages of the wideband system that 
there is an ability to send more data in a lower power [1]. In 2002, the Federal 
Communication Commissions (FCC) authorized the industrial companies to 
start using wideband technology in commercial applications. One of the 
commercial technologies is CDMA where it allows the wideband channel to 
be used by more than one narrowband channel [3]. 
Wideband technology is a prevalent technique used in many commercial 
and Electronic warfare companies. Transfer information from the transmitter 
to the receiver wirelessly requires channel that could highly be interrupted 
with noise and distortion. The distortion is a fixed operation, it will be 
straightforward to overcome it by applying the inverse operation.  On the 





more challenges to overcome. Different types of noise could partially disturb 
the signal or totally. Since the wideband technology sends the information 
in low power, the noise represents a severe issue for wideband technology. 
Therefore, in this thesis, improvement of sensitivity and signal detection of 
a wideband receiver within a noisy wide bandwidth environment is studied. 
1.1   Digital Wideband Receiver: 
 
Since the need for increasing, the sent data of the wireless system over 
the same link represents the wideband technology as a candidate for the 
future wireless communications system.  
One of a common characteristic that the wideband system has is the 
occupied band where it could start from 500 MHz to 1 GHz. One of the 
essential information theory lessons that if we use an appropriate code that 
will let us transfer data from one point to another point with a very low Binary 
Error Rate (BER) [2]. That principle can be implemented as the data rate of 
the sent signal is lower than the capacity of the transmission line. As an 
outcome, the capacity of any channel provides a significant indication of the 
maximum reachable data rate with a used channel.  
The wideband system has the ability of monitoring more than many 
channels and even detect signals that spread over channels.  In general, 
different types of receivers have been used [4]. 
 Crystal video receiver: This receiver consists of four essential 





video output. The tuning stage is used to select the band of interest. 
Many components of this receiver are used in parallel in order to 
monitor Bands. 
 Instantaneous frequency measurement (IFM) receiver: This 
receiver cannot process multiple simultaneous signals where it 
processes only one signal; however, it has an accurate frequency 
measurement, instantaneous bandwidth, small weight and cost [7].  
Because it requires a high signal to noise ratio in frequency 
measurement, the sensitivity of this receiver is low. 
 Bragg cell receiver: This receiver measures the spectrum of the 
received by using simple radio frequency emitter signals which can 
be used in the ideal case in order to measure parameters of a single 
pulse without any distortion.  The Bragg cell receiver was developed 
before using the Instantaneous frequency measurement (IFM) 
receiver.  
1.2   FFT-Based Receiver: 
Fast Fourier transform (FFT) receiver is considered as one of the most 
common and desirable digital receivers for the characteristic of high 
processing speed for the received signals. The FFT-based receiver is 
capable of improving the estimated frequency by increasing the size of Fast 
Fourier transfer frames. By applying different FFT with different frame sizes, 





As the incoming signal is present, The FFT-based receiver collects data, 
conducts spectral analysis, determines the signal's existence, and extract 
characteristics of the signal. 
A straightforward, fast Fourier transform -Based Receiver consists of six 
essential components. The antenna receives signals which have been sent 
from the emitter and carried on a transmission part.  The amplifiers in the 
chain radio frequency amplify the incoming signals and convert them into 
the intermediate frequency signals for the subsequent processing. The ADC 
(analog-to-digital) converter digitizes and takes samples of intermediate 
frequency signals. The fast Fourier transform converts the digitized samples 
from the time domain to the frequency domain.  The encoder determines 
the received signal existence and extracts its characteristics.  The pulse 
descriptor word (PDW) summarizes and tracks the estimated signal 
characteristics. 
The PDW includes three essential elements: the signal frequency 
estimation, the signal power estimation, and time of arrival (TOA) and pulse 
width estimation (PW).   The signal frequency estimation Identifies the 
existence signals and estimates the signal frequency.  A threshold value is 
already pre-determined; therefore, if the signal power is greater than the 
threshold, then it is considered as a detected signal.  The density of the 
noise power can be calculated based on the characteristics of a receiver 
system such as amplifier gain, amplifier noise figure, sampling rate, 





noise ratio) can then be calculated from the outputs of the fast Fourier 
transform.  As an outcome, the signal power can be estimated by using the 
calculated signal to Noise ratio (SNR).  An effective way to determine the 
TOA and PW of a signal is by assigning the TOA of the signal in the starting 
frame time and the Time of departure (TOD) of the signal in the ending frame 
time where the signal is detected. The Pulse Width (PW) is the difference 
between the TOA and TOD of the received signal [6]. 
 
Fig. 01: Diagram of FFT-based receiver. 
 
1.3   Instantaneous Frequency Measurement (IFM) Receiver: 
The core of the Instantaneous Frequency Measurement (IFM) Receiver, 
phase discriminator, was invented in 1957 by SJ Robinson.  The phase 
discriminator receives a radio frequency signal then divides it and produce 
two separate signals.  One signal is applied to the vertical plate and another 
one is applied to the horizontal plate of a polar display.  By calculating the 
angle, the signal frequency is estimated. 
The concept of IFM Receiver is comparing two delayed signals to 





characteristics. One of the signals is the original signal, and the second one 
is signal has been delayed by phase discriminator (PD). The mathematical 
relation between the phase difference of these two signals is directly 
proportional to frequency estimation. Moreover, IFM Receivers can 
measure pulse width (PW), pulse amplitude (PA), and time of arrival (TOA). 
The Basic IFM receiver consists of three essential parts. The first part is 
limiting amplifier to amplify low-power input signals and limit the high-power 
signals. The second part is frequency discriminator where it accepts the 
received radio frequency signals and then divides them and produce two 
different signals. The frequency discriminator consists of three basic 
elements: the power splitter, delay line discriminator (DLD), and phase 
discriminator (PD). The accuracy of DLD depends on the accuracy of the 
PD which ensures accurate the bandwidth and detected signal frequency.  
The third part of the IFM receiver is a polar display. If the output from the 
frequency discriminator (FD) applied directly into the horizontal and vertical 
plates of the polar display, the radial, and angular components can be 
calculated to read the received frequency immediately [8]. 
However, the main disadvantage of IFM Receiver is the inability of 
receiving and processing two different signals simultaneously. When two or 
more signals arrive at the IFM at the same time, the IFM will not be able to 








Fig. 02: Basic IFM receiver 
 
1.4   Research Motivation: 
The instantaneous frequency measurement (IFM) receiver was invented 
in the 1950s as an analog receiver to allow the measuring of the 
instantaneous frequency with low system complexity. The primary function 
of instantaneous frequency measurement (IFM) receiver is a phase 
measuring device. 
The instantaneous frequency measurement (IFM) receiver is very 
common because it does have a lot of desirable traits such as the resolution 
of the fine frequency, easy implementation and design, and easy 
configuration. 
The IFM receiver is one of the wideband receivers that are very common 
to be used in the electronic warfare technologies because it has 





power range. The frequency range that the IFM receiver can measure is 
from 500MHz to 40GHz 
. The major disadvantage is the inability of receiving and processing two 
different signals at the same time. The IFM receiver may deliver inaccurate 
frequency data which will lead to confusing the processor of the receiver 
when the SNR is low. 
 
1.5   Research Objective 
 
This thesis discusses the sensitivity of the existing digital IFM receiver.  
So then, Hilbert transform as well as the autocorrelation architecture are 
optimized in order to improve its sensitivity. Random noise is included in the 
performance evaluation of the new architectures in order to test the 
sensitivity and compare it with the existing digital IFM receiver. 
 
1.6   Thesis Organization 
This thesis is organized in a way that may let readers understand the 
mentioned topics from the first reading. It has four chapters, and each 
chapter covers a specific topic. 
 Chapter I presents a brief introduction of digital wideband receiver, FFT-
based receiver, and Instantaneous Frequency Measurement (IFM) 






Chapter II discusses the methodology of basic design and working 
principle of the IFM receiver and its various components including Hilbert 
Transform, autocorrelation, phase mapping, and frequency detection 
blocks.  
Chapter III introduces the improvements of the IFM receiver under the 
new design. It will discuss the methodology of basic design and working 
principle of the new IFM Receiver.  Also, it will cover and compare the 
sensitivity improvements as well as the hardware of the old and new IFM 
receivers. 
Finally, Chapter IV summarizes this work and future research to improve 
















II. IFM receiver 
2.1 Design Considerations and Principle of Operation 
The delay lines of the digital IFM receiver are used in order to perform a 
comparison between the phase of the input signal to calculate its frequency. 
The inputted sinusoidal signal into the digital IFM receiver is divided into two 
different signals; one signal will be delayed by a specific time with respect to 
the other signal. Below figure shows the very basic delayed and undelayed 
block diagram: 
 
Fig. 03: signal paths of the digital IFM receiver 
 
Always there is a phase difference between the outbound signal from the 
undelayed path and the delayed bath, and that is because of the constant 
time delay τ. In the digital IFM receiver, the frequency of the input signal can 
be calculated by calculating the phase difference between the delayed and 
undelayed signals. If the phase angle (θ) is calculated and the delayed time 
(τ) is known, the frequency of the input signal can be calculated by: 
𝑓 = (2𝜋𝜏)/𝜃     equ. 2.0 





𝜃 =   𝑡𝑎𝑛−1 {
𝐸
𝐹
}     equ. 2.1 
Where E and F are two voltages. 
 The Radio Frequency Section of the digital IFM receiver consists from 
five main parts: a power divider, a delay line, a phase correlator (phase 
discriminator), four diode detectors, and two differential amplifiers. The figure 









Fig. 04: RF section of the IFM receiver 
 The IFM receiver uses the power divider in order to divide the incoming 
received signal into two signals. The standard power divider part in the digital 
IFM receiver has one input and two outputs. The first output supplies the signal 
directly into the first input of the correlator. While the second output supplies 
the signal via the delay unit into the second input of the correlator. The 
correlator is used in order to perform the phase shifting on both the delayed 
A () sin τ 











and undelayed signals then combine them back by using a unique algorithm. 
The four diodes or detectors are responsible about switching or converting the 
correlated input signals from standard RF signal into Video signal. More than 
that, the four diodes or detectors are responsible about performing the 
mathematical multiplications signals by each other’s. The last component of the 
Radio Frequency Section of the IFM receiver is responsible about performing 
the mathematical subtractions of the signals from each other. 
 This receiver, IFM receiver, can estimate only one signal per time. If the 
fed signal to the IFM receiver is partially overlapped with another signal, the 
receiver will measure and estimate the strongest signal. As a result, the power 
of the other signal may affect the estimation process of the receiver and cause 
error. In order to resolve the error and sperate the effect of power from signal, 
the limiting amplifier is used at the input of the IFM receiver, dashed line in fig. 
4. Uses the limiting amplifier could improve the sensitivity of the IFM receiver 
and makes the input power independent from the input signal [10]. 
 All the components of the Radio Frequency Section of the digital IFM 
receiver work together in order to perform equations below: 
E = A () sin τ    equ. 2.2 
F = A () cos τ    equ. 2.3 







2.2 Hilbert Transform and Delay Lines: 
2.2.1 Schematic of Hilbert Transform 
 The basic schematic of the Hilbert Transform consists of four important 
parts. The first part is First In First Out (FIFO) where it is responsible about 
organizing and manipulating the incoming data signal. The second part 11-
tab FIR filter which represents 11 coefficients of [ -6  0   -10   0   -30   0   30   
0   10   0   6]. The 11-tap FIR filter part outputs 11 bits every single cycle. 
The third part of Hilbert Transform is the digitizer where it processes the 
result of 11-tab FIR filter by converting it to (logic 1) if it is less than 0, and 
(logic 0) otherwise. The serial to parallel is performed on the output of the 
digitizer, so it gets ready for the next process. As a complementing process 
for the 11-tap FIR filter, every 512 bits of the digitizer output are shifted five 
to the left as compensation for the five zero of the FIR coefficients. The 
results of the shifted digitizer bits will be fed into parallel to serial block 
diagram to get the final results which represent the imaginary output (Q) of 
the Hilbert Transform. On the other hand, there are only three actions 
perform on the real output (I) of the Hilbert Transform. The first action is 
passing the incoming signal through the delay line Z-6 block diagram. The 
second and third actions that will be performed before getting the real output 
(I) are serial to parallel and parallel to serial block diagrams. The figure 






Fig. 05: 1-bit Hilbert Transform Design 
 
2.2.2 Hilbert Transform: 
The most important feature of the Hilbert transformer was introduced to the 
public by the German scientist D 
avid Hilbert at the beginning of the 20th century. He showed and proved that 
applying the phase-shift operator ± 90o on the function of sin (wt) will produce 
or result in cos (wt). This property was named after his name where it is called 
Hilbert transformer. 
The incoming function into Hilbert Transform has usually related to the 
output of the Hilbert Transform in a way that it lets them produce a robust 
analytic signal. The analytic signal consists of two major parts which are 
amplitude and phase. When we apply the Mathematical derivation on the 
phase, the outcome will be an instantaneous frequency. Moreover, if we supply 
the strong analytic signal into Fourier transform, that will produce a one-sided 
spectrum in the frequency domain. As a general view, the supplied function into 
Hilbert Transform and the output function has the same energy. That will benefit 





order to check and calculate the accuracy of the approximated results of the 
Hilbert Transform. 
There is a possibility to use the Hilbert Transform in the time domain that by 
taking the convolution of the Hilbert transformer 1/(𝜋𝑡) and the inputted 
function into the Hilbert Transform f (t). The Hilbert Transform of a real-valued 
function f (t) is described as below: 
For the given equation, there is a very high possibility for divergence when 
𝑡 =  𝜏, that why the integral is considered as Cauchy principal value which 
represented by 𝑝. 
 The Cauchy principal value is a very beneficial tool that could be used in 
order to extract finite and significative values from ill-defined expressions. For 
instance, let us assume that the real-valued function f (t) over two boundaries 
given as below: 
 
Now, assume that for some xo ∈ [a, b], f is unbounded, i.e. 






Where the two boundaries are assumed to be independent of each other. 
In some cases, these two boundaries may not be existing. Looking at the 
symmetric boundaries considers as a good solution to resolve the not existing 
case. That process called the Cauchy principal value of the integral where: 
 
which could exist even if one of the boundaries does not exist. It must be 
highlighted that even if both Cauchy principal value and non-symmetric 
boundary of an integral are existing, they do not have to give the same 
outcomes.  
There are many characteristics for the Hilbert transform, and only important 
characteristics are a. In order to consider the function f(t) as a real-valued 
function, I will assume that function F(w) does not have any impulses for w = 0. 
The first characteristic of the Hilbert Transformer is Linearity. In order to show 
the Linearity of the Hilbert Transformer, we will use the Cauchy principle-valued 
function given in equ. 2.04, where: 











The equ. 2.09 shows the Linearity of the Hilbert transform. 
The second characteristic of the Hilbert Transformer is the Multiplication. 
By multiplying the Hilbert Transformer of a real function by itself will result in 
the same value of the real function but with an inverse sign. Likewise, 
Multiplying or using the Hilbert Transformer on the same real function four times 
will result in the original function. In contrast, Multiplying the Hilbert Transformer 
of a real function by itself three times will result in the Hilbert Transformer of a 
real function power to -1. Below are equations to describe this characteristic: 
 
This characteristic gives us an excellent indication that we can calculate the 
inverse of a real function by using the Hilbert Transformer twice. 
As described before that the Hilbert transform in the time domain by 
applying the equ. 2.04. On the other hand, to use the Hilbert transform in the 





isgn(w) to the function F(w). By multiplying the operator of Hilbert transform by 
itself will result in giving us an easy way to do the multiple Hilbert transform. 
 
Where n represents the number of Hilbert Transform. 
 The third characteristic of the Hilbert Transformer is the Derivative. 
Where the derivative of the Hilbert transform of a real function is equivalent 
for the Hilbert transform of the derivative of the same real function, that is: 
 
In order to prove this characteristic, we will use equ. 2.04: 
 
Assume that τ = t – s, then 
 
Now, by applying the derivative of the constant t on both sides, we will get: 















As a result, the relation in equ. 2.12 validates the relation in equ. 2.1 which 
reflects the third characteristic of the Hilbert Transformer [9]. 
2.2.3 Delay Lines: 
 The digital IFM receiver uses the delay line in order to perform a 
comparison of the input signal phase to get its frequency. The input signal, for 
example, sinusoidal signal Asin (), will be divided into two paths, one of the 
paths will be delayed by a certain phase value  with respect to the other 
signal. Below equations represent the phase value: 
Where: 
   Θ: Phase shift, f: Frequency,  : Line delay 
As a result of using the phase detector to measure the phase difference we 
get E and F: 
E= A cos θ 
F = A sin θ 
 Where: 
   E: phase-detected voltages of the first signal 
   E: phase-detected voltages of the second signal 
Both the phase-detected voltages E and F are proportional to the phase 
difference of the input sinusoidal signal. The phase angle could be calculated 






 The frequency information of the input signal could be extracted in a 
digital form by feeding the outputs of the phase discriminator E and F to an 
Analog to digital converter (ADC). 
The relation between the number of delay lines and the accuracy of the 
detecting frequency is a Direct proportion where more accuracy happens when 
more delay lines are used. For instance, if four delay lines are used in order to 
calculate the phase difference, the shorter time delay lines are used in order to 
fix the measurement of Frequency ambiguous. On the other hand, the longest 
time delay lines are used in order to observe the accuracy of the measurement 
of the fine frequency. However, it must be taken into consideration that the 
length of the longest time delay must be shorter than the Pulse Width (PW). 
Otherwise, the delayed and undelayed parts of the Pulse Width (PW) will never 
overlap within the phase correlator [11]. 
The basic design of the digital IFM receiver uses as minimum as two 
delay lines. Fig.5 shows the basic design of the instantaneous frequency 






Fig. 06: Four delay lines correlator 
 
Let us assume that the longest delay time of Fig. 05 is assumed to be 
100 ms, that represents the ambiguous frequency of 40 MHz. By using four bits 
to represent the delay lines will result in a frequency resolution of 2.5 MHz and 
eight other bits that act the delay lines. Increasing the delay lines can result in 
an improvement in the Signal to Noise ratio (SNR) of the digital IFM receiver. 
However, increasing the delay lines will lead to an increase in the complexity 
of designing new equipment as well as increase the cost. Thus, design a new 
digital IFM receiver may need to give priority to one of the characteristics, 








2.3 IFM Autocorrelation Algorithm 
In the digital IFM receiver, the step that follows the Hilbert transform is 
Autocorrelation Algorithm. The DIFM uses a unique algorithm in order to 
autocorrelate the real and imaginary parts of the digitized signal. The result 
of autocorrelating the Real and imaginary parts of the digitized signal is a 
complex number. The DIFM that has been studied during this thesis has five 
different autocorrelation values; each value has a unique delay number, {m 
= 1, 2, 8, 32, 128}. The general formula of the Autocorrelation process is 
given below: 
 







In order to implement a physical Autocorrelator, we will need to use an XNOR 
gate. The diagram below shows a physical Autocorrelator: 
 
Fig. 07: physical IFM Autocorrelator 
Where Sn represents the one and zero values of the undelayed signal, while 
and Pn represent the one and zero values of the delayed signal. The correlation 
between them can be done by the XNOR and using the using the formula 
below: 
 
Where, the symbol ⨂ represents the XNOR, and N represents the one and zero 
values of the input data[5]. 
For verification purpose, let us assume that N= 10 bits where: 
Sn = [ 1 1 1 0 1 0 1 1 0 1] and Pn =[ 1 1 0 1 0 1 1 1 0 1 ]. As soon as we feed 
the data into the XNOR gate, the result will be [ 1 1 0 0 0 0 1 1 1 1]. The 
outputted data from the XNOR will be fed into an accumulator which its result 
is 6. The last two steps are multiplying the result of the accumulator by 2 which 
equals 12 and then summed with - N which results in 2. The same process is 





in every 8 bits together. Since the digitizer digitizes data of the signals in one 
bit, the amplitude of the input signal will stay the same. Furthermore, the 
autocorrelated signal phase in linearly corresponded to the input signal, the 
phase will stay the same too [6]. 
 
2.4 Frequency Mapping 
Frequency or phase Mapping is the third block inside the Hilbert 
transform where it processes that incoming data from the Autocorrelator 
block.  The Autocorrelator will work on batching every 256 bits in one batch 
and deliver to the Frequency or phase Mapping. The one batch of the 
incoming data to Frequency Mapping has two parts, Real (I) and Imaginary 
(Q) values. The first step in Frequency Mapping is calculating the phase, 
Ph01, Ph02, Ph08, Ph32, Ph128, where: 
 
The calculated phases are used in order to calculate the signals, S01, S02, 
S08, S32, and S128. The calculated signals are used in order to calculate 







Where Ph01 is the first calculated phase, m is the sample delay number 
which is 1 for first frequency, and fs is frequency sampling. 
The first signal S01 contains the lowest delay among other signals, but 
we do not use it to calculate the input frequency due to the Noise. It is 
inexact to use the result of only one correlator in order to estimate the input 
frequency. Hence, the first signal S01 is used in order to calculate the Zone 
of the second signal as shown below: 
 
Where floor function rounds down the result to the nearest real number. 
By using the calculated Zone number, the second frequency will be 
calculated by using the formula below: 
 













 In general, there are two types of the instantaneous frequency 
measurement receiver, analog and digital IFM. The analog IFM receiver is  
cost expensive and large volume due to expensive analog equipment such 
as crystal video detectors, hybrid phrase correlators, power dividers, and 
differential amplifiers. 
Fig .08 shows the very basic design of analog instantaneous frequency 
measurement receiver. As it is shown, the IFM receiver consist of power 
divider to split the received signal into delayed and undelayed signals. The 
delayed line is presented by a time sample, . The phase shift is performed 
by passing the delayed and undelayed signals through a phase correlator. 
The phase correlator performs shifting the signals as well as merging them 
under different combinations. The output of the phase correlator will be 
passed through four crystal detectors to convert the signal into high 
resolution video signal. The next step to the four crystal detectors is the Low 
Pass Filter (LPF) that uses to filter the signal from unwanted components. 
The subtraction of the signals is performed by using two differential 
amplifiers. The last stage is finding the phase difference between the 
delayed and undelayed signals by using the equation tan-1 (E1 /E2). The 









Fig. 08: Analog Instantaneous Frequency Measurement receiver 
 
On the other hand, fig. 09 shows the very basic design of digital 
instantaneous frequency measurement receiver (DIFM). The first part is 
Hilbert Transform where it transforms the real received signals into complex 
signals. The Hilbert Transform considers as a liner operator where it applies 
a particular phase shift into the real received signals. The outputs of the 
Hilbert Transform are real and imaginary parts of the received signals. The 
second part of the IFM receiver is Autocorrelation Algorithm where the 
incoming signal from the Hilbert Transform will be correlated so as to form 






Fig. 09: digital Instantaneous Frequency Measurement receiver 
 
In this type of the IFM receivers, the output of the Autocorrelator is five 
different variables each variable has an inevitable delay, [m = 1, 2, 8, 32, 128]. 
The third part of the IFM receiver is the Frequency mapping where the phase 
of each complex number coming from the Autocorrelator will be calculated. The 
input Frequency will be calculated from the lowest first delay S1. However, due 
to the noise the IFM receive has, the estimated input frequency form the S1 
might not be very accurate. Therefore, the estimated input frequency calculated 
from S1 will be used to calculate Zone 002. In the same way, S 8 will lead to 
calculate S32, and S32 will lead to calculate S128. By using this kind of 
mapping, the calculated input frequency will be more accurately, and the Noise 
effects will be minimized.  





III. IFM Receiver Sensitivity Improvement 
 
3.1 New IFM Design Considerations and Principle of Operation: 
The original digital IFM receiver is built on receiving the input signal 
then dividing it into two parts (real and imaginary). Dividing the received signal 
is performed by shifting or delaying the signal for a certain number of bits. 
Dividing the received signal into real and imaginary parts is performed inside 
the Hilbert transformer block. The output of Hilbert transformer is fed into the 
autocorrelation block which produces five different delayed values, (S1, S2, S8, 
S32, S128), for each real and imaginary parts. The results of the autocorrelation 
block are fed to the phase mapping block where it combines the delayed values 
of the real and imaginary parts to produces five phase delays or angles, 
(Phase01, Phase02, Phase08, Phase32, Phase128). The output of phase 
mapping block is then fed to the frequency detection block where it calculates 




An indirect way of mathematical calculations estimates the signal frequency. 
  The IFM detection variable is calculated by using the output values of 
the autocorrelation algorithm. The IFM detection variable can be calculated by 






Where the m represents the step numbers (1, 2, 8, 32, 128) while t represents 
the time. 
The center of the whole process is confined between dividing the 
received signal into two parts then combine them to get the phase or angle of 
that frequency. The first step after getting the complex signal from the Hilbert 
transform is calculating the first phase shift. There are two parts are processed 
in order to get the first phase shift.  The first part is the result of shifting the 
complex signal by one bit from right. The second part is the result of shifting the 
complex signal by one bit from the left. Then, the two parts will be summed and 
convoluted to produce the first signal, S01. The phase or the angle can be 
calculated by using the built-in function in MATLAB, Angle, or the below 
formula:  
 
The same equ 3.03 is used in order to calculate the phases of the signals. 
Below diagram shows how the process of calculating the first phase shift is 
done: 
 





Where length = m = 1, and Delay = 256. 
The calculated phase or angle is used in order to calculate the first 
frequency by using the below formula: 
 
Where 𝑓𝑠 is sampling frequency = 2.56*10
9 
The calculated frequency is used in order to calculate the first Zone by 
using the below formula: 
 
The calculated Zone is used to calculate the second frequency where the 
frequencies frequency 02, frequency 08, frequency 32, frequency 128 use a 
different formula from equ. 3.04 and as shown below:   
 
The equations equ. 3.05 and equ. 3.06 are used from m=2 to the m=128. The 
final result, which is frequency 128, is used in order to calculate the more 
accurate frequency output, which is Signal Frequency. 
 In the new architecture, I follow the same procedure of calculating Phases, 
Frequents, Zones for m = 01, 02, 08, 32, 128. The main difference between the 
old and the new architecture is the Hilbert Transform as well as the shifting and 





3.2 New IFM Architecture 
The general architecture of the digital IFM receiver will stay the same 
while the internal design and architecture of the Hilbert Transform will be 
changed. The design below shows the general architecture of the digital IFM 
receiver 
Fig. 11: General DIFM Architecture 











The simplest internal architecture of the Analog to digital converter 
(ADC) is described below:  
 
Fig. 13: Analog to digital converter (ADC) 
The simplest internal architecture of the Hilbert transform (HT) is 
described below:  
  
 Fig. 14: Hilbert Transform 
The simplest internal architecture of the Autocorrelation Algorithm, 
Phase mapping, and Frequency detections that are used in the digital IFM 







Fig. 15: Autocorrelation Algorithm 
 The delaying and shifting process in the old Autocorrelation process 
depends on delete bits and autocorrelated the result. For a better 
understanding of the process, we will assume that the number of bits is n=256 
and the number of sample delays m=2 and m=128. The first part of the complex 
signal will be produced by deleting the last two bits of the stream (i.e., bits 
number 255 and 256). On the other hand, the second part will be produced by 
deleting the first two bits of the stream (i.e., bit numbers 01 and 02). As a result, 
the process will produce a stream of 254 bits. The same process will be 
performed when the number of sample delays m=128 but, the process this time 
will produce a stream of 128 bits. In another word, the Autocorrelator will not 
correlate all the received data. They are some bits will be deleted depends on 
the number of sample delays. The table below shows the process of the shifting 









Fig. 16: Old Hilbert delay 
 
 The new Hilbert transform delay is built on shifting the whole stream instead of 
deleting data. For a better understanding of the process, we will assume that 
the number of bits is n=256 and the number of sample delays m=2 and m=128. 
The first part of the complex signal will be produced by shifting the whole stream 
two bits to the right (i.e., the stream will start from bit number 3 and end at the 
bit number 258). As a result, the process will produce a stream of 256 bits. The 
same process will be performed when the number of sample delays m=128. In 
the same way, the process will produce a stream of 256 bits. In another word, 
we process all the received data without deleting any bits. The table below 
shows the process of the shifting bits that new Hilbert performs in order to 
produce a stream is ready to be autocorrelated. 
 
 
Whole Stream = 512
Original Stream
Bit Number 1 2 . . . . . 255 256
First part
Bit Number 1 2 . . . . . 253 254
Second part
Bit Number 3 4 . . . . 255 256
Whole Stream = 512
Original Stream
Bit Number 1 2 . . . . . 255 256
First part
Bit Number 1 2 . . . . . 126 127
Second part
Bit Number 128 129 . . . . 255 256
m = 128
m = 2
Total Number of 
correlated bits is 
254
Total Number of 







Fig. 17: New Hilbert delay  
Fig. 18: Autocorrelation coefficient 
 The new Hilbert Transform performs essential and precise processing 
on the received signal in order to improve the detected data and gets the most 
accurate signal. The first step in the Hilbert transform is feeding the received 
data into two different lines. The first line will produce the real part while the 
Whole Stream = 512
Original Stream
Bit Number 1 2 . . . . . 255 256
First part
Bit Number 3 4 . . . . . 257 258
Second part
Bit Number 1 2 . . . . . 255 256
Whole Stream = 512
Original Stream
Bit Number 1 2 . . . . . 255 256
First part
Bit Number 129 130 . . . . . 383 384
Second part
Bit Number 1 2 . . . . . 255 256
m = 128
m = 2
Total Number of 
correlated bits is 
256
Total Number of 






second line will produce the imaginary part. The only process that will be 
performed on the first line is shifting the received data six bits to the left by using 
Z transform. On the other hand, the first step in the second line is dividing the 
data into 11-bits queue by using the 11-Tap Finite impulse response (FIR). The 
FIR filter is implemented by multiplying the 11 bits data by the 11 coefficient 
values, [6  0  10  0  30   0  -30  0  -10  0  -6 ], as shown below: 
The example below shows the 11-Tap Finite impulse response (FIR). Let 
us assume that the inputted data into the 11-Tap Finite impulse response is [ 1 
1 0 1 1 0 0 1 0 0 1 1 0 0 0 1], the table below shows the whole process and 
result: 
 
Table 3.10: Input and output of 11-Tap FIR 
 
In the table, the whole input data is shifted by one place for each cycle. 
The results are calculated by multiplying the FIR coefficients by the values that 






For instance, the result of row 16 is as below: 
6*1+10*0+30*1-30*0-10*1-6*0=6+30-10=26 
 Since the coefficient of the 11-Tap FIR has five zeros, the first five bits 
of the results are going to be ignored. The basic work of The Digitizer block is 
converting negative values into 1 and the Zeros or positive values into 0. To 
satisfy the requirements of the 11-Tap FIR, every 512 cycles is shifted to left by 
five bits. The shifted five bits represent the number of zeros that are used in the 
11-Tap FIR filter coefficient. Since the output of the Digitizer is one-bit data, it 
will be converted into 512-bit data by using the parallel to serial converter. The 
figure below shows how the digitizer works: 
 
Fig. 19: Digitizer 
 
The next step in the Hilbert transformer is the Autocorrelation where the 
real and imaginary parts will be correlated. The old Autocorrelation process 






















of bits with the shifted complex value to the right by the same number of bits. 





Where n= 256, pp= m= 2. 
 
 The new Autocorrelation process is built on corelate the correlate the 
shifted complex value to the left by certain number of bits with the original 
complex signal. For example, the autocorrelation of the second signal is as 
below: 
D2 = 2; 
Delayed_S2 = [Res_Hilbet(1:last-D2)]; 
Delay2 = sum(Delayed_S2.*conj(Res_Hilbet(1:last))); 
 
The main difference between the old and the new autocorrelation 
process is that the old architecture is built on correlating two shifted complex 
signal, while the new architecture is built on correlating the shifted signal with 
the original complex signal. Below diagrams show the old and new 
autocorrelation processes: 
 









Fig. 21: New Autocorrelation 
 
Phase mapping is the next step in the Hilbert transform where the 
autocorrelated signal with be used to find the phase. The equation that is 
used to find the phase is as below: 
 
In MATLAB, the Built-in equation (Angle) will be used to find the phase. 
For instance, the phase of signal two (S2) is calculated as below: 
Phase02 = Angle (S2) 
The last step is the frequency detection where all the calculated phases 









3.3 Threshold Determination and Signal Detection 
 The original architecture of the digital IFM receiver produces a low threshold 
that is not accurate enough most of the time. The received signal is readable 
and acceptable for the SNR=0, SNR=-1, and SNR=- 2. Sometimes, the 
detected sign is acceptable for SNR=-3, but that depends on the random noise 
that is added into the signal. The below figures show the results of the old IFM 
architecture when SNR= -3 db: 
 
Fig. 22: Results of old IFM when SNR=-3 db 
Part A of the Fig. 22 shows the relationship between the normalized 
frequency of the signal and the input frequency. On the other hand, part B of 
the Fig. 22 shows the relationship between the offset frequency of the signal 
and the input frequency. The offset frequency represents the difference 
between the detected frequency and input frequency [14]. 
The new architecture of the digital IFM receiver has improved the 
response of the whole device into almost double. The response of the new 





SNR= -3 db. Sometimes, the improvement reaches SNR=-8 db, and that 
depends on the random noise. Below figures show the respond of the new 
architecture at SNR= -3 db and SNR= -7 db:  
 
Fig. 23: Results of new IFM when SNR=-3 & -7 db 
 
Below tables show the hand calculation of the new IFM architecture for SNR= 
-6, -7, -8 and -9 db when Input Frequency= 1.45E+8 and Sample frequency = 
2.56E+09. For this calculation, a real phase data from the IFM is calculated, 
then the hand calculation by using the metathetical equations that were 
mentioned in Chapter 02 is completed. The blue table does have the hand 
calculation while, the yellow table has the real data extract from the IFM 





that need to be done on the phase (in red) to get a quite same results of the 
hand calculation. 
 
Table 3.11: Input and output of 11-Tap FIR 
 
The response of the new IFM architecture is very acceptable for SNR= -
6, SNR= -7db, SNR=-8 db. However, the SNR=-9 db has a problem in Phase 
8 which led to reporting an inaccurate frequency. The difference between the 






IV. Conclusion and Future work 
 
4.1 Conclusion 
 Modifying the internal mechanism of the Hilbert Transformer 
improved the sensitivity and the outcome of the Instantons Frequency 
measurement (IFM). One of the noticeable improvements is the ability 
of the Instantons Frequency measurement (IFM) of working in a very 
dense and robust noise environment. Both the original Hilbert 
transformer and the new Hilbert transformer have been tested by using 
the same parameters under same circumstances. Using a very high 
instantaneous frequency bandwidth represented by 1.2 GHz would 
make the new mechanism of the Instantons Frequency measurement 
(IFM) easy to be tested and applied in EW applications. The frequency 
offset between the estimated frequency and the original frequency by 
using the old mechanism of the Instantons Frequency measurement 
(IFM) is 300 MHz at SNR = -3 db. On the other hand, the frequency 
offset between the estimated frequency and the original frequency by 
using the new mechanism of the Instantons Frequency measurement 
(IFM) is within 2 MHz at SNR = -7 db. The interpretation of the 
improvement at the sensitivity of the IFM receiver belongs to using all 





As it is shown, the IFM response and sensitivity of the IFM receiver has 
been improved by nearly 5 db. 
 
4.2 Future Work 
 Future work including but not limited to research on the IFM 
receiver is to further improve the sensitivity. A major effect on the 
sensitivity is the accuracy of phase determination and its real-time 
hardware implementation.  Also, testing the new mechanism by using 
the Xilinx Vivado System Generator and verifying the receiver’s 
sensitivity in order to give a better understanding of the system 
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