Abstract
Introduction
Persian, also known as Farsi or Parsi, is an IndoEuropean language spoken and written primarily in Iran, Tajikistan and parts of Afghanistan. Persian alphabet contains 32 letters. Persian is written from right to left. Some other languages like Arabic, Kurdish, and Urdu use Persian's form of penmanship but have their own specifications. Persian also has its own specifications such as not using accents (except in special cases) and polymorphism in writing. Persian morphology is an affixal system consisting mainly of suffixes and a few prefixes. The nominal paradigm consists of a relatively small number of affixes. The verbal inflectional system is quite regular and can be obtained by the combination of prefixes, stems, inflections and auxiliaries [3] .
Persian syntax is quite ambiguous in written form which raises certain difficulties in automatic parsing of written text. Several factors contribute to the ambiguity: Although Persian is a verb-final language, it does not adhere to a strict word order and the sentential constituents may occur in various positions in the clause; this is especially the case for preposition phrases and adverbials. In addition, there are no overt markers, such as case morphology, to indicate the function of a noun phrase or its boundary; in Persian, only specific direct objects receive an overt marker. Although in spoken language, the ezafe ) ‫ﺍﺿﺎﻓﻪ(‬ morpheme is used to link the elements within the noun phrase, this morpheme, being a short vowel, is absent in written text. Furthermore, subjects are optional in Persian and subject-verb agreement is not always present for inanimate subjects. Since short vowels are not transcribed, lexical ambiguity is also another problem in automatic parsing of Persian text [1, 5, 6] .
Persian is an SOV language: the sentences appear in the word order Subject-Object-Verb. The verb is marked for tense and aspect and usually agrees with the subject in person and number. Persian is a pro-drop language, thus the subject is optional. The object marker râ ‫)ﺭﺍ(‬ is used to indicate specific direct objects in simple sentences [4] .
Related Studies
Owing to the regular derivational word structure of the Persian language, it has a potential to be stemmed systematically. However, an extensive literature review reveals that very scarce studies have ever performed on Persian stemmers. A Persian stemmer algorithm was proposed by Taghva et al. 2003 . Like the Porter stemmer [9] , this Persian stemmer algorithm works on the basis of the morphology of its language. Afterwards, [10] modified the Krovetz algorithm for the Persian stemming that used from pos tagging to increasing performance and reduce errors 60%. [11] used a simple rule-based system for stemming Persian words. [12] presented a statistical stemmer for Persian text and [13] study on the stemming challenges for Persian verbs and present an algorithm for Persian verbs.
Stemming
To stem a word is to reduce it to a more general form, possibly its root. For example, stemming the term "interesting" may produce the term "interest". Though the stem of a word might not be its root, we want all words that have the same stem to have the same root. The effect of stemming on the search engine performance over English document collections has been tested extensively. Stemmers such as the Lovins and Porter improve precision/recall scores in many information retrieval contexts [8] . However, these stemmers are language specific, therefore achieving the similar results on a Persian collection requires a Persian stemmer.
Like English, Persian has affixitive morphology. In other words, suffixes and prefixes are concatenated to Persian words to modify the meaning. Since Persian is read from right to left, what appears to be the end of a word to an English reader is actually the beginning. Prefixes might at first appear to be suffixes. Like English nouns, Persian nouns are affixed to signify possession and plurality. On the other hand, Persian verbs are modified more extensively than English verbs. Persian verbs vary form according to tense, person, negation, and mood. Therefore, a given verb may have scores of variations. As a matter of fact, one of the motivations behind our stemmer was the high number of variations for Persian verbs.
Persian stemming
In the Persian language, words are usually built up from the imperative forms of the verbs. Hence, from a linguistic point of view, the first step in extracting the root is to find the imperative mood of the word. Assuming one can obtain the imperative form of a verb, then one can follow the grammar rules of Persian to generate tense such as present tense. The present tense rules are generally used to generate other tenses. Another group of tenses such as past tense is generated from the infinitives by removing the character ) ‫ﻥ(‬ and adding the same suffixes.
The inflectional system for the Persian verbs consists of simple forms and compound forms; the latter are forms that require an auxiliary verb. The simple forms are divided into two groups based on the stem they use in their formation: the tenses that use the Present Stem and those formed on the Past (or Aorist) Stem. The Present Stem needs to be specified in the lexicon since it cannot be derived, while the Past Stem is easily derivable from the infinitival form of the verb. The citation form for the verb is the infinitive [5] .
In addition to the verb stems, the following elements also participate in the formation of the verbal inflectional system in Persian [5] : The enclitic form of the auxiliary budan (be) ) ‫ﺑﻮﺩﻥ(‬ is the one used in the formation of the perfect forms of all verbs. The verb khâstan (want) ) ‫ﺧﻮﺍﺳﱳ(‬ is used as an auxiliary in forming the future tenses. The auxiliary shodan (become) ‫)ﺷﺪﻥ(‬ forms the passive constructions.
The complete inflectional system can be obtained by the various combinations of these elements as shown in table 1.
Challenges of Persian verb stemming and detection

Persian Homograph
Homograph literally means "written the same," and here homographs are words with the same spelling, but either a different meaning or a different pronunciation, or both. For example the word ‫"ﻣﺮﺩﻡ"‬ with pronunciation "mardom" is a noun which means "people", and ‫"ﻣﺮﺩﻡ"‬ with pronunciation "mordam" is a verb which means "I died" are an example of homograph words that have the same spelling but a different meaning and pronunciation [14] .
Thus, the homograph words are difficult for stemming because stems and grammatical type of homograph words may be differed, such as the stem of ‫"ﻣﺮﺩﻡ"‬ that means "people" is ‫,"ﻣﺮﺩﻡ"‬ but the stem of ‫"ﻣﺮﺩﻡ"‬ meaning "I died" is ‫."ﻣﺮﺩﻥ"‬
Exchange letter when append some prefix
In Persian language, there are stems that when prefixes such as ‫"ﺏ"‬ and ‫"ﻥ"‬ are added to them, if the first letter of the stem is ‫,"ﺍ"‬ then it would be changed into ‫"ﻱ"‬ or ‫"ﻱ"‬ is added to the stem. For example the present stem of ‫"ﺍﻣﺪﻥ"‬ is ‫,"ﺍ"‬ for constructing imperative verb of this stem relevant to table 1, we must add the prefix ‫"ﺏ"‬ to the present tense stem, and according to the rule that was mentioned ,the result must be ‫"ﺑﻴﺎ"‬ but in fact it is ‫"ﺑﺎ"‬ that the spelling is changed, or the present stem of ‫"ﺍﻓﮑﻨﺪﻥ"‬ is ‫,"ﺍﻓﮑﻦ"‬ for constructing the verb of this stem relevant to table 1, we must add the prefix ‫"ﺏ"‬ to the present tense stem, and based on this rule ,the result must be ‫"ﺑﺎﻓﮑﻦ"‬ but it is changed into ‫."ﺑﻴﻔﮑﻦ"‬
Light verb detection
The Persian language uses one-word verbs and compound verbs to head VPs. Compound verbs generally consist of a light verb, which is morphologically like other verbs, but semantically is unlike other verbs: light verbs apparently do not assign theta roles (Mohammad and Karimi, 1992; VahediLangrudi, 1996; Karimi-Doostan, 1997). Compound verbs also consist of a non-verbal element, usually nouns, adjectives, prepositions, or prepositional phrases. No other phrasal node other than prepositional phrases may be used within a non-verbal element. Normal morphological suffixes such as comparative, superlative, and pluralization may not be used on the non-verbal element.
The non-verbal elements, which were mentioned above, usually consist of nouns, adjectives or prepositional phrases. It is easy to detect verbal elements of compound verbs because we always write them in separate form, but prepositions non-verbal forms are added to the first of verbal elements and create anomaly in verb structure.
Verb and inflection detection algorithm
Persian is an SOV language: the sentences appear in the word order Subject-Object-Verb. The verb is marked for tense, aspect, and usually agrees with the subject in person and number. Thus, verb detection can be useful for sentence boundary detection in Persian text. Verb and inflection detection can increase POS taggers accuracy.
Presented algorithm employs rules for verb stemming and uses a lexicon for increasing the stemming accuracy. It also uses n-gram for homograph disambiguation. The lexicon contain stem of all of the verbs in Persian. Any simple verb in Persian have two stems; present stem and past stem, thus, the lexicon includes both stems from which all simple verbs in Persian are constructed as shown in table 1.
In Persian language, the objective pronoun some of the times is added to the end of the verb, thus it is known as a connected objective pronoun. Persian connected objective pronouns are " ‫ﻡ‬ ‫ﺗﺎﻥ‬ ‫ﻣﺎﻥ‬ ‫ﺵ‬ ‫ﺕ‬ ‫ﺷﺎ‬ ‫ﻥ‬ ", which must be annotated in the phase of verb stemming.
This algorithm is shown in figure 1 . 
Disambiguation
To disambiguate the three challenges that are elaborated above, three efficient techniques are proposed respectively in this study as follows:
• For changed letter, we add some rules to solve this problem. This rule is used when we add prefix ‫"ﺏ"‬ and ‫"ﻥ"‬ to the stem, which start with letter ‫"ﺍ"‬ , then this first letter is changed to ‫"ی"‬ or ‫"ﻳﺎ"‬ . This rule is shown in figure 2 . Figure2. Adding rules for exchange letter
• For disambiguating homograph words, the 1-gram is used to detect verb. We use a tagged corpus [29] to create n-gram of the words in the corpus. First step checks the words in created n-gram. Since last action will be calculated n-gram for word if word exist or not, and have probability up to 50% accepted the word is verb else is not accepted.
• Remove conjunction prefix and retest resulted word in the verb stemming rule.If the word is recognized as a non-verb, remove the proposition such as ‫ﺑﺎﺯ‬ ، ‫ﺑﺮ‬ ، ‫ﻓﺮﻭ‬ ، ‫ﻓﺮﺍ‬ and so foth that are appended to the verb in order to create light verb and retest the word. If the word is detected as non-verb and start with the proposition that construct light verb, system removes the proposition and retests the word. This rule that must be added to algorithm as shown in figure3.
Figure3. Adding rules to remove proposition light verb
Experimental Results and Discussion
This algorithm is evaluated and tested over the corpus developed by RCISP [15] which is called ‫ﻓﺎﺭﺳﻲ"‬ ‫ﺯﺑﺎﻥ‬ ‫ﻣﺘﲏ‬ ‫."ﭘﻴﮑﺮﻩ‬ So far, this corpus has not been reported anywhere. We use the annotated part of corpus which consists of approximately 7.5 million annotated tokens including 10 million words. The corpus is consisted of several text genres e.g. politics, social, economics, culture, art, religious, and sport. The tagset of the corpus includes 168 single tags which 25 of them are major categories and others are used for morphology of Persian words. The N-gram is trained over some parts of this corpus.
To assess the efficiency and performance of the proposed remedial techniques, the verb detection model is applied to the corpus compromising 1073023 words. The model has been tested to evaluate accuracy with four different combinations of the presented techniques, namely, verb stemming (Case 1), verb stemming and exchange letter (Case 2), verb stemming, exchange letter and light verb (Case 3), and verb stemming as well as all three techniques. The errors resulted from applying the model fall into two major categories: (i) "false positive": the cases that our method erroneously has labeled a non-verb as a verb, and (ii) "false negative": the cases that the method erroneously has labeled a verb as a non-verb. The accuracy evaluated for each case are listed in Table1. As observed, the accuracy is favorably increased as more techniques are considered to detect the verbs. For instance, the accuracy in detecting the verbs as verbs and the non-verbs as non-verbs correctly increases 1.7 and 0.2, respectively, when the exchange letter technique is implemented into the model. Consequently, total accuracy increases 0.4 percent favorably. The accuracy in detecting the verbs as verbs and the non-verbs as non-verbs correctly increases 3.5 and 0.9, respectively, when Case 3 is implemented into the model. Consequently, total accuracy increases 1.3 percent favorably. The accuracy in detecting the verbs as verbs and the non-verbs as non-verbs correctly increases 6.7 and 1.7, respectively, when Case 4 is implemented into the model. Consequently, total accuracy increases 2.5 percent favorably. It is noteworthy to state that the implementation of the proposed techniques has decreased the false negative error much more than the false positive error.
Conclusively, these results demonstrate the promising performance of implementing proposed remedial techniques into the basic model. 
