Motivation: Advancements in next-generation sequencing technology have produced large amounts of reads at low cost in a short time. In metagenomics, 16S and 18S rRNA gene have been widely used as marker genes to profile diversity of microorganisms in environmental samples. Through clustering of sequencing reads we can determine both number of OTUs and their relative abundance. In many applications, clustering of very large sequencing data with high efficiency and accuracy is essential for downstream analysis. Results: Here, we report a scalable Dirichlet Process Means (DP-means) algorithm for clustering extremely large sequencing data, termed DACE. With an efficient random projection partition strategy for parallel clustering, DACE can cluster billions of sequences within a couple of hours. Experimental results show that DACE runs between 6 and 80 times faster than state-of-the-art programs, while maintaining overall better clustering accuracy. Using 80 cores, DACE clustered the Lake Taihu 16S rRNA gene sequencing data ($316M reads, 30 GB) in 25 min, and the Ocean TARA Eukaryotic 18S rRNA gene sequencing data ($500M reads, 88 GB) into $100 000 clusters within an hour. When applied to the IGC gene catalogs in human gut microbiome ($10M genes), DACE produced 9.8M clusters with 52K redundant genes in 1.5 hours of running time.
Introduction
The rapid development of next-generation sequencing techniques has enabled direct sequencing of high-quality DNA/RNA fragments extracted from environmental samples (Caporaso et al., 2012; Rothberg and Leamon, 2008) . For example, the Earth Microbiome Project (JR et al., 2014) has obtained 1.3 billion 16S rRNA (V4) sequencing reads from approximately 15 000 environmental samples, and the Human Gut Microbiome Project (Yatsunenko et al., 2012) has obtained about 1.1 billion 16S rRNA (V4) sequencing reads from 531 individuals. The availability of these large metagenomic datasets allows researchers to investigate the distribution, abundance, variation and co-occurrence of microorganisms across multiple environmental samples. One fundamental task involves taxonomic analysis in which sequencing reads are assigned to operational taxonomic units (OTUs) according to a certain similarity threshold. Thus, such large-scale projects pose a special challenge in developing efficient and scalable computational methods for data analysis.
The dissimilarity between 16S/18S rRNA genes, or gene fragments, indicates phylogenetic relationship between organisms, and as such, 16S/18S rRNA gene sequences are widely used for taxonomic analysis. By comparing two 16S/18S rRNA gene sequences, we can infer whether they belong to the same species, or the same Original Paper taxonomic rank, according to their dissimilarity level. Therefore, a fundamental step in the analysis of 16S/18S rRNA sequencing data is to cluster gene sequences into OTUs based on sequence dissimilarities. Computational methods have been developed for this task. Specifically, hierarchical clustering method was implemented in DOTUR (Schloss and Handelsman, 2005) and Mothur (Schloss et al., 2009) . Once a hierarchical tree is built, OTUs can be determined efficiently for any given sequence dissimilarity threshold, but the cost of constructing such a tree is very high as it requires computing all pairwise sequence dissimilarities and storing them in the memory. To improve the computational efficiency of the hierarchical clustering method, ESPRIT (Sun et al., 2009) calculates pairwise sequence dissimilarities only when needed. In practice, it has been shown that average-linkage clustering is more robust than singlelinkage clustering, but with a higher computational cost. Overall, with its sensitivity to the dissimilarity threshold and sequencing errors, the hierarchical clustering method can overestimate the number of OTUs. CD-HIT (Fu et al., 2012) and UCLUST (Edgar, 2010 ) utilize a greedy incremental clustering algorithm. Here, the first sequence becomes the representative/center of the first cluster, and the next sequence is then compared to the existing representative(s) in order to determine whether it belongs to an existing cluster or starts a new cluster, depending on its dissimilarities with the representatives. This algorithm is very fast in practice, but the clustering results rely on the order of input sequences. Finally, CROP (Hao et al., 2011) takes an unsupervised Bayesian approach to sequence clustering. It models the distribution of sequence dissimilarities from the center sequence within a cluster as a Gaussian model and then models sequence clustering as a Gaussian mixture model. It applies a Markov Chain Monte Carlo method to find the optimal results. Compared to the previous methods, the Gaussian model defines a cluster using a soft threshold and takes into account the abundance information of sequences and OTUs. It has been shown that this unsupervised Bayesian method produces good OTU results, but at higher computational cost which significantly impedes its scalability for handling very large datasets. In this paper, we develop an efficient Dirichlet Process Means (DP-means) algorithm for clustering extremely large sequencing data, termed DACE. DACE employs a simple, scalable and biologically intuitive variation of the traditional DP-means method (Kullis and Jordan, 2012) , where the cluster threshold k is intuitively associated with the dissimilarity threshold to identify an OTU. The DP-means is an asymptotic approach of the DP mixture model (Antoniak, 1974) and inherits both Bayesian nonparametric techniques and hard clustering methods. We further scale up DACE to cluster very large-scale 16S/18S rRNA sequencing data by iteratively partitioning the dataset into multiple distant blocks using a random projection method (e.g. locality-sensitive hashing (LSH)) and then performing DP-means clustering for each block in parallel. LSH (Datar et al., 2004; Gionis et al., 1999 ) is a distance-preserving random projection technique that can project two similar sequences to the same bucket with high probability. In addition, we apply multiple approximation techniques to further improve computational efficiency. Combining all these parallelization and approximation strategies, DACE can handle extremely large-scale dataset within hours. Experimental results show that DACE runs between 6 and 80 times faster than state-of-the-art programs, while maintaining overall better clustering accuracy. Figure 1 illustrates the overall flowchart of DACE, which consists of three main phases: parallel computing framework with a LSH-based partition strategy, DP-means clustering within each block, and BigKmer mapping for final clustering.
Methods

Overview
In the parallel computing framework, we iteratively partition the entire dataset into distant blocks by using the LSH method through which we assign similar sequences into the same blocks with a high probability. Within each block, an independent, efficient DP-means clustering algorithm is applied. The DP-means algorithm is similar to K-means clustering, except that a new cluster will be generated when a sequence to the nearest cluster is larger than a predefined threshold. At the next iteration of the parallel computing framework, the cluster center in a block is considered as the representative/center of the cluster, and all center sequences are combined into one dataset as input for the next iteration of DACE, in which it will be split again into several distant blocks using LSH. We propose a weighted distance metric to select each cluster center such that every representative carries a weight proportional to the size of its original cluster, and iterations will continue sequentially until all clusters are stabilized. Finally, when sequence lengths have large variations and most clusters are well separated, LSH becomes inefficient, and then we apply a Big-Kmer strategy to perform the last round of clustering. The Big-Kmer is specifically designed to solve the case that a sequence is similar to a substring of a longer sequence. In the following, we will introduce each of these computational steps in detail.
DP-means algorithm
We briefly review the Dirichlet process mixture model (DPMM) (Antoniak, 1974) . Let X ¼ fx 1 ; . . . ; x N g be the input data, and let Z ¼ fz 1 ; . . . ; z N g be the cluster assignment variable, where z i ¼ k means that sequence x i is assigned to the kth cluster, as denoted by ' k . Using the marginalized version of the Chinese restaurant process (CRP), the generating process of a DP mixture model can be described as
where G 0 is the base measure, a > 0 is the concentration parameter of the CRP prior, FðÁjh zi Þ is the likelihood model of ' zi . Here we use Gaussian likelihood with parameter h k :¼ fl k ; r 2 Ig. For simplicity, suppose G 0 is a zero-mean spherical Gaussian prior over the cluster means with variance q, i.e. l k $ N ð0; qIÞ. Given X, the latent variables h and Z can be inferred by a Gibbs sampler (Neal, 2000) . Specifically, to sample z i for each data point x i , the probability is
where w is the normalizing constant, n Ài;k is the number of data excluding x i assigned to cluster k. The upper case (k ¼ 1 Á Á Á K) means reassigning x i to an existing cluster, whereas the lower case (k ¼ K þ 1) means reassigning x i to a new cluster. In our application, notice that x i is a DNA sequence, l k is the center sequence of the cluster, and Dðx i ; l k Þ defines the dissimilarity score between the two sequences. More on the DP mixture model may be found in (Antoniak, 1974) . The DP-means algorithm (Kullis and Jordan, 2012) is derived from the above Gibbs sampler by setting the variance r to zero. Specifically, we introduce an additional parameter k that satisfies
By setting r ! 0 with a fixed q, it is easily observed that only the smallest of fD 2 ðx i ; l 1 Þ; . . . ; D 2 ðx i ; l K Þ; kg will receive a non-zero posterior equal to one. Therefore, we will reassign x i to the existing cluster k corresponding to the nearest center unless the nearest center has a distance greater than k, in which case we will generate a new cluster. After the assignment step, we re-compute the cluster center and repeat the process until no new cluster is generated. This procedure is the DP-means algorithm for OTU clustering, and the pseudo-code is described in Algorithm 1. More details about time complexity analysis can be found in Supplementary Material S1. The DP-means algorithm is analogous to K-means clustering algorithm, except that a new cluster will be generated when the distance from a data point to the nearest cluster is larger than the threshold k. The cluster threshold k is intuitively associated with the dissimilarity threshold for identifying an OTU. Some state-of-the-art OTU clustering methods like CD-HIT and UCLUST that use greedy algorithms are actually very similar to the DP-means algorithm. In fact, CD-HIT and UCLUST procedures are analogous to the first iteration of the DP-means procedure. Furthermore, because the DPmeans algorithm adjusts the center of each cluster after the assignment step and repeats this process until convergence, it tends to achieve a more accurate estimation of the cluster center. Overall, DP-means is more accurate and robust (less sensitive to the order of input sequences) when compared to CD-HIT and UCLUST.
The LSH partition strategy
Two common problems significantly slow down efficiency of most clustering algorithms. First, most algorithms spend a significant amount of time calculating pairwise distances for dissimilar sequences. Second, for extremely large datasets, most algorithms become very slow because the number of clusters, denoted by M, grows to be very large, and clustering one sequence takes at least OðMÞ time. The time complexity of these algorithms is actually
where N is the number of sequences, L is the sequence length, and it takes OðL 2 Þ time to compute each pairwise distance. To overcome these two problems, we propose a parallel computing framework using a distance-preserving random projection partition strategy called locality sensitive hashing (LSH) (Datar et al., 2004; Gionis et al., 1999) , which is a powerful and efficient hashing-based algorithm for approximate nearest neighbor (ANN) search. The LSH partition strategy projects most dissimilar sequences into different hash bins so as to avoid computing their pairwise distances, and at the same time, the algorithm is much less sensitive to the number of clusters.
LSH for ANN search
LSH can perform very fast in high-dimensional space with sublinear time complexity. The key idea of LSH is to design a set of hashing functions such that each hashing function maps two data points that are close in the original space to the same bucket with a higher probability than those that are far away. Specifically, under the Euclidean metric (L 2 norm), we can choose the following hash family to map v 2 R d to a set of integer hashing code as
where a 2 R d with each component a i ði ¼ 1; . . . ; dÞ is independently drawn from a standard normal distribution
(termed as p-stable distribution in LSH theory), w is a scaling number, and b 2 ½0; wÞ is a real number for bias. The probability that two data points v 1 ; v 2 collide under h a;b is
where c ¼ jjv 1 À v 2 jj 2 . If w is fixed, then collision probability decreases monotonically with c. In practice, we use LSH to solve the ANN search problem using the following steps. (1) We construct a composite hash function gðvÞ ¼ fh 1 ðvÞ; . . . ; h T ðvÞg where each hash function h i ðvÞ is randomly drawn according to Equation (3). This function projects each data point into a T-integer hash code such that two data points close in distance are more likely to have the same hash code. The hash codes are hashed into a hash table for faster lookup. (2) We randomly select L composite hash functions fg 1 ðvÞ; . . . ; g L ðvÞg to construct L Algorithm 1. DP-means for OTU Clustering Require: SequencesX ¼ fx 1 ; . . . ; x N g, Clustering threshold k 1: Initialize the first cluster:
Compute the distance with all cluster center:
Generate a new cluster:
Cluster x i to the closest :
end if 10: end for 11:
Adjust the center: select a representative l k from ' k . 13: End for 14: until Convergence hash tables. Given a query, the ANN search problem will project the query to its corresponding buckets in L hash tables and search for its approximate nearest neighbors from L buckets. It is worth mentioning that the probability of finding the true nearest neighbor (NN) for query v is (Datar et al., 2004) Pðv finds NNÞ
2.3.2 LSH for data partitioning LSH can be easily applied to partition data into blocks for parallel DP-means clustering. In the parallel clustering framework, we first apply LSH to split the dataset into multiple blocks such that similar sequences are more likely to fall into the same blocks, and then we perform the DP-means clustering in each block in parallel. In this way, we avoid most of the expensive pairwise similarity calculations for dissimilar sequences, which are more likely to fall into different blocks, and scale up very well for extremely large datasets.
The parallelization framework for DACE can be summarized as follows: (1) converting each sequence into a k-mer vector in a 4
K dimensional space and (2) running the following steps iteratively until all clusters are stabilized. At the lth iteration, we 1. take X l (X 1 is the original dataset) as input and apply a composite hash function g l ðvÞ ¼ fh 1 ðvÞ; . . . ; h T ðvÞg on the corresponding k-mer vectors to partition X l to M different blocks; 2. perform the DP-means algorithm on M blocks in parallel, each block will return a set of clusters S i ¼ fs i;1 ; s i;2 ; . . . s i;ni g with centers C i ¼ fc i;1 ; . . . c i;ni g, where n i is the cluster number of the ith block, c i;j is the representative sequence of cluster s i;j and i ¼ 1; . . . ; M; 3. choose the center sequence as the representative for each cluster and combine all representatives into a set of inputs to the next iteration, i.e.
If the representatives c i;p and c j;q 2 X lþ1 were clustered into the same cluster during the ðl þ 1Þth iteration, then the corresponding cluster s i;p and s j;q would be merged into one cluster. The pseudocode of the LSH partition strategy within the parallel framework of DACE is described in Algorithm 2. More details about time complexity analysis can be found in Supplementary Material S1.
Estimating the Expected Number of Iterations
Since similar sequences have similar k-mer vectors, we can estimate the expected number of iterations for each sequence to be clustered into its group. Assuming that the DP-means algorithm always gives the correct clustering for each block, we estimate the expected number of iterations L for a sequence x i and its cluster center to be hashed into the same bucket with a probability of at least 1 À d using Equation (5) as
For example, if two sequences x 0 and x 1 are both 100 bp and the dissimilarity level is 3%, let v 0 and v 1 represent their k-mer
, and the number of hash functions are set as T ¼ 2, then the optimal parameter setting has w 1 ¼ w 2 ¼ 10, and P c ¼ 0:5778 using Equation (4). For d 0:01, the expected number of iterations is L ! 12.
Other implementation details
The iteration process stops when the variation of the predicted OTU number is less than a threshold. DACE will determine the value of w automatically based on a user-defined block size. Since the implementation of DACE combines multithread programming and MPI (Message Passing Interface) programming, it can run on an entire cluster, while most other programs can only run on a single server. However, because MPI is not as efficient as a multithread program inside a server, we use multithread to synchronize and share data inside the server and use MPI to compute within servers, which is the most efficient framework for parallel computation. The parallel clustering framework with the distance-preserving random projection partition strategy is one of the major contributions of this paper, which can also be applied to many other programs, including CD-HIT and UCLUST.
Big-Kmer mapping
There are applications where pairwise similarity is defined locally rather than globally. For example, a sequence is similar to a substring of a much longer sequence. In this case, their k-mer vectors are dissimilar, and the LSH-based partition strategy would fail to project them into the same block. Therefore, we propose a Big-Kmer mapping strategy which maps all sequences that share a common big k-mer (e.g. K ¼ 64) into the same hash bin, and then processes each bin for clustering to obtain final results. This strategy applies when the clustering process approaches convergence in Algorithm 2 (DP-means with LSH), therefore the number of hash bins is proportional to the final cluster number and the size of each bin is usually very small, so it runs very fast in practice.
Other acceleration strategies
2.5.1 A suffix array-based filter for pairwise distance calculation As the number of pairwise alignments to be calculated in DACE is enormous, we propose a filtering strategy by performing a banded dynamic programming for two sequences if and only if sðxÞ, the sum of the length of the longest subsequence of y that matches to the prefix of every suffix of an input sequence x, is beyond a threshold sðxÞ ! T 0 . For two sequences x and y, sðxÞ ¼ P jxj i¼1 s i , where s i is the length of the longest subsequence of y that matches the prefix of the ith suffix of x. sðxÞ can be computed in linear time using a suffix
Algorithm 2. DP-means with LSH (Partition Strategy)
Require: DNA sequencesX ¼ fx 1 ; . . . ; x N g, clustering threshold k 1: Generate the k-mer vector for each x i ; let l ¼ 0; X 1 ¼ X 2: repeat 3: Iteration id: l ¼ l þ 1 4: Randomly generate a composite hash function g l ðvÞ ¼ ðh 1 ðvÞ; . . . ; h T ðvÞÞ 5: Partition X l into M blocks fX l;1 ; . . . ; X l;M g by LSH algorithm 6: for i ¼ 1 to M (parallelly) do 7: Run Algorithm 1 for X l;i , return clusters S i with centers C i 8: end for 9: X lþ1 C 1 [ . . . [ C M 10: until Convergence array data structure. It should be noted that sðxÞ 6 ¼ sðyÞ. If y is a center sequence, we use sðxÞ ! T 0 for filtering.
A sampling strategy to select the cluster center
Given a cluster, the center sequence is defined as the one having minimum total distance to all other sequences in the cluster:
where ' k represents the kth cluster. However, as only center sequences will be considered in the next iteration, we define a cluster weight wðx i Þ to be the number of sequences in the cluster in which x i is the center sequence. We calculate the weighted center sequence by
Theoretically, we need to compute all pairwise distance scores in order to identify the cluster center, which is a very time-consuming step. To expedite the computation, we approximate this by randomly sampling a subset of sequences ' Ã k from ' k and selecting the best l Ã k from ' Ã k to approximate b l k . Sequences with larger weights will have higher probabilities to be chosen in ' Ã k and be selected as the cluster center. The biological intuition behind this rule is that sequences with higher abundance are more likely to be the true representatives.
Results
In this section, we compare DACE with other state-of-the-art programs on both simulated and real data. We demonstrate that DACE is the fastest as well as most accurate method among all.
Datasets
Simulated datasets
As it is difficult to evaluate the clustering results on real 16S rRNA data because of the lack of the ground-truth, we used Grinder (Angly et al., 2012) to simulate amplicon sequencing libraries based on a reference database called Greengenes (McDonald et al., 2011) to generate different simulated 16S rRNA sequencing datasets where the species origin of each sequence is known a priori.
In order to get a comprehensive evaluation of performance of DACE, we selected four important factors that affect clustering, including number of species, abundance model, mutation model and chimera ratio. For each factor we assigned two values, as shown in The sequence length was set to 100 bp, and the number of sequences was set to 50 000 when the species number was 500, and 200 000 when the species number was 2000.
Lake Taihu dataset
This dataset contains 81 samples of archaeal and bacterial community in the surface water of Lake Taihu which were collected from 9 different sites in 9 different months of 2012 (Li et al., 2015) . The whole dataset consists of 316 153 464 raw Illumina sequencing reads for a total of 30 GB fasta files. Each sequence is 80 bp in length.
TARA ocean eukaryotic data
This dataset contains 334 size-fractionated photic-zone plankton communities collected across tropical and temperate oceans (De Vargas et al., 2015) . According to the original paper, the whole dataset consists of about 766 million eukaryotic 18S rRNA reads sequenced from V9 region (580 million reads after quality control), with read lengths ranging from 120 to 151 bp. The total file size is 88 GB.
IGC gene catalog
This is an integrated gene catalog of human gut microbiome that comprises 9 879 896 genes with sequence lengths ranging from 102 to 88 231 bp. The size of the fasta file is 7.7 GB. This gene set is established by assembling metagenome sequencing data based on 1250 human gut samples (Li et al., 2014) . Redundant genes have been removed with 95% identity and 90% overlap by using CD-HIT, but some redundant sequences are still retained. Our goal is to further remove the redundant sequences with the same criteria using DACE.
Clustering accuracy
We applied normalized mutual information (NMI) which is a commonly used metric for assessing clustering accuracy. The value of NMI ranges from 0.0 to 1.0, where a larger NMI score indicates higher clustering accuracy and NMI ¼ 1.0 means that the clustering result is the same as the ground-truth. More details on the NMI score can be found in Supplementary Material S2. We evaluated the clustering accuracy of the proposed DACE program, as well as the following state-of-the-art 16S rRNA clustering programs: CROP, 
CD-HIT (v4.6.1) and UCLUST (v1.2.22q). CD-HIT has two running modes, a default mode (CD-HIT) and an accuracy mode withg 1 option (CD-HIT-ACC). CD-HIT-ACC clusters a sequence into the closest cluster within a threshold, which is different from the default mode that clusters a sequence to the first cluster that meets the threshold. The clustering threshold was set to 97% for each software tool, which is a common threshold for identifying species. The model parameters in CROP were set to (l ¼ 0:5; u ¼ 1:0). The block size in DACE was set to 4K. The results are shown in Figure 2 . Figure 2(A) lists the NMI scores of the clustering results produced by the aforementioned software tools. We observe that DACE and CD-HIT-ACC had the best overall performance while CD-HIT (default mode) and UCLUST had the worst. More specifically, through Tukey's HSD (honest significant difference) test on the NMI scores with respect to different software tools on each dataset, we found that DACE had significantly higher NMI scores than any other tools on datasets (1, 5, 7, 9, 10, 13, 14) under the significance level a ¼ 5%, while none of the other software tools out-performed DACE on other datasets with statistical significance. Besides, we observe that the NMI scores between CD-HIT-ACC and DACE had very high correlation coefficient, 0.95. This is because the DP-means algorithm is very similar to the greedy algorithm used by CD-HIT as we explained in section 2.2.
The mean and standard error of the NMI scores of the 320 simulated datasets are shown in Table 2 (A). We observe that DACE and CD-HIT-ACC were significantly better than the others. The mean of the NMI scores of DACE is the highest among all software tools while the standard error is slightly higher than that of CD-HIT-ACC.
Figure 2(B) shows the normalized OTU number bias which is defined as follows, Bias ¼ ground truth OTU number À predicted non À singleton OTU number ground truth OTU number
DACE has overall the most accurate estimate of OTU numbers, while the bias of UCLUST is too large to be shown in the figure.
From Table 2 (B), we observe that each software tool performs the best under specific settings, but it is worth mentioning that DACE does not have any worst cases while each of the other software tools has several. It should be noted that, the predicted OTU numbers in practice are actually very sensitive to the distance metric and the characteristics of the datasets such as mutation model and chimera ratio, thus the results of the NMI scores are slightly different from the results of OTU number bias. We also plot the probability density graph of the OTU number bias in Figure 2(C) , from which we observe that the probability distribution of DACE has the smallest variance. Figure 2 (D) visualizes the clustering result produced by DACE on dataset Sim-8. The left one of each pair of circles represents the true cluster, the right one represents the results produced by DACE. The size of each circle is proportional to the cluster size and the overlapping area represents the intersection. This figure consists of the largest 100 clusters of the whole dataset. We can observe that most clusters are correctly identified by DACE and that only a small proportion is biased.
More tests on the simulated datasets, with respect to heuristic methods and parameter settings, can be found in Supplementary Material S3-S6. By these simulation experiments, we conclude that DACE outperforms, or is at least comparable to other state-of-theart programs in clustering accuracy.
Scalability and efficiency evaluation
In this section, we use the Lake Taihu Dataset, which consists of 316 million sequencing reads, to evaluate the scalability and efficiency of DACE. In order to examine the relationship between running time and data size, we sub-sample the entire Lake Taihu Dataset to generate 6 datasets with 10M, 20M, 40M, 80M, 160M and 316M reads, respectively. The computer cluster has 4 nodes, each with 2 CPUs (Intel Xeon CPU E5-2680 v2, 2.80 GHz, 10 cores) and 512 GB RAM, that is, a total of 80 cores. The software environment is CentOS 7, gcc 4.8.3 and OpenMPI v1.6.4. Figure 3 (A) shows the running time of DACE, CD-HIT and UCLUST on the Lake Taihu Dataset. CROP was omitted here because of its long computational time. It should be noted that CD-HIT uses the multithreading technique, which only supports a single server and uses at most 20 cores under our hardware environment. The free version of UCLUST does not support parallelization and uses only one core. As DACE supports any number of cores, we show the results of DACE using both 20 cores and 80 cores. We observe that DACE outperforms all other programs by a very large margin. With the same computational resource (20 cores), DACE runs 6 times faster than CD-HIT and about 80 times faster than CD-HIT-ACC on the whole dataset (316M). If we use all computational resources, DACE only needs 25 minutes to cluster the whole dataset, while CD-HIT needs 5.25 hours, and both CD-HIT-ACC and UCLUST need approximately 68 hours. It is worth mentioning that a linear speedup through parallelization is not achievable because of the communication cost. As such, we cannot compare the running time for each program simply by dividing by the core numbers. Figure 3(B) demonstrates the predicted OTU numbers by each program on different datasets. We can observe that DACE identifies a smaller number of OTUs than the other programs.
Efficiency
Scalability
Figure 3(C) shows the running time relative to the number of cores on the 4 datasets. We can observe that DACE scales up very well with respect to the core numbers. Especially, DACE obtains a nearly linear speedup with respect to the core numbers when the data size is large, e.g. the speedup is 1.7Â when we increase from 5 cores to 10 cores on the 160M dataset. When the data size is small, the speedup is low, e.g. the speedup is slightly more than 1Â when comparing 40 and 80 cores on the 10M dataset. This is because the block size we used is 1K, and after a few iterations, only < 50 blocks are left for 80 cores, making it impossible to obtain a linear speedup using the partition strategy. In practice, DACE has very good scalability for extremely large datasets.
To compare the clustering results of each software tool as well as the results reported in the original paper (Li et al., 2015) , we assigned taxonomic information of all archaea and bacteria OTUs reported by each software tool based on Greengenes database using QIIME, and plot the results at the phylum level in Figure 3(D) . We observe that, the abundance profiles of the OTU communities identified by different software tools, including DACE, are similar to those in (Li et al., 2015) , except that CD-HIT has an obvious bias in the 316M dataset. It should be noted that the result in (Li et al., 2015) was produced by the QIIME pipeline, which utilized the clustering step of UCLUST.
TARA oceans eukaryotic data
The TARA Oceans Eukaryotic Dataset consists of about 766 million raw reads sequenced from 334 samples. We downloaded this dataset and performed quality control according to the instructions of this project. We obtained a total of 572 473 826 sequences, which is similar to the 580 million sequences, as reported in (De Vargas et al., 2015) . We applied DACE with 97% similarity threshold on the whole dataset, as well as on four subsets at different organismal size: pico, nano, micro and meso. It took DACE about 59 minutes to cluster the entire dataset (572 million) using 40 cores, resulting in 99 266 clusters.
We plotted the rarefaction curves in Figure 4 and compared them with the original results illustrated in (De Vargas et al., 2015) , which were produced by a reference-based computational pipeline and a non-threshold Swarm method (Mahé et al., 2014) . We show that the OTU numbers produced by DACE are very similar to the results in the original study, except that the nano curve is slightly higher. Furthermore, we selected the representatives of the top 1000 most abundant OTUs from the DACE result and compared them with the original study, and we found that 459 OTUs can be matched at similarity level of 95%. In comparison, CD-HIT crashed when reading data, because the number of sequences (572M) is beyond the range of the program. All these results demonstrate that DACE performs well on extremely large datasets in terms of both accuracy and scalability.
ICG gene catalogs
The human gut microbiome gene catalog is different from 16S/18S rRNA sequencing datasets in that the IGC Gene catalog has already been trimmed after removal of most of redundant sequences, and the resulting cluster number is approximately equal to the dataset size N ($10 7 ), while most 16S/18S datasets contain many duplicate sequences and have a much smaller number of clusters compared to the size of the datasets. Therefore, the running time of the greedy clustering algorithm would be close to OðN 2 L 2 Þ which is infeasible for this task. In our experiment, the running time of CD-HIT was consistent with the OðN 2 L 2 Þ time complexity, and it would take approximately several months to produce the final result of the whole dataset. Therefore none of these programs can handle this dataset -(3, 4, 7, 8) (11, 12, 15, 16) (1, 2, 5, 6, 9, 10, 13, 14) The text in bold signifies the mean value of DACE is the best (the bigger the better), and the stdev value of CD-HIT-ACC is the best (the smaller the better).
under our cluster setting. DACE needs only 88 minutes to cluster this dataset, producing a total of 9 828 186 clusters with 51 706 redundant gene sequences ($0.523%) using 95% similarity threshold. We extracted the biggest cluster with 17 genes, and calculated the pairwise similarity scores for them. About 58% of the pairs have similarity over 95%, and for each sequence there exist at least 5 other sequences with ! 95% similarity. The heatmap of the similarity score matrix is shown in Figure 5 (A). An example of one redundant sequence (colored in green) discovered by DACE is shown in Figure 5 (B).
Discussion
We introduce DACE, a scalable parallel DP-means algorithm with a distance preserving random projection (LSH) method for data partitioning that can efficiently cluster extremely large sequencing data for de novo OTU picking. Experimental results demonstrated that DACE outperformed most state-of-the-art programs in terms of both accuracy and efficiency and, could be an ideal tool for clustering very large sequencing data. It should be noted that, on small dataset DACE may not be as fast as CD-HIT and UCLUST, as the LSH based partition strategy is less effective, and DP-means algorithm needs to iterate several times in order to obtain more accurate results. However, by taking advantage of the partition strategy, DACE runs much faster on large datasets compared to other methods. To further improve the performance of DACE, we are interested in developing a more elegant merge operation for the clustering results of each block during the iterations. Current merge operations are prone to producing errors after several iterations. However, this sacrifice may be a necessary tradeoff in order to gain faster speed, which is critical to handle very large datasets.
