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Abstract
We investigate the properties of the approximation of a matrix by matrices whose spectra are in a closed
convex set of the complex plane. We explain why the Khalil and Maher characterization of an approximant,
which spectrum is in a strip, is not quite correct. We prove that their characterization is valid but for
another kind of approximation. We formulate a conjecture which leads to some algorithm for computing
approximants. The conjecture is motivated by numerical experiments and some theoretical considerations.
Separately we consider the approximation of normal matrices.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In the paper we deal with an approximation of a matrix A ∈ Cn×n by matrices whose spectra
lie in some convex closed subset S of a complex plane C. Let X(S) denote the set of all complex
matrices X of order n, whose spectra spect(X) are in S. We consider the following problem:
min
X∈X(S) ‖A − X‖2, (1.1)
where ‖ · ‖2 is the spectral norm. We will consider two kinds of the set S: a strip Sa = [0,∞) ×
[0, a] = {x + iy : 0  x, 0  y  a} and a quarter S∞ = [0,∞) × [0,∞) = {x + iy : x  0,
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y  0}. Thus S = E1 × E2, where Ej are intervals. Without lost of generality, we will deal only
with two cases of intervals: [0, a] and [0,∞).
The set of all Hermitian matrices of order n, whose spectra are in an interval E, is denoted by
XH(E). Analogously we denote by XN(S) the set of all normal matrices with the spectra in S.
The properties of the approximation of an operator by operators with spectra in a strip were
investigated by Khalil and Maher [6]. Unfortunately, the characterization of approximants, given
in [6], is not quite correct. In the case of a finite dimensional linear space the problem considered
in [6] is equivalent to the matrix problem (1.1). Khalil and Maher have not realized that their
Theorem 6.2 is not valid for the problem (1.1), but for the following problem:
min
X∈Y(Sa)
‖A − X‖2, (1.2)
whereY(Sa) denotes the set of all matrices of the form X = X1 + iX2, where X1 ∈ XH([0,∞))
and X2 ∈ XH([0, a]). We show it in Section 3, where we consider the problem (1.2) for a little
more general case:
min
X∈Y([0,∞)×E2)
‖A − X‖2, (1.3)
where E2 is equal to [0,∞) or [0, a].
If we choose a = 0 in (1.2) then we obtain the Halmos problem of approximation by Hermitian
positive semidefinite matrices:
η(A) ≡ inf
X0
‖A − X‖2. (1.4)
We here use the notation X  0 for a Hermitian positive semidefinite matrix X, shortly denoted
by PSD. We will also apply the notation X  Y if X − Y  0. It defines the Löwner partial order
in the cone of PSD matrices (see [5, p. 160]).
Let
B = Re A = 1
2
(A + AH), C = Im A = 1
2i
(A − AH)
be the real and imaginary parts of A. This notation is used in the whole paper. The following
matrix, called the Halmos approximant (see [3]),
Ph(A) = B + [(η(A))2I − C2]1/2 (1.5)
is the solution of the problem (1.4). The approximation error η(A) is equal to the following
infimum over positive real numbers r:
η(A) = inf{r > 0 : B + (r2I − C2)1/2  0 and r2I − C2  0}. (1.6)
The Halmos approximant (1.5) can be computed by means of the method proposed by Higham
[4] for real matrices. It is easy to see that Higham’s method works also for complex matrices. In
Section 3 we apply Higham’s method to finding the solution of (1.2) for some special cases of A.
The behaviour of the algorithm is illustrated by numerical experiments.
In the characterization of solutions of the problems (1.2) and (1.3), presented in Section 3,
appears some matrix, which is not given explicitly. We formulate some conjecture which deter-
mines this matrix completely. This conjecture is motivated by our numerical experiments. If the
conjecture is true then we can compute the solutions by means of Higham’s method because the
problems (1.2) and (1.3) are reduced to the Halmos problem. We show that the conjecture is true
in some special cases.
In Section 2 we deal with the approximation of a normal matrix by normal matrices whose
spectra are restricted to a closed convex set S:
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min
X∈XN(S) ‖A − X‖, A − normal, (1.7)
where ‖ · ‖ is an arbitrary unitarily invariant norm. Let F be a retraction of C into S, i.e. for
z ∈ C we have |z − F(z)|  |z − s| for all s ∈ S. Let us consider the spectral decomposition of
A: A = Q diag(λj )QH , Q-unitary. Then (see [1, p. 277])
X(nl) = F(A) = Q diag(F (λj ))QH (1.8)
is the solution of (1.7) for every unitarily invariant norm. For the spectral norm the solution of
(1.7) can be not unique. If A is Hermitian then for the case S being the interval [0,∞) or [0, a]
we prove that the approximant (1.8) is in some sense minimal among other approximants with
respect to the spectral norm. In Section 2 we also mention an approximation by matrices whose
numerical range is included in S. This kind of approximation was introduced in [6].
2. Approximants of normal matrices
In this section we deal with the approximation of a normal matrix by normal matrices with
restricted spectra. Now the norm is arbitrary unitarily invariant. Let E1 and E2 be real intervals.
We now show that
Y(E1 × E2) ⊆ X(E1 × E2). (2.1)
The proof of (2.1) follows easily from the following properties of the numerical range
range(X) :={yHXy : y ∈ Cn, yHy = 1} of a matrix X (see [5, pp. 5–11]):
spectr(X) ⊂ range(X), range(X + Y ) ⊆ range(X) + range(Y ).
Let X1 ∈ XH(E1),X2 ∈ XH(E2). Then X = X1 + iX2 ∈ Y(E1 × E2) and
spectr(X) ⊂ range(X) ⊆ range(X1) + i range(X2) ⊆ E1 × E2,
because the numerical range of a Hermitian matrix W is an interval which the endpoints are the
smallest and largest eigenvalues of W . Therefore X ∈ X(E1 × E2), so (2.1) holds. We recall that
the numerical range of X is a real interval if and only if X is Hermitian.
Let the set of all normal matricesX such, that Re X ∈ XH(E1) and Im X ∈ XH(E2), be denoted
by YN(E1 × E2). By the properties of normal matrices it is easy to verify that YN(E1 × E2) =
XN(E1 × E2). It is an open problem how to characterize other classes of matrices for which we
have the equality in (2.1).
We now deal with the problem (1.7) for S = E1 × E2, where the intervals Ej (j = 1, 2) are
equal to [0,∞) or [0, a]. We assume A is normal. Let F1 and F2 be retractions of real numbers
onto the intervals E1 and E2, respectively. Then the retraction F of the complex plane onto E1 × E2
is equal to F(z) = F1(Re z) + iF2(Im z). Therefore the solution (1.8) of (1.7) is equal to
X(nl) = F1(B) + iF2(C) = Q(diag(F1(Re λj )) + i diag(F2(Im λj )))QH .
If E1 = [0,∞) then F1(x) = x for x ∈ [0,∞) and F1(x) = 0 for x ∈ (−∞, 0). From the
above consideration the well known result follows: the positive part B+ of B is an approximation
of A by PSD matrices with respect to every unitarily invariant norm (see [2]). We recall that we
have assumed that A is normal. If E1 = [0, a] then F1(x) = x for x ∈ [0, a], F1(x) = a for x > a
and F1(x) = 0 for x < 0.
The formula for the retraction F of the complex plane onto a strip S = Ea , given in Khalil,
Maher [6]:F(z) = (Re z)+ + a/|(Im z)+|, wherex+ = max{0, x}, is obviously wrong (a printing
error?). The right formula is the following
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F(z) = (Re z)+ + (Im z)+i − [(Im z)+ − a]+i = (Re z)+ + min{a, (Im z)+}i.
Therefore the solution of (1.7) for the strip Sa is equal to X(nl)a = B+ + i[C+ − (C+ − aI)+].
We now prove some properties of solutions of a particular case of (1.7)
min
X∈XH(E2)
‖G − X‖2, GHermitian,
where E2 is equal to [0,∞) or [0, a]. We assume that the eigenvalues λj (X) of a Hermitian matrix
X are ordered: λ1(X)  λ2(X)  · · ·  λn(X).
Theorem 2.1. Let G be Hermitian and let E2 = [0,∞) or E2 = [0, a]. Then F2(G) is the unique
matrix in XH(E2) such that for all j (j = 1, . . . , n) the following inequalities are satisfied
|λj (F2(G) − G)|  |λj (X − G)| for all X ∈ XH(E2), (2.2)
where F2 is the retraction of real numbers onto E2. Moreover, there exists a unitary matrix U that
(G − F2(G))2  U(G − X)2UH for all X ∈ XH(E2). (2.3)
Proof. Let G have the following spectral decomposition: G = VDV H , where D = diag(λj (G)).
Let us consider E2 = [0,∞). Then F2(G) = G+ and
λj (G
+ − G) =
{−λn+1−j (G) if λn+1−j (G) < 0,
0 if λn+1−j (G)  0.
The matrix X is PSD, hence from Weyl’s monotonicity theorem [1, p. 63] we obtain λj (X −
G)  λj (−G) = −λn+1−j (G) for every j . Therefore if λn+1−j (G) < 0 then λj (X − G) 
λj (G
+ − G) = −λn+1−j (G)  0. Otherwise, |λj (X − G)|  λj (G+ − G) = 0, so (2.2) holds.
Let now E2 = [0, a]. Then
F2(G) = G+ − (G+ − aI)+ (2.4)
and G − F2(G) = V diag(γj )V H , where
γj =
⎧⎨
⎩
λj (G) if λj (G) < 0,
0 if λj (G) ∈ [0, a],
λj (G) − a if λj (G) > a.
We notice that γj are ordered as λj (G): γn  · · ·  γ1 and γj  0 iff λj (G)  a. Because G
and X are Hermitian, and eigenvalues of X lay in [0, a], we obtain from Weyl’s theorem (see [1,
p. 62]):
λj (G) − a  λj (G) + λn(−X)  λj (G − X)  λj (G) + λ1(−X)  λj (G).
Therefore we obtain
|λj (X − G)| 
⎧⎨
⎩
|λj (G)| = |γj | if λj (G) < 0,
0 = γj if λjG) ∈ [0, a],
λj (G) − a = γj if λj (G) > a,
hence (2.2) holds also for E2 = [0, a].
Matrix X − G is Hermitian. Therefore its singular values are equal to moduli of its eigenvalues.
The set XH(E2) is convex. Therefore the matrix F2(G) is the unique strict spectral approximant
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of G by matrices from XH(E2), because F2(G) is the approximant of G for every unitarily
invariant norm (see [9, Theorem 1]; for the definition of the strict spectral approximation see [8]).
Thus F2(G) is the unique matrix fulfilling the inequalities (2.2) for every X ∈ XH(E2).
The inequalities (2.2) imply that eigenvalue λj ((G − X)2) is not smaller than eigenvalue
λj ((G − F2(G))2) for every j = 1, . . . , n. Thus the relation (2.3) follows directly from [1,
Exercise III.5.5] which states that if the eigenvalues of Hermitian matrices W and Z can be
indexed as λj (W) and λj (Z), 1  j  n, in such a way that λj (W)  λj (Z) for all j then there
exists a unitary matrix U such that W  UZUH . Therefore (2.3) holds. This completes the
proof. 
In [6] one introduces a concept of a numerical range approximation: an operator is approxi-
mated, with respect to the Schatten norm cp, by operators whose numerical range is in a given
convex closed set. In principle the characterizations of this kind of approximants, presented in
[6], concern only the approximation of normal operators by normal operators. It is easily to show
that for this case the numerical range approximation coincides with the normal approximation
with restricted spectrum (compare Theorem 4.6 in [6] with Theorem IX.7.3 in [1, p. 277]) and
that the results of Khalil and Maher can be extended to the numerical range approximation of a
matrix with respect to an arbitrary unitarily invariant norm. We omit it. Now we formulate the
following corollary for matrices. We omit the proof because it is similar to the proof of Corollary
3 in [2].
Corollary 2.2. Let E1, E2 be arbitrary intervals and let ‖ · ‖ be arbitrary unitarily invariant norm.
Then
‖A − (F1(B) + iC)‖  ‖A − X‖ for X such that Re X ∈ XH(E1), (2.5)
‖A − (B + iF2(C))‖  ‖A − X‖ for X such that Im X ∈ XH(E2),
where Fj is the retraction of R onto Ej (j = 1, 2).
The set of Hermitian matrices whose numerical range is in Ej (j = 1, 2) is equal to the set of
Hermitian matrices whose spectrum is in Ej , hence Corollary 2.2 is valid also for the numerical
range approximation. Therefore we do not agree with the opinion of Khalil and Maher that there is
no spectral variant of their Theorem 4.7 (see page 705 in [6]). For example, if in (2.5) we assume
that C ∈ XH(E2) then we obtain the analogous assumption as in [6, Theorem 4.7a]. We would
like to mention also that the example on the top of page 705 in [6], concerning Theorem 4.7, is
not numerically correct.
At the end of this section we consider the approximation of arbitrary A with respect to the
Frobenius norm. Let X = X1 + iX2, where Xj ∈ XH(Ej ). We now assume that Ej are arbitrary
intervals. The matrices F1(B) and F2(C) are approximants of B and C by Hermitian matrices
whose spectra are in E1 and E2, respectively. We obtain
‖A − X‖2F = ‖B − X1‖2F + ‖C − X2‖2F  ‖B − F1(B)‖2F + ‖C − F2(C)‖2F .
This implies the following corollary.
Corollary 2.3. The matrix F1(B) + iF2(C) is the approximant of A by matrices X ∈ Y(E1 × E2)
with respect to the Frobenius norm.
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3. Generalization of Halmos approximant
In this section we consider the approximation of an arbitrary matrix A, with respect to the
spectral norm, by matrices whose spectra are in Sa or S∞. Therefore we have E1 = [0,∞) in
the whole section.
The main reason, for which Khalil and Maher have mislead and their characterization of a
solution of (1.1) for the strip Sa , given in [6, Theorem 6.2], is wrong, is the following. They have
thought that if X ∈ X(Sa) then spect(Re X) ∈ [0,∞) and spect(Im X) ∈ [0, a]. Unfortunately,
in the general case it is not true, as it is shown in Example 3.1.
Example 3.1. Let X = X1 + iX2, where
X1 =
⎡
⎣1 1 11 2 3
1 3 6
⎤
⎦ , X2 =
⎡
⎣4 1 01 4 1
0 1 4
⎤
⎦ .
The matrix X is not normal and the matrices X1 and X2 are PSD. The spectrum of X is in
[0,∞) × [0, 5.0076]. However, the largest eigenvalue of the imaginary part X2 of X is equal to
5.4142, so it is outside of the interval [0, 5.0076]. Let now
X =
⎡
⎣ 10 1 − i 1 − i−12 + 30i 70i −10 + 26i
12 − 31i 12 − 32i 50
⎤
⎦ .
The matrix X has the following eigenvalues: 9.8526 + 0.5593i, 0.4906 + 57.4117i, 49.6568 +
12.0290i, hence X ∈ X(S∞). However Re X = (X + XH)/2 is not PSD, because the smallest
eigenvalue of X1 is equal to −22.3348. The other eigenvalues of X1 are equal to 14.0459 and
68.2889, respectively.
We now correct the formulation of Theorem 6.2 of Khalil and Maher [6] and its proof. Theorem
6.2 was originally formulated for operators and its matrix version corresponds to the problem
(1.1). Unfortunately, Theorem 6.2 is not valid for the problem (1.1). Our corrected version of the
theorem characterizes a solution of the problem (1.3) for a strip and a quarter. Since some faults
in the formulation of the theorem of Khalil and Maher and in the proof of it (see, for example,
the formulation of the part (c) of the theorem, the first sentence of the proof, some inequalities on
page 710), we include complete proof of Theorem 3.2. The proof is based on the Halmos proof
of (1.4)–(1.6) (see [3, Theorem 1]).
We introduce auxiliary notations: L(A) is the following set of positive real numbers r:
L(A) = {r : B + [r2I − (C − C˜)2]1/2  0 for some C˜ ∈ XH(E2)} (3.1)
and (see (1.3))
δ(A) = inf K(A), K(A) = {‖A − X‖2 : X ∈ Y(E1 × E2)}. (3.2)
Of course, in (3.1) a matrix C˜ and a real positive number r are such that r2I − (C − C˜)2  0.
Theorem 3.2 (the corrected version of Khalil and Maher theorem). LetA ∈ Cn×n,B = Re A,C =
Im A, E1 = [0,∞) and let E2 be either [0, a] or [0,∞). Then
K(A) = L(A), (3.3)
δ(A) = inf L(A) (3.4)
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and for some Cˇ ∈ XH(E2) the matrix
Xˇ = B + [δ(A)2I − (C − Cˇ)2]1/2 + iCˇ (3.5)
is a solution of (1.3).
Proof. Let r ∈ K(A). Then there exists X ∈ Y(E1 × E2) such that r = ‖A − X‖2. We denote
X1 = Re X,X2 = Im X. Then X1  0 and X2 ∈ XH(E2) are Hermitian. Therefore
r = ‖A − X‖2  ‖C − X2‖2, r2I − (C − X2)2  0,
since B is Hermitian approximant of A − iX2. We now prove that r ∈ L(A). For this purpose we
show that the matrix B + [r2I − (C − X2)2]1/2 is PSD. Using the general observation of Halmos
we obtain (see [3, p. 954])
r2 = ‖A − X‖22  ‖(B − X1)2 + (C − X2)2‖2,
what impliesP = r2I − [(B − X1)2 + (C − X2)2]  0. ThusB + [r2I − (C − X2)2]1/2B +
|B − X1|  0, since X1 is PSD (see [3, p. 954]). Thus P  0 and ‖A − P − iX2‖ = r (see [3, the
top of page 954]). The matrix |B − X1| is the Hermitian polar factor from the polar decomposition
of B − X1. Therefore we have proven r ∈ L(A) since the conditions, defining the set L(A), are
satisfied for C˜ = X2.
Let now r ∈ L(A), i.e. there exists some C˜ ∈ XH(E2) such thatB + [r2I − (C − C˜)2]1/2  0.
Such r and C˜ exist by the same arguments as in [3, bottom of page 953]). Let X˜ = B + [r2I −
(C − C˜)2]1/2 + iC˜. Then ‖A − X˜‖2 = r by the same arguments as in the first sentence on the
top of page 954 in [3]. Therefore r ∈ K(A) and (3.3), (3.4) hold.
We now prove that the matrix (3.5) is a solution of (1.3). It follows from Corollary 1 in [3].
Namely, there exist a sequence of real numbers rk > 0 and a sequence of matrices C˜k ∈ XH(E2)
such that rk ↓ δ(A), matrices B + [r2k I − (C − C˜k)2]1/2 are PSD and ‖C − C˜k‖2  rk . Since the
norms of C˜k are bounded, there exists a subsequence convergent to some matrix Cˇ. The matrix Cˇ
is Hermitian and spect(Cˇ) ∈ E2, since E2 is closed. Therefore P = B + [δ(A)2I − (C − Cˇ)2]1/2,
which is the limit of the subsequence B + [r2k I − (C − C˜k)2]1/2, is PSD. Moreover,
Xˇ = P + iCˇ = B + [δ(A)2I − (C − Cˇk)2]1/2 + iCˇ ∈ Y(E1 × E2)
what implies that Xˇ is a solution of (1.3), because ‖A − Xˇ‖2 = δ(A). This completes the proof.

From Theorem 3.2 we obtain immediately the following corollary:
Corollary 3.3. IfB isPSD then δ ≡ δ(A)=‖C − F2(C)‖2 and Xˇ=B+[δ2I − (C − F2(C))2]1/2
is the solution of (1.3). If B is not PSD and C ∈ XH(E2) then δ(A) = |λmin(B)| and Xˇ =
B + δ(A)I is the solution of (1.3), where λmin(B) denotes the minimal eigenvalue of B.
Corollary 3.3 implies that the only interesting case is B not PSD and C /∈ XH(E2). Unfortu-
nately, the matrix Cˇ in (3.5) is not determined explicitly in the general case. Let us consider the
following set of positive real numbers r:
M(A) = {r : B + [r2I − (C − F2(C))2]1/2  0, r2I − (C − F2(C))2  0}.
We conjecture that all matrices C˜ in the definition of the set L(A) can be replaced by the matrix
Ĉ = F2(C), i.e. L(A) = M(A). Our conjecture is motivated by extensive numerical experiments
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and some theoretical considerations. Hence we formulate the following conjectures (see (3.1),
(3.2) and (3.4)):
Conjecture 3.4. L(A) = M(A).
Conjecture 3.5. δ(A) = inf M(A).
If the first conjecture is true then also the second conjecture is true. It is obvious that M(A) ⊆
L(A). If B is PSD and r ∈ L(A) then r  ‖C − F2(C)‖2. Therefore r2I − (C − F2(C))2  0
and B + [r2I − (C − F2(C))2]1/2  0, so r ∈ M(A) and both conjectures are true in this case.
Let now B be not PSD and let r ∈ L(A). Then there exists C˜ ∈ XH(E2) such that B + [r2I −
(C − C˜)2]1/2  0. In all our numerical tests we obtain that also B + [r2I − (C − F2(C))2]1/2 
0, what implies r ∈ M(A). Therefore the numerical experiments suggest that Conjecture 3.4 is
true also in this case. However, it is an open problem how to prove or disprove it.
Our numerical experiments also imply that in the general case the matrix Cˇ in (3.5) can not
be replaced by arbitrary approximant of C by matrices from XH(E2) (see Example 3.7 below).
Therefore we think that in a possible proof of our conjectures the properties of F2(C), described in
Theorem 2.1, should play a crucial role. We recall that F2(C) is the strict spectral approximation
of C.
From the definition of M(A) and (1.6) we deduce that
inf M(A) = η(A − iF2(C)). (3.6)
The matrix Ph(A − iF2(C)) is the Halmos approximant of A − iF2(C), so Ph(A − iF2(C)) 
0 (see (1.5)). Let
X̂ = Ph(A − iF2(C)) + iF2(C). (3.7)
Then X̂ ∈ Y(E1 × E2) and ‖A − X̂‖2 = η(A − iF2(C)), Therefore we obtain the following
corollary.
Corollary 3.6. If inf L(A) = inf M(A) then δ(A) = η(A − iF2(C)) and the matrix (3.7) is the
solution of (1.3).
We now present numerical examples, in which the matrix (3.7) is the solution of (1.3) with
E2 = [0,∞). In our numerical experiments the matrix (3.7) was computed by means of the
following algorithm:
Algorithm H
Step 1. Compute Ĉ = F2(C) by means of the spectral decomposition of C. If E2 = [0,∞)
then F2(C) = C+. If E2 = [0, a] then F2(C) is computed from (2.4).
Step 2. Compute the Halmos approximant P̂ of A − iĈ by means of Higham’s algorithm
[4].
Step 3. X̂ := P̂ + iĈ.
Example 3.7. Let A = B + iC, where
B =
⎡
⎣ 3 −5 1−5 −3 1
1 1 −1
⎤
⎦ , C =
⎡
⎣−1 0 00 0 0
0 0 2
⎤
⎦ .
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Table 3.1
The results from Example 3.7
k = 1 k = 2 k = 3 k = 4
‖A − X(k)‖2 6.2087 6.2140 6.2156 6.2700
γ
(k)
1 6.1277 6.1330 6.1347 6.1897
γ
(k)
2 6.2087 6.1330 6.1577 6.1897
γ
(k)
3 6.2087 6.2140 6.2117 6.1897
λ1(Pk) 6.77 × 10−14 6.64 × 10−14 3.73 × 10−15 8.63 × 10−14
λ2(Pk) 5.5457 5.4755 5.5015 5.5271
λ3(Pk) 11.999 12.005 12.003 12.042
The matrixAhas the following eigenvalues: 5.8354 − 0.7553i,−6.1277 − 0.1198i,−0.7076 +
1.8751i. The matrixB has the following eigenvalues: −6.1897, −0.6626, 5.8522. We approximate
A by matrices from Y(S∞). We consider the following matrices, whose are approximants of C
by matrices from XH(E2) (see [7]):
C1 = F2(C) =
⎡
⎣0 0 00 0 0
0 0 2
⎤
⎦ , C2 =
⎡
⎣0 0 00 0 0
0 0 1
⎤
⎦ , C3 =
⎡
⎣0 0 00 1/8 1/2
0 1/2 5/2
⎤
⎦
and C4, which is the Halmos approximant (1.5) of C: C4 = C + η(C)I = diag(0, 1, 3). The
matrix C3 has the eigenvalues: 0, 0.0024, 2.601. Let
X(k) = Pk + iCk, rk = ‖A − X(k)‖2,
where Pk is the Halmos approximant of A − iCk . The eigenvalues of [r2k I − (C − Ck)2]1/2 are
denoted by γ (k)j . The results are presented in Table 3.1.
The numerical results imply that only X(1) can be the approximant of A, although X(2), X(3),
X(4) ∈ Y(E1 × E2) and C2, C3, C4 are approximants of C. In fact it is possible to prove that X(1)
is the approximant of A. We omit the details. The matrix X(1) has the following eigenvalues:
11.998 + 0.00580i, 13.9701 + 0.11625i, 5.5077 + 0.18779i. For comparison we have also com-
puted the Halmos approximant Ph (1.5) of A for which we have obtained ‖A − Ph‖2 = 6.2312.
Example 3.8. Let A = B + iC be the first matrix from Example 3.1. The spectrum of A is in
[0,∞) × [0, 5.0076]. Let E2 = [0, a], a = max(Im(λj (A))). Then A ∈ X(E1 × E2). Therefore
A is its approximation by matrices in X(E1 × E2). However, for the matrix X̂a , computed from
(3.7), we obtain ‖A − X̂a‖2 = 0.40666. This implies that X̂a is not any solution of (1.1). We
repeated computations for several values of a, including a = ∞. We obtain the following values
of ‖A − X̂a‖2:
a 1 3 5 10 ∞
‖A − X̂a‖2 4.4142 2.4142 0.4142 8.2676e−15 8.2676e−15
Therefore X̂∞ is a solution of (1.1) and (1.2) for the quarter S∞. This example indicates that
for the above matrix A and the quarter S∞ the problems (1.1) and (1.2) are equivalent. It is an
open problem how to characterize the matrices A with this property.
We now return to the problem (1.7) with S = E1 × E2 and the spectral norm. We recall that we
have assumed E1 = [0,∞). Let now A be normal. Then the matrix (3.7) is also normal. We denote
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δ = ‖A − X(nl)‖2, where X(nl) is the approximant (1.8). Using the same technique as in the proof
of Theorem 3.2, we can show that δ  ‖C − F2(C)‖2, B + [δ2I − (C − F2(C))2]1/2  0 and
we obtain the following corollary, which means that Conjecture 3.5 is true for the problem (1.7)
with the spectral norm and S = E1 × E2 (see (3.6), (3.7)).
Corollary 3.9. Let A be normal, E2 = [0,∞) or [0, a]. Then δ = ‖A − X(nl)‖2 = inf M(A) and
the matrix
X̂ = B + [δ2I − (C − F2(C))2]1/2 + iF2(C)
is the approximant of A, with respect to the spectral norm, by matrices from YN(E1 × E2).
Moreover, every singular value of A − X̂ is equal to δ.
4. Conclusions
In the paper we deal with the approximation of a matrix by matrices with restricted spectra.
We have corrected and improved some results of Khalil and Maher [6]. Some conjecture and open
problems were formulated.
We also have mentioned the numerical range approximation, introduced by Khalil and Maher
[6]. It would be interesting to investigate this kind of approximation of matrices for a more
general case when the numerical range approximation does not coincide with the approximation
with restricted spectra.
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