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The total least squares (TLS) method is widely used in data-fitting. Compared with the least
squares fitting method, the TLS fitting takes into account not only observation errors, but also
errors from the measurement matrix of the variables. In this work, the TLS problem is transformed
to finding the ground state of a Hamiltonian matrix. We propose quantum algorithms for solving
this problem based on quantum simulation of resonant transitions. Our algorithms can achieve at
least polynomial speedup over the known classical algorithms.
I. INTRODUCTION
One basic problem in applied mathematics is to create
a theoretical model and make a reliable prediction ac-
cording to the observed data [1]. This problem appears
in a broad class of fields such as signal processing, au-
tomatic control, physics, astronomy, biology, statistics,
economics, etc [1–4]. The linear model with some pa-
rameters is most widely used, and the key is to determine
these unknown parameters from the measurement data
of certain variables. Let x =(x1, . . . , xN )
†
be the param-
eter vector that characterizes the model. Suppose that
the observed data can be expressed by a linear combina-
tion as ai1x1 + . . .+ aiNxN = bi, where ai1, . . . , aiN and
bi stand for the observed data of variables. Such a data-
fitting problem usually gives rise to an overdetermined
linear system of equations with N unknowns x: Ax ≈ b,
where A ∈ RM×N , x ∈ RN , b ∈ RM and M > N . Our
task is to find an optimal estimate of the parameter vec-
tor x under some constraints.
The well-known least squares (LS) method is one of
the most widely used methods in data-fitting. It finds
the vector x that minimizes ‖Ax − b‖2, where ‖ · ‖2 de-
notes the matrix 2-norm. The LS solution can be ex-
pressed by Moore-Penrose inverse, and when A is of full
column rank, it reads xLS =
(
A†A
)−1
A†b. There ex-
ist two types of classical methods for the LS solution [5].
The direct method based on QR factorization is the stan-
dard one, while the iterative method utilizes the CG-like
solvers. The sampling method is recently popular for
large scale problems, which reduces the problem size un-
der appropriate assumptions on the sampling probabili-
ties, and achieves an approximate LS solution efficiently
and accurately.
In the LS method, the matrix A is fixed and assumed
to be free from error, while the vector b is contaminated
by errors. However, this assumption is usually unrealistic
in some cases, since the matrix A may not be accurate
as well due to sampling errors, human errors, modeling
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errors and instrument errors, etc [1, Page 5]. The total
least squares (TLS) method gives a better estimate than
the LS method [1, Page 5] when there exist errors in both
the vector b and the matrix A, and especially when these
errors are independent random variables with zero mean
and equal variance, i.e., independent and identically dis-
tributed random variables.
Fitting a large amount of data is in fact a difficult task
for a classical computer. For example, the computational
complexity of the TLS method depends on the singular
value decomposition (SVD), which costs about 26N3 by
using the R-bidiagonalization [6], where N is the data
size. Even the partial SVD via the s-step Lanczos proce-
dure or randomized SVD needs about O
(
N2
)
flops [1, 7].
Quantum computers can outperform classical computers
in solving a number of problems [8–11]. In Ref. [12],
a quantum data-fitting algorithm was proposed for the
least squares method.
In this work, we propose a quantum algorithm for the
TLS method of data-fitting based on the quantum simu-
lation of resonant transitions. In Sec. II, we introduce the
TLS fitting method; In Sec. III, we present a quantum
algorithm for the TLS method, and in Sec. IV, we sim-
ulate the algorithms through a numerical example, and
we conclude in Sec. V.
II. TOTAL LEAST SQUARES FITTING
The TLS data fitting problem can be formulated as
{xTLS, ETLS, fTLS} : = arg min
x,E,f
‖[E, f ] ‖F
s.t. (A+ E)x = b+ f , (1)
where E denotes the errors in the observation matrix A,
f denotes the errors in the observation vector b, and ‖·‖F
stands for the Frobenius matrix norm. The TLS method
is also known as errors-in-variables model, measurement
error modeling or orthogonal regression in the statistical
literature [2, 13]. The classical solver for the TLS prob-
lem is based on SVD [1]. For an overdetermined linear
system of equations Ax ≈ b, suppose that A and its
2augmented matrix C = [A, b] have SVDs, respectively
S†CV = diag (σ1, σ2, . . . , σN+1) = Σ,
S¯†AV¯ = diag (σ¯1, σ¯2, . . . , σ¯N ) ,
where σ1 > σ¯1 > σ2 > σ¯2 . . . > σ¯N > σN+1, S, S¯, V ,
and V¯ are unitary matrices. In well-conditioned cases,
the genericity condition
σ¯N > σN+1 (2)
is satisfied and it ensures the existence and uniqueness of
the TLS solution [14]. Let y =
(
xTLS
−1
)
, then the TLS
method seeks Cy ≈ 0 under the constraint in Eq. (1).
By solving
miny†C†Cy, (3)
we have y = −vN+1
vN+1,N+1
, where vN+1 is (N + 1)-th column
vector of the matrix V associated with the correspond-
ing singular value σN+1, and vN+1,N+1 is the (N +1)-th
component of vN+1. Then the TLS solution to the prob-
lem is xTLS =
−1
vN+1,N+1
[v1,N+1, . . . ,vN,N+1]
T [2]. That
is, it can be obtained by finding the ground state vN+1 of
the matrix C†C. The TLS solution can also be expressed
as
xTLS =
(
A†A− σ2N+1I
)−1
A†b, (4)
following Ref. [1, Theorem 2.7].
III. QUANTUM ALGORITHMS FOR TLS
FITTING
From the above analysis, we can see that obtaining
TLS solution to a data-fitting problem can be reduced to
finding the singular vector vN+1, which corresponds to
the smallest singular value of the augmented matrix C.
The vector vN+1 can be obtained by solving the eigen-
problem of an extended matrix
(
0 C
C† 0
)
[15], whose
eigenvalues are {±σj}, with the corresponding eigen-
states proportional to states (sj ,±vj), where sj are col-
umn vectors of the matrix S. For simplicity, we use a
Hermitian matrix
D=C†C, (5)
whose eigenvalues and the corresponding eigenvectors are
σ2j and vj , respectively. The approach we introduced can
be applied for the extended matrix directly. The prob-
lem of TLS fitting is transformed to finding the ground
state of the matrix D. In this work, we propose quantum
algorithms based on the quantum simulation of resonant
transitions and apply them for the TLS fitting.
We have proposed quantum algorithms for solving
eigenproblems of a physical system [16, 17]. When the
transition frequency between two energy levels of the sys-
tem matches the frequency of a probe qubit coupled to
the system, the probe qubit exhibits a dynamical re-
sponse. By varying the frequency of the probe qubit
and identifying the locations of resonance peaks, the en-
ergy spectrum of the system can be determined. And
the system can be controllably evolved to the eigenstate
with any desired eigenvalue. Therefore the energy spec-
trum and the corresponding eigenstates of the system can
be obtained. In this work, we optimize the previous al-
gorithms and apply them for TLS fitting. The present
algorithm requires (n+ 1) qubits, with one probe qubit
and n qubits representing the matrix D, and 2n > N+1.
Details of the algorithms are described as follows.
A. Algorithm I
The Hamiltonian of the algorithm is constructed as
H(1) = −1
2
ωσz ⊗ I +H(1)R + cσx ⊗ F, (6)
where
H
(1)
R = ε0|1〉〈1| ⊗ |ψ〉〈ψ|+ |0〉〈0| ⊗D, (7)
and I is the identity operator, σx,z are the Pauli matri-
ces, and ω is the frequency of the probe qubit. The first
term in Eq. (6) is the Hamiltonian of the probe qubit,
the matrix D is encoded in the second term as shown in
Eq. (7), and the third term describes the coupling be-
tween the probe qubit and the n-qubit quantum register
that represents the system. Here, ε0 is a reference pa-
rameter, and c ≪ 1 is the coupling strength. In the
algorithm, we set the probe qubit in its excited state |1〉
and the n-qubit register in a reference state |ψ〉 that can
be easily prepared, then the initial state of the circuit is
an eigenstate of H
(1)
R with eigenvalue ε0. The operator
F acts as a transition operator that transforms the refer-
ence state |ψ〉 to an eigenstate of the matrix D with the
desired eigenvalue. Its form depends on the eigenstate of
interest. We give a detailed form of the operator F for
TLS fitting in Sec. III.C.
In order to obtain the eigenstate |vN+1〉 of the matrix
D, we need to obtain its corresponding eigenvalue first.
By varying the frequency of the probe qubit ω or the
reference parameter ε0, we can locate the transition fre-
quencies between the reference state and the eigenstates
of D through the quantum simulation of resonant tran-
sitions, thus the ground state eigenvalue of the matrix D
can be obtained. The procedures of the algorithm are
briefly summarized as follows.
First, we make a guess on the range of the ground
state eigenvalue of the matrix D as [λmin, λmax]. Set
the reference parameter ε0 < λmin, and the transition
frequency between the reference state and the eigen-
states of D is [ωmin, ωmax] with ωmin = λmin − ε0 and
3ωmax = λmax − ε0 (Here we use atomic units). We dis-
cretize this frequency range into l intervals, where each
interval has a width of ∆ω = (ωmax − ωmin) /l, and the
frequencies are given by ωk = ωmin+k∆ω, k = 0 . . . , l−1.
We run the following steps by scanning these frequency
points of the probe qubit: first we prepare the initial state
of the circuit as |1〉|ψ〉, such that H(1)R |1〉|ψ〉 = ε0|1〉|ψ〉;
then set the transition frequency of the probe qubit
ω = ωk and evolve the circuit with the Hamiltonian H
(1)
for time t by implementing the time evolution operator
U (1) = exp
(−iH(1)t); after that, perform a measurement
on the probe qubit in its computational basis. Repeat
these steps for a number of times to obtain the decay
probability of the probe qubit until run over all the fre-
quency points.
After obtaining the ground state eigenvalue σ2N+1 of
the matrix D, we encode this value in the Hamiltonian
of the algorithm by setting ε0 and ω such that σ
2
N+1 −
ε0 = ω = 1, which is the condition for the resonant
transition to occur. Then run the algorithm again, once
the probe qubit is observed to decay to its ground state
|0〉, it indicates that the n-qubit register collapse to the
ground state |vN+1〉.
In this algorithm, the operator F acts on the state |ψ〉
and can be spanned by the complete set of eigenstates
of the matrix D as F |ψ〉 = ∑N+1i=1 gi|vi〉, where gi =
〈vi|F |ψ〉. In basis {|1〉|ψ〉, |0〉|vi〉, i = 1, 2, . . ., N + 1},
with the condition σ2N+1 − ε0 = ω = 1, the resonant
transition between states |1〉|ψ〉 and |0〉|vN+1〉 is induced
since H
(1)
00 = H
(1)
N+1,N+1. The system evolves from the
initial state to the state |0〉|vN+1〉 reaches its maximal
probability at time t ∼ π/ (2c|〈vN+1|F |ψ〉|), provided
that σ2N − σ2N+1 ≫ c. Ignoring the off-resonant transi-
tions, the decay probability of the probe qubit can be
approximated as sin2
(
Qt
2
)
, where Q = 2c|〈vN+1|F |ψ〉|.
If |〈vN+1|F |ψ〉| is finite, the system can be evolved to the
state |vN+1〉 in finite time.
B. Algorithm II
We can also obtain the ground state of the matrix D
through projection from an initial guess state and pu-
rify it using an iterative procedure based on a resonance
mechanism. The Hamiltonian of the second algorithm is
constructed as
H(2) = −1
2
ωσz ⊗ I +H(2)R + cσx ⊗ I, (8)
where
H
(2)
R = ε0|1〉〈1| ⊗ I + |0〉〈0| ⊗D. (9)
In this algorithm, we first make a guess on the state
|vN+1〉 as |ϕ(0)〉. As in algorithm I, we need to obtain
the ground state eigenvalue of the matrix D first, then
find the ground state |vN+1〉.
By preparing the initial state of the circuit as |1〉|ϕ(0)〉
and the time evolution operator U (2) = exp
(−iH(2)τ)
with τ = π/(2c), the ground state eigenvalue of the ma-
trix D can be obtained using the same procedures as
in algorithm I. Then we can encode the ground state
eigenvalue σ2N+1 in the Hamiltonian of the algorithm by
setting ε0 and ω such that σ
2
N+1 − ε0 = ω = 1. Then
we can run the following procedures to obtain the state
|vN+1〉: First, we prepare the circuit in state |1〉|ϕ(0)〉;
then implement the time evolution operator U (2); next
perform a measurement on the probe qubit in its com-
putational basis. A measurement is defined as “success-
ful measurement” only if the measurement result on the
probe qubit is in its ground state |0〉. If a successful
measurement is performed, then set the probe qubit in
state |1〉 and implement the time evolution operator U (2)
again, and perform a measurement on the probe qubit.
Repeat these steps until j continuous successful measure-
ments are achieved. The state |ϕ(j)〉 obtained on the last
n qubits of the circuit is close to the ground state |vN+1〉
of D.
The state |ϕ(0)〉 can be spanned by the eigenstates
of the matrix D as |ϕ(0)〉 = ∑N+1i=1 di|vi〉, where di =
〈ϕ(0)|vi〉 and
∑N+1
i=1 |di|2 = 1. In basis {|1〉|vi〉, |0〉|vi〉,
i = 1, . . ., N + 1}, with the condition σ2N+1 − ε0 =
ω = 1, resonant transition between states |1〉|ϕ(0)〉 and
|0〉|vN+1〉 is induced. As analyzed in Ref. [17], the
success probability of achieving j continuous success-
ful measurements on the probe qubit is proportional to
|〈ϕ(0)|vN+1〉|2. As long as |〈ϕ(0)|vN+1〉|2 is finite, and
the gap σ2N − σ2N+1 between the ground state and the
first excited state of D is not exponentially small and
≫ c, the system converges quickly to the state |vN+1〉.
The system is evolved to its ground state in polynomial
time with polynomial large success probability.
C. Application of the algorithms for TLS fitting
We have to provide a good initial guess on the ground
state of the matrix D in order to run the algorithms ef-
ficiently. In TLS fitting, the errors introduced in the
measurement matrix A are independent and identically
distributed random variables. It is reasonable to as-
sume that the effects of these noises are small and can
be treated perturbatively. Thus the LS solution of the
fitting problem should be a good initial guess to that
of the TLS solution. Mathematically, comparing the
TLS solution shown in Eq. (4) with the LS solution
xLS =
(
A†A
)−1
A†b of a fitting problem, we can see that
in the TLS solution, the contribution from the smallest
singular value of the augmented matrix C is taken into
account. When the singular value σN+1 is sufficiently
small, it is reasonable to assume that the LS solution
provides a good approximation to the TLS solution of
the fitting problem. This can also be derived as follows.
From Eq. (4), assuming that A is of full column rank, we
4have
xTLS =
(
A†A− σ2N+1I
)−1
A†b
=
[
I − σ2N+1
(
A†A
)−1]−1 (
A†A
)−1
A†b
=
[
I − σ2N+1
(
A†A
)−1]−1
xLS. (10)
Thus
xTLS − xLS = σ2N+1
(
A†A
)−1
xTLS. (11)
Then we get
‖xTLS − xLS‖2
‖xTLS‖2
6 σ2N+1
∥∥∥(A†A)−1∥∥∥
2
=
(
σN+1
σ¯N
)2
.
(12)
We can see that xLS is a good approximation to xTLS
when σN+1 ≪ σ¯N .
To resolve the TLS solution of a fitting problem, in
algorithm I, we set the initial state of the system as |b〉,
where |b〉 is the normalized vector of b. The operator
H
(1)
R in Eq. (7) is set as H
(1)
R = ε0|1〉〈1| ⊗ |b〉〈b| +
|0〉〈0| ⊗ D, and the operator F in Eq. (6) is set as
F =
(
A†A
)−1
A†. The transition element between the
initial state |b〉 and the ground state of the matrix D is
〈vN+1|F |b〉. The state F |b〉 is proportional to the nor-
malized LS solution |xLS〉 of the problem up to a normal-
ized factor. The evolution time of the algorithm scales as
π/ (2c|〈vN+1|F |b〉|). The Moore-Penrose pseudoinverse
operator
(
A†A
)−1
A† can be implemented using the ap-
proach introduced in Ref. [12]. Here we assume that the
matrix A is Hermitian, if A is not Hermitian, we can
construct an extended matrix of A and implement the
Moore-Penrose pseudoinverse of the extended matrix.
In algorithm II, we can first run the quantum al-
gorithm for LS fitting [12] to obtain the LS solution(
A†A
)−1
A†|b〉 of the fitting problem, then use it as the
initial state of the algorithm to resolve the TLS solution
of the problem. The TLS solution can be projected out
with a probability proportional to |〈vN+1|xLS〉|2. From
the above analysis, we can see that in algorithm I, the LS
solution is encoded implicitly in the algorithm, while in
algorithm II, the LS solution is used explicitly as initial
input state of the algorithm.
The runtime of our algorithms consists of two parts:
the number of experiments that needs to be performed
to obtain eigenvalue spectrum in a given scanned eigen-
value range, and the time needed to run the circuit in
each experiment. In the first part, the number of experi-
ments scales as O(1/ǫ2) where ǫ denotes accuracy of the
ground state eigenvalue of the matrixD. The second part
depends on the evolution time of the algorithm and the
computational cost for simulating the algorithm Hamilto-
nians as shown in Eqs. (6) and (8), i.e. implementing the
time evolution operator e−iH
(1)t and e−iH
(2)t. The evolu-
tion time of the algorithm scales as π/ (2c|〈vN+1|F |ψ〉|)
in algorithm I, and it will be finite as long as |〈vN+1|F |ψ〉|
is finite. In algorithm II, the TLS solution is projected
out with a probability proportional to |〈vN+1|xLS〉|2. As
long as the overlap |〈vN+1|xLS〉|2 is polynomially large,
the cost of the algorithm will be polynomial. In general,
the LS solution can serve as a good initial guess for the
corresponding TLS solution of the fitting problem, there-
fore the evolution time of the algorithms is finite. The
time evolution operators of the algorithms can be im-
plemented through the Trotter formula [18]. There are
also other algorithms for Hamiltonian simulation such as
Taylor series approach [19] and quantum signal process-
ing [20]. For sparse matrices, they can be simulated in an
amount of time that grows nearly linearly with its spar-
sity [21, 22]. For dense matrices, it was shown in [23] that
given black-box access to the matrix elements, Hamilto-
nian simulation with an error δh can be performed in
time O
(
N2/3poly log (N) /δ
1/3
h
)
. In Ref. [24], instead of
assuming black-box access to the matrix elements, they
propose to use a memory model where the entries of
the matrices are stored in a data structure in a quan-
tum random access memory (qRAM) [25]. The algo-
rithm achieves sparsity-independent runtime scaling of
O
(
κ2
√
Npoly log (N) /ǫ
)
, where κ is the condition num-
ber and ǫ is the precision to which the solution is ap-
proximated. The Hamiltonians of our algorithm can be
calculated directly and simulated using these algorithms.
Based on the above analysis, compare with the classi-
cal TLS fitting algorithms, our algorithms can achieve at
least polynomial speedup in general.
In our algorithm, we obtain the quantum state |xTLS〉,
which contains the solution to the TLS problem but dif-
ferent from the classical one, since one has to measure the
state to learn the solution. For some problems in machine
learning, such as big data classification, the quantum
state |xTLS〉 can be used directly. In many cases, the
final output involves dimensionality reduction or com-
pression, and we extract useful global information, rather
than directly accessing each component of the state [26].
For example, in quantum classifier, the TLS solution can
be encoded in a quantum state |xTLS〉. Given a query
state, we classify it as +1 or −1 (output) by performing
a SWAP test with the quantum state |xTLS〉 and mea-
suring the success probability [27].
We can learn the TLS solution of the problem from the
quantum state |xTLS〉 using the method in Ref. [12] when
it is necessary. We can find the concise representation
of fit functions that approximates the vector b within
a certain error by using quantum state tomography and
statistical sampling. In fact, one can choose the most im-
portantM ′ fit functions, whereM ′ scales as poly(logN),
and prepare the state |xTLS〉 using compressed sensing.
The fitting parameters for the M ′ fit functions in the
state |xTLS〉 can be evaluated using SWAP test. We can
also estimate the fitting quality of the parameters |xTLS〉
efficiently by estimating the quantity |〈b |I (A)|xTLS〉|2,
where I (A) =
(
0 A
A† 0
)
, as in Ref. [12]. The SWAP test
5is used to determine the accuracy by performing a SWAP
operation on the two quantum states |b〉 and |I(A)xTLS〉
controlled by an auxiliary qubit. There exist the over-
heads of extracting such useful classical information. If
compressed sensing technique is used to reconstruct the
state within error O(ǫ), we need O(M ′
2
logM ′
2
/ǫ2) mea-
surements. The SWAP test for quality estimate needs
O(TH/δ
2), where TH is the cost for Hamiltonian simula-
tion and δ is the accuracy of estimation [12].
IV. NUMERICAL SIMULATION OF THE
ALGORITHMS
In the following, we simulate the algorithms through
a numerical example in linear prediction (LP). We con-
sider the time series expressed by p sinusoids in the form
s(t) =
∑p
j=1 cje
λjt, where the λj ’s and cj ’s are to be
determined. The λj ’s are fundamental constants rep-
resenting the natural decay of electromagnetic, acous-
tic and mechanical systems, while the cj ’s depend upon
the excitation, sensor location, and time origin, etc. Let
zj = exp (λjT ), j = 1, . . . , p, where T is a constant of the
sample rate. Then we have the approximation of complex
valued data {sk} in the form sk =
∑p
j=1 cjz
k
j . Such lin-
ear sum of damped complex exponentials with uniformly
samples is widely used in Prony analysis, and it is essen-
tially a nonlinear fitting problem for the amplitudes and
frequencies.
We consider an LP model ŝk =
∑N−1
i=0 αisk−N+i,
where sk−j (j = 1, · · · , N ; k > j) are previous observed
values, and ŝk the predicted signal value. That is, a linear
function of previous samples are used to estimate the fu-
ture values. Let AN = [a1, . . . , aN ] , bN = −aN+1, where
aj = [sj−1, . . . , sj+M−2]
T. The linear prediction (LP)
equation is formed with the unknown predictor coeffi-
cient vector x = (α0, α1, . . . , αN−1)
T
, which is achieved
by solving the linear system
ANx = bN . (13)
We can check that AN is a Hankel matrix and
rank(AN ) = min{N, p}. If N ≥ p, then the linear sys-
tem (13) is compatible. For any solution, we construct
the characteristic equation
pN (t) = α0 + α1t+ · · ·+ αN−1tN−1 + tN .
We know that pN(t) always contains z1, . . . , zp as its ze-
ros when N ≥ p, and hence the frequency can be derived
from the roots of the characteristic equation. Then the
amplitudes can be solved from the set of observed sam-
ples that are linear in amplitudes.
Here we only focus on the linear system (13) and its
TLS solution. For the set of LP equations, both the coef-
ficient matrix and the vector are contaminated by noises.
It is natural to use the TLS solver, which is a promising
method in signal processing. For example, Rahman and
Yu [28] presented a method for frequency and amplitude
TABLE I. The parameters in LP equation.
λj cj λj cj
−0.082 ± 0.926i 1 −0.220 ± 6.800i 1
−0.147 ± 2.874i 1 −0.247 ± 8.767i 1
−0.188 ± 4.835i 1 −0.270± 10.733i 1
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FIG. 1. (Color online) Transition frequency spectrum be-
tween the reference state |b〉 and the ground state of the
matrix D by simulating algorithm I. The blue solid curve
represents the decay probability of the probe qubit at differ-
ent frequencies with the coupling coefficient c = 0.0005 and
the evolution time t = 30000, the reference parameter is set
as ε0 = −1.0. The red dotted vertical lines represent the
known transition frequencies between the reference state and
the eigenstates of the matrix D.
estimations by using TLS to solve the LP equations. We
choose cj and λj as in Table I, where p = 12. The pa-
rameters T = 0.2, N = 11 and M = 28 are used. This
test problem is taken from [7, 29, 30], which is regarded
as a benchmark for TLS fitting.
We simulate the algorithm I for solving this TLS fit-
ting problem by setting ε0 = −1.0, c = 0.0005, and the
evolution time t = 30000. The initial state of the system
is set as |b〉, which is the normalized vector of b, and the
operator F is set as F =
(
A†A
)−1
A†. By varying the
transition frequency ω of the probe qubit and running
the algorithm, we obtain the transition frequency spec-
trum between the reference state and the ground state
of the matrix D as shown in Fig. 1. The ground state
eigenvalue of the matrix D was obtained as 0.0046. At
ω = 1.0046, we obtain a state whose fidelity deviate only
in order of 10−13 from the ground state of the matrix
D. In simulating algorithm II, we set c = 0.0001 and
τ = π/(2c) = 15708. The initial state of the system is
set as |xLS〉, which is the normalized LS solution xLS of
the fitting problem. The transition frequency spectrum
of the ground state of the matrix D with respect to the
reference state are obtained as shown in Fig. 2. After
running the algorithm again for one iteration by setting
ω = 1.0046, the state we obtained has fidelity that devi-
ates from the TLS solution of the problem only in order
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FIG. 2. (Color online) Transition frequency spectrum be-
tween the reference state, |xLS〉, and the two lowest eigen-
states of the matrix D by simulating algorithm II. The blue
solid curve represents the decay probability of the probe
qubit at different frequencies with the coupling coefficient
c = 0.0001, the evolution time τ = 15700, and the reference
parameter ε0 = −1.0. The red dotted vertical lines represent
the known transition frequencies between the reference state
and the eigenstates of the matrix D.
of 10−12. In this example, the overlap between the LS
and TLS solutions of the fitting problem, thus the suc-
cess probability of the algorithm at ω = 1.0046 is about
0.998. The LS solution is very close to the TLS solution of
the fitting problem. This can also be predicted from the
eigenvalue spectrum of the matrix D, the ground state
eigenvalue of D is 0.0046, while the eigenvalue of the first
excited state is about 0.908, which is much larger than
the ground state eigenvalue. In this case, we can see that
it is reasonable to use LS solution as an initial guess for
TLS problem. From the numerical simulation, we can
see that by introducing a resonance mechanism, our al-
gorithm can evolve the initial state quickly to the TLS
solution with very high accuracy.
V. DISCUSSION
The TLS fitting method takes into account the er-
rors introduced in the measurement matrix together with
those in the observation vector. In the areas such as sig-
nal processing, and geophysics, etc., the TLS method is
more practical than the LS method, since the measure-
ment matrix A and observation vector b are both con-
taminated by noises. In the generic case, the TLS method
yields a unique solution, which is given in analytic form
in terms of the singular value decomposition of the aug-
mented data matrix C = [A,b]. Precisely speaking, the
TLS solution is expressed by the right singular vector as-
sociated with the smallest singular value of C, which cor-
responds to the eigenvector associated with the smallest
eigenvalue of the Hermitian matrix D = C†C. The TLS
data-fitting method is then transformed to finding the the
ground state of a Hermitian matrix. We presented two
algorithms based on the quantum simulation of resonant
transitions to solve this problem. In our algorithms, any
desired eigenstate of a system can be obtained by induc-
ing proper resonant transitions between a probe qubit
and a transition in the system that is simulated on a
quantum computer. We show that in general, the LS fit-
ting method can be a good approximation to the TLS
solution, and thus can be used as the initial guess state
in the algorithms. This work can be further generalized
to the truncated TLS solution for inverse problems, and
this will be our future work.
Adiabatic quantum evolution (AQE) [31] algorithms
and the PEA can also be applied for the TLS problem,
which is transformed to finding the ground state of a Her-
mitian matrix, and both algorithms can solve this prob-
lem. In AQE, starting from an initial Hamiltonian and its
ground state, the system is evolved adiabatically to the
target Hamiltonian and its ground state. The runtime
depends on the minimum energy gap between the ground
and the first excited states of the time-dependent adia-
batic evolution Hamiltonian. In our algorithm, the sys-
tem is evolved to the ground state of the problem Hamil-
tonian matrix directly through quantum simulation of
resonant transitions. It requires only information about
the spectrum of the Hamiltonian matrix, without imple-
menting the time-dependent adiabatic evolution Hamil-
tonian. Besides, whether the system is evolved to its
ground state is heralded by the non-invasive measure-
ments on the probe qubit.
The PEA randomly obtains one of the eigenstates of
a quantum system from an initial guess state and pro-
duces its eigenvalue. The success probability for obtain-
ing a given eigenstate is proportional to the overlap be-
tween the the initial guess state and the desired eigen-
state. In solving the TLS problem by using the PEA,
one can use the quantum state obtained from the LS
data-fitting algorithm as an initial guess state, and ap-
ply PEA to project out the TLS solution from the LS
solution. In algorithm I, the combination F |ψ〉 plays a
somewhat similar role to the initial guess state in the
PEA. In our algorithm, once a transition frequency is
identified by running the algorithm, the algorithm can
be repeated with the parameters set to the resonance
condition and the transition to the specific eigenstate oc-
curs deterministically. Future runs of the algorithm can
use this information to deterministically induce the tran-
sition to prepare the corresponding eigenstate. Also, our
algorithm is simpler in that the transitions are heralded
by the state of a single qubit obtained through measure-
ments on the probe qubit, this makes the observation
easier.
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