We prove sharp radial estimates using Besov spaces. We also prove the propagation of singularities in Besov spaces.
Introduction
1.1. Main results. Radial estimates are powerful tools in microlocal analysis. They were first introduced by Melrose [Me] in the study of scattering theory for asymptotically Euclidean manifolds. They have been developed in various settings since then and part of the literature is listed here. Hassell-Melrose-Vasy [HMV] used radial estimates to study the scattering theory for zeroth order symbolic potentials. Vasy [Va] and Datchev-Dyatlov [DD] used radial estimates in the study of asymptotically hyperbolic scattering theory. Vasy [Va] , Dyatlov [Dy] and Hintz-Vasy [HV] applied radial estimates to general relativity. In hyperbolic dynamics, radial estimates were introduced by Dyatlov-Zworski [DZ1] . Radial estimates were also applied to forced waves by and Colin de Verdière [Co] .
We first review the radial estimates presented in [DZ3, §E.4 ]. We will work in mocrolocal setting and put h = 1 in [DZ3, §E.4] correspondingly. Let M be a smooth manifold and P ∈ Ψ k (M), k > 0, be a properly supported pseudodifferential operator. We define Re P := P +P * 2 , Im P := P −P * 2i .
(1.1) Then Re P, Im P ∈ Ψ k (M) are self-adjoint and P = Re P + i Im P .
(1) ([DZ3, Theorem E.52]) Suppose p, q ∈ S k (T * M; R) are the principal symbols of Re P and − Im P . We consider the rescaled Hamiltonian flow ϕ t := exp(t ξ H p ) on the compactified cotangent bundle T * M, see §2. Suppose Λ − is the radial source of ϕ t (for the precise meaning, see §2). If q = 0 near Λ − and ξ 1−k σ k−1 (Im P ) + (s + 1−k 2 ) Hp ξ Note that since Λ − is the radial source, there exists a maximal s − ∈ R such that (1.5) holds near Λ − for any s > s − . (2) ( [DZ3, Theorem E.54 ]) On the other hand, suppose Λ + is a radial sink of ϕ t (see §2), q = 0 near Λ + and (1.5) is eventually negative on Λ + with respect to p. Then for any B 1 ∈ Ψ 0 (M) such that Λ + ⊂ ell(B 1 ), there exists A, B ∈ Ψ 0 (M) such that Λ + ⊂ ell(A), WF(B) ⊂ ell(B 1 ) \ Λ + , and there exists χ ∈ C ∞ c (M) such that for all N and u ∈ H s loc , P u ∈ H s−k+1 loc , we have
(1.4)
Note that when Λ + is the radial sink, there exists a minimal s + ∈ R such that (1.5) holds near Λ + for any s < s + .
The radial estimates (1.3) and (1.4) can only be applied to Sobolev spaces with restrictions on the Sobolev regularity. It is natural to ask if we can get similar estimates in other function spaces with critical regularity. In particular, if we consider Besov spaces, we have the following Theorem 1. Suppose P ∈ Ψ k (M), k > 0, and Λ − is the radial source with respect to p = Re σ(P ). Assume that ξ −k Im σ(P ) = 0 near Λ − and there exists T > 0 such that
in a neighborhood of Λ − . Then there exists a conic neighborhood U of Λ − , such that for any
Theorem 2. Suppose P ∈ Ψ k (M), k > 0, and Λ + is the radial sink with respect to p = Re σ(P ). Assume that ξ 1−k Im σ(P ) = 0 near Λ + and there exists T > 0 such that
near Λ + . Then there exists a conic neighborhood U of Λ + such that for any
(1.8)
Besides radial points, we can also consider the principal type of propagation. More precisely, we have Theorem 3. Assume P ∈ Ψ k (M) is a properly supported operator with σ(P ) = p − iq, p, q ∈ S k (T * M; R). Let A, B, B 1 ∈ Ψ 0 (M) be compactly supported and ξ −k q ≥ 0 on WF(B 1 ). If the following control condition holds: for any (x, ξ) ∈ WF(A), there exists T > 0 such that
(1.9)
(1.11) 1.2. Organization of the paper. In §2, we review some basis notions and tools including Besov spaces, regularizing operators and radial sets. In §3, we prove the sharp source estimates, Theorem 1. In §4, we prove the sharp sink estimates, Theorem 2. In §5, we prove the propagation of singularities in Besov spaces.
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Preliminaries
2.1. Besov spaces. Let M be a smooth manifold. We fix a metric |·| on the cotangent bundle T * M. Let α, α 0 ∈ C ∞ (T * M) such that α 0 (x, ξ) = 1 when |ξ| ≤ 1, α 0 (x, ξ) = 0 when |ξ| > 2, α(x, ξ) = 1 when C 1 ≤ |ξ| ≤ C 2 for some C 1 , C 2 > 0 and α = 0 when |ξ| ≤ C 1 /2 or |ξ| > 2C 2 , and
is finite. · B s 2,1 is the B s 2,1 norm of u. We can also define the space B s 2,∞ by putting
We record a mapping property of pseudodifferential operators between Besov spaces.
are bounded with norms depend on the seminorms of the principal symbol of P in S k 1,0 (T * M).
Proof. Without loss of generality, we assume
(2.5)
For any h > 0, we have in local coordinates that
with C > 0 depends on the seminorms of σ(P ).
Regularizing operators.
In order to regularize distributions, we define for any 0 < τ ≤ 1, r ∈ R,
(2.10)
We record some useful properties of X τ :
Lemma 2.2. Let X τ be as in (2.10). Then
for some finite constant C and any τ ∈ (0, 1], then
The same conclusion holds for B s 2,1 norms.
is the polyhomogeneous symbol class of order k (see [DZ3, Definition E.2] ). To define the radial set with respect to p, we consider the radial compactification of T * M. We identify the compactified cotangent bundle
The boundary of the cotangent bundle, ∂T * M, is then identified with the unit sphere bundle S * M. The rescaled Hamiltonian flow ξ 1−k H p extends to a smooth vector field on T * M and we use ϕ t := e t ξ 1−k Hp : T * M → T * M to denote the flow generated by ξ 1−k H p .
Now we record some useful functions.
The proof presented here is a modification of the proof of [DZ1, Lemma C.1].
Proof. We first construct χ 1 . Let ι :
be the natural projection. Since |ξ| 1−k H p is homogeneous of order 0, we know V := ι * (|ξ| 1−k H p ) is a well-defined vector field on S * M. We only need to construct ϑ ∈ C ∞ (S * M) such that 0 ≤ ϑ ≤ 1, supp ϑ ⊂ ι(U), ϑ = 1 on Λ − and V ϑ ≤ 0, and then put χ 1 := ι * (ϑ).
By the definition of the radial source, there exists T > 0 such that if ϑ 0 (x, ξ) = 0, then ϑ 0 e −tV (x, ξ) = 1 for any t > T . Now we put
( 2.17) If ϑ(x, ξ) = 0, then there exists t 0 ≥ T such that ϑ 0 (e t 0 V (x, ξ)) = 0, by the assumption on T , we find ϑ 0 (x, ξ) = 1, which implies (
This is impossible since ϑ 0 e 2T (x, ξ) = 0 implies ϑ 0 e T (x, ξ) = 1.
We now construct f 1 . For that we fix a smmooth metric | · | on T * M. Let V 1 := |ξ| 1−k H p . By the definition of the radial source, there exists T 1 > 0 such that for any (x, ξ) ∈ U, t ≥ T 1 , we have |e −tV 1 (x, ξ)| ≥ 2|ξ|. We now define
(2.20)
Since V is homogeneous of order 0, |ξ| is homogeneous of order 1, we know f 1 is homogeneous of order 1. Note that f 1 > 0, thus by the homogeneity, f 1 (x, ξ) ≥ C|ξ| for some C > 0 and any (x, ξ) ∈ T * M. Finally for any (x, ξ) ∈ U, we have
This concludes the proof.
We can construct similar functions for the radial sink:
Lemma 2.5. Suppose k > 0, p ∈ S k (T * M; R) is homogeneous of order k. Suppose Λ + is the radial sink with respect to p as in Definition 2.3. Then there exist
Proof of sharp source estimates
We now prove Theorem 1, the sharp source estimates. The proof here is a modification of the proof of [DZ3, Theorem E.52 ].
Proof of Theorem 1.
Step 1. A priori estimates. We first prove that if P , s − , A, B 1 satisfy conditions in Theorem 1, then for any u
(3.1)
We write P = P 0 + iQ with P 0 = Im P , Q = Im P . Let χ 1 , f 1 be as in Lemma 2.4. Let ρ 1 ∈ C ∞ c ((1/4, ∞)) such that ρ 1 = 0 on (0, 1/2), supp ρ ′ 1 ⊂ [1/2, 4], ρ ′ 1 = 1 on [1, 2]. By (1.5) and [DZ3, Proposition E.51 ], there exists b ∈ S 0 (T * M; R) such that
(3.6)
Note that
(3.7)
Let e h := χ 1 (ρ 1 ρ ′ 1 )(hf 1 ), E h := Op(e h ).
(3.8)
We can choose ρ 1 such that
We put E h := Op( χ 1 ρ 1 (hf 1 )) ∈ Ψ 0 (M), A := Op(χ 1 ).
(3.10)
By sharp Gårding inequality (see for instance [DZ3, Proposition E.34 
(3.12)
By elliptic estimates (see for instance [DZ3, Theorem E.33] ), uniformly in h,
(3.13)
Hence we find
(3.15) Thus we find
Take the supreme over h > 0 and then use Cauchy-Schwarz inequality and we find
To remove B 2 u H s − −1/2 from the right hand side, we use the propagation estimates (see for instance [DZ3, Theorem E.47] ): the conditions for (A, B, B 1 ) in [DZ3, Theorem E.47] are satisfied by (B 2 , A, B 1 ) in our case. Hence we have
Note that for any r ∈ R we have
By the interpolation inequality [DZ3, Proposition E.21] , for any δ > 0, there exists C(δ) such that
Let δ = 1/(2C) and combine (3.17), (3.18), we get (3.1).
Step 2. Regularization. Now we can prove Theorem 1 by using regularizing operators. More precisely, let X τ , Y τ be as in (2.10) and Lemma 2.2. We consider
(3.21)
We have σ(Re P τ ) = p, and near Λ −
Hp ξ ξ .
( 3.22) Therefore (3.24) we know that there exists T > 0 such that near Λ − ,
Thus we can apply (3.1) to P τ , s, B 1,τ , A τ and X τ u and we find that uniformly in τ we have and
Proof of sharp sink estimates
We prove Theorem 2, the sharp sink estimates, in this section. The proof we present here is a modification of the proof of [DZ3, Theorem E.54 ].
Proof of Theorem 2.
Step 1. A priori estimates. We first show that if P , s + , A, B, B 1 satisfy conditions in Theorem 2, and Au ∈ B
Let P 0 , Q be as in the proof of Theorem 1. Let χ 2 , f 2 be as in Lemma 2.5. Let ρ 2 ∈ C ∞ c (R) such that ρ 2 = 1 near 0 and ρ ′ 2 ≤ 0 on [0, ∞). By the assumption (1.7) and [DZ3, Proposition E.51] , there exists b ∈ S 0 (T * M; R) such that
(4.2)
Note that ρ 2 (hf 2 ) is a symbol in S 0 1,0 (T * M). In fact, one can check that for any α, β, there exists C α,β > 0 that is independent of h such that
Similar to the proof of Theorem 1, we have
(4.5)
Here we used the assumption that ξ −k σ k (Q) = 0 on Λ + . Note that Let B 2 ∈ Ψ 0 (M) such that WF(B 2 ) ⊂ ell(B 1 ), supp χ 2 ⊂ ell(B 2 ). Then by sharp Gårding inequality, there exist χ ∈ C ∞ c (M), C 1 > 0 such that for any N and u ∈ C ∞ (M), we have, uniformly in h,
(4.8)
(4.9)
Take the supreme for h > 0 and use Cauchy-Schwarz inequality and we find
The B 2 u H s + −1/2 term can be removed as in the proof of Theorem 1.
Regularization. We now prove Theorem 2. Since u ∈ D ′ (M), there exists N ∈ R such that Au ∈ B −N 2,∞ . Let X τ , Y τ be as in (2.10) and Lemma 2.2 with m = s + + N. We can choose N large enough such that m > 0. Then we have (4.11)
Since (4.12) we know there exists T > 0 such that
(4.14)
hence by the a priori estimates we have
Since this is true for any τ ∈ (0, 1], we conclude that Au ∈ B s + 2,∞ and (1.8) holds.
Propagation of singularities
In this section, we modify the proof of [DZ3, Theorem E.47 ] to prove the propagation of singularities in Besov spaces. We first construct some functions that are useful in the proof of Theorem 3.
Lemma 5.1. Suppose A, B , B 1 ∈ Ψ 0 satisfy conditions in Theorem 3. Then for any β > 0, we can construct g, g 1 ∈ C ∞ (T * M \ 0; R ≥0 ) such that
(1) g is homogeneous of order 0, supp g ⊂ ell(B 1 ), g ≥ 0, g > 0 on WF(A), and |ξ| 1−k H p g ≤ −βg in a conic neighborhood of (T * M \ 0) \ ell(B); (2) g 1 is homogeneous of order 1, g 1 > 0 in a conic neighborhood of supp g, and |ξ| 1−k H p g 1 = 0 in a conic neigborhood of supp g.
Proof.
We identify the boundary of T * M \ 0 with the co-sphere bundle S * M and conic subsets of T * M \ 0 with subsets of S * M by using the radial compactification ι :
We first assume that WF(A) ⊂ S * M is a single point {(x 0 , ξ 0 )} and there exists
Here V := ι * (|ξ| 1−k H p ) which is homogeneous of order 0 hence extends to a smooth vector field on S * M.
To construct g, we only need to construct θ ∈ C ∞ c (S * M) such that supp θ ⊂ ell(B 1 ), θ ≥ 0, θ > 0 on WF(A), and V θ ≤ −βθ in a neighborhood of S * M \ ell(B). Let Σ ⊂ S * M be a hypersurface passing through (x 0 , ξ 0 ) such that the map
is a diffeomorphism onto its image. We can assume δ and Σ is small enough such that
and extend by zero outside. We put g := ι * θ.
We now construct g 1 . Let ϕ 1 ∈ C ∞ c (Σ) such that ϕ 1 = 1 on supp ϕ 0 . We define θ 1 • e tV (x, ξ) := ϕ 1 (x, ξ)|ξ|.
(5.5)
We put g 1 := ι * θ 1 .
Finally, in the general case, for every (x, ξ) ∈ WF(A), we can construct g (x,ξ) , g 1,(x,ξ) in a small conic neighborhood of (x, ξ). If such neighborhoods of (x 1 , ξ 1 ), · · · , (x m , ξ m ) form an open covering of WF(A), then we can put g := g (x j ,ξ j ) , g 1 := g 1,(x j ,ξ j ) .
(5.6)
One can check g and g 1 satisfy the conditions.
We can now prove Theorem 3.
Proof of Theorem 3. For simplicity, we only prove the a priori estimates, that is, we assume u ∈ D ′ (M) satisfies Au ∈ B s 2,1 , Bu ∈ B s 2,1 and B 1 P u ∈ B s−k+1 2,1 in the proof of (1.10). The estimates (1.10) then follows the same regularization argument as in the proof of Theorem 1 and of Theorem 2. Similarly, in the proof of (1.11), we assume Au ∈ B s 2,∞ , Bu ∈ B s 2,∞ and B 1 P u ∈ B s−k+1 2,∞
.
We now prove the a priori estimates of (1.10). Let g, g 1 be as in Lemma 5.1. Let ρ 3 ∈ C ∞ c (R + ) such that ρ 3 = 1 on [1, 2] , ρ 3 = 0 on (0, 1/2) ∪ (4, ∞). We now put G h := Op( ξ s+ 1−k 2 gρ 3 (hg 1 )) ∈ Ψ s+ 1−k 2 .
(5.7)
Here we regard ρ 3 (hg 1 ) as a symbol of order 0 since its seminorms in S 0 1,0 (T * M) are uniformly bounded in h. We now compute For the first term on the right hand side of (5.8): note that σ i 2 [P 0 , G * h G h ] = ξ 2s s + 1−k 2 g 2 ξ −k H p ξ + g ξ 1−k H p g ρ 2 3 (hg 1 ) ≤(C 1 − β) ξ 2s g 2 ρ 2 3 (hg 1 ) (5.9) near (T * M \ 0) \ ell(B).
Let By Cauchy-Schwarz inequality and notice that 
