Abstract. We propose an approach to automatically extracting foreground regions. This is a novel method for segmenting salient objects from still images by background elimination. To extract foreground regions, a new method of background elimination based on multiscale segmentation is proposed to detect candidate object regions. To this end, we use a trimap consisting of foreground, background, and undefined regions and a region adjacency graph. A graph-cut technique is finally used to extract exact foreground regions from the candidates. Experimental results have shown that the proposed method yields a better foreground extraction than Kim's method under various environments containing multiple objects and clutter backgrounds in natural images. C 2011 Society of PhotoOptical Instrumentation Engineers (SPIE).
Introduction
Foreground segmentation is the task of identifying objects from backgrounds. [1] [2] [3] [4] [5] [6] The automatic segmentation of foreground regions is an emerging research topic in various fields, such as content-based image retrieval, image compression, digital watermarking, and thumbnail cropping for small display screens in personal digital assistants (PDAs). 7 In order to effectively extract the foreground surrounded by backgrounds, it is necessary to mark background regions in still images. In recent years, there have been many research efforts on the background elimination in color images. Huang et al. proposed a method that segments color images into foreground and background regions using a minimum-description-length principle. 8 Lu and Guo proposed an object-based image retrieval method by eliminating backgrounds connected to image borders. 9 However, their methods are limited to images including smooth or monotonous textured backgrounds. Kim et al. 3 and Crevier 4 proposed a method for automatically extracting an object of interest from complex backgrounds. In order to extract correct object regions, they generated a salient probability map representing the probability of saliency for all pixels by manually marking the ground truth of object regions from test images. They showed that most object regions are close to the center of an image. In this paper, we propose a method for extracting salient objects consisting of three steps. In the first step, three multiscale images by iteratively applying a bilateral filter 10, 11 are generated and segmented by JSEG method. 12 In the second step, regions adjacent to the borders of segmented images (SIs) are eliminated as background regions and candidate foreground regions from multiscale images excluding the backgrounds are detected by using logical operations and a region adjacency graph (RAG). 13 In the final step, real foreground regions are extracted from the candidates by using a 0091-3286/2011/$25.00 C 2011 SPIE Fig. 1 Overall flowchart of the proposed method.
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14 Figure 1 shows the overall flowchart of the proposed method.
Multiscale Image Segmentation by Bilateral
Filter and JSEG Method In order to extract foreground regions from an image, the JSEG method proposed by Deng and Manjunath 12 is first used for image segmentation. JSEG is performed on three multiscale images generated by iteratively applying a bilateral filter. The reason for using multiscale images for extracting foreground regions is that the JSEG method has a tendency of an oversegmentation caused by noises, colors, and textures. Because of the oversegmentation result, it is difficult to effectively extract foreground regions through eliminating background regions adjacent to the borders from the original image. Because a bilateral filter considering two Gaussian weights of color and spatial information between neighboring pixels smoothes a cluttered image while maintaining strong edges, 10, 11 the oversegmentation can be effectively removed. Accordingly, by combining multiscale-based segmentation results of the three images, backgrounds are effectively eliminated. The bilateral filter is defined as
where I n is an input image and I n + 1 is the result image applying a bilateral filter. I (x) is the color value at pixel x. ε is a neighbor of pixel x. The parameter σ d is the standard deviation of spatial domain and r is the covariance matrix of color domain.
In this paper, three multiscale images I 1 , I 2 , and I 3 are used for extracting object regions. 
Background Elimination and Extraction
of Candidate Object Regions In order to extract foreground regions effectively, we first extract candidate object regions. To this end, three binary maps composed of candidate object regions and background regions are generated. Background regions in the binary maps are considered as regions adjacent to borders of each multiscale image segmented by JSEG method. If a binary map is used for extracting candidate object regions, then backgrounds that are composed of cluttered regions away from borders cannot be eliminated. Thus, by using three binary maps, a novel approach to detecting candidate foregrounds is proposed. To this end, we use two approaches of a logical operation and a RAG. In order to detect candidate foregrounds effectively, the logical operation on three binary maps is first performed for distinguishing candidate object regions and backgrounds, as defined in Eq. (2). Consequently, a trimap 
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In Eq. (2), SI 1 , SI 2 , and SI 3 denote binary maps composed of candidate object regions and background regions. A pixel of binary map SI k is set to zero if the pixel belongs to background regions adjacent to the borders of the corresponding segmented image and is equal to 1 otherwise. Figure 3 shows three binary maps obtained from three multiscale images. Operators of &, |, and ⊗ represent "AND," "OR," and "XOR" operation, respectively.
By combining three binary maps, a trimap is generated. If all pixels at same coordinate of three binary maps belong to candidate object regions in each binary map, then Trimap(x,y) is considered as core candidate region. Trimap(x,y) is regarded as background if at least two pixels of three binary maps belong to background regions in corresponding binary maps. Otherwise, it is considered as undefined region. However, as shown in Fig. 3 , because core candidate regions cannot be effectively extracted due to over-and undersegmentation caused by the JSEG method, it is difficult to extract exact foregrounds by using only the core candidate regions in a trimap. Therefore, in order to detect final candidate foregrounds effectively, we perform an approach to determining whether undefined regions are included to extra candidates or backgrounds. Undefined regions are distinguished into three kinds as shown in Undef R k = {(x, y) : SI k (x, y) = 0 and SI l (x, y) = 1 if l = k}, k and l ∈ {1, 2, 3}.
In order to distinguish extra candidates from the undefined regions, we use a technique of a RAG. For constructing a RAG, region labeling based on eight-connectivity is first performed. In RAG, core candidate regions, backgrounds, and undefined regions are represented as nodes and each pair of adjacent regions is connected by an edge. In this paper, three RAGs are generated for distinguishing extra candidates. RAG 1 of the core candidate regions, and Undef_R 1 is first constructed. Then, by using Undef_R 2 and Undef_R 3 , RAG 2 and RAG 3 are constructed by the same method for RAG 1 , respectively. Figure 4 shows an example of RAG 1 construction. Figure 4 Fig. 4(c) .
June 2011/Vol. 50(6) 067004-3 After constructing these RAGs, some regions of undefined regions that are connected with core candidate regions from each RAG are additionally considered as extra candidates, whereas other regions not connected with core candidate regions are regarded as backgrounds. Accordingly, candidate foregrounds composed of both core candidate regions and extra candidates are used for exact foreground extraction. Figure 5 shows a flowchart of distinguishing extra candidates from undefined regions. As shown in Fig. 5 , candidate foregrounds are finally extracted. In Fig. 5 , Trimap k (k = 1,2,3) is a trimap corresponding to RAG k . The ⊕ implies the combination of three images.
Extraction of Salient Object Regions by
Iterative Graph Cut GrabCut 13 is an interactive tool based on an iterative graph cut for foreground extraction in still images. To segment a foreground object using the GrabCut, users should draw a rough bounding box, including foreground regions in an image for establishing an initial region. However, in this paper, candidate foreground regions that are automatically detected by background elimination are used as initial region, instead of a bounding box established by users.
Let I be an image as an array z = (z 1 ,. . . , z n ,. . . , z N ) of pixels indexed by a single index n, where z n is in RGB space. A segmentation result is expressed by an array of "opacity" values α = (α 1 ,. . . , α n ,. . . , α N ) , where α n is 0 for background and 1 for foreground at each pixel. For the purpose of segmentation, GrabCut constructs two separate Gaussian mixture models (GMMs) to express color distributions for the background and foreground. Each GMM, one for foreground and one for background, is set to be a full covariance Gaussian mixture with K components. GrabCut defines an energy function E such that its minimum should correspond to a good segmentation in the sense that it is guided by the observed foreground and background GMMs and that the opacity is "coherent." This is achieved by "Gibbs" energy in
where U evaluates the fit of the opacity distribution α to data z under the color GMM models. V is called the smoothness term. In this paper, each of five components is used for expressing color distributions for background and foreground, respectively. Figure 6 shows the extraction result of foreground regions by using the GrabCut method.
Experimental Results
In order to evaluate the performance of the proposed method, a test set of 200 images containing multiple objects and clutter backgrounds is tested and the performance is compared to a conventional method. For applying the bilateral filter, two parameters σ d and r were set to 3 and 30 2 0 0;0 30 2 0;0 0 30 2 , respectively. Figure 7 shows the experimental comparison of foreground regions extracted by the method of Kim et al. 3 and the proposed method. As shown in Fig. 7 , because Kim's method extracts the connected regions located close to the center of the image as a foreground region, it is impossible to extract object regions that are not located at the center of image and multiple objects, which are separately located. On the other hand, by extracting the foregrounds close to real object regions through background elimination and the estimation of foreground regions from the candidate object regions using graph-cut technique, the proposed method shows better performance of foreground extraction, compared to the method of Kim et al. 3 Foreground regions extracted by the proposed method are compared to those of the ground truth.
In this paper, the precision, recall, and accuracy are used as the performance measures, which are defined as
where N(S M ) and N(S A ) are the number of pixels in the ground truth and in the extracted foreground regions, respectively. N(S M ∩ S A ) denotes the number of identical pixels between the ground truth and the extracted foreground regions. The precision is a measure of how accurately real foreground regions are extracted compared to the extracted regions. The recall is a measure of how well the extracted regions represent the ground truth, and the accuracy is a measure of the percentage of the foreground regions excluding errors, with respect to the ground truth. 3 The performance comparisons of these measures have been shown in Fig. 8 . As shown in Fig. 8 , the precision, recall, and accuracy of the proposed method have been improved, on an average, by 5.2, 2.2, and 11.9%, respectively, compared to the method of Kim et al. 3 
Conclusion
In this paper, we have proposed a novel approach to automatic extraction of foreground regions. In order to extract exact foreground regions, the detection of candidate object regions through multiscale segmentation-based background elimination using trimap and RAG techniques have been proposed and the graph-cut technique was used for extracting foreground regions. By using the proposed method, more exact foreground regions have been extracted, compared to the method of Kim et al., 3 regardless of the location of objects, whereas existing method did not extract some foreground regions not at the center of an image.
