Abstract. In this paper we prove uniqueness results for renormalized solutions to a class of nonlinear parabolic problems.
Introduction
In the present paper we investigate the uniqueness of the following class of nonlinear parabolic problems . Finally f ∈ L 1 (Q T ), g ∈ (L p ′ (Q T )) N and u 0 ∈ L 1 (Ω). The difficulties connected to existence and uniqueness of the solution to this problem are due to the L 1 data and to the presence of the two terms K and H which can induce a lack of coercivity.
For L 1 data and p > 2 − ) was proved in [7] (see also [6] ) when K ≡ H ≡ 0 and in [22] when K ≡ 0. It is well known that this weak solution is not unique in general (see [25] for a counter-example in the stationary case). In the present paper we use the framework of renormalized solutions which provides uniqueness and stability properties.
The notion of renormalized solution was introduced in [14, 15] for first order equations and has been adapted for elliptic problems with L 1 data in [18, 19] ) and with bounded measure data in [10] . This notion was also developed for parabolic equation with L 1 data in [3, 4] (see also [21] for measure data). Recall that the equivalent notion of entropy solution for L 1 data was also developed for elliptic equation in [1] (see also [23] in the parabolic case).
In the case where H ≡ 0 and where the function K(x, t, u) is independent on the (x, t) variable and continuous, the existence of a renormalized solution to Problem (1.1) is proved in [4] . The case H ≡ 0, g ≡ 0 (and where K depends on (x, t) and u) is investigated in [11] . In [12] the authors prove the existence of a renormalized solution for the complete operator.
As far as the uniqueness of renormalized solution to parabolic equation is concerned, we refer mainly to [3, 4, 9] where in short the function K does not depend on the (x, t) variable and where H ≡ 0 (see also [5] for Stefan problem with L 1 data). In particular, when H ≡ 0 and under a local Lipschitz assumption on a(x, t, r, ξ) and on K(r) with respect to r the authors prove in [4] that the renormalized solution to Problem (1.1) is unique. With respect to the mentioned references, the main novelty of the present paper is to present uniqueness results to parabolic equations (1.1) with the two terms − div(K(x, t, u)) and H(x, t, ∇u). The first result (see Theorem 3.1) deals with the case H ≡ 0 and establishes the uniqueness of the renormalized solution to Problem (1.1) under a local Lipschitz condition on a(x, t, r, ξ) and K(x, t, r) with respect to r. The proof uses the techniques developed in [4] and the dependence of the function K with respect to the (x, t) variable leads to additional difficulties here. Such difficulties are overcome by a technical lemma (see Lemma 4.1) which specifies the asymptotic behavior of some terms which appear in the uniqueness process. The second result (see Theorem 3.2 for p ≥ 2 and Theorem 3.3 for 2 − 1 N +1 < p < 2) addresses Equation (1.1) with the presence of the two terms − div(K(x, t, u)) and H(x, t, ∇u). Under more restrictive assumptions on a and under global Lipschitz type condition on K(x, t, s) with respect to s and H(x, t, ξ) with respect to ξ we show the uniqueness of the renormalized solution. The proof uses two technical lemmas (Lemma 4.1 and Lemma 4.2) and the techniques developed in [12] for the existence of a solution to Problem (1.1) (see also [22] ). We underline that we don't make any assumptions on the smallness of the coefficients. Indeed for the analogous elliptic equation with two lower order terms (see e.g. [16] and [13] ) it is necessary to assume that one of the terms K or H is small enough in order to obtain an existence and uniqueness result.
The paper is organized as follows. In Section 2 we present the assumptions on the data and we recall the definition of a renormalized solution to Problem (1.1). In Section 3 we state the main results of the present paper. Section 4 is devoted to the proof of the uniqueness results.
Assumptions and Definitions
In this section we recall the definition of a renormalized solution to nonlinear parabolic problems with lower order terms and
More precisely we consider the following problem (2.1)
where Q T is the cylinder Ω × (0, T ), Ω is a bounded open subset of R N with boundary ∂Ω, T > 0, p > 1 and N ≥ 2.
The following assumptions hold true:
for a.e. (x, t) ∈ Q T , for any s ∈ R and any ξ, ξ ∈ R N with ξ = ξ. Moreover for any k > 0 there exists
for a.e. (x, t) ∈ Q T and any ξ ∈ R N ;
for a.e. (x, t) ∈ Q T and for every ξ ∈ R N . Moreover we assume that
Under these assumptions, the above problem does not admit, in general, a solution in the sense of distribution since we cannot expect to have the fields a(x, t, u, ∇u),
. For this reason in the present paper we consider the framework of renormalized solutions.
For any k > 0 we denote by T k the truncation function at height ±k,
We recall the definition of a renormalized solution (see [3, 4] ) to Problem (2.1). Definition 2.1. A real function u defined in Q T is a renormalized solution of (2.1) if it satisfies the following conditions:
and if for every function S ∈ W 2,∞ (R) which is piecewise C 1 and such that S ′ has a compact support
Remark 1. It is well known that conditions (2.12) and (2.13) allow to define ∇u almost everywhere in Q T : for any k > 0 we have ∇T k (u) = χ {|u|<k} ∇u a.e in Q T where χ {|u|<k} denotes the characteristic function of the set {(x, t) : |u(x, t)| < k}. We notice that equation (2.15) can be formally obtained through pointwise multiplication of (2.1) by S ′ (u) and all terms except
, for any k > 0 and S ′ has a compact support. It follows that (2.15) has a meaning in D ′ (Q T ) and that the initial condition (2.16) makes sense. At last condition (2.14) gives additional information on ∇u for large value of |u|.
We use in the present paper the two Lorentz spaces L q,1 (Q T ) and L q,∞ (Q T ), see for example [17, 20] for references about Lorentz spaces L q,s . If f * denotes the decreasing rearrangement of a measurable function f , f * (r) = inf{s ≥ 0 : meas {(x, t) ∈ Q T : |f (x, t)| > s} < r},
is the space of Lebesgue measurable functions such that
If 1 < q < +∞ we have the generalized Hölder inequality (2.17)
Under the assumptions (2.2)-(2.11) the existence of a renormalized solution to Problem (2.1) is established in [12] and it is well known that (2.12)-(2.14) lead to
Moreover the growth assumptions (2.5), (2.7) on K and H, the regularities (2.6), (2.8) of c and b together with (2.12) and (2.14) allow to prove (see [12] ) that any renormalized solution to Problem (2.1) verifies
Properties (2.20) and (2.21) are crucial to obtain uniqueness results.
Notation. Throughout the paper, for the sake of shortness if u is a measurable function defined on Q T , we denote by {|u| ≤ k} (resp. {|u| < k}) the measurable subset {(x, t) ∈ Q T ; |u(x, t)| ≤ k} (resp. {(x, t) ∈ Q T ; |u(x, t)| < k}. Moreover the explicit dependence in x and t of the functions a, K and H will be omitted so that a(x, t, u, ∇u) = a(u, ∇u), K(u) = K(x, t, u) and H(∇u) = H(x, t, ∇u).
Statement of the results

3.1.
First case: H ≡ 0. In order to prove uniqueness result in the case H(x, t, ξ) = 0 we assume the further condition that a(x, t, s, ξ) and K(x, t, s) are locally continuous Lipschitz with respect to s : for any compact set
for almost every (x, t) ∈ Q T and for every ξ ∈ R N .
The main result of this subsection is the following theorem.
Theorem 3.1. Under the assumptions (2.2)-(2.6), (2.9)-(2.11), (3.1) and (3.2), the renormalized solution to Problem (2.1) is unique.
3.2.
Second case: general operator. In order to prove uniqueness result for Problem (2.1) with the term H(x, t, ∇u) we assume in this subsection that the function a is independent of r and is strongly monotone (see assumptions (3.5) in Theorem 3.2 and (3.7) in Theorem 3.3).
Moreover the functions K(x, t, s) (resp. H(x, t, ξ)) is locally Lipschitz continuous with respect to s (resp. ξ) with a global control of the Lipschitz coefficient:
and b ∈ L λ,1 (Q T ) where r and λ belong to suitable intervals (see Theorems 3.3 and 3.4) We investigate the case p ≥ 2 and the case 2
Let us assume that (2.2)-(2.11) hold and that the function a is independent of r and satisfies
for a.e. (x, t) ∈ Q T , for every ξ, ξ ∈ R N with ξ = ξ and β > 0.
Moreover we assume that (3.3) and (3.4) are satisfied with
Then the renormalized solution to Problem (2.1) is unique.
Let us assume that (2.2)-(2.4), (2.9)-(2.11) hold and that the function a is independent of r and satisfies
for a.e. (x, t) ∈ Q T , for every ξ, ξ ∈ R N with ξ = ξ and β > 0. Moreover we assume that (3.3) and (3.4) are satisfied with
Remark 2. Let us compare the assumptions (2.5) and (2.7) on the growth condition and the assumptions (3.3) and (3.4) on the locally Lipschitz continuity made on K(x, t, s) and H(x, t, ξ) respectively. Observe that assumption (3.3) ((3.4) respectively) implies a growth condition on K(x, t, s) (on H(x, t, ξ) respectively), that can be more restrictive than (2.5) ((2.7) respectively), depending on the value of τ (σ respectively). The model function a(x, t, ξ) which satisfies assumptions (2.4), (3.5) 
where a(x, t) ∈ L ∞ (Q T ) and a(x, t) > β > 0. Examples of functions K(x, t, s) and H(x, t, ξ) are given by
Proof of the results
This section is devoted to prove Theorems 3.1, 3.2 and 3.3. We start by a technical lemma which is similar to Lemma 6 of [4] for a different parabolic equation with L 1 data. It allows to control the behavior of some quantities which appear in the uniqueness process. We stress that our proof is different to the one in [4] and uses only the fact that two renormalized solutions of (2.1) verify (2.14) and (2.21) (notice that (2.21) is a consequence of (2.14) and the growth assumption of K). See also [2] for such a generalization on parabolic equation of the kind
Under the assumptions (2.2)-(2.11), let u and v be two renormalized solutions to Problem (2.1). Let us define for any 0 < k < s Proof. We argue by contradiction. Let r be a positive real number. If the thesis of lemma is not true, let ε 0 > 0 and let n 0 be an integer such that for every real number s ≥ n 0 we have
Let us consider the function
Due to (2.2) the function F is monotone increasing. It follows (see e.g. [24] ) that F is derivable almost everywhere, with F ′ measurable, and that we have for any s > η > 0
and for almost any s > 0
Moreover due to (2.14) and (2.21) and since g belongs to (L p ′ (Q T )) N we have
Due to the definition of Γ(u, v, s, k), inequality (4.4) leads to
Due to the definition of Θ, a few computations give
It follows that
The last inequality contradicts (2.14) and (4.6).
Proof of Theorem 3.1. The strategy is similar to the proof of Theorem 2 in [4] . It consists to define a smooth approximation T σ s of the truncation T s and to consider two renormalized solutions u and v to Problem (2.1) for the same data f, g and u 0 . In Step 1 we plug the test function
) in the difference of the equations (2.15) for u and v in which we have taken S = T σ s . This process then leads to equation (4.9). In Step 2 we study the behavior of the terms of (4.9) with respect to σ, k and s, with the help of Lemma 4.1. In Step 3 we then pass to the limit when σ → 0, k → 0 and s → +∞.
Step 1. Let u and v be two renormalized solutions to Problem (2.1) for the same data f, g and u 0 . For every real number s > 0 and σ > 0, let T σ s be the function defined by (4.8)
We take S = T σ s in (2.15) for u and v. Subtracting these two equations and plugging the test function
, we obtain upon integration on (0, t), that for every k > 0, s > 0, σ > 0,
for almost any t ∈ (0, T ), where , denotes the duality between
(Ω) and where
In order to pass to the limit in (4.9) when σ → 0, k → 0 and s → +∞, we observe that by (4.8) we have for almost any t ∈ (0, T )
(Ω)) and a.e. in Ω × (0, t) and
) and a.e. in Ω × (0, t) for every 1 < q < +∞ for fixed s > 0 when σ tends to zero. By defining Ψ k (r) = r 0 T k (s)ds, an integration by part (see [8] ) gives that for almost any t ∈ (0, T )
We deduce from the above equality that for almost any t ∈ (0, T )
(4.13)
Step 2. Reasoning as in [4] we have (4.14) lim sup
for almost any t ∈ (0, T ). We give the argument here for completeness. Due to (4.11) and (4.10) and with the help of (2.2) we have for almost any t ∈ (0, T )
and which can written as
Since the operator a is monotone (see (2.3)) the first term of the right hand side of (4.16) is non negative. It remains to prove that the second term goes to zero as k goes to zero. Indeed using the local Lipschitz condition (3.1) on a we get
Due to the regularity of T s (u), T s (v) and L s we have
Since χ {|Ts(u)−Ts(v)|<k} tends to zero almost everywhere in Q T as k goes to zero, the Lebesgue dominated convergence allows us to conclude that (4.14) holds. As far as (4.15) is concerned we have for almost any t ∈ (0, T )
where sign(r) = r/|r| for any r = 0 and sign(0) = 0. Since u and v are finite almost everywhere in Ω × (0, T ) and since f belongs to L 1 (Q T ) the Lebesgue dominated convergence theorem implies (4.15).
Now we claim that for almost any t ∈ (0, T )
where M 1 is a constant independent of s, k and σ and where Γ is defined in Lemma 4.1.
Using the definition (4.8) of T σ s , recalling that ∇u = 0 almost everywhere on {(x, t) ; u(x, t) = r} for any r ∈ R and since a(x, t, r, ξ)ξ ≥ 0 we obtain that for any σ and any k > 0
χ {s<|u|<s+σ} a(u, ∇u)∇udxdτ
Similarly we have for any σ and any k > 0
As far as G s,k (t) is concerned, we have for any σ and any k > 0
From assumption (2.2) together with Young inequality it follows that 20) where M 1 is a generic constant depending upon p and α 0 . Estimates (4.18)-(4.20) allow us to deduce that (4.17) holds.
Now we prove that for almost any t ∈ (0, T )
where M 1 is a constant independent of s, k and σ and where ω is a positive function such that lim k→0 ω(k) = 0. We first write that for almost any t ∈ (0, T ) lim sup
We estimate C 1 s,k and C 2 s,k . By (2.5) we obtain
and similarly
Finally, since the function K is locally Lipschitz continuous, we have for
. Because χ {0<|Ts(v)−Ts(u)|<k} tends to 0 almost everywhere in Q T as k goes to 0 and is bounded by 1, the Lebesgue dominated convergence theorem leads to In order to estimate G s,k (t), we obtain for almost any t ∈ (0, T ) lim sup
Since we have
similar arguments to the ones used to deal with G s,k yield that
where M is a constant depending upon p and α 0 . With v in place of u in G 2 s,k we also have
Estimates (4.22)-(4.26) imply (4.21)
Step 3. We are now in a position to prove that u = v almost everywhere in Q T . Passing to the limit-sup as σ goes to 0 and then to the limit-sup as k goes to zero in (4.9) with the help of (4.13), (4.14), (4.15), (4.17) and (4.21) leads to for any s > 0 and for almost any t ∈ (0, T )
(4.27)
Recalling that u (resp. v) is finite almost everywhere in Q T , T s (u)(t) (resp. T s (v)(t)) converges almost everywhere to u(t) (resp. v(t)) as s goes to infinity for almost any t ∈ (0, T ). By Fatou lemma we can pass to the limit-inf as s goes to +∞ in (4.27) and we obtain for almost any t ∈ (0, T ) (4.28)
Lemma 4.1 allows us to conclude that Ω |u(t) − v(t)|dx = 0 for almost any t ∈ (0, T ) so that u = v almost everywhere in Q T .
In the case of the complete operator we need the following lemma which concerns Boccardo-Gallouët kind estimates in Lorentz spaces. 
where M and C 0 are positive constant. Then
where C is a constant depending only on N and C 0 .
Such a result being standard we omit the proof of Lemma 4.2 (see for example the proof of Lemma A.1 given in [12] with a very few modifications).
Proof of Theorem 3.2. The proof is divided into four steps. As in the previous theorem we consider two renormalized solutions u and v of the Problem (2.1) for the same data f, g and u 0 . In Step 1, we plug the test function
in the difference of the equations (2.15) for u and v with S = T σ s (defined in (4.8)) and we obtain equation (4.32).
Step 2 is devoted to estimate the terms of (4.32). In Step 3 we pass to the limit as σ → 0 and s → +∞, k being fixed. Finally in Step 4 using Lemma 4.2 we give an estimate of ∇u − ∇v in some suitable Lorentz spaces, which allows us to conclude that u = v.
Step 1. Let u and v be two renormalized solutions to Problem (2.1) for the same data f, g and u 0 . For every real number s > 0 and σ > 0 we take S = T σ s in (2.15) for u and v. Subtracting these two equations and plugging the test function
, we obtain upon integration on (0, t), that (4.32)
for every k > 0, s > 0, σ > 0 and for almost any t ∈ (0, T ), where
) dxdτ and the remained terms are defined in the proof of Theorem 3.1. We now pass to the limit in (4.32) as σ goes to zero and then as s goes to +∞.
Step 2. We recall that for almost any t ∈ (0, T )
Due to the definition of T σ s we obtain that
and since u and v are finite almost everywhere in Q T , from Fatou lemma it follows that lim inf
Since H(∇u) and H(∇v) belong to L 1 (Q T ) and since u and v are finite almost everywhere in Q T , the Lebesgue theorem yields that
Using the Lipschitz condition (3.4) on H and (3.6) we obtain
It follows that for almost any t ∈ (0, T )
Since f belongs to L 1 (Q T ) while u and v are finite almost everywhere in Q T we have
We now deal with A σ s,k , C σ s,k and G σ s,k . From the definition of T σ s and (3.5) we get 
(4.38)
From Hölder inequality and condition (3.6) we obtain Arguing as in Theorem 3.2 we conclude that u = v almost everywhere in Q T .
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