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Abstract
As shown by Me´dard, the capacity of fading channels with imperfect channel-state information (CSI) can be lower-bounded
by assuming a Gaussian channel input X with power P and by upper-bounding the conditional entropy h(X|Y, Hˆ) by the entropy
of a Gaussian random variable with variance equal to the linear minimum mean-square error in estimating X from (Y, Hˆ). We
demonstrate that, using a rate-splitting approach, this lower bound can be sharpened: by expressing the Gaussian input X as
the sum of two independent Gaussian variables X1 and X2 and by applying Me´dard’s lower bound first to bound the mutual
information between X1 and Y while treating X2 as noise, and by applying it a second time to the mutual information between
X2 and Y while assuming X1 to be known, we obtain a capacity lower bound that is strictly larger than Me´dard’s lower bound.
We then generalize this approach to an arbitrary number L of layers, where X is expressed as the sum of L independent Gaussian
random variables of respective variances P`, ` = 1, . . . , L summing up to P . Among all such rate-splitting bounds, we determine
the supremum over power allocations P` and total number of layers L. This supremum is achieved for L→∞ and gives rise to an
analytically expressible capacity lower bound. For Gaussian fading, this novel bound is shown to converge to the Gaussian-input
mutual information as the signal-to-noise ratio (SNR) grows, provided that the variance of the channel estimation error H − Hˆ
tends to zero as the SNR tends to infinity.
I. INTRODUCTION AND CHANNEL MODEL
We consider a single-antenna memoryless fading channel with imperfect channel-state information (CSI), whose time-k
channel output Y [k] corresponding to a time-k channel input X[k] = x ∈ C (where C denotes the set of complex numbers)
is given by
Y [k] =
(
Hˆ[k] + H˜[k]
)
x+ Z[k], k ∈ Z (1)
(with Z denoting the set of integers). Here, the noise {Z[k]}k∈Z is a sequence of independent and identically distributed
(i.i.d.), zero-mean, circularly-symmetric, complex Gaussian random variables with variance E
[|Z[k]|2] = N0. The fading pair{
(Hˆ[k], H˜[k])
}
k∈Z is an arbitrary sequence of i.i.d. complex-valued random variables whose means and variances satisfy the
following conditions:
• Hˆ[k] has mean µ and variance Vˆ ;
• conditioned on Hˆ[k] = hˆ, the random variable H˜[k] has zero mean and variance V˜ (hˆ), i.e.,
E
[
H˜[k]
∣∣ Hˆ[k] = hˆ] = 0 (2a)
E
[|H˜[k]|2 ∣∣ Hˆ[k] = hˆ] , V˜ (hˆ). (2b)
We assume that the joint sequence
{
(Hˆ[k], H˜[k])
}
k∈Z, the noise sequence {Z[k]}k∈Z and the input sequence {X[k]}k∈Z are
independent. We further assume that the receiver is cognizant of the realization of {Hˆ[k]}k∈Z, but the transmitter is only
cognizant of its distribution. We finally assume that both the transmitter and receiver are cognizant of the distributions of
{H˜[k]}k∈Z and {Z[k]}k∈Z but not of their realizations.
The Hˆ[k] can be viewed as an estimate of the fading coefficient
H[k] , Hˆ[k] + H˜[k]. (3)
Accordingly, H˜[k] can be viewed as the channel estimation error. From this perspective, the condition (2a) is, for example,
satisfied when Hˆ[k] is the minimum mean-square error (MMSE) estimate of H[k] from some receiver side information
independent of the input X[k]. When H˜[k] = 0 almost surely, we shall say that the receiver has perfect CSI.
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2The capacity of the above channel (1) under the average-power constraint P on the channel inputs is given by [1]
C(P ) = sup I(X;Y |Hˆ) (4)
where the supremum is over all distributions of X satisfying E[|X|2] ≤ P . Here and throughout the paper we omit the time
indices k wherever they are immaterial. Since (4) is difficult to evaluate, even if Hˆ and H˜ are Gaussian, it is common to
assess C(P ) using upper and lower bounds. A widely-used lower bound on C(P ) is due to Me´dard [2]:
C(P ) ≥ E
[
log
(
1 +
|Hˆ|2P
V˜ (Hˆ)P +N0
)]
, RM(P ). (5)
Here and throughout this paper, log(·) denotes the natural logarithm function. Consequently, all rates specified in this paper
are in nats per channel use. The lower bound (5) follows from (4) by choosing the input XG to be zero-mean, variance-P ,
circularly-symmetric, complex Gaussian1 and by upper-bounding the differential entropy of XG conditioned on Y and Hˆ as
h(XG|Y, Hˆ) = h(XG − αY |Y, Hˆ)
≤ h(XG − αY |Hˆ)
≤ E
[
log
(
pieE
[|XG − αY |2 ∣∣ Hˆ])] (6)
for any α ∈ C. Here the first inequality follows because conditioning cannot increase entropy, and the subsequent inequality
follows because the Gaussian distribution maximizes differential entropy for a given second moment [3, Theorem 9.6.5]. By
expressing the mutual information I(XG;Y |Hˆ) as
I(XG;Y |Hˆ) = h(XG)− h(XG|Y, Hˆ) (7)
and by choosing α in (6) so that αY is the linear MMSE estimate of XG, the lower bound (5) follows.
When the receiver has perfect CSI so that E[V˜ (Hˆ)] = 0, the lower bound RM(P ) is equal to the channel capacity
Ccoh(P ) = E
[
log
(
1 +
|H|2P
N0
)]
. (8)
Consequently, for perfect CSI the lower bound (5) is tight. In contrast, when the receiver has imperfect CSI and the distributions
of V˜ (Hˆ) and Hˆ do not depend on P , the lower bound (5) is loose. In fact, in this case RM(P ) is bounded in P , whereas the
capacity C(P ) is known to be unbounded. For instance, if the conditional entropy of H˜ given Hˆ is finite, then the capacity
has a double-logarithmic growth in P [4].2
This boundedness of RM(P ) is not due to the inequalities in (6) being loose, but is a consequence of choosing a Gaussian
channel input. Indeed, if h(H˜|Hˆ) is finite, then a Gaussian input XG achieves [5, Proposition 6.3.1 and Lemma 6.2.1] (see
also [4, Lemma 4.5])
lim
P→∞
I(XG;Y |Hˆ) ≤ γ + log
(
pieE
[|Hˆ + H˜|2])− h(H˜|Hˆ) (9)
where γ ≈ 0.577 denotes Euler’s constant and where lim denotes the limit superior. Nevertheless, even if we restrict ourselves
to Gaussian inputs, the lower bound
I(XG;Y |Hˆ) ≥ RM(P ) (10)
is not tight. As we shall see, by using a rate-splitting and successive-decoding approach, this lower bound (10) can be sharpened:
we show in Section II that, by expressing the Gaussian input XG as the sum of two independent Gaussian random variables
X1 and X2, and by first applying the bounding technique sketched in (6)–(7) to I(X1;Y |Hˆ) (thus treating HX2 as noise)
and then using the same bounding technique to lower-bound I(X2;Y |Hˆ,X1), we obtain a lower bound on the Gaussian-input
mutual information (and thus also on the capacity) that is strictly larger than the conventional bound RM(P ).
In Section III, we extend this approach by expressing XG as the sum of L ≥ 2 independent Gaussian random variables X`,
` = 1, . . . , L and by applying the bounding technique from (6)–(7) first to I(X1;Y |Hˆ), then to I(X2;Y |Hˆ,X1), and so on.
We show that the so obtained lower bound is strictly increasing in L (provided that we optimize the sum of bounds over the
powers P` = E[|X`|2], ` = 1, . . . , L), and we determine its limit as L tends to infinity. The so-obtained lower bound permits
an analytic expression. In the remainder of this paper, we shall refer to the index ` as a layer and to L as the number of layers.
In Section IV, we show that when, conditioned on Hˆ , the estimation error H˜ is Gaussian, and when its variance (averaged
over Hˆ) tends to zero as the SNR tends to infinity, the new lower bound tends to the Gaussian-input mutual information
I(XG;Y |Hˆ) as the SNR tends to infinity. For non-Gaussian fading, we show that, at high SNR, the difference between
I(XG;Y |Hˆ) and our lower bound is upper-bounded by the difference of the logarithms of the variance of H˜ and of its entropy
power.
1The subscript ‘G’ in XG indicates a Gaussian distribution.
2This result can be generalized to show that if E[log |Hˆ + H˜|2] > −∞ holds, then the capacity grows at least double-logarithmically with P .
3In Section V we discuss the connection of our results with similar results obtained in the mismatched-decoding literature,
and in Section VI we conclude the paper with a summary and discussion. In Appendices III and IV we provide the proofs of
the main results from Sections III and IV, respectively.
II. RATE-SPLITTING WITH TWO LAYERS
For future reference, we state Me´dard’s lower bound (5) in a slightly more general form in the following proposition.
Proposition 1. Let S be a zero-mean, circularly-symmetric, complex Gaussian random variable of variance P . Let A and B
be complex-valued random variables of finite second moments, and let C be an arbitrary random variable. Assume that S is
independent of (A,C), and that, conditioned on (A,C), the variables S and B are uncorrelated. Then
I(S;AS +B|A,C) ≥ E
[
log
(
1 +
|A|2P
VB(A,C)
)]
(11)
where VB(a, c) denotes the conditional variance of B conditioned on (A,C) = (a, c).
Proof: See Appendix I.
Using Proposition 1, we show that, for imperfect CSI and E[|Hˆ|2] > 0, rate splitting with two layers strictly improves
the lower bound (10). Indeed, let X1 and X2 be independent, zero-mean, circularly-symmetric, complex Gaussian random
variables with respective variances P1 and P2 (satisfying P1+P2 = P ) such that XG = X1+X2. By the chain rule for mutual
information, we obtain
I(XG;Y |Hˆ) = I(X1, X2;Y |Hˆ)
= I(X1;Y |Hˆ) + I(X2;Y |Hˆ,X1). (12)
By replacing the random variables A, B, C, and S in Proposition 1 with
A← Hˆ, B ← HˆX2 + H˜X + Z, C ← 0, S ← X1
and by noting that these random variables satisfy the proposition’s conditions, it follows that the first term on the right-hand
side (RHS) of (12) is lower-bounded as
I(X1;Y |Hˆ) ≥ E
[
log
(
1 +
|Hˆ|2P1
V˜ (Hˆ)P1 +
(|Hˆ|2 + V˜ (Hˆ))P2 +N0
)]
, R1(P1, P2). (13)
Similarly, by replacing A, B, C, and S in Proposition 1 with
A← Hˆ, B ← HˆX1 + H˜X + Z, C ← X1, S ← X2
and by noting that these random variables satisfy the proposition’s condition, we obtain for the second term on the RHS of
(12)
I(X2;Y |Hˆ,X1) ≥ E
[
log
(
1 +
|Hˆ|2P2
V˜ (Hˆ)(|X1|2 + P2) +N0
)]
, R2(P1, P2). (14)
Since for every α > 0, the function x 7→ log(1 +α/x) is strictly convex in x > 0, it follows from Jensen’s inequality that the
RHS of (14) is lower-bounded as
E
[
log
(
1 +
|Hˆ|2P2
V˜ (Hˆ)(|X1|2 + P2) +N0
)]
≥ E
[
log
(
1 +
|Hˆ|2P2
V˜ (Hˆ)(P1 + P2) +N0
)]
(15)
with the inequality being strict except in the trivial cases where P1 = 0, P2 = 0, or if, with probability one, at least one of
|Hˆ| and V˜ (Hˆ) is zero.3 Thus, combining (12)–(15), we obtain
R1(P1, P2) +R2(P1, P2) ≥ E
[
log
(
1 +
|Hˆ|2P
V˜ (Hˆ)P +N0
)]
(16)
demonstrating that, when the receiver has imperfect CSI, rate splitting with two layers strictly improves the lower bound (5)
(except in trivial cases).
Figure 1 compares the two-layer bound R1(P1, P2) + R2(P1, P2) with RM(P ) (dashed line) as a function of P1/P , for
Hˆ and H˜ being mutually independent and circularly-symmetric Gaussian with parameters µ = 0, Vˆ = 12 , V˜ (hˆ) =
1
2 for
hˆ ∈ C, P = 10, and N0 = 1. The figure confirms our observation that, when the receiver has imperfect CSI and P1 > 0 and
P2 > 0, rate splitting with two layers outperforms RM(P ) (5). In this example, the optimal power allocation is approximately
at P1 ≈ 0.78P and P2 ≈ 0.22P . In general, the optimal power allocation is difficult to compute analytically.
3We shall write this as Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1. For example, this occurs when the receiver has perfect CSI, in which case V˜ (Hˆ) = 0 almost surely.
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Fig. 1. Comparison of the two-layer lower bound R1(P1, P −P1) +R2(P1, P −P1) (continuous line) with Me´dard’s lower bound RM(P ) (dashed line)
as a function of the power fraction P1/P assigned to the first layer.
III. RATE-SPLITTING WITH L LAYERS
One might wonder whether extending our approach to more than two layers can further improve the lower bound. As we
shall see in the following section, it does. In fact, for every positive power P > 0 we show that, once that the power is
optimally allocated across layers, the rate-splitting lower bound is strictly increasing in the number of layers.
A. L-Layerings and Rate-Splitting Lower Bounds
Let X1, . . . , XL be independent, zero-mean, circularly-symmetric, complex Gaussian random variables with respective
variances P1, . . . , PL satisfying
P =
L∑
`=1
P` (17)
and
XG =
L∑
`=1
X`. (18)
Let the cumulative power Qk be given by
Qk ,
k∑
`=1
P`. (19)
We denote the collection of cumulative powers as
Q ,
{
Q1, . . . , QL
}
(20)
and refer to it as an L-layering.
It follows from the chain rule for mutual information that
I
(
XL;Y |Hˆ) = L∑
`=1
I
(
X`;Y |X`−1, Hˆ
)
(21)
where we use the shorthand AN to denote the sequence A1, . . . , AN , and A0 denotes the empty sequence. Applying
Proposition 1 by replacing the respective A, B, C, and S with
A← Hˆ, B ← Hˆ
∑
`′ 6=`
X`′ + H˜X + Z, C ← X`−1, S ← X`
and by noting that these random variables satisfy the proposition’s conditions, we can lower-bound the `-th summand on the
RHS of (21) as
I
(
X`;Y |X`−1, Hˆ
) ≥ E [log(1 + Γ`,Q(X`−1, Hˆ))]
, R`[Q] (22)
5where
Γ`,Q(X
`−1, Hˆ) , |Hˆ|
2P`
V˜ (Hˆ)
∣∣∑
i<`
Xi
∣∣2 + V˜ (Hˆ)P` + (|Hˆ|2 + V˜ (Hˆ)) ∑
i>`
Pi +N0
(23)
and where the last line in (22) should be viewed as the definition of R`[Q]. Defining
R[Q] , R1[Q] + . . .+RL[Q] (24)
we obtain from (21) and (22) the lower bound
I(XG;Y |Hˆ) = I
(
XL;Y |Hˆ) ≥ R[Q]. (25)
Note that Q`−1 = Q` implies P` = 0, which in turn implies R`[Q] = 0. Without loss of optimality, we can therefore restrict
ourselves to L-layerings satisfying
0 < Q1 < . . . < QL = P. (26)
We shall denote the set of all L-layerings satisfying (26) by Q(P,L). Note that this definition of layerings precludes P = 0,
and we shall from now on assume that P > 0.
Let R?(P,L) denote the lower bound R[Q] optimized over all Q ∈ Q(P,L), i.e.,
R?(P,L) , sup
Q∈Q(P,L)
R[Q]. (27)
In the following, we show that R?(P,L) is monotonically increasing in L. To this end, we need the following lemma.
Lemma 2. Let L′ > L, and let the L-layering Q ∈ Q(P,L) and the L′-layering Q′ ∈ Q(P,L′) satisfy{
Q1, . . . , QL
} ⊂ {Q′1, . . . , Q′L′}. (28)
Then
R[Q] ≤ R[Q′] (29)
with equality if, and only if, Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1.
Proof: See Appendix II.
Theorem 3. The rate R?(P,L) is monotonically nondecreasing in L. Moreover, if Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1, then R?(P,L) =
RM(P ) for every L = 1, 2 . . .
Proof: For every L-layering Q ∈ Q(P,L), we can construct an (L+ 1)-layering Q′ ∈ Q(P,L+ 1) satisfying Q ⊂ Q′ by
adding (Q1 +Q2)/2 to Q. Together with Lemma 2, this implies that for every Q ∈ Q(P,L) there exists a Q′ ∈ Q(P,L+ 1)
such that R[Q] ≤ R[Q′], from which we obtain that R?(P,L) is monotonically nondecreasing upon maximizing both sides
of the inequality over all layerings Q ∈ Q(P,L) and Q′ ∈ Q(P,L+ 1), respectively.
To show that if Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1 then R?(P,L) = RM(P ), L ∈ N (where N denotes the set of positive integers),
we first note that Me´dard’s lower bound (5) corresponds to R[Q] with Q ∈ Q(P, 1). Since the only 1-layering is {P}, it
follows that R[Q] = R?(P, 1) = RM(P ). Furthermore, every L-layering Q′ ∈ Q(P,L), L > 1 satisfies Q ⊂ Q′, so applying
Lemma 2 with the condition Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1 yields R[Q′] = R[Q] = RM(P ) for every Q′ ∈ Q(P,L) and L ∈ N.
The claim follows then by maximizing R[Q′] over all L-layerings Q(P,L).
It follows from Theorem 3 that the best lower bound, optimized over all layerings of fixed sum-power P , namely
R?(P ) , sup
L∈N
sup
Q∈Q(P,L)
R[Q] = sup
L∈N
R?(P,L) (30)
is approached by letting the number of layers L tend to infinity. An explicit expression for R?(P ) is provided by the following
theorem.
Theorem 4. For a given input power P , the supremum of all rate-splitting lower bounds R[Q] over Q ∈ Q(P,L) and L ∈ N
is given by
R?(P ) = lim
L→∞
R?(P,L)
= E
[
|Hˆ|2
|Hˆ|2 + V˜ (Hˆ) + N0P
Θ
(
V˜ (Hˆ)(W − 1)− |Hˆ|2
|Hˆ|2 + V˜ (Hˆ) + N0P
)]
(31)
where
Θ(x) ,
{
1
x log(1 + x), if −1 < x < 0 or x > 0
1, if x = 0
(32)
6and where W is independent of Hˆ and exponentially distributed with mean 1.
Proof: See Appendix III-A.
It can be shown that Θ(·) is a convex function on (−1,∞), so one can readily recover Me´dard’s bound RM(P ) by lower-
bounding (31) via Jensen’s inequality.
Remark 1. The proof of Theorem 4 hinges on the observation that the supremum R?(P ) is approached by an equi-power
layering
U(P,L) ,
{
P
L
, 2
P
L
, . . . , (L− 1)P
L
, P
}
(33)
when the number of layers L is taken to infinity. While this layering was chosen for mathematical convenience, any other
layering would also do, provided that some regularity conditions are met. For example, one can show that for any Lipschitz-
continuous monotonic bijection F : [0, P ]→ [0, P ], we have
lim
L→∞
R
[
F
(
U(P,L)
)]
= lim
L→∞
R
[
U(P,L)
]
= R?(P ) (34)
where F
(
U(P,L)
)
=
{
F (P/L), F (2P/L), . . . , F (P )
}
.
B. Upper Bounds
To assess the tightness of the derived lower bounds, we consider two upper bounds on the Gaussian-input mutual information.
The first upper bound is the capacity when the receiver has perfect CSI [cf. (8)] and follows by noting that improving the CSI
at the receiver does not reduce mutual information:
I(XG;Y |Hˆ) ≤ E
[
log
(
1 +
|H|2P
N0
)]
, Ccoh(P ). (35)
The second upper bound is given by
I(XG;Y |Hˆ) ≤ RM(P ) + E
[
log
(
V˜ (Hˆ)P +N0
Φ˜(Hˆ)PW +N0
)]
, Iupper(P ) (36)
where W is independent of Hˆ and is exponentially distributed with mean 1, and where Φ˜(hˆ) denotes the conditional entropy
power of H˜ , conditioned on Hˆ = hˆ:4
Φ˜(hˆ) ,

1
pie
eh(H˜|Hˆ=hˆ), if h(H˜|Hˆ = hˆ) > −∞
0, otherwise.
(37)
This upper bound follows from expanding the mutual information as h(Y |Hˆ) − h(Y |XG, Hˆ), upper-bounding h(Y |Hˆ) by
the entropy of a Gaussian variable of same variance, and lower-bounding h(Y |XG, Hˆ) using the entropy-power inequality [6,
Theorem 6]. Using the fact that the Gaussian distribution maximizes differential entropy for a given second moment and that
for such a distribution the entropy power equals the variance, it can be shown that
Φ˜(hˆ) ≤ V˜ (hˆ), hˆ ∈ C (38)
for every conditional distribution of H˜ given Hˆ = hˆ with conditional variance V˜ (hˆ).
The upper bound (36) was previously used, e.g., in [7, Equation (42)] and [8, Lemma 2] for Gaussian fading, in which case
(38) is tight and the entropy power equals the conditional variance.
C. Numerical Examples
In Figure 2(a), several bounds on the Gaussian-input mutual information I(XG;Y |Hˆ) are plotted against the SNR on a
range from −10 dB to 30 dB. From top to bottom, we have the coherent capacity (35); the upper bound (36); the supremum
R?(P ) over all rate-splitting bounds (Theorem 4); the two-layer rate-splitting bound with optimized power allocation R?(P, 2);
and Me´dard’s lower bound RM(P ). The grey-shaded area indicates the region in which the curve of the exact Gaussian-input
mutual information I(XG;Y |Hˆ) is located. For this simulation, we have chosen Hˆ and H˜ to be independent and complex
circularly-symmetric Gaussian with parameters µ = 0, Vˆ = 12 , and V˜ (hˆ) =
1
2 , hˆ ∈ C. Observe that the proposed rate-splitting
approach sharpens the bound most at high SNR. In this simulation, the increase R?(P )− RM(P ) is approximately 0.28 bits
per channel use as P tends to infinity.
4We define h(H˜|Hˆ = hˆ) = −∞ if the conditional distribution of H˜ , conditioned on Hˆ = hˆ, is not absolutely continuous with respect to the Lebesgue
measure.
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(a) Bounds vs. SNR.
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(b) Bounds vs. energy per information bit.
Fig. 2. Comparison of capacity and Gaussian-input mutual information bounds for fixed CSI.
Figure 2(b) shows the same bounds as Figure 2(a), but this time with the rate plotted against the energy per information bit
Eb/N0. Observe that the minimum energy per bit of all bounds (except that of the coherent capacity Ccoh) is equal to 1.41dB,
thus demonstrating that the rate-splitting approach sharpens the bound only marginally at low SNR.
IV. ASYMPTOTICALLY PERFECT CSI
The numerical example considered in the previous section (see Figure 2(a)) assumes that V˜ (Hˆ) and Hˆ do not depend on
the SNR P/N0. However, in practical communication systems, the channel estimation error—as measured by the mean error
variance E[V˜ (Hˆ)]—typically decreases as the SNR increases. In this section, we investigate the high-SNR behavior of the
derived bounds when E[V˜ (Hˆ)] vanishes as the SNR tends to infinity. When this condition is satisfied, we shall say that we
have asymptotically perfect CSI.
A. Asymptotic Tightness
We will consider a family of joint distributions of (Hˆ, H˜) parametrized by ρ = P/N0. To make this dependence on ρ
explicit, we shall write in this section the two channel components as Hˆρ and H˜ρ, and the respective variances as Vˆρ and
V˜ρ(Hˆρ). Similarly, we shall write the entropy power, defined in (37), as Φ˜ρ(Hˆρ). We further adapt the notation to express
Me´dard’s lower bound, the rate-splitting lower bounds (27) and (30), and the upper bounds (35) and (36) as functions of ρ,
namely, RM(ρ), R?(ρ, L), R?(ρ), Ccoh(ρ), and Iupper(ρ).
We assume that H = Hˆρ + H˜ρ does not depend on ρ and is normalized:
E
[|Hˆρ|2]+ E[V˜ρ(Hˆρ)] = 1. (39)
We further assume that the variance of the estimation error H˜ρ is not larger than the variance of H , i.e., V˜ρ(hˆρ) ≤ 1 for every
hˆρ ∈ C.
Theorem 5. Let Hˆρ, V˜ρ(Hˆρ), and Φ˜ρ(Hˆρ) satisfy
lim
ρ→∞E
[
V˜ρ(Hˆρ)
]
= 0 (40a)
lim
ρ→∞
{
sup
ξ∈C
V˜ρ(ξ)
Φ˜ρ(ξ)
}
≤M (40b)
for some finite constant M , where we define 0/0 , 1 and a/0 ,∞ for every a > 0. Then, we have
lim
ρ→∞
{
I(XG;Y |Hˆρ)−R?(ρ)
} ≤ log(M)Pr{|H| > 0}. (41)
Proof: See Appendix IV-A.
Remark 2. The proof of Theorem 5 reveals that if Pr{|H| > 0} = 1, then one can strengthen (41) by replacing I(XG;Y |Hˆρ)
by its upper bound Iupper(ρ).
8If conditioned on (almost) every Hˆρ = hˆρ, the estimation error H˜ρ is Gaussian, then we have V˜ρ(hˆρ) = Φ˜ρ(hˆρ) for every
hˆρ ∈ C and (40b) is satisfied for M = 1. Thus, for a conditionally Gaussian H˜ρ, the lower bound R?(ρ) is asymptotically
tight.
Corollary 6. Conditioned on every Hˆρ = hˆρ, let H˜ρ be Gaussian, and let (40a) and (40b) hold. Then, we have
lim
ρ→∞
{
Iupper(ρ)−R?(ρ)
}
= 0. (42)
Proof: The Gaussian distribution of H˜ρ implies that the cumulative distribution function of |H| = |Hˆρ+H˜ρ| is continuous,
so Pr{H = 0} = 0. The result follows then from (132) and (136) in the proof of Theorem 5 (Appendix IV-A) upon noting
that, for a Gaussian distribution, (40b) is satisfied for M = 1.
Corollary 6 demonstrates that, for conditionally Gaussian H˜ρ and asymptotically perfect CSI, both bounds Iupper(ρ) and
R?(ρ) are asymptotically tight in the sense that their difference to the Gaussian-input mutual information vanishes as ρ tends
to infinity. In [5], it was argued that the difference between RM(ρ) and Ccoh(ρ) vanishes as ρ tends to infinity if V˜ρ(Hˆρ) decays
faster than the reciprocal of ρ, in which case Me´dard’s lower bound is asymptotically tight, too. Note however that, if H˜ρ is
conditionally Gaussian, then the upper bound (36) becomes
Iupper(ρ) = RM(ρ) + E
[
log
(
1 + ρV˜ρ(Hˆρ)
1 + ρWV˜ρ(Hˆρ)
)]
(43)
from which follows that
lim
ρ→∞
{
Iupper(ρ)−RM(ρ)
}
= 0 ⇐⇒ lim
ρ→∞ ρE
[
V˜ρ(Hˆρ)] = 0. (44)
Thus, for conditionally Gaussian H˜ρ and asymptotically perfect CSI, Me´dard’s lower bound is asymptotically tight if, and only
if, E
[
V˜ρ(Hˆρ)
]
decays faster than the reciprocal of ρ, whereas R?(ρ) is asymptotically tight irrespective of the rate of decay.
It follows directly from (132)–(135) and Lemma 8 used within the proof of Theorem 5 (Appendix IV-A) that for any fading
distribution satisfying (40b),
lim
ρ→∞
{
Iupper(ρ)−RM(ρ)
} ≤ γ + log(M) (45)
where γ ≈ 0.577 denotes Euler’s constant. Consequently, at high SNR, the bounds Iupper(ρ), R?(ρ), and RM(ρ) have all the
same logarithmic slope.
B. Prediction- and Interpolation-Based Channel Estimation
We evaluate the lower bounds RM(ρ), R?(ρ, 2), and R?(ρ) together with the upper bound Iupper(ρ) for two specific channel
estimation errors satisfying (40a). We assume that Hˆρ and H˜ρ are zero-mean, circularly-symmetric, complex Gaussian random
variables that are independent of each other5 and satisfy the normalization (39). The former has variance Vˆρ and the latter has
variance V˜ρ. We consider variances V˜ρ of the forms
V˜ρ =
(
1
2B
+
1
ρ
)2B
ρ2B−1 − 1
ρ
(46a)
and
V˜ρ =
2BT
ρ+ 2BT
(46b)
for some 0 < B < 12 , where T = b1/(2B)c is the largest integer not greater than 1/(2B).
As we shall argue next, (46a) corresponds to prediction-based channel estimation, whereas (46b) corresponds to interpolation-
based channel estimation. Indeed, suppose for a moment that the fading process {H[k]}k∈Z is not i.i.d. (as assumed in Section I)
but is a zero-mean, unit-variance, stationary, circularly-symmetric, complex Gaussian process with power spectral density
fH(λ) =

1
2B
, |λ| < B
0, B ≤ |λ| ≤ 12
(47)
for some 0 < B < 12 . The fading’s autocovariance function is determined by fH(·) through the expression
E
[
H[k +m](H[k])∗
]
=
∫ 1/2
−1/2
ei2pimλfH(λ) dλ (48)
5Consequently, V˜ρ does not depend on Hˆρ either.
9where (·)∗ denotes complex conjugation and i , √−1.
We obtain (46a) if we let Hˆ[k] be the minimum mean-square error (MMSE) predictor in predicting H[k] from a noisy
observation of its past
H[k − 1]
√
P + Z[k − 1], H[k − 2]
√
P + Z[k − 2], . . . (49)
Indeed, in this case Hˆ[k] and H˜[k] = H[k]− Hˆ[k] are zero-mean, circularly-symmetric, complex Gaussian random variables
that are independent of each other, the latter with mean zero and variance [9, Section 10.8, p. 181–184], [10, Equation (11)]
V˜ρ = exp
{∫ 1/2
−1/2
log
(
fH(λ) +
1
ρ
)
dλ
}
− 1
ρ
. (50)
For the power spectral density (47) this gives (46a). Note that, even though the lower bounds RM(ρ), R?(ρ, L), and R?(ρ) were
derived for i.i.d. fading {Hˆρ[k], H˜ρ[k]}k∈Z, by evaluating them for H˜ρ[k] having variance (46a), they can be used to derive
lower bounds on the capacity of noncoherent fading channels with stationary fading having power spectral density fH(·); see,
e.g., [10].
The variance (46b) corresponds to a channel-estimation scheme where the transmitter emits every T time instants (say at
k = nT , n ∈ Z) a pilot symbol √P and where the receiver estimates the fading coefficients at the remaining time instants k
(i.e., where k is not an integer multiple of T ) from the noisy observations
H[nT ]
√
P + Z[nT ], n ∈ Z (51)
using an MMSE interpolator; see, e.g., [11]–[14]. When the power spectral density fH(·) is bandlimited to B and when
T ≤ 1/(2B), it can be shown that the variance of the estimation error is given by [15]
V˜ρ = 1−
∫ B
−B
ρf2H(λ)
ρfH(λ) + T
dλ. (52)
For the power spectral density (47) this gives (46b). Again, even though the lower bounds RM(ρ), R?(ρ, L), and R?(ρ) were
derived for i.i.d. fading {Hˆρ[k], H˜ρ[k]}k∈Z, by evaluating them for H˜ρ[k] having variance (46b), they can be directly used
to derive lower bounds on the capacity of noncoherent fading channels with stationary fading having power spectral density
fH(·), provided that we account for the rate loss due to the transmission of pilots. In fact, it was shown that, when 1/(2B) is
an integer, the above interpolation-based channel estimation scheme together with Me´dard’s lower bound RM(ρ) achieves the
capacity pre-log [12]–[14].6
C. Numerical Examples
For Figures 3–5 below, we assume that Hˆρ and H˜ρ are independent, zero-mean, circularly-symmetric, complex Gaussian
random variables.
Figure 3(a) shows the lower bounds RM(ρ), R?(ρ, 2), and R?(ρ) together with the upper bounds Iupper(ρ) and Ccoh(ρ) as a
function of ρ for H˜ρ having variance (46a), with B = 1/4. Figure 3(b) shows the same bounds, but as a function of the energy
per information bit. The curve of the exact Gaussian-input mutual information I(XG;Y |Hˆ) is located within the shaded area.
Observe that, in contrast to the curves in Figure 2(a), all curves are unbounded in the SNR, which is a consequence of the
fact that V˜ρ vanishes as ρ tends to infinity. Further observe that the shaded area narrows down as ρ grows. This is consistent
with Corollary 6, which states that for (conditionally) Gaussian H˜ρ and asymptotically perfect CSI, the bounds Iupper(ρ) and
R?(ρ) are asymptotically tight. Note that, as demonstrated by (45), the upper bound Iupper(ρ) and all lower bounds have the
same logarithmic slope at high SNR.
Figure 4(a) shows the lower bounds RM(ρ), R?(ρ, 2), and R?(ρ) together with the upper bounds Iupper(ρ) and Ccoh(ρ) as
a function of ρ for H˜ρ having variance (46b), with BT = 1/2. Again, observe that all curves are unbounded in the SNR and
that the lower bound R?(ρ) is asymptotically tight as ρ tends to infinity. What is more, R?(ρ) is close to Iupper(ρ) for a large
range of SNR. Further observe that, at high SNR, the upper bound Iupper(ρ) and all lower bounds have the same logarithmic
slope as Ccoh(ρ). This fact was used in [12]–[14] to derive tight lower bounds on the capacity pre-log of noncoherent fading
channels.
Figure 5 shows the same plots as Figure 4(a), except that all values have been divided by RM(ρ) so as to visualize the
relative improvement of the rate-splitting bounds over Me´dard’s bound. We observe that, at low SNR, these improvements are
negligible. This indicates that the rate-splitting bounds may be more interesting at moderate and high SNR than at low SNR.
6The capacity pre-log is defined as the limiting ratio of the capacity to log(ρ) as ρ tends to infinity. In multiple-input multiple-output (MIMO) systems, it
is sometimes also referred to as the number of degrees of freedom or the multiplexing gain.
10
−10 0 10 20 300
1
2
3
4
5
ρ [dB]
m
u
tu
a
l
in
fo
rm
a
ti
o
n
[b
it
s/
ch
a
n
n
el
u
se
] Ccoh(ρ)
Iupper(ρ)
R?(ρ)
R?(ρ, 2)
RM(ρ)
(a) Bounds vs. SNR.
−2 0 2 4 6 8 10 12 140
1
2
3
Eb/N0 [dB]
m
u
tu
a
l
in
fo
rm
a
ti
o
n
[b
it
s/
ch
a
n
n
el
u
se
] Ccoh(ρ)
Iupper(ρ)
R?(ρ)
R?(ρ, 2)
RM(ρ)
(b) Bounds vs. energy per information bit.
Fig. 3. Prediction-based channel estimation.
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Fig. 4. Interpolation-based channel estimation.
V. RELATIONSHIP TO MISMATCHED DECODING
We have demonstrated that Me´dard’s lower bound RM(P ) on the capacity of fading channels with imperfect CSI can be
sharpened by using a rate-splitting approach: by expressing the Gaussian input XG as the sum of L Gaussian random variables
X1, . . . , XL, by applying the chain rule for mutual information to express I(X;Y |Hˆ) as
I(X;Y |Hˆ) =
L∑
`=1
I
(
X`;Y
∣∣ X`−1, Hˆ) (53)
and by lower-bounding each mutual information on the RHS of (53) using Me´dard’s bounding technique, we obtain a lower
bound that is strictly larger than RM(P ).
This result is reminiscent of a result in the mismatched decoding literature. Indeed, it has been shown that, if V˜ (hˆ) is
independent of hˆ, then Me´dard’s lower bound RM(P ) is the generalized mutual information (GMI)7 [16]–[18] of the above
channel (1) when the codebook is drawn according to an i.i.d. Gaussian distribution and when the decoding rule is the scaled
7For a given channel and decoding rule, the GMI is the rate below which the average probability of error—averaged over the ensemble of i.i.d. codebooks—
decays to zero as the blocklength tends to infinity, and above which this average tends to one.
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Fig. 5. Bounds from Figure 4(a), divided by RM(P ).
nearest neighbor decoding rule under which the decoder chooses the message m that minimizes [5, Corollary 3.0.1]
D(m) =
1
n
n∑
k=1
∣∣∣y[k]− hˆ[k]x(m)[k]∣∣∣2. (54)
Here,
(
x(m)[1], . . . , x(m)[n]
)
denotes the codeword associated with the message m ∈ {1, . . . , denRe} (where dxe denotes
the smallest integer not smaller than x), and R and n denote the rate and the blocklength of the code, respectively. It has
been further shown that, for a given decoding rule, treating the single-user channel as a multiple-access channel (MAC) can
sometimes yield an achievable rate that is larger than the GMI or other achievable rates corresponding to codebooks under
which the codewords are drawn independently [19].8
Since the above rate-splitting approach treats the single-user channel (1) as an L-user MAC with channel inputs X1, . . . , XL,
i.e.,
Y =
L∑
`=1
(Hˆ + H˜)X` + Z (55)
it may therefore seem plausible that this approach can sharpen Me´dard’s lower bound. Note, however, that it is unknown
whether R[Q] can be achieved with a scaled nearest-neighbor decoder or a modified version thereof.9
VI. SUMMARY AND CONCLUSION
We have demonstrated that rate splitting can increase the well-known capacity lower bound (5) by Me´dard [2] of fading
channels with imperfect channel-state information at the receiver. By computing the supremum of these bounds over all possible
rate-splitting strategies, we have established a novel capacity lower bound which is larger than Me´dard’s lower bound (5).
We have further studied the high-SNR behavior of the novel bound under the assumption that the variance of the channel
estimation error tends to zero with the SNR. We have shown that, for a Gaussian estimation error, the rate-splitting bound
is asymptotically tight in the sense that its difference to the Gaussian-input mutual information vanishes as the SNR tends
to infinity. In contrast to Me´dard’s lower bound, which is asymptotically tight only if the variance of the estimation error
decays faster than the reciprocal of the SNR, the novel lower bound is asymptotically tight irrespective of the rate at which
this variance decays.
While the novel rate-splitting bound outperforms Me´dard’s bound, one may argue that it is less practical due to the successive
decoding strategy, which is more susceptible to error propagation. Nevertheless, we believe that the rate-splitting bound has
theoretical importance, since it may be useful in finding the capacity of noncoherent fading channels. For example, as mentioned
in the previous paragraph for asymptotically perfect CSI, the rate-splitting bound converges to the Gaussian-input mutual
information as the SNR tends to infinity. Consequently, at high SNR, any gap to capacity is merely due to the (potentially
suboptimal) Gaussian input distribution and not due to the bounding techniques used to evaluate mutual information. In order
to find the high-SNR capacity of this channel, it thus remains to assess the optimality of Gaussian inputs. While such inputs
are highly suboptimal for imperfect CSI, they may in fact be optimal when the CSI is asymptotically perfect.
8It is unknown whether this is true for the scaled nearest-neighbor decoding rule.
9In opposition to what we wrote in [20], the modified scaled nearest-neighbor decoder presented in [20, Equations (23) and (24)] achieves a GMI not larger
than RM(P ).
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APPENDIX I
PROOF OF PROPOSITION 1
We expand the mutual information as
I(S;AS +B|A,C) = h(S|A,C)− h(S|AS +B,A,C). (56)
Since, by assumption, S is zero-mean, variance-P , circularly-symmetric, complex Gaussian and independent of (A,C), the
first entropy on the RHS of (56) is readily evaluated as
h(S|A,C) = h(S) = log(pieP ). (57)
Conditioned on (A,C) = (a, c), the second entropy can be upper-bounded as follows:
h(S|AS +B,A = a,C = c) = h(S − αA,C(AS +B − µB|A,C) ∣∣ AS +B,A = a,C = c)
≤ h(S − αA,C(AS +B − µB|A,C) ∣∣ A = a,C = c)
≤ log
(
pieE
[∣∣S − αA,C(AS +B − µB|A,C)∣∣2 ∣∣∣ A = a,C = c]) (58)
for any arbitrary αa,c ∈ C, where µB|a,c , E[B|A = a,C = c]. Here the first inequality follows because conditioning
cannot increase entropy, and the second inequality follows from the entropy-maximizing property of the Gaussian distribution.
Combining (58) with (57) and (56) thus yields for every (A,C) = (a, c) and αa,c
I(S;AS +B|A = a,C = c) ≥ log P
E
[ |S − αA,C(AS +B − µB|A,C)|2∣∣A = a,C = c] . (59)
We choose αa,c so that αa,c(aS + B − µB|a,c) is the linear MMSE estimate of S from the observation AS + B given
(A,C) = (a, c), namely,
αa,c =
E
[
S(AS +B − µB|A,C)∗
∣∣ A = a,C = c]
E
[|AS +B − µB|A,C |2 ∣∣ A = a,C = c] = a
∗P
|a|2P + VB(a, c) (60)
where VB(a, c) denotes the conditional variance of B conditioned on (A,C) = (a, c). Here we have used that, conditioned on
(A,C) = (a, c), the random variables S and B are uncorrelated and that S has zero mean and variance P and is independent
of (A,C). Combining these conditions with (60), we obtain
E
[∣∣S − αA,C(AS +B − µB|A,C)∣∣2 ∣∣∣ A = a,C = c] = P VB(a, c)|a|2P + VB(a, c) . (61)
Consequently, (61) and (59) give for every (A,C) = (a, c)
I(S;AS +B|A = a,C = c) ≥ log
(
1 +
|a|2P
VB(a, c)
)
. (62)
Proposition 1 follows then by averaging over (A,C).
APPENDIX II
PROOF OF LEMMA 2
To prove Lemma 2, we shall demonstrate for every L ∈ N that, if the layerings Q ∈ Q(P,L) and Q′ ∈ Q(P,L+ 1) satisfy{
Q1, . . . , QL
} ⊂ {Q′1, . . . , Q′L+1} (63)
then R[Q] ≤ R[Q′] with equality if, and only if, Pr{Hˆ · V˜ (Hˆ) = 0} = 1. The general case where Q′ ∈ Q(P,L′) for some
arbitrary L′ > L follows directly from the case L′ = L+ 1 by applying the above result (L′ − L) times.
Let the element in Q′ that is not contained in Q be at position τ ∈ {1, . . . , L}, i.e.,10
Q` = Q
′
`, ` = 1, . . . , τ − 1 (64a)
and
Q` = Q
′
`+1, ` = τ, . . . , L. (64b)
We next express Γ`,A(X`−1, Hˆ) in (23) for some general layering A as
Γ`,A(X
`−1, Hˆ) =
|Hˆ|2(A` −A`−1)
V˜ (Hˆ)
∣∣∑
i<`Xi
∣∣2 + (|Hˆ|2 + V˜ (Hˆ))P − |Hˆ|2A` − V˜ (Hˆ)A`−1 +N0 . (65)
10By the definition of a layering, we have Q′L+1 = QL = P , so the element in Q
′ not contained in Q cannot be at position τ = L+ 1.
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Noting that for the layering Q the term
∣∣∑
i<`Xi
∣∣2 has an exponential distribution with mean Q`−1, whereas for the layering
Q′ it has an exponential distribution with mean Q′`−1, and using (64a) and (64b), it can be easily verified that
E
[
log
(
1 + Γ`,Q(X
`−1, Hˆ)
)]
= E
[
log
(
1 + Γ`,Q′(X
`−1, Hˆ)
)]
, ` = 1, . . . , τ − 1 (66)
and
E
[
log
(
1 + Γ`,Q(X
`−1, Hˆ)
)]
= E
[
log
(
1 + Γ`+1,Q′(X
`, Hˆ)
)]
, ` = τ + 1, . . . , L. (67)
Subtracting R[Q] from R[Q′] yields
R[Q′]−R[Q] = E
[
log
(
1 + Γτ,Q′(X
τ−1, Hˆ)
)]
+ E
[
log
(
1 + Γτ+1,Q′(X
τ , Hˆ)
)]− E [log(1 + Γτ,Q(Xτ−1, Hˆ))] . (68)
Since the random variables X1, . . . , Xτ , Hˆ are independent, we can express the second expectation as
E
[
EXτ
[
log
(
1 + Γτ+1,Q′(X
τ , Hˆ)
)∣∣∣Xτ−1, Hˆ]] (69)
where the subscript indicates that the inner expected value is computed with respect to Xτ . Using that, for every α > 0, the
function x 7→ log(1 + α/x) is strictly convex in x > 0, it follows from Jensen’s inequality that, for every Xτ−1 = xτ−1 and
Hˆ = hˆ, the inner expectation is lower-bounded by11
EXτ
[
log
(
1 + Γτ+1,Q′(x
τ−1, Xτ , hˆ)
)] ≥ log(1 + Γ¯τ+1,Q′(xτ−1, hˆ)) (70)
where we define
Γ¯τ+1,Q′(x
τ−1, hˆ) , |hˆ|
2(Q′τ+1 −Q′τ )
V˜ (hˆ)
∣∣∑
i<τ xi
∣∣2 + (|hˆ|2 + V˜ (hˆ))P − |hˆ|2Q′τ+1 − V˜ (hˆ)Q′τ−1 +N0 . (71)
The denominator of Γ¯τ+1,Q′(xτ−1, hˆ) is obtained by noting that Xτ has zero mean, so
EXτ
∣∣∣∣∣∑
i<τ
xi +Xτ
∣∣∣∣∣
2
 = ∣∣∣∣∣∑
i<τ
xi
∣∣∣∣∣
2
+Q′τ −Q′τ−1. (72)
Since Q′ ∈ Q(P,L + 1) implies that E [|Xτ |2] > 0, the inequality in (70) is strict except in the trivial cases V˜ (hˆ) = 0 or
hˆ = 0. Combining (69) and (70) yields
E
[
log
(
1 + Γτ+1,Q′(X
τ , Hˆ)
)] ≥ E [log(1 + Γ¯τ+1,Q′(Xτ−1, Hˆ))] (73)
which together with (68) gives
R[Q′]−R[Q] ≥ E
[
log
(
1 + Γτ,Q′(X
τ−1, Hˆ)
)]
+ E
[
log
(
1 + Γ¯τ+1,Q′(X
τ−1, Hˆ)
1 + Γτ,Q(Xτ−1, Hˆ)
)]
(74)
with the inequality being strict except if Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1.
We next use (64a) and (64b) and the fact that
∣∣∑
i<τ Xi
∣∣2 has an exponential distribution with mean Q′τ−1 under both
layerings Q and Q′ to evaluate the second expected value on the RHS of (74):
E
[
log
(
1 + Γ¯τ+1,Q′(X
τ−1, Hˆ)
1 + Γτ,Q(Xτ−1, Hˆ)
)]
= E
[
log
(
T − |Hˆ|2Q′τ − V˜ (Hˆ)Q′τ−1 +N0
T − |Hˆ|2Q′τ−1 − V˜ (Hˆ)Q′τ−1 +N0
)]
= −E
[
log
(
1 +
|Hˆ|2(Q′τ −Q′τ−1)
T − |Hˆ|2Q′τ − V˜ (Hˆ)Q′τ−1 +N0
)]
(75)
where we introduce
T , V˜ (Hˆ)
∣∣∣∣∣∑
i<τ
Xi
∣∣∣∣∣
2
+
(|Hˆ|2 + V˜ (Hˆ))P (76)
for ease of exposition. By noting that
|Hˆ|2(Q′τ −Q′τ−1)
T − |Hˆ|2Q′τ − V˜ (Hˆ)Q′τ−1 +N0
= Γτ,Q′(X
τ−1, Hˆ) (77)
11With a slight abuse of notation, we write Γτ+1,Q′ (xτ , hˆ) as Γτ+1,Q′ (xτ−1, xτ , hˆ).
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it follows that the RHS of (74) is zero, thus demonstrating that
R[Q] ≤ R[Q′] (78)
with equality if, and only if, Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1. This proves Lemma 2.
APPENDIX III
A. Proof of Theorem 4
To prove Theorem 4, we first note that for hˆ = 0
log
(
1 +
|hˆ|2P
V˜ (hˆ)P +N0
)
= 0 (79)
whereas for V˜ (hˆ) = 0
log
(
1 +
|hˆ|2P
V˜ (hˆ)P +N0
)
= log
(
1 +
|hˆ|2P
N0
)
(80)
which in both cases is equal to
|hˆ|
|hˆ|+ V˜ (hˆ) + N0P
Θ
(
V˜ (hˆ)(W − 1)− |hˆ|2
|hˆ|2 + V˜ (hˆ) + N0P
)
(81)
where W is as in Theorem 4. This implies that, if Pr
{
Hˆ · V˜ (Hˆ) = 0} = 1, then
RM(P ) = E
[
|Hˆ|
|Hˆ|+ V˜ (Hˆ) + N0P
Θ
(
V˜ (Hˆ)(W − 1)− |Hˆ|2
|Hˆ|2 + V˜ (Hˆ) + N0P
)]
(82)
from which Theorem 4 follows because, by Theorem 3, R?(P,L) = RM(P ), L ∈ N.
In the following, we consider the case where Pr
{
Hˆ · V˜ (Hˆ) = 0} < 1. To this end, we first show that it suffices to consider
equi-power layerings
U(P,K) ,
{
P
K
, 2
P
K
, . . . , (K − 1)P
K
,P
}
. (83)
More precisely, we shall show that for every L-layering Q ∈ Q(P,L) there exists some sufficiently large K such that U(P,K)
outperforms Q, i.e.,
R[U(P,K)] > R[Q]. (84)
This then implies that
R?(P ) = sup
L∈N
{
sup
Q∈Q(P,L)
R[Q]
}
= sup
K∈N
R[U(P,K)] (85)
from which we obtain, by Lemma 2, that
R?(P ) = lim
K→∞
R[U(P,K)] (86)
upon noting that U(P,K) ⊂ U(P, 2K) for every K ∈ N.
To show that for every L-layering Q ∈ Q(P,L) there exists some U(P,K) (with K sufficiently large) outperforming
Q, we first note that for every  > 0 one can find a sufficiently large K and two (L + 1)-layerings S ∈ Q(P,L + 1) and
T ∈ Q(P,L+ 1) satisfying Q ⊂ S and T ⊂ U(P,K) such that
max
1≤`≤L+1
|T` − S`| ≤ . (87)
Indeed, S may be obtained by including (Q1 +Q2)/2 into Q, i.e., S = Q ∪ {(Q1 +Q2)/2}. Furthermore, for K larger than
P/(min0≤`≤L |S`+1 − S`|) (where S0 = 0 by convention), choosing
T` =
⌈
S`K
P
⌉
P
K
, ` = 1, . . . , L+ 1
yields T ⊂ U(P,K) and
max
1≤`≤L+1
|T` − S`| ≤ P
K
(88)
from which (87) follows. To prove (84), we then need the following lemma.
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Lemma 7. The function R[Q] satisfies
lim
Q→Q′
R[Q] = R[Q′] (89)
where Q→ Q′ is to be understood as max` |Q` −Q′`| → 0 with Q and Q′ having an equal number of layers.
Proof: See Appendix III-B.
From Lemma 7 and from the observation (87), it follows that for every δ > 0 there exists a sufficiently large K such that∣∣R[T]−R[S]∣∣ ≤ δ. (90)
Since by Lemma 2 and the assumption Pr
{
Hˆ · V˜ (Hˆ) = 0} < 1 we have
R[Q] < R[S] and R[T] < R[U(P,K)] (91)
this yields
R[Q] < R[S] ≤ R[T] + δ (92)
which for a sufficiently small δ is strictly smaller than R[U(P,K)] due to T ⊂ U(P,K). This proves (84).
Recalling that (84) implies (86), we continue by evaluating R[U(P,K)] in the limit as K tends to infinity. To this end, we
write R[U(P,K)] as
R[U(P,K)] =
K∑
`=1
E
[
log
(
1 + Γ`,U(W`, Hˆ)
)]
(93)
with [cf. (23)]
Γ`,U(W`, Hˆ) =
|Hˆ|2
V˜ (Hˆ)(`− 1)W` + V˜ (Hˆ) +
(|Hˆ|2 + V˜ (Hˆ))(K − `) +N0KP (94)
and
W` ,

0, ` = 1
1
(`− 1) PK
∣∣∑
i<`Xi
∣∣2 , ` = 2, . . . ,K. (95)
The random variables (W1, . . . ,WK) are dependent but have equal marginals. (Each marginal has a unit-mean exponential
distribution.) Since the RHS of (93) depends on (W1, . . . ,WK) only via their marginal distributions, we can thus express
R[U(P,K)] as
R[U(P,K)] = E
[
K∑
`=1
log
(
1 + Γ`,U(W, Hˆ)
)]
(96)
where W is independent of Hˆ and has a unit-mean exponential distribution.
Combining (96) with (86) yields
R?(P ) = lim
K→∞
E
[
K∑
`=1
log
(
1 + Γ`,U(W, Hˆ)
)]
. (97)
We next show that
R?(P ) = E
[
lim
K→∞
K∑
`=1
Γ`,U(W, Hˆ)
]
(98)
and evaluate
∑K
`=1 Γ`,U(W, Hˆ) for every (W, Hˆ) = (w, hˆ) in the limit as K tends to infinity. To this end, we first lower-bound
R?(P ) using Fatou’s Lemma [21, (1.6.8), p. 50] and the lower bound log(1 + x) ≥ x− x2/2, x ≥ 0:
R?(P ) = lim
K→∞
E
[
K∑
`=1
log
(
1 + Γ`,U(W, Hˆ)
)]
≥ E
[
lim
K→∞
K∑
`=1
log
(
1 + Γ`,U(W, Hˆ)
)]
≥ E
[
lim
K→∞
K∑
`=1
Γ`,U(W, Hˆ)
]
− 1
2
E
[
lim
K→∞
K∑
`=1
Γ 2`,U(W, Hˆ)
]
(99)
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where lim denotes the limit inferior. We next argue that the second term on the RHS of (99) is zero. Indeed, we have for
every (W, Hˆ) = (w, hˆ) [cf. (94)]
Γ 2`,U(w, hˆ) =
|hˆ|4[
V˜ (hˆ)(`− 1)w + V˜ (hˆ) + (|hˆ|2 + V˜ (hˆ))(K − `) +N0KP ]2
≤ |hˆ|
4[
min
{
V˜ (hˆ)w,
(|hˆ|2 + V˜ (hˆ))} (K − 1) + V˜ (hˆ) +N0KP ]2 (100)
where the inequality follows from observing that the denominator of Γ 2`,U(w, hˆ) is the square of a positive affine linear function
of ` ∈ {1, . . . ,K} and is therefore minimized for either ` = 1 or ` = K. This yields
K∑
`=1
Γ 2`,U(w, hˆ) ≤
K|hˆ|4[
min
{
V˜ (hˆ)w,
(|hˆ|2 + V˜ (hˆ))} (K − 1) + V˜ (hˆ) +N0KP ]2 . (101)
Since
∑K
`=1 Γ
2
`,U(w, hˆ) is nonnegative, and since the RHS of (101) vanishes as K tends to infinity, it follows that, for every
(W, Hˆ) = (w, hˆ),
lim
K→∞
K∑
`=1
Γ 2`,U(w, hˆ) = 0. (102)
Combining (102) with (99) yields
R?(P ) ≥ E
[
lim
K→∞
K∑
`=1
Γ`,U(W, Hˆ)
]
. (103)
We next show that
R?(P ) ≤ E
[
lim
K→∞
K∑
`=1
Γ`,U(W, Hˆ)
]
. (104)
To this end, we first use the upper bound log(1 + x) ≤ x, x ≥ 0 to obtain
R?(P ) = lim
K→∞
E
[
K∑
`=1
log
(
1 + Γ`,U(W, Hˆ)
)]
≤ lim
K→∞
E
[
K∑
`=1
Γ`,U(W, Hˆ)
]
. (105)
Noting that, for every (W, Hˆ) = (w, hˆ), the sum inside the expectation is upper-bounded by
K∑
`=1
Γ`,U(w, hˆ) ≤
K∑
`=1
|hˆ|2
N0
K
P
=
P |hˆ|2
N0
, ζ(hˆ) (106)
and noting that, since Hˆ has a finite second moment, we have that 0 < E[ζ(Hˆ)] <∞, we obtain (104) upon applying Fatou’s
Lemma to the nonnegative function (w, hˆ) 7→ ζ(hˆ)−∑K`=1 Γ`,U(w, hˆ).
It remains to show that, for every (W, Hˆ) = (w, hˆ),
lim
K→∞
K∑
`=1
Γ`,U(w, hˆ) =
|hˆ|2
|hˆ|2 + V˜ (hˆ) + N0P
Θ
(
V˜ (hˆ)(w − 1)− |hˆ|2
|hˆ|2 + V˜ (hˆ) + N0P
)
(107)
where Θ(·) is defined in (32). This then implies that the bounds (103) and (104) coincide and
R?(P ) = E
[
|Hˆ|2
|Hˆ|2 + V˜ (Hˆ) + N0P
Θ
(
V˜ (Hˆ)(W − 1)− |Hˆ|2
|Hˆ|2 + V˜ (Hˆ) + N0P
)]
(108)
which proves Theorem 4.
To show (107), we express the denominator in Γ`,U(w, hˆ) as a`+ bK + c with
a = V˜ (hˆ)(w − 1)− |hˆ|2 (109a)
b = |hˆ|2 + V˜ (hˆ) + N0
P
(109b)
c = V˜ (hˆ)(1− w) (109c)
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allowing us to write
K∑
`=1
Γ`,U(w, hˆ) =
K∑
`=1
|hˆ|2
a`+ bK + c
. (110)
Observe that, for every (w, hˆ), a+ b and a are strictly positive.
If a = 0, then we get the limit
lim
K→∞
K∑
`=1
Γ`,U(w, hˆ) =
|hˆ|2
b
. (111)
We next consider the case a 6= 0. Note that
lim
K→∞
(
K∑
`=1
|hˆ|2
a`+ bK + c
−
K∑
`=1
|hˆ|2
a`+ bK
)
= 0. (112)
Indeed, by the triangle inequality, we have∣∣∣∣∣
K∑
`=1
|hˆ|2
a`+ bK + c
−
K∑
`=1
|hˆ|2
a`+ bK
∣∣∣∣∣ ≤
K∑
`=1
|c||hˆ|2
(a`+ bK + c)(a`+ bK)
. (113)
Since the two factors (a`+ bK + c) and (a`+ bK) appearing in the denominator are both positive affine functions of ` with
equal coefficient a, their product takes its extremal values at ` = 1 or ` = K, depending on the sign of a. If a > 0, then∣∣∣∣∣
K∑
`=1
|hˆ|2
a`+ bK + c
−
K∑
`=1
|hˆ|2
a`+ bK
∣∣∣∣∣ ≤ K|c||hˆ|2(a+ bK + c)(a+ bK) . (114)
If a ≤ 0, then ∣∣∣∣∣
K∑
`=1
|hˆ|2
a`+ bK + c
−
K∑
`=1
|hˆ|2
a`+ bK
∣∣∣∣∣ ≤ K|c||hˆ|2((a+ b)K + c)(a+ b)K . (115)
Since the RHS of (114) and of (115) vanish as K tends to infinity, this yields (112). Consequently,
lim
K→∞
K∑
`=1
|hˆ|2
a`+ bK + c
= lim
K→∞
K∑
`=1
|hˆ|2
a`+ bK
= lim
K→∞
1
K
K∑
`=1
|hˆ|2
a `K + b
=
∫ 1
0
|hˆ|2
ax+ b
dx
=
|hˆ|2
a
log
(
1 +
a
b
)
(116)
where the third step follows by noting that the function x 7→ 1ax+b is Riemann integrable, so the Riemann sum converges to
the integral.
Using the definition of Θ(·) [cf. (32)], it follows from (111) and (116) that
lim
K→∞
K∑
`=1
Γ`,U(w, hˆ) =
|hˆ|2
b
Θ
(a
b
)
=
|hˆ|2
|hˆ|2 + V˜ (hˆ) + N0P
Θ
(
V˜ (hˆ)(w − 1)− |hˆ|2
|hˆ|2 + V˜ (hˆ) + N0P
)
(117)
thus proving (107), which in turn proves Theorem 4.
B. Proof of Lemma 7
We show that
lim
Q→Q′
R[Q] = R[Q′] (118)
where Q→ Q′ should be read as
max
`
∣∣Q` −Q′`∣∣→ 0. (119)
18
To this end, we write R[Q] as
R[Q] =
L∑
`=1
E
[
log
(
1 + Γ`,Q(W`, Hˆ)
)]
(120)
with
Γ`,Q(W`, Hˆ) ,
|Hˆ|2(Q` −Q`−1)
V˜ (Hˆ)W`Q`−1 + V˜ (Hˆ)(Q` −Q`−1) +
(|Hˆ|2 + V˜ (Hˆ))(P −Q`) +N0 (121)
(assuming that Q0 = 0) and
W` ,

0, ` = 0
1
Q`−1
∣∣∣∣∣∑
i<`
Xi
∣∣∣∣∣
2
, ` = 2, . . . , L.
(122)
Using that, with probability one,
0 ≤ log(1 + Γ`,Q(W`, Hˆ)) ≤ |Hˆ|2P
N0
(123)
and that Hˆ has finite variance, it follows from the Dominated Convergence Theorem [21, (1.6.9), p. 50] that
lim
Q→Q′
E
[
log
(
1 + Γ`,Q(W`, Hˆ)
)]
= E
[
lim
Q→Q′
log
(
1 + Γ`,Q(W`, Hˆ)
)]
= E
[
log
(
1 + Γ`,Q′(W`, Hˆ)
)]
(124)
where the last step follows by noting that, for every (w`, hˆ), the function Q 7→ log
(
1+Γ`,Q(w`, hˆ)
)
is continuous. Combining
(124) with (120) proves (118) and, hence, Lemma 7.
APPENDIX IV
A. Proof of Theorem 5
To prove Theorem 5, we show that, in the limit as the SNR tends to infinity, the difference
I(XG;Y |Hˆρ)−R?(ρ) (125)
is upper-bounded by log(M)Pr{|H| > 0} provided that (40a)–(40b) are satisfied. To this end, we introduce the random
variable
D ,
{
0 if H = 0
1 if |H| > 0 (126)
and upper-bound the mutual information in (125) as
I(XG;Y |Hˆρ) ≤ I(XG;Y |Hˆρ, D) (127)
which follows because XG is independent of Hˆρ and D. We next note that
I(XG;Y |Hˆρ, D = 0) = I(XG;Z) = 0 (128)
since XG, Z, and (Hˆρ, H) are independent. If Pr{H = 0} = 1, then Theorem 5 follows directly from (127), (128), and the
nonnegativity of R?(ρ). In the following, we assume that Pr{H = 0} < 1.
We express R?(ρ) in (31) as E[R?(ρ,W, Hˆρ)] with12
R?(ρ, w, ξ) , |ξ|
2
|ξ|2 + V˜ρ(ξ) + ρ−1
Θ
(
(w − 1)V˜ρ(ξ)− |ξ|2
|ξ|2 + V˜ρ(ξ) + ρ−1
)
,
(
ρ > 0, w ≥ 0, ξ ∈ C ). (129)
Note that, by the definition of Θ(·) in (32), R?(ρ, w, ξ) ≥ 0 for every (ρ > 0, w ≥ 0, ξ ∈ C). Using this result together with
(127) and (128), we obtain
I(XG;Y |Hˆρ)−R?(ρ) ≤ I(XG;Y |Hˆρ, D = 1)Pr{|H| > 0} − E
[
R?(ρ,W, Hˆρ)
∣∣ D = 1]Pr{|H| > 0}. (130)
To prove Theorem 5, it remains to show that if (40a)–(40b) hold, then
lim
ρ→∞
{
I(XG;Y |Hˆρ, D = 1)− E
[
R?(ρ,W, Hˆρ)
∣∣ D = 1]} ≤ log(M). (131)
12Recall W is independent of Hˆρ and has a unit-mean exponential distribution.
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For ease of exposition, we will omit in the remainder of the proof the conditioning on the event |H| > 0 and replace tacitly
the joint distribution of (Hˆρ, H) by its conditional distribution, conditioned on |H| > 0. This change will not affect the bounds
(5), (31), and (36), since they hold irrespective of the distribution of (Hˆρ, H) (provided that H and Hˆρ satisfy the conditions
indicated in Section I). Note that, under this new distribution, we have Pr{H = 0} = 0.
To prove (131), we upper-bound I(XG;Y |Hˆρ) by Iupper(ρ) using (36) and express Iupper(ρ)−R?(ρ) as
Iupper(ρ)−R?(ρ) = E
[
RM(ρ, Hˆρ)] + E
[
∆(ρ,W, Hˆρ)
]− E[R?(ρ,W, Hˆρ)]
= E
[
Σ(ρ, Hˆρ)
]
(132)
where we have defined [cf. (5), (36)]
RM(ρ, ξ) , log
(
1 +
|ξ|2
V˜ρ(ξ) + ρ−1
)
,
(
ρ > 0, w ≥ 0, ξ ∈ C ) (133)
∆(ρ, w, ξ) , log
(
V˜ρ(ξ) + ρ
−1
Φ˜ρ(ξ)w + ρ−1
)
,
(
ρ > 0, w ≥ 0, ξ ∈ C ) (134)
and
Σ(ρ, ξ) , RM(ρ, ξ) + E
[
∆(ρ,W, ξ)
]− E[R?(ρ,W, ξ)], (ρ > 0, ξ ∈ C). (135)
Note that Σ(ρ, ξ) ≥ 0, ξ ∈ C since Iupper(ρ) − R?(ρ) is nonnegative for any distribution of Hˆρ, hence it is also nonnegative
if Hˆρ = ξ with probability one.
We next show that
lim
ρ→∞E
[
Σ(ρ, Hˆρ)
] ≤ log(M). (136)
To this end, we write the RHS of (132) as
E
[
Σ
(
ρ, Hˆρ
)]
= E
[
Σ
(
ρ, Hˆρ
)
I
{|Hˆρ| ≤ ξ0}]+ E[Σ(ρ, Hˆρ) I{|Hˆρ| > ξ0}] (137)
for some arbitrary 0 < ξ0 < 1, where I{·} denotes the indicator function (it is 1 if the statement in the curly brackets is true
and is 0 otherwise). We then show that
lim
ξ0↓0
lim
ρ→∞E
[
Σ
(
ρ, Hˆρ
)
I
{|Hˆρ| ≤ ξ0}] = 0 (138a)
and
lim
ξ0↓0
lim
ρ→∞E
[
Σ
(
ρ, Hˆρ
)
I
{|Hˆρ| > ξ0}] ≤ log(M). (138b)
To prove (138a), we need the following two lemmas.
Lemma 8. We have
lim
ρ→∞ supξ∈C
Σ(ρ, ξ) ≤ γ + log(M). (139)
where γ ≈ 0.577 denotes Euler’s constant.
Proof: See Appendix IV-B.
Lemma 9. Let V˜ρ(Hˆρ) and H˜ρ satisfy (40a) and (40b), and assume that Pr{H = 0} = 0. Then
lim
ξ0↓0
lim
ρ→∞
Pr
{|Hˆρ| > ξ0} = 1. (140)
Proof: See Appendix IV-C.
Lemma 8 implies that for every  > 0 there exists a ρ0 > 0 such that
sup
ξ∈C
Σ(ρ, ξ) ≤ γ + log(M) + , ρ ≥ ρ0. (141)
Consequently, for ρ ≥ ρ0 we have
E
[
Σ
(
ρ, Hˆρ
)
I
{|Hˆρ| ≤ ξ0}] ≤ (γ + log(M) + )Pr{|Hˆρ| ≤ ξ0}. (142)
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Together with Lemma 9, this yields (138a) upon taking limits on both sides of (142):
lim
ξ0↓0
lim
ρ→∞
{
E
[
Σ
(
ρ, Hˆρ
)
I
{|Hˆρ| ≤ ξ0}]}
≤ (γ + log(M) + ){ lim
ξ0↓0
lim
ρ→∞Pr
{|Hˆρ| ≤ ξ0}}
= 0. (143)
To prove (138b), we first upper-bound Σ(ρ, ξ) by lower-bounding E[R?(ρ,W, ξ)] for ρ > 0 and |ξ| > ξ0 using that
R?(ρ, w, ξ) is nonnegative and recalling that W is unit-mean exponentially distributed:
E
[
R?(ρ,W, ξ)
] ≥ ∫ κ(ρ,ξ)
0
R?(ρ, w, ξ)e−w dw,
(
ρ > 0, |ξ| > ξ0
)
(144)
where
κ(ρ, ξ) , ξ
2
0√
V˜ρ(ξ) + ρ−1
. (145)
This choice for κ(ρ, ξ) together with the assumption V˜ρ(ξ) ≤ 1 ensures that (1 − w)V˜ρ(ξ) + |ξ|2 is strictly positive for all
values of the integration variable w and for all |ξ| > ξ0. Using (129) and the definition (32) of the function Θ(·), the lower
bound (144) reads as
E
[
R?(ρ,W, ξ)
] ≥ ∫ κ(ρ,ξ)
0
|ξ|2
(w − 1)V˜ρ(ξ)− |ξ|2
log
(
1 +
(w − 1)V˜ρ(ξ)− |ξ|2
|ξ|2 + V˜ρ(ξ) + ρ−1
)
e−w dw,
(
ρ > 0, |ξ| > ξ0
)
. (146)
Combining (146) with (133)–(135) yields
Σ(ρ, ξ) ≤ log
(
1 +
|ξ|2
V˜ρ(ξ) + ρ−1
)
+
∫ ∞
0
log
(
V˜ρ(ξ) + ρ
−1
Φ˜ρ(ξ)w + ρ−1
)
e−w dw
+
∫ κ(ρ,ξ)
0
|ξ|2
(1− w)V˜ρ(ξ) + |ξ|2
log
(
1 +
(w − 1)V˜ρ(ξ)− |ξ|2
|ξ|2 + V˜ρ(ξ) + ρ−1
)
e−w dw,
(
ρ > 0, |ξ| > ξ0
)
. (147)
This upper bound has the form Σ(ρ, ξ) ≤ Σ1(ρ, ξ) +Σ2(ρ, ξ) +Σ3(ρ, ξ) where the terms can be expanded as
Σ1(ρ, ξ) = log
(
|ξ|2 + V˜ρ(ξ) + ρ−1
)∫ κ(ρ,ξ)
0
e−w dw −
∫ κ(ρ,ξ)
0
log
(
V˜ρ(ξ) + ρ
−1
)
e−w dw
+
∫ ∞
κ(ρ,ξ)
log
(
1 +
|ξ|2
V˜ρ(ξ) + ρ−1
)
e−w dw (148a)
Σ2(ρ, ξ) =
∫ κ(ρ,ξ)
0
log
(
V˜ρ(ξ) + ρ
−1
)
e−w dw −
∫ κ(ρ,ξ)
0
log
(
Φ˜ρ(ξ)w + ρ
−1
)
e−w dw
+
∫ ∞
κ(ρ,ξ)
log
(
V˜ρ(ξ) + ρ
−1
Φ˜ρ(ξ)w + ρ−1
)
e−w dw (148b)
Σ3(ρ, ξ) =
∫ κ(ρ,ξ)
0
|ξ|2
(1− w)V˜ρ(ξ) + |ξ|2
log
(
V˜ρ(ξ)w + ρ
−1
)
e−w dw
− log
(
|ξ|2 + V˜ρ(ξ) + ρ−1
)∫ κ(ρ,ξ)
0
|ξ|2
(1− w)V˜ρ(ξ) + |ξ|2
e−w dw. (148c)
Upon reordering terms in (148a)–(148c), the upper bound (147) can be further rewritten as
Σ(ρ, ξ) ≤
5∑
i=1
Ji(ρ, ξ) (149)
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with the five terms
J1(ρ, ξ) ,
∫ κ(ρ,ξ)
0
log
(
V˜ρ(ξ)w + ρ
−1
Φ˜ρ(ξ)w + ρ−1
)
e−w dw (150a)
J2(ρ, ξ) , −
∫ κ(ρ,ξ)
0
(1− w)V˜ρ(ξ)
(1− w)V˜ρ(ξ) + |ξ|2
log
(
V˜ρ(ξ)w + ρ
−1)e−w dw (150b)
J3(ρ, ξ) , log
(|ξ|2 + V˜ρ(ξ) + ρ−1) ∫ κ(ρ,ξ)
0
(1− w)V˜ρ(ξ)
(1− w)V˜ρ(ξ) + |ξ|2
e−w dw (150c)
J4(ρ, ξ) ,
∫ ∞
κ(ρ,ξ)
log
(
V˜ρ(ξ) + ρ
−1
Φ˜ρ(ξ)w + ρ−1
)
e−w dw (150d)
J5(ρ, ξ) , log
(
1 +
|ξ|2
V˜ρ(ξ) + ρ−1
)
e−κ(ρ,ξ). (150e)
Here, the term J1(ρ, ξ) is the second term of (148b) to which we add
∫ κ(ρ,ξ)
0
log
(
V˜ρ(ξ)w+ ρ
−1)e−w dw; the term J2(ρ, ξ) is
the first term in (148c) from which we subtract
∫ κ(ρ,ξ)
0
log
(
V˜ρ(ξ)w+ ρ
−1)e−w dw; the term J3(ρ, ξ) follows from adding the
first term in (148a) to the second term in (148c); the term J4(ρ, ξ) is the third term in (148b); the term J5(ρ, ξ) is the third
term in (148a). The second term of (148a) and the first term of (148b) cancel out.
We proceed by showing that, for every ξ0 > 0,
lim
ρ→∞E
[
J1(ρ, Hˆρ) I
{|Hˆρ| > ξ0}] ≤ log(M) (151a)
lim
ρ→∞E
[
Ji(ρ, Hˆρ) I
{|Hˆρ| > ξ0}] ≤ 0, i = 2, 3, 4, 5. (151b)
The claim (138b) then follows by combining (151a) and (151b) with (149) and by letting ξ0 tend to zero from above. The
following lemma will be useful.
Lemma 10. Consider the family of random variables Υρ parametrized by ρ > 0 taking values on (0, η) and satisfying
limρ→∞ E[Υρ] = 0, where η belongs to the extended positive reals, i.e., η ∈ (0,∞]. Let f(·) be a continuous bounded function
on the interval (0, η) with limit limt↓0 f(t) = f0. Then
lim
ρ→∞E
[
f(Υρ)
]
= f0. (152)
Proof: See Appendix IV-D.
1) Limit related to J1(ρ, ξ): Noting that Φ˜ρ(ξ) ≤ V˜ρ(ξ), we have that
w 7→ V˜ρ(ξ)w + ρ
−1
Φ˜ρ(ξ)w + ρ−1
is monotonically increasing in w. Consequently, J1(ρ, ξ) is upper-bounded by
J1(ρ, ξ) ≤
∫ κ(ρ,ξ)
0
log
V˜ρ(ξ)
Φ˜ρ(ξ)
e−w dw
≤
1− e− ξ20√V˜ρ(ξ)+ρ−1
 log(sup
ξ∈C
V˜ρ(ξ)
Φ˜ρ(ξ)
)
,
(
ρ > 0, |ξ| > ξ0
)
(153)
where in the last step we have used (145). Setting ξ to Hˆρ, averaging (153) over Hˆρ, and upper-bounding
I
{|Hˆρ| > ξ0} ≤ 1 (154)
we obtain
E
[
J1(ρ, Hˆρ) I
{|Hˆρ| > ξ0}] ≤
1− E
e− ξ20√V˜ρ(Hˆρ)+ρ−1
 log(sup
ξ∈C
V˜ρ(ξ)
Φ˜ρ(ξ)
)
, ρ > 0. (155)
Noting that the function t 7→ exp (−ξ20/√t) is continuous and bounded on (0,∞) and vanishes as t tends to zero, it follows
from (40a) and Lemma 10 that
lim
ρ→∞E
exp
− ξ20√
V˜ρ(Hˆρ) + ρ−1
 = 0. (156)
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We further have by (40b) as well as the continuity and monotonicity of x 7→ log(x) that
lim
ρ→∞ log
(
sup
ξ∈C
V˜ρ(ξ)
Φ˜ρ(ξ)
)
≤ log(M). (157)
Combining (156) and (157) with (155) proves (151a).
2) Limit related to J2(ρ, ξ): To prove (151b) for i = 2, first note that 0 < ξ0 < 1 implies that, for sufficiently large ρ, we
have
V˜ρ(ξ)w + ρ
−1 ≤ 1, 0 ≤ w ≤ κ(ρ, ξ) (158)
and
(1− w)V˜ρ(ξ) ≥ −|ξ|2, 0 ≤ w ≤ κ(ρ, ξ). (159)
Further note that t 7→ t/(t+ |ξ|2) is monotonically increasing on (−|ξ|2,∞). Consequently, for sufficiently large ρ, (150b) is
upper-bounded by
J2(ρ, ξ) ≤ − V˜ρ(ξ)
V˜ρ(ξ) + |ξ|2
∫ κ(ρ,ξ)
0
log
(
V˜ρ(ξ)w + ρ
−1)e−w dw
≤ V˜ρ(ξ)
V˜ρ(ξ) + |ξ|2
[(
1− e−κ(ξ,ρ)
)
log
1
V˜ρ(ξ)
+
∫ κ(ρ,ξ)
0
|log(w)| e−w dw
]
(160)
where the second inequality follows by lower-bounding log
(
V˜ρ(ξ)w + ρ
−1) ≥ log(V˜ρ(ξ)) + log(w) and from the triangle
inequality.
By using that the exponential function is nonnegative, by upper-bounding the integral by integrating to infinity, and by using
that |ξ| > ξ0, we can further upper-bound (160), for sufficiently large ρ, by
J2(ρ, ξ) ≤ V˜ρ(ξ)
V˜ρ(ξ) + ξ20
[
log
1
V˜ρ(ξ)
+K
]
(161)
where we define
K ,
∫ ∞
0
|log(w)| e−w dw = γ − 2 Ei(−1) (162)
and where Ei(·) denotes the exponential integral function, i.e.,
Ei(−x) , −
∫ ∞
x
e−u
u
du. (163)
Noting that the RHS of (161) is a continuous and bounded function of 0 < V˜ρ(ξ) ≤ 1 that vanishes as V˜ρ(ξ) tends to zero, it
follows from (161), (154), (40a), and Lemma 10 that
lim
ρ→∞E
[
J2(ρ, Hˆρ) I
{|Hˆρ| > ξ0}] ≤ lim
ρ→∞E
[
V˜ρ(Hˆρ)
V˜ρ(Hˆρ) + ξ20
(
log
1
V˜ρ(Hˆρ)
+K
)]
≤ 0 (164)
thus proving (151b) for i = 2.
3) Limit related to J3(ρ, ξ): To prove (151b) for i = 3, we shall prove the stronger statement
lim
ρ→∞E
[∣∣J3(ρ, Hˆρ)∣∣ I{|Hˆρ| > ξ0}] = 0. (165)
To this end, note that by the triangle inequality∣∣∣∣∣ (1− w)V˜ρ(ξ)(1− w)V˜ρ(ξ) + |ξ|2
∣∣∣∣∣ ≤
(
1 + κ(ρ, ξ)
)
V˜ρ(ξ)(
1− κ(ρ, ξ))V˜ρ(ξ) + ξ20 , 0 ≤ w ≤ κ(ρ, ξ). (166)
In (166) we have used that, for 0 ≤ w ≤ κ(ρ, ξ) and |ξ| ≥ ξ0, the denominator is lower-bounded by
(
1−κ(ρ, ξ))V˜ρ(ξ)+ξ20 > 0.
It follows from (166) and the triangle inequality that the absolute value of the integral in (150c) is upper-bounded by∣∣∣∣∣
∫ κ(ρ,ξ)
0
(1− w)V˜ρ(ξ)
(1− w)V˜ρ(ξ) + |ξ|2
e−w dw
∣∣∣∣∣ ≤ (1− e−κ(ρ,ξ))
(
1 + κ(ρ, ξ)
)
V˜ρ(ξ)(
1− κ(ρ, ξ))V˜ρ(ξ) + ξ20 . (167)
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Consequently,∣∣J3(ρ, ξ)∣∣ ≤ (1− e−κ(ρ,ξ)) (1 + κ(ρ, ξ))V˜ρ(ξ)(
1− κ(ρ, ξ))V˜ρ(ξ) + ξ20
∣∣∣log(|ξ|2 + V˜ρ(ξ) + ρ−1)∣∣∣
≤
(
1 + κ(ρ, ξ)
)(
V˜ρ(ξ) + ρ
−1)
ξ20 −
(
κ(ρ, ξ)− 1)+(V˜ρ(ξ) + ρ−1)
∣∣∣log(|ξ|2 + V˜ρ(ξ) + ρ−1)∣∣∣ , (ρ > 0, |ξ| ≥ ξ0) (168)
where we define (a)+ , max(a, 0).13 Here the last step follows by upper-bounding V˜ρ(ξ) ≤ V˜ρ(ξ)+ρ−1 and by lower-bounding(
1− κ(ρ, ξ))V˜ρ(ξ) ≥ −(κ(ρ, ξ)− 1)+(V˜ρ(ξ) + ρ−1) and e−κ(ρ,ξ) ≥ 0.
Using the definition (145) of κ(ρ, ξ), and defining Υρ(ξ) , V˜ρ(ξ) + ρ−1, the RHS of (168) reads as
Υρ(ξ) + ξ
2
0
√
Υρ(ξ)
ξ20 −
(
ξ20 −
√
Υρ(ξ)
)+√
Υρ(ξ)
∣∣log(|ξ|2 + Υρ(ξ))∣∣ . (169)
Since V˜ρ(ξ) ≤ 1 and x 7→ log(x) is a monotonically increasing function, we have
log
(
Υρ(ξ)
) ≤ log(|ξ|2 + Υρ(ξ)) ≤ log (1 + ρ−1 + |ξ|2) . (170)
The absolute value of the logarithm on the RHS of (169) is thus upper-bounded by∣∣log(|ξ|2 + Υρ(ξ))∣∣ ≤ ∣∣log(Υρ(ξ))∣∣+ log (1 + ρ−1 + |ξ|2) . (171)
By noting that
Υρ(ξ) 7→ Υρ(ξ) + ξ
2
0
√
Υρ(ξ)
ξ20 −
(
ξ20 −
√
Υρ(ξ)
)+√
Υρ(ξ)
∣∣log(Υρ(ξ))∣∣ (172)
is a continuous and bounded function of 0 < Υρ(ξ) ≤ 1 + ρ−1 that vanishes as Υρ(ξ) tends to zero, we obtain from (40a),
(154), and Lemma 10 that
lim
ρ→∞E
 Υρ(Hˆρ) + ξ20
√
Υρ(Hˆρ)
ξ20 −
(
ξ20 −
√
Υρ(Hˆρ)
)+√
Υρ(Hˆρ)
∣∣log(Υρ(Hˆρ))∣∣ I{|Hˆρ| > ξ0}

≤ lim
ρ→∞E
 Υρ(Hˆρ) + ξ20
√
Υρ(Hˆρ)
ξ20 −
(
ξ20 −
√
Υρ(Hˆρ)
)+√
Υρ(Hˆρ)
∣∣log(Υρ(Hˆρ))∣∣

= 0. (173)
Furthermore, (154) together with the Cauchy-Schwarz inequality yields
E
 Υρ(Hˆρ) + ξ20
√
Υρ(Hˆρ)
ξ20 −
(
ξ20 −
√
Υρ(Hˆρ)
)+√
Υρ(Hˆρ)
log
(
1 + ρ−1 + |Hˆρ|2
)
I
{|Hˆρ| > ξ0}

≤ E
 Υρ(Hˆρ) + ξ20
√
Υρ(Hˆρ)
ξ20 −
(
ξ20 −
√
Υρ(Hˆρ)
)+√
Υρ(Hˆρ)
log
(
1 + ρ−1 + |Hˆρ|2
)
≤
√√√√√√E

 Υρ(Hˆρ) + ξ20
√
Υρ(Hˆρ)
ξ20 −
(
ξ20 −
√
Υρ(Hˆρ)
)+√
Υρ(Hˆρ)
2
√E [log2 (1 + ρ−1 + |Hˆρ|2)]. (174)
Note that the term inside the first expected value is a continuous and bounded function of 0 < Υρ(Hˆρ) ≤ 1+ρ−1 that vanishes
as Υρ(Hˆρ) tends to zero, so it follows from (40a) and Lemma 10 that the first expected value on the RHS of (174) vanishes
as ρ tends to infinity. We further show in Appendix IV-E that
lim
ρ→∞E
[
log2
(
1 + ρ−1 + |Hˆρ|2
)]
<∞. (175)
13The condition ξ0 < 1 ensures that the denominator remains positive.
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The above arguments combine to demonstrate that
lim
ρ→∞E
 Υρ(Hˆρ) + ξ20
√
Υρ(Hˆρ)
ξ20 −
(
ξ20 −
√
Υρ(Hˆρ)
)+√
Υρ(Hˆρ)
log
(
1 + ρ−1 + |Hˆρ|2
)
I
{|Hˆρ| > ξ0}
 = 0. (176)
Combining (176), (173), (171), and (168) proves (165).
4) Limit related to J4(ρ, ξ): To upper-bound J4(ρ, ξ), we use that, for w ≥ κ(ρ, ξ),
V˜ρ(ξ) + ρ
−1
Φ˜ρ(ξ)w + ρ−1
=
V˜ρ(ξ)
Φ˜ρ(ξ)w + ρ−1
+
ρ−1
Φ˜ρ(ξ)w + ρ−1
≤ V˜ρ(ξ)
Φ˜ρ(ξ)κ(ρ, ξ)
+ 1
≤ sup
ξ∈C
{
V˜ρ(ξ)
Φ˜ρ(ξ)
}√
1 + ρ−1
ξ20
+ 1 (177)
where the first inequality follows by lower-bounding ρ−1 ≥ 0 and w ≥ κ(ρ, ξ) in the denominator of the first fraction
and by lower-bounding Φ˜ρ(ξ)w ≥ 0 in the denominator of the second fraction; and where the second inequality follows by
lower-bounding κ(ρ, ξ) ≥ ξ20/
√
1 + ρ−1 using V˜ρ(ξ) ≤ 1 and by maximizing over ξ. Combining (177) with (150d) yields
J4(ρ, ξ) ≤ log
(
1 + sup
ξ∈C
{
V˜ρ(ξ)
Φ˜ρ(ξ)
}√
1 + ρ−1
ξ20
)∫ ∞
κ(ρ,ξ)
e−w dw
= exp
− ξ20√
V˜ρ(ξ) + ρ−1
 log(1 + sup
ξ∈C
{
V˜ρ(ξ)
Φ˜ρ(ξ)
}√
1 + ρ−1
ξ20
)
. (178)
Setting ξ to Hˆρ, averaging (178) over Hˆρ, and using (154), we obtain
E
[
J4(ρ, Hˆρ) I
{|Hˆρ| > ξ0}]
≤ E
exp
− ξ20√
V˜ρ(Hˆρ) + ρ−1
 log(1 + sup
ξ∈C
{
V˜ρ(ξ)
Φ˜ρ(ξ)
}√
1 + ρ−1
ξ20
)
. (179)
Since, by (40b), the term inside the logarithm is bounded for sufficiently large ρ, (151b) for i = 4 follows by combining (179)
with (156).
5) Limit related to J5(ρ, ξ): Using (145) and defining Υρ(ξ) , V˜ρ(ξ) + ρ−1, the term J5(ρ, ξ) reads as
J5(ρ, ξ) = e
− ξ
2
0√
Υρ(ξ) log
(
1 +
|ξ|2
Υρ(ξ)
)
. (180)
Since V˜ρ(ξ) ≤ 1 and x 7→ log(x) is a monotonically increasing function, this can be upper-bounded as
J5(ρ, ξ) ≤ e
− ξ
2
0√
Υρ(ξ) log
(
1 + ρ−1 + |ξ|2)+ e− ξ20√Υρ(ξ) ∣∣log(Υρ(ξ))∣∣. (181)
We next note that the function t 7→ e−ξ20/
√
t| log(t)| is continuous and bounded on (0, 1 + ρ−1) and tends to zero as t tends
to zero. Consequently, (154) and Lemma 10 yield
lim
ρ→∞E
e− ξ20√Υρ(Hˆρ) ∣∣log(Υρ(Hˆρ))∣∣ · I{|Hˆρ| > ξ0}
 = 0. (182)
Furthermore, by (154) and the Cauchy-Schwarz inequality we have
E
e− ξ20√Υρ(Hˆρ) log (1 + ρ−1 + |Hˆρ|2) I{|Hˆρ| > ξ0}
 ≤ E
e− ξ20√Υρ(Hˆρ) log (1 + ρ−1 + |Hˆρ|2)

≤
√√√√√E
e− 2ξ20√Υρ(Hˆρ)
√E [log2 (1 + ρ−1 + |Hˆρ|2)]. (183)
Since the function t 7→ exp (−2ξ20/√t) is continuous and bounded on (0,∞) and vanishes as t tends to zero, it follows
from (40b) and Lemma 10 that the first expected value on the RHS of (183) vanishes as ρ tends to infinity. Furthermore, by
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(175), the second expected value on the RHS of (183) is bounded for sufficiently small ρ. The above arguments combine to
demonstrate that
lim
ρ→∞E
e− ξ20√Υρ(Hˆρ) log (1 + ρ−1 + |Hˆρ|2) I{|Hˆρ| > ξ0}
 = 0 (184)
which together with (181) and (182) proves (151b) for i = 5.
B. Proof of Lemma 8
We first note that, by specializing Theorem 3 to the case where Hˆ = ξ with probability one, it follows that
RM(ρ, ξ) ≤ E
[
R?(ρ,W, ξ)
]
,
(
ρ > 0, ξ ∈ C). (185)
Combining (185) with (134) and (135), we obtain
Σ(ρ, ξ) ≤ E[∆(ρ,W, ξ)]
= log
(
V˜ρ(ξ) + ρ
−1
Φ˜ρ(ξ)
)
− E
[
log
(
W +
1
ρΦ˜ρ(ξ)
)]
. (186)
The expected value on the RHS of (186) can be evaluated as [22, (4.337), p. 568]
E
[
log
(
W +
1
ρΦ˜ρ(ξ)
)]
= log
(
1
ρΦ˜ρ(ξ)
)
− e
1
ρΦ˜ρ(ξ) Ei
(
− 1
ρΦ˜ρ(ξ)
)
(187)
where Ei(·) denotes the exponential integral as defined in (163). This yields
E
[
∆(ρ,W, ξ)
]
= log
(
1 + ρV˜ρ(ξ)
)
+ e
1
ρΦ˜ρ(ξ) Ei
(
− 1
ρΦ˜ρ(ξ)
)
= log
(
1 + ρΦ˜ρ(ξ)
V˜ρ(ξ)
Φ˜ρ(ξ)
)
+ e
1
ρΦ˜ρ(ξ) Ei
(
− 1
ρΦ˜ρ(ξ)
)
≤ log
(
1 + ρΦ˜ρ(ξ)
V˜ρ(ξ)
Φ˜ρ(ξ)
)
+ Ei
(
− 1
ρΦ˜ρ(ξ)
)
= g
(
ρΦ˜ρ(ξ);
V˜ρ(ξ)
Φ˜ρ(ξ)
)
(188)
where we define
g(t; a) , log(1 + at) + Ei
(
−1
t
)
. (189)
The inequality in (188) follows because Ei(−x) is negative for x > 0 and ex ≥ 1, x ≥ 0.
For a fixed a, the function t 7→ g(t; a) satisfies [4, Section VI-A]14
lim
t→∞ g(t; a) = γ + log(a). (190)
We next show that, for every a ≥ 1, the function t 7→ g(t; a) is monotonically increasing. Indeed, using ddx Ei(−x) = e−x/x,
we have
∂
∂t
g(t; a) =
e−
1
t
(1 + at)t
[
e
1
t at− 1− at
]
≥ e
− 1t
(1 + at)t
[a− 1]
≥ 0, a ≥ 1 (191)
where the second step follows from the lower bound e
1
t ≥ 1 + 1t , t ≥ 0.
14The function g(·; ·) corresponds to g0(·) in [4, Equation (210)] via g(t; a) = log(a) + log
(
1 + 1
at
)− g0 ( 1t ). The result (190) follows by noting that
g0(0) = −γ; cf. [4, Equations (212) and (213)].
26
By (38), we have that V˜ρ(ξ)/Φ˜ρ(ξ) ≥ 1. It thus follows from (186)–(191) that
Σ(ρ, ξ) ≤ g
(
ρΦ˜ρ(ξ);
V˜ρ(ξ)
Φ˜ρ(ξ)
)
≤ lim
t→∞ g
(
t;
V˜ρ(ξ)
Φ˜ρ(ξ)
)
= γ + log
(
V˜ρ(ξ)
Φ˜ρ(ξ)
)
,
(
ρ > 0, ξ ∈ C). (192)
Maximizing the RHS of (192) over ξ ∈ C, and computing the limit as ρ tends to infinity, gives
lim
ρ→∞ supξ∈C
Σ(ρ, ξ) ≤ γ + lim
ρ→∞ log
(
sup
ξ∈C
V˜ρ(ξ)
Φ˜ρ(ξ)
)
≤ γ + log(M) (193)
where the last step follows from the continuity and monotonicity of x 7→ log(x) and from (40b). This proves Lemma 8.
C. Proof of Lemma 9
By the law of total probability, we have
Pr
{|H| > 2ξ0} = Pr{|H| > 2ξ0, |Hˆρ| ≤ ξ0}+ Pr{|H| > 2ξ0, |Hˆρ| > ξ0}
≤ Pr{|H − Hˆρ| > ξ0}+ Pr{|Hˆρ| > ξ0} (194)
using the fact that |H| > 2ξ0 and |Hˆρ| ≤ ξ0 together imply that |H − Hˆρ| > ξ0 due to the triangle inequality, and that
|H| > 2ξ0 and |Hˆρ| > ξ0 together imply |Hˆρ| > ξ0. Using Chebyshev’s inequality [21, (4.10.7), p. 192], the first term on the
RHS of (194) can be further upper-bounded by
Pr
{|H − Hˆρ| > ξ0} ≤ E[V˜ρ(Hˆρ)]
ξ20
. (195)
Combining (195) with (194) gives
Pr
{|H| > 2ξ0} ≤ E[V˜ρ(Hˆρ)]
ξ20
+ Pr
{|Hˆρ| > ξ0}. (196)
By (40a), taking the limit inferior for ρ→∞ on either side of (196) yields
Pr
{|H| > 2ξ0} ≤ lim
ρ→∞
Pr
{|Hˆρ| > ξ0}. (197)
Furthermore, the assumption that Pr
{
H = 0
}
= 0, we have
lim
ξ0↓0
Pr
{|H| > 2ξ0} = Pr{|H| > 0} = 1. (198)
Lemma 9 follows therefore by taking limits as ξ0 ↓ 0 on both sides of (197).
D. Proof of Lemma 10
For every family of random variables Υρ parametrized by ρ > 0 and taking values on (0, η) with η ∈ (0,∞], we have by
Chebyshev’s inequality
Pr {Υρ > ν} ≤ E[Υρ]
ν
, for every ν ∈ (0, η). (199)
Using that limρ→∞ E[Υρ] = 0, we thus have
lim
ρ→∞Pr {Υρ > ν} = 0, for every ν ∈ (0, η) (200)
or equivalently, limρ→∞ Pr {Υρ ≤ ν} = 1. We upper-bound E[f(Υρ)] for any ν ∈ (0, η) as
E[f(Υρ)] = E [f(Υρ) I{Υρ ≤ ν}] + E [f(Υρ) I{Υρ > ν}]
≤ sup
0<t≤ν
f(t)Pr{Υρ ≤ ν}+ sup
ν<t<η
f(t)Pr{Υρ > ν}. (201a)
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Similarly, we lower-bound E[f(Υρ)] for any ν ∈ (0, η) as
E[f(Υρ)] ≥ inf
0<t≤ν
f(t)Pr{Υρ ≤ ν}+ inf
ν<t<η
f(t)Pr{Υρ > ν}. (201b)
Since f(·) is bounded, and by (200), taking limits for ρ→∞ in (201a) and (201b) gives
inf
0<t≤ν
f(t) ≤ lim
ρ→∞
E[f(Υρ)] ≤ lim
ρ→∞E[f(Υρ)] ≤ sup0<t≤ν f(t). (202)
Taking the limit as ν tends to zero from above and using the continuity of f , we finally obtain
lim
ρ→∞E[f(Υρ)] = limt↓0
f(t) = f0 (203)
which proves Lemma 10.
E. Proof of (175)
To prove (175), we first note that the function x 7→ log2(1 + x) is concave for x ≥ e − 1. We thus have for an arbitrary
δ ≥ e− 1 and for ρ ≥ 1
E
[
log2
(
1 + ρ−1 + |Hˆρ|2
)]
= E
[
log2
(
1 + ρ−1 + |Hˆρ|2
)
I
{
|Hˆρ|2 ≤ δ
}]
+ E
[
log2
(
1 + ρ−1 + |Hˆρ|2
)
I
{
|Hˆρ|2 > δ
}]
≤ log2 (2 + δ) + E
[
log2
(
2 + |Hˆρ|2
)
I
{
|Hˆρ|2 > δ
}]
≤ log2 (2 + δ) + Pr
(
|Hˆρ|2 > δ
)
log2
2 + E
[
|Hˆρ|2 I
{
|Hˆρ|2 > δ
}]
Pr
(
|Hˆρ|2 > δ
)
 (204)
where we define 0 log2(1 + a/0) , 0 for every a ≥ 0. Here the first inequality follows by upper-bounding ρ−1 ≤ 1 in
both expected values and by upper-bounding |Hˆρ|2 ≤ δ in the first expected value, and the second inequality follows by
upper-bounding the second expected value using Jensen’s inequality.
We next use (154) and (39) to upper-bound
E
[
|Hˆρ|2 I
{
|Hˆρ|2 > δ
}]
≤ E
[
|Hˆρ|2
]
≤ 1. (205)
This yields
E
[
log2
(
1 + ρ−1 + |Hˆρ|2
)]
≤ log2 (2 + δ) + Pr
(
|Hˆρ|2 > δ
)
log2
2 + 1
Pr
(
|Hˆρ|2 > δ
)

≤ log2 (2 + δ) + sup
0<x≤1
{
x log2
(
2 +
1
x
)}
, ρ ≥ 1 (206)
where the second step follows by maximising the second term over Pr
(
|Hˆρ|2 > δ
)
. Note that the supremum on the RHS of
(206) is finite since the function x 7→ x log2(2 + 1/x) is continuous on 0 < x ≤ 1 and tends to zero as x tends to zero.
Consequently, we have
lim
ρ→∞E
[
log2
(
1 + ρ−1 + |Hˆρ|2
)]
≤ log2 (2 + δ) + sup
0<x≤1
{
x log2
(
2 +
1
x
)}
<∞ (207)
which proves (175).
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