Stochastic Taylor expansions of the expectation of functionals applied to diffusion processes which are solutions of stochastic differential equation systems are introduced. Taylor formulas w.r.t. increments of the time are presented for both, Itô and Stratonovich stochastic differential equation systems with multi-dimensional Wiener processes. Due to the very complex formulas arising for higher order expansions, an advantageous graphical representation by coloured trees is developed. The convergence of truncated formulas is analyzed and estimates for the truncation error are calculated. Finally, the stochastic Taylor formulas based on coloured trees turn out to be a generalization of the deterministic Taylor formulas using plain trees as recommended by Butcher for the solutions of ordinary differential equations.
Introduction
Taylor expansions are well known in the deterministic setting. They play an important role, e.g. for the determination of numerical schemes for the approximation of solutions of differential equations. Especially the modern theory of order conditions for Runge-Kutta methods due to Butcher [4] is based upon expansions w.r.t. trees. A generalization of the deterministic Taylor formula for a class of Itô processes has been introduced by Platen and Wagner [10] .
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They make use of hierarchical sets in order to specify the Taylor expansion of a functional f of the solution process X = (X t ) t≥t 0 of a stochastic differential equation (SDE) (see also [8] ). In contrast to the expansion of f (X t ), a Taylor expansion of the expectation E(f (X t )) is presented in the following. Instead of using hierarchical sets, coloured rooted trees are used for the calculation of the Taylor expansion. For example, a representation with the aid of coloured trees is the key to the stochastic numerical analysis, especially to the determination of Runge-Kutta methods for SDEs as investigated for strong approximation by Burrage and Burrage [2, 3] and for weak approximation by Rößler [11] .
Let (Ω, A, P ) be a probability space with a filtration (F t ) t≥0 and let I = [t 0 , T ] for some 0 ≤ t 0 < T < ∞. We consider the solution (X t ) t∈I of a d-dimensional autonomous stochastic differential equation
where W = ((W 1 t , . . . , W m t )) t≥0 is an m-dimensional Wiener process w.r.t. (F t ) t≥0 and the constant x 0 ∈ R d is the initial value. Like in the deterministic setting, each SDE system can be written as an autonomous SDE system with one additional equation representing time. Hence without loss of generality, autonomous stochastic differential equations are treated in the following only. SDE (1) can be written in integral form as 
for t ∈ I, where the jth column of the d × m-matrix function b = (b i,j ) is denoted by b j for j = 1, . . . , m. The second integral w.r.t. the Wiener process can be interpreted either as an Itô or a Stratonovich integral which is indicated by the asterisk. Thus * dW stands for dW in case of Itô calculus and for •dW in case of Stratonovich calculus. We suppose that a :
and b : R d → R d×m are Borel-measurable and satisfy the conditions of the Existence and Uniqueness Theorem (see, e.g., [1, 6, 7, 9] ).
In order to investigate the Taylor expansion of the expectation of some functional f : R d → R of the solution X of SDE (2) in the case of Itô calculus, we will make use of the diffusion operator L 0 and the operators L j for j = 1, . . . , m in case of an m-dimensional Wiener process. They are defined as
Applying Itô's formula recursively to f (X t ) and afterwards to L 0 f (X s ) yields
This procedure can be continued by applying again Itô's formula to L 0 L 0 f (X u ) and so on. In the following, it is always assumed that all of the necessary derivatives and multiple integrals exist. If we consider the case of d = m = 1 and take the expectation, then we get with
since the expectation of a multiple Itô integral with at least one integration w.r.t. a Wiener process vanishes [6, 8] . The terms on the right hand side, which are called elementary differentials in numerical analysis, get more and more complex for expansions of higher orders. Thus, an approach similar to the rooted tree theory for deterministic ordinary differential equations as described by Butcher [4] is helpful.
Rooted Tree Theory
First of all a definition of the coloured graphs which will be suitable in the rooted tree theory for stochastic differential equation systems is given. In contrast to the trees introduced by Burrage and Burrage [2, 3] , the trees defined in the following own an additional kind of node corresponding to the functional and have a particular structure.
Definition 2.1 Let l be a positive integer.
(1) A monotonically labelled S-tree (stochastic tree) t with l = l(t) nodes is a pair of maps t = (t ′ , t ′′ ) with t ′′ = (t ′′ A , t ′′ J ) and Every monotonically labelled S-tree t can be represented as a graph, whose nodes are elements of {1, . . . , l(t)} and whose arcs are the pairs (t ′ (i), i) for i = 2, . . . , l(t). Here, t ′ defines a father son relation between the nodes, i.e. t ′ (i) is the father of the son i. Furthermore the colour t
, which consists of one element of the set A and one element of the set J ∪{0}, is added to the node i for i = 1, . . . , l(t). The node with label 1 is called root and it is always sketched as the lowest node of the graph. If not stated otherwise, we take A = {γ, τ, σ} in the following. In this case γ = ⊗ denotes the root, τ = is a deterministic node and σ = is a stochastic node. Further we consider a set J = {j 1 , . . . , j s } of indices which are taken as variables so that j i ∈ {1, . . . , m} for i = 1, . . . , s. Usually we assign to the root γ and to all deterministic nodes τ the index 0, which will be omitted in the following. However, we assign to every stochastic node σ an index j i , which is associated with the j i th component of the corresponding m-dimensional Wiener process of the considered SDE. In case of a one-dimensional Wiener process one can omit the set of indices J since j i = 1 for all i = 1, . . . , s (see also [11] ). As an example Figure 1 presents two elements of LT S. For the labelled S-tree t I in Figure 1 we have t 2.3 Let t = (t ′ , t ′′ ) ∈ LT S w.r.t. the set A = {γ, τ, σ}. Then we denote by d(t) = ♯{i : t ′′ (i) = τ } the number of deterministic nodes and by s(t) = ♯{i : t ′′ (i) = σ j , j ∈ J} the number of stochastic nodes of t. The order ρ(t) of the tree t is defined as ρ(t) = d(t) + 1 2 s(t) with ρ(γ) = 0.
The order of the trees t I and t II presented in Figure 1 can be calculated as ρ(t I ) = ρ(t II ) = 2. Every labelled S-tree can be written as a combination of three different brackets defined as follows.
Definition 2.4 If t 1 , . . . , t k are coloured trees then we denote by
the tree in which t 1 , . . . , t k are each joined by a single branch to ⊗ , and j , respectively (see Figure 2 ). Therefore proceeding recursively, for the two examples t I and t II in Figure 1 we
In the following, we will concentrate our considerations to one representative tree of each equivalence class defined as follows:
be elements of LT S. Then the trees t and u are equivalent, i.e. t ∼ u, if the following hold:
Thus, a monotonically labelled S-tree u is equivalent to t, if each label k is replaced by ψ(k) and if the variable indices j i are replaced by π(j i ). Now it is straight forward to consider equivalence classes.
Definition 2.6
The set of all equivalence classes under the relation of Definition 2.5 is denoted by T S = LT S/ ∼. The elements of T S are called (rooted) S-trees. We denote by α(t) the cardinality of t, i.e. the number of possibilities of monotonically labelling the nodes of t with numbers 1, . . . , l(t).
Thus, all trees in Figure 3 belong to the same equivalence class as t I in the example above, since the indices j 1 and j 2 are just renamed either by j 2 and j 1 or j 8 and j 3 , respectively. Finally the graphs differ only in the labelling of their number indices. For every rooted tree t ∈ LT S, there exists a corresponding elementary differential which is a direct generalization of the differential in the deterministic case (see, e.g., [4] ). For j ∈ {1, . . . , m}, the elementary differential is defined recursively by
for single nodes and by
for a tree t with more than one node. Here f (k) , a (k) and b j (k) define a symmetric k-linear differential operator, and one can choose the sequence of labelled S-trees t 1 , . . . , t k in an arbitrary order. For example, the Ith component of
where the components of vectors are denoted by superscript indices, which are chosen as capitals. As a result of this we get for t I and t II the elementary differentials
It has to be pointed out that the elementary differentials for the trees presented in Figure 3 coincide with F (t I ) if the variable indices j i are simply renamed by a suitable bijective mapping π.
There exists a close relation between differentiation of an elementary differential and the growth of the corresponding labelled tree, that is adding further nodes to the tree.
holds, where
Proof. F (t)(x) is by definition a product of some derivatives of the functions f , a and b j . So if we apply the operator
, we have to use the product rule for differentiation. Thus we get a sum with exactly λ = l(t) summands. Now, we only have to observe that each of these summands is equal to the elementary differential of the tree t with one additional arc (λ + 1, i) and a new node λ + 1 of type τ in case of g ≡ a or of type σ j in case of g ≡ b j for the corresponding i ∈ {1, . . . , λ}, respectively. ✷
The growth of an S-tree which corresponds to the twice repeated differentiation of the elementary differential, is stated by the following lemma.
Lemma 2.8 Let t = (t ′ , t ′′ ) ∈ LT S and let λ = l(t) denote the number of nodes of t. Then for
holds, where H 2 (t) is the set of trees u = (u
Proof. Again, F (t)(x) is by definition a product of some derivatives of the functions f , a and b j . So if we apply the operator
, we have to use the product rule for differentiation. Thus we obtain a sum with exactly λ 2 = l(t) 2 summands. Now, we only have to observe that each of these summands is equal to the elementary differential of the tree t with two additional arcs (λ +
holds for all x ∈ R d and any partial derivative ∂ i x g of order i ≤ l.
Truncated Taylor expansions for Itô SDE Systems
For the expansion of the expectation of some functional of the diffusion process (X t ) t∈I which is solution of the d-dimensional Itô SDE
with constant initial value x 0 ∈ R d we have to introduce the subset LT S(I) of LT S. Definition 3.1 Let LT S(I) denote the set of trees t = (t ′ , t ′′ ) ∈ LT S having as root γ = ⊗ and which can be constructed by a finite number of steps of the form a) adding a deterministic node τ = , or b) adding two stochastic nodes σ j = j , where both have the same variable index j ∈ J and neither of them is father of the other.
The nodes have to be labelled in the same order as they have been added by the construction of the tree. Further T S(I) = LT S(I)/ ∼ denotes the equivalence class under the relation of Definition 2.5 restricted to LT S(I) and α I (t) denotes the cardinality of t in LT S(I).
Since the number of stochastic nodes is always even, the order ρ(t) has to be an integer and t owns the variable indices j 1 , . . . , j s(t)/2 . See Figure 4 for some examples of T S(I) up to order two.
Fig. 4. Some trees which belong to LT S(I).
Now the first main result providing a compact way of representing the expectation of some functional of the solution of an Itô stochastic differential equation can be stated.
Theorem 3.2 Let (X t ) t∈I be the solution of the Itô stochastic differential equation system (11) with initial value
. . , d and j = 1, . . . , m we get the following:
(1) For every t ∈ [t 0 , T ] the following truncated expansion holds:
(2) There exists a random variable ξ : Ω → ]t 0 , t[ so that holds:
Proof. Consider the diffusion operator 1 L 0 and the operator L j defined by (3). Then, by reapplication of Itô's formula as in (4) we get
1 L 0 is also called the generator of the solution X (see, e.g., [5, 9, 12] ).
Here, it should be remarked that the first moment of a multiple Itô integral vanishes if it has at least one integration w.r.t. a Wiener process (see [8] ). Thus, in order to prove (12) we have to show the following equation
Therefore, for every n ∈ N 0 we finally have to prove
We proceed by induction. The case n = 0 is trivial: There is only one element γ = ⊗ in LT S(I) with ρ(γ) = 0 and we get with (L
. The step n = 1 is performed as well for better understanding. In this case two different trees t 1.1 = (τ ) and t 1.2 = (σ j 1 , σ j 1 ) in LT S(I), both of order 1, have to be considered. For these two trees we have
Under the assumption that equation (17) holds for n ∈ N 0 we now proceed to give a prove for the case n + 1. Therefore, we get
Next consider the first part of the operator L 0 and apply Lemma 2.7. Then for u ∈ LT S(I) with ρ(u) = n and l(u) = λ we get
where H 1 (u) is the set of all trees t ∈ LT S(I) with ρ(t) = n+1, t ′ | {2,...,λ} = u ′ , t ′′ | {1,...,λ} = u ′′ and t ′′ (λ + 1) = τ . Clearly s(u) = s(t) holds for all t ∈ H 1 (u).
Now we proceed by considering the second part of the operator L 0 . Having Lemma 2.8 in mind, for u ∈ LT S(I) with ρ(u) = n and l(u) = λ we calculate
where H 2 (u) is the set of all trees t = (t ′ , t ′′ ) ∈ LT S(I) with l(t) = λ + 2 nodes, of order ρ(t) = n+1, with
Taking together the results (19) and (20), the following equation
holds for every u ∈ LT S(I) with ρ(u) = n. Now it is easily seen that
By applying (21) and (22) to equation (18) we arrive at
which completes the proof of the first part of Theorem 3.2.
Finally, we have to prove that R n (t, t 0 ) = R * n (t, t 0 ). Due to the Existence and Uniqueness Theorem, there exists N ⊂ Ω with P (N) = 0 such that for all ω ∈ Ω \ N the solution X t (ω) of the Ito SDE (2) is a continuous function of t.
holds. Applying (17) and taking the expectation completes the proof. ✷ A spreadsheet containing all trees t of the set T S(I) up to order 2.0 together with the corresponding graph can be found in Table 1 .
Truncated Taylor expansions for Stratonovich SDE Systems
An expansion of the expectation of some functional applied to the solution of a Stratonovich SDE system can be stated in a similar way as introduced for Itô SDE systems. Therefore we consider the following SDE w.r.t. Stratonovich calculus
The solution (X t ) t∈I of the Stratonovich SDE is also solution of a corresponding Itô SDE as in (11) and therefore also a diffusion process, however with modified driftã
for i = 1, . . . , d. Again we introduce a special subset LT S(S) of LT S.
Definition 4.1 Let LT S(S) denote the set of trees t = (t ′ , t ′′ ) ∈ LT S having as root γ = ⊗ and which can be constructed by a finite number of steps of the form a) adding a deterministic node τ = , or b) adding two stochastic nodes σ j = j , where both nodes have the same variable index j ∈ J.
The nodes have to be labelled in the same order as they have been added by the construction of the tree. Further T S(S) = LT S(S)/ ∼ denotes the equivalence class under the relation of Definition 2.5 restricted to LT S(S) and α S (t) denotes the cardinality of t in LT S(S).
The construction of the trees t ∈ LT S(S) forces the number of stochastic nodes to be even, the order ρ(t) has to be an integer and t owns the variable indices j 1 , . . . , j s(t)/2 . Figure 5 presents some examples up to order two of the set T S(S). As the construction of the trees in LT S(I) is more restrictive than the ones in LT S(S), we have LT S(I) ⊂ LT S(S). As an example, the first and the last tree of Figure 5 don't belong to T S(I).
Fig. 5. Some trees which belong to T S(S).
The following result can be proved in nearly the same way as Theorem 3.2.
Theorem 4.2 Let (X t ) t∈I be the solution of the Stratonovich stochastic differential equation system (24) with initial value
Proof. The proof is very similar to the one of Theorem 3.2. Since the solution (X t ) t∈I of the autonomous Stratonovich stochastic differential equation (24) is also solution of a corresponding Itô stochastic differential equation with the modified driftã (25), we refer to the corresponding Itô stochastic differential equation in the following. Then the diffusion operator L 0 results in
while the operator L j remains as defined in (3) . By reapplication of Itô's formula as performed in (4) we get
with R * n (t, t 0 ) in a similar way as in (15). Thus, to prove (26) it is sufficient to show for every n ∈ N 0 the equation
The proof proceeds by induction. The case n = 0 is trivial. Again step n = 1 is performed for better understanding. In this case three different trees t 1.1 = (τ ), t 1.2 = (σ j 1 , σ j 1 ) and t 1.3 = ({σ j 1 } j 1 ) in LT S(S), all of order 1, have to be considered. For these three trees we have
Under the assumption that equation (30) holds for n ∈ N 0 we proceed to prove the case n + 1. Therefore, we get
Firstly, we apply Lemma 2.7 to the first part of L 0 in the same way as in the proof of Theorem 3.2, however we denote for u ∈ LT S(S) with ρ(u) = n and l(u) = λ the set H 1 (u) by D(u) in the following. Then we proceed by considering the second part of the operator L 0 , which is applied in two steps.
Keeping Lemma 2.7 in mind, as a first step for u ∈ LT S(S) with ρ(u) = n and l(u) = λ, we calculate
(32) where S(u) denotes the set of trees t ∈ LT S with ρ(t) = n + 1 2 , t ′ | {2,...,λ} = u ′ , t ′′ | {1,...,λ} = u ′′ and t ′′ (λ + 1) = σ j = σ s(u)/2+1 . Here we have s(t) = s(u) + 1 for all t ∈ S(u). For the second step, we repeat the first step for u replaced by t = (t ′ , t ′′ ) ∈ S(u).
As a result of this we get for u ∈ LT S(S) with ρ(u) = n and l(u) = λ
where S(S(u)) = t 1 ∈S(u) S(t 1 ) is the set of all trees t = (t ′ , t ′′ ) ∈ LT S(S) with l(t) = λ + 2 nodes, order ρ(t) = n + 1, with t ′ | {2,...,λ} = u ′ , t ′′ | {1,...,λ} = u ′′ and t ′′ (λ + 1) = t ′′ (λ + 2) = σ j = σ j s(u)/2+1 = σ j s(t)/2 . Again we have s(t) = s(u) + 2 for all t ∈ S(S(u)).
Taking together now the results for the first and the second part of L 0 , the equation
holds for every u ∈ LT S(S) with ρ(u) = n. Now it is easily seen that u∈LT S(S) ρ(u)=n D(u) ∪ S(S(u)) = {t ∈ LT S(S) : ρ(t) = n + 1}
and by applying (34) and (35) to (31) we thus arrive at (30) with n replaced by n + 1, which completes the proof of the first part of Theorem 4.2. Finally, we have to prove that R n (t, t 0 ) = R * n (t, t 0 ). This follows by similar considerations as performed in the proof of Theorem 3.2.
✷ A spreadsheet containing all trees t of the set T S(S) up to order 2.0 together with the corresponding graph can be found in Table 1 .
5 Stochastic Taylor series for Itô and Stratonovich SDE systems Proposition 5.1 For R n (t, t 0 ) = R n (t, t 0 ) and for R n (t, t 0 ) = R n (t, t 0 ), some r ∈ N and constants C 1 , C 2 > 0 holds
Proof. Since f, a i ,ã i , b i,j ∈ C of the infinite series (39) one has to prove that lim n→∞ R n (t, t 0 ) = 0 and lim n→∞ R n (t, t 0 ) = 0, which follows from (36). ✷ Table 1 contains all S-trees of the subsets T S(I) and T S(S) up to order two and the corresponding cardinalities α I and α S . The cardinalities can be determined very easily as the number of possibilities to build up the considered tree due to the corresponding rules of growth in Definition 3.1 and Definition 4.1.
Example
As an example, we consider the truncated expansion of the expectation of up to order two is given by E t 0 ,x 0 (f (X t )) =F (t 0.1 )(x 0 ) + F (t 1.1 )(x 0 ) · (t − t 0 ) + 
Finally, we calculate the elementary differentials for the trees appearing in the truncated expansion (40). As a result of this, we get +However, the rooted tree theory allows the direct determination of each elementary differential by the corresponding tree which makes it more transparent and allows an easy analysis of the structure of the elementary differentials. For example, the rooted tree approach serves as an appropriate tool for the determination of stochastic Runge-Kutta methods (see [2, 11] ).
