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Resumo
Os esportes em geral desempenham um papel muito importante na sociedade. Seus be-
nefícios são percebidos tanto nas questões relacionadas com a saúde física e mental, quanto
no entretenimento, além de muito importante economicamente para uma região. Diante deste
fato, o uso de técnicas estatísticas adequadas, tanto na parte descritiva como na tomada de
decisões torna-se uma ferramenta importante para o planejamento de ações que possibilitem a
obtenção de melhores resultados. Neste contexto, este trabalho avaliou, por meio da estatística
descritiva das informações coletadas e do método de análise de regressão linear múltipla, quais
as variáveis regressoras, estatísticas do jogo de basquete, foram significativas para explicação
da variável resposta, quantidade total de vitórias dos times da liga profissional de basquete
dos Estados Unidos, a National Basketball Association (NBA). O modelo final apresentou um
bom ajuste, conseguindo explicar 94% da variabilidade encontrada no número total de vitorias.
Para a realização das análises, os dados foram coletados no site oficial da NBA ao final de 9
temporadas regulares (2009-2019). Todas as análises e resultados foram executados e obtidos
nos softwares Excel e R.




Sports in general play a very important role in society. Its benefits are realized both in terms
of physical and mental health, as well as entertainment, and very important economically for
a region. Given this fact, the use of appropriate statistical techniques, both descriptive and
decision-making becomes an important tool for planning actions that enable better results. In
this context, this work evaluated, through the descriptive statistics of the collected information
and the method of multiple linear regression analysis, which regressive variables, statistics of the
basketball game, were significant to explain the response variable, total number of team wins.
of the professional basketball league in the United States, the National Basketball Association
(NBA). Final model Showing a good fit, being able to explain 94 % of the variability found in
the total number of wins. To perform the analyzes, data were collected on the official NBA
website at the end of 9 regular seasons (2009-2019). All analyzes and results were performed
and obtained using Excel and R.
Keywords: Basketball; Multiple Linear Regression; Numbers of Wins; Cook Distance.
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O basquete é a segunda modalidade mais popular do mundo [14], com uma abrangência
muito grande em quase todos os países dos continentes ao redor mundo. Não é de se surpreender
que quando se pensa nesse esporte, lembra-se quase que instantaneamente dos Estados Unidos,
país onde originou-se o esporte [2]. Em consequência desse fato, faz-se referência à National
Basketball Association (NBA), a liga profissional de basquete daquele país. Considerando todas
as competições desportivas no mundo, essa liga possui um dos maiores faturamentos, ficando
atrás apenas de três outras competições, sendo elas a National Fotball League (NFL), Major
League Baseball (MLB) (ambas dos Estados Unidos) e a Premier League (campeonato inglês
de futebol) [7]. Tais competições fazem com que todo o negócio seja muito lucrativo para os
proprietários de equipes, para as cidades das equipes ou que sediam os jogos, além das várias
emissoras, até de outros países, que transmitem os jogos, não deixando de mencionar que as
competições são uma boa fonte de entretenimento para os moradores e turistas de todas as
partes do mundo. O basquete é um jogo extremamente dinâmico e bastante complexo, com
situações que variam a cada período do jogo. Logicamente nem todos os fatores podem ser
mensurados em números, mas algumas destas características podem ser medidas através das
várias estatísticas que descrevem o panorama de cada equipe, em cada jogo.
Durante a partida de basquete, cada equipe tem 5 jogadores, sendo que todos atacam e
defendem, podendo serem substituídos quantas vezes for desejado. O tempo total de jogo é de
48 minutos, que são divididos em 4 períodos. Havendo empate, deve-se jogar uma prorrogação
de 5 minutos, e se permanecer a igualdade da pontuação será necessário mais um tempo extra
e assim sucessivamente até que haja um vencedor. Em cada ataque a equipe pode marcar 1, 2
ou 3 pontos.
Com o início no ano de 1949, após a unificação com outras ligas concorrentes, a competição
da NBA foi se tornando cada vez mais popular com o tempo. A NBA atualmente, possui
30 franquias (29 estadunidenses e 1 canadense) sediadas em 28 cidades diferentes. Para a
disputa do campeonato, os times são divididos em duas conferências (Oeste e Leste), contendo
15 equipes cada uma, de forma que cada equipe faça 82 jogos durante a temporada regular.
Após todas estas partidas, os 8 melhores de cada conferência se classificam para os playoffs,
jogando uma série de melhor de 7 jogos, ou seja, quem vencer 4 partidas avança para a próxima
rodada. A grande final é um confronto entre o campeão da conferência do oeste e o campeão
da conferência do leste.
A estatística é uma ferramenta de suma importância para análise dos resultados de uma com-
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petição, sendo a modelagem por meio da técnica de modelo regressão linear múltipla (MRLM)
um método eficiente para avaliar as covariáveis que de fato são significativas para explicar a
variável resposta.
Para o caso da NBA, uma análise de regressão múltipla poderá ter um impacto significativo
para avaliação de desempenho das equipes, podendo as conclusões das análises serem bastante
valorizadas pelos comandantes das equipes, uma vez que estas informações podem ser utilizadas
a seu favor para obtenção da vitória.
A técnica dos modelos de regressão já tem sido usada em outros trabalhos, inclusive utili-
zando dados da NBA. Em um destes trabalhos, utilizou-se uma ponderação das estatísticas do
jogo em uma única equação, para a obtenção de uma taxa denominada de Player Efficiency
Rating (PER) calculada a partir de daos de jogos da NBA. Um modelo de regressão linear
foi utilizado para verificar a influência dessa taxa, e consequentemente das covariáveis que a
compõem, para explicação da variável resposta,quantidade total de vitórias da equipe durante
a temporada, obtendo-se um bom ajuste do modelo de regressão linear [16].
Nos dias atuais os desportos ganharam um novo formato. São parte de uma indústria em
pleno desenvolvimento: a indústria do entretenimento esportivo. Como parte dessa indústria e
seu principal produto é que o esporte assumiu um novo aspecto aos olhos de todos: de atividade
e prática massificada, o esporte tornou-se um negócio dotado de um grande mercado e de um
elevado potencial de venda e comercialização. Sendo visto como produto, o esporte ganha uma
nova dimensão diante de seus analistas e gestores, tornando-se parte de uma complexa estrutura
de mercado com suas características e peculiaridades [6].
Dado o crescimento dessa indústria esportiva, a análise estatística das variáveis envolvidas
nos resultados dos jogos ou na estruturação das equipes, torna-se uma estratégia importante
na tomada de decisões, visando sempre melhores e mais lucrativos resultados. A análise de
regressão é uma técnica muito difundida para modelagem não apenas no basquete, como em
outras modalidades. Como exemplo, podemos citar o futebol, que é o esporte mais popular do
Brasil e para o qual, também pode ser aplicada a regressão linear múltipla para estimação de
êxito nos resultados dos jogos [8].
Para o presente trabalho, será apresentada a técnica de modelagem de regressão linear
múltipla aplicada às estatísticas de 9 temporadas regulares da NBA (2009-2019). O objetivo é
encontrar as variáveis que descrevem de maneira significativa a quantidade de vitórias de uma
equipe durante o campeonato. Os dados para realização do trabalho foram coletados no site
oficial da NBA [8]. Realizando-se as tabulações, rotinas, análises e interpretações através do
software R [10].
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2. Fundamentação Teórica
2.1 Introdução ao Método de Regressão
Análise de regressão é uma técnica estatística para investigar e realizar uma modelagem
entre as variáveis. As aplicações da regressão são inúmeras e ocorrem em quase todos os
campos da ciência, incluindo a engenharia, a física, a química, na economia, administração,
ciências biológicas, sociologia e nos esportes. De fato, a análise de regressão pode ser a técnica
estatística mais amplamente utilizada [5].
Com esta técnica, é interessante conhecer os efeitos que algumas variáveis exercem ou não
sobre outras. Mesmo que não exista explicitamente uma relação linear entre as variáveis,
podemos relaciona-las por meio de uma expressão matemática, que pode ser útil para se estimar
o valor de uma das variáveis quando conhecemos os valores das outras, sob determinadas
condições [11].
Genericamente, tais relações funcionais podem ser representadas pela Equação 2.1:
Y = f(X1, X2, ..., Xk) (2.1)
onde Y representa a variável resposta (dependente) e os Xh (h = 1, 2, ..., k) são as variáveis
regressoras (covariáveis).
São exemplos de relações entre variáveis que podem ser analisadas utilizando o método da
regressão:
i) A pressão sanguínea dos pacientes (Y ) de um hospital em função da idade (X);
ii) Relação entre as variação salarial (Y ) ao decorrer de um período de tempo (X);
ii) A variação do preço de um produto (Y ) conforme a percentagem de desconto (X1), a
quantidade ofertada (X2), o custo sobre o produto(X3).
2.2 Modelo de Regressão Linear Simples
De acordo com [11], dados n pares de valores de duas variáveis, Xi, Yi(i = 1, 2, ..., n), se
admitirmos que Y é função linear de X, podemos estabelecer uma regressão linear simples,
cujo modelo estatístico é representado pela Equação 2.2:
Yi = α + βXi + εi (2.2)
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onde α e β são os parâmetros e εi o erro aleatório.
Ao estabelecer um modelo de regressão linear simples (MRLS), pressupomos que:
i) a relação entre X eY é linear;
ii) os valores de X são fixos, isto é, X não é uma variável aleatória;
iii) a média do erro é nula, isto é, E(εi) = 0;
iv) para um dado valor de Xi, variância do erro ε é sempre σ2, denominada variância residual,
isto é,





v) o erro de uma observação é não correlacionado com o erro em uma outra observação, isto
é, E(εiεj) = 0 para i 6= j;
vi) os erros têm distribuição normal com média 0 e variância σ2.
Considerando-se duas variáveis X e Y , com n pares ((X1,Y1,)(X2, Y2) ...(Xn, Yn)), se Y é
função linear de X, pode-se estabelecer uma regressão linear. Tal relação pode ser observada
na Figura 2.1:














Figura 2.1: Gráfico de Regressão Linear Simples
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Na Figura 2.1, pode-se visualizar uma representação de um MRLS. Percebe-se que a relação
entre as duas variáveis pode ser descrita por uma reta, em que à medida que a variável regressora
aumenta, a variável resposta acompanha o seu crescimento, ou seja, há uma relação diretamente
proporcional. Pode-se haver também uma relação inversamente proporcional, ou até mesmo
uma regressão linear perfeita, em que a reta passa por todos os pontos observados.
2.2.1 Método de Mínimos Quadrados
A etapa inicial da análise de regressão é, a obtenção das estimativas a e b dos parâmetros
α e β da regressão. Os valores dessas estimativas podem ser obtidos a partir de uma amostra
de n de valores Xi, Yi(i = 1, 2, ..., n), que correspondem a n pontos num gráfico, a partir dos
quais, de acordo com [11], define-se a equação estimada do modelo a seguir:
Yˆi = a+ bX
em que Yˆi, a e b são, respectivamente, as estimativas de E(Yi) = αˆ + βˆXi, α e β.
Para cada par de valores Xi, Yi pode-se estabelecer o desvio
ǫi = Yi − Yˆi = Yi − (a+ bXi)
O método dos mínimos quadrados consiste em adotar como estimativas dos parâmetros os







[Yi − (a+ bXi)]
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A função Z terá mínimo quadrado quando suas derivadas parciais em relação a a e b forem












[Yi − (a+ bXi)](−Xi) = 0 (2.4)

















































































































































































, xi = Xi − X¯, yi = Yi − Y¯
De acordo com [11], assinalemos duas relações importantes úteis que podem ser obtidas a
partir das Equações 2.3 e 2.4:
Lembrando que Yi = (a+ bXi) = Yi − Y¯ = ǫi, tais equações ficam:
n∑
i=1
ǫi = 0 (2.6)



















De acordo com as Equações 2.6 e 2.7, concluímos que:
n∑
i=1
Yˆiǫi = 0 (2.8)
As relações 2.6, 2.7 e 2.8 mostram, respectivamente, que:
i) a soma dos desvios é iguais a zero,
ii) a soma dos produtos dos desvios pelos correspondentes valores estimados da variável
independente é igual a zero, e
iii) a soma dos produtos dos desvios pelos respectivos valores estimados da variável depen-
dente é igual a zero.
2.3 Modelo de Regressão Linear Múltipla
Segundo [11], tem-se um modelo de regressão linear múltipla (MRLM) quando se admite
que o valor da variável dependente é função linear de duas ou mais variáveis independentes. O
modelo estatístico de uma regressão linear múltipla com k variáveis independentes é:
Yj = α + β1X1i + β2X2i + ...+ βkXki + ǫi, i = 1, ..., n
ou
Yj = α +
k∑
i=1
βiXij + ǫj (2.9)
Para determinar os estimadores que minimizam a soma dos quadrados dos resíduos utiliza-
se o Método dos Mínimos Quadrados, recomendado devido à sua precisão. O MRLM com k
variáveis independentes, pode ser descrito na forma matricial de acordo com a Equação 2.10:



















1 x11 x21 . . . xk1
1 x12 x22 . . . xk2
1 x13 x23 . . . xk3
. . . . .
. . . . .
. . . . .



























De acordo com [3], tem-se:
E[y|x] = E[Xβ + ε]
E[y|x] = E[Xβ] + E[ε]
E[y|x] = Xβ + 0
E[y|x] = Xβ
V ar[y|x] = V ar[Xβ + ε]
V ar[y|x] = V ar[Xβ] + V ar[ε]
V ar[y|x] = σ2
O vetor de dimensão p + 1, cujos elementos compõem a solução de ajuste da função linear
em β0, β1, β2, ..., βk, a um conjunto de pontos (y1, x11, x12, ..., x1k) , ..., (yn, xn1, xn2, ..., xnk), pelo






com a condição de que (X
′
X)−1 exista.
2.3.1 Teste de Significância do Modelo
O teste de hipótese tem como base uma estatística de distribuição F, com k e (n− k − 1)
graus de liberdade, sob H0. Os k graus de liberdade se devem ao fato de termos k parâmetros
das variáveis regressoras. As quantidades para calcular o valor observado da estatística são
dispostas na tabela de Análise de Variância (ANAVA). São decorrentes da soma de quadrados
total de Y (SQT ), dividas em 2 parcelas: soma de quadrados da regressão (SQReg), e a soma
de quadrados dos resíduos (SQE) [3].
SQT = SQReg + SQE (2.12)
De acordo com a Equação 2.12, tem-se:














Por definição, os quadrados médios são obtidos dividindo as somas de quadrados pelos
respectivos graus de liberdade[11].







n− k − 1
No modelo de regressão o teste F é aplicado para validar se as variáveis regressoras, con-
tribuem de maneira significativa para explicação da variável resposta. As hipóteses a serem
testadas são: H0 : β1 = 0, ..., βk = 0 contra H1 : pelo menos um dos betas difere de zero.
Pose-se dizer que a hipótese H0 específica que o modelo não é significativo, e em H1 o modelo
é significativo.





a hipótese H0 : β1 = 0, ..., βk = 0 é rejeitada quando o Fcalculado > Ftabelado ao nível α de
significância, com k e (n− k − 1) graus de liberdade. Para Fcalculado < Ftabelado, aceita-se a
hipótese H0 ao nível α de significância, atestando que há indícios que não há relação linear
entre as variáveis.
A Tabela 2.1 representa a ANAVA:
Tabela 2.1: Tabela ANAVA para o MRLM
FV GL SQ QM
(Fonte de (Graus de (Soma de (Quadrado F0






Erro n− k − 1 SQE SQE
n−k−1
-
Total n− 1 SQT - -
Em um MRLM é interessante testar a significância de cada um dos coeficientes de regressão,
ou seja, existe interesse em verificar se a contribuição de uma variável regressora é significativa
ou não [3].
Para testar individualmente as variáveis, Xk, K = 1, 2, 3, ..., p. Tem-se as seguintes hipóte-
ses: H0 : βk = 0 contra H1 : βk 6= 0.
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a hipótese H0 é rejeitada se tcalc > ttab ao nível de significância α, atestando que que a variável
foi significativa para explicação do modelo. Para tcalc < ttab ao nível de significância α a hipótese
H0 é aceita, conclui-se que a variável não foi significativa para o modelo linear.
2.3.2 Coeficiente de Determinação
O coeficiente de determinação R2, é interpretado como a proporção da variabilidade dos
valores observados de Y , explicada pelo modelo considerado. O valor deR2 pertence ao intervalo
[0, 1], em que quanto mais próximo de 1, melhor o ajuste do modelo considerado [3].












, 0 ≤ R2 ≤ 1 (2.15)
2.3.3 Coeficiente de Determinação Ajustado
O coeficiente de determinação é uma medida descritiva da qualidade do ajustamento obtido.
Entretanto, o valor do coeficiente de determinação depende do número de observações da amos-
tra, tendendo a crescer quando n diminui; no limite, para n = 2, teríamos sempre R2 = 1, pois
dois pontos determinam uma reta e os desvios são, portanto, nulos. Uma forma de contornar
essa limitação é usar o coeficiente de determinação ajustado para graus de liberdade, indicado

























De acordo com a Equações 2.16 e 2.17, excluindo o caso em que R2 = 1, temos R2ajustado <
R2. Note que R2ajustado pode assumir valores negativos.
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2.3.4 Multicolinearidade
Outro aspecto importante no ajuste de modelos de regressão linear múltipla é a multicoline-
aridade. Tem-se como objetivo investigar se há multicolinearidade entre as variáveis regressoras,
visto que a forte correlação entre elas pode resultar em efeitos negativos no ajuste do modelo.
A multicolinearidade é um problema comum em regressão linear, indicando que existe uma re-
lação de linearidade entre as variáveis independentes, prejudicando a estimação dos coeficientes
da regressão [15].
Uma das formas de identificar a presença de multicolinearidade é avaliar o Fator de Inflação
da Variância (VIF - Variance Inflation Factor). Esse fator mede a associação entre as variáveis
regressoras de acordo com o coeficiente de determinação do modelo de regressão, apenas com
as variáveis independentes. De acordo com [1] o Fator de Inflação da Variância é definido de





em que R2i é o coeficiente de determinação da regressão da variável explicativa Xi sobre as
outras variáveis explicativas com i = 1, 2, ..., k, sendo k quantidade de variáveis explicativas no
modelo [15].
Geralmente, considera-se VIF > 10 como um indicativo de problema de multicolinearidade.
2.4 Variável Dummy
Ao trabalharmos com os modelos de regressão, podemos ter que utilizar uma variável binária
(variável dummy), em que é atribuído apenas dois valores distintos, quase sempre representados
por 1 ou 0. Podemos caracterizar os níveis de medida de uma variável:
i) Escala nominal, quando temos uma classificação em categorias. Por exemplo: sexo;
ii) Escala ordinal, válida para a ordem dos números. Por exemplo: classe econômica social;
iii) Escalar intervalar, para este caso considera a ordem e também podemos realizar uma
comparação numérica, intervalos (diferenças) entre valores. Por exemplo: magnitude dos
terremotos medidas na Escala Richter e o ano em um determinado país;
iv) Escala cardinal, quando são válidas todas as operações com os valores. Por exemplo:
valor monetário.
Para construção de variável dummy que representem uma variável nominal A com k cate-
gorias, A1, A2, A3, ..., Ak, são criadas(k − 1) variáveis, Z1, Z2, Z3, ..., Zk−1, assumindo valores 0
ou 1 de forma que para i = 1, 2, 3, ..., k − 1, tenhamos para Zi:
• 1, se a unidade a ser considerada pertence a categoria Ai, ou;
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• 0, se a unidade a ser considerada pertence a categoria Aj, j 6= i.
Uma das principais características deste tipo de variável é a sua total arbitrariedade.
2.5 Seleção de Variáveis Regressoras
Para o ajuste de um MRLM é necessário determinarmos quais variáveis regressoras melhor
explicam a variável resposta do problema, ou seja, dentro de todas as variáveis possíveis escolher
adequadamente aquelas que melhor ajustam o modelo. Utilizando os métodos adequados, a
signicância e adequação do modelo deve ser verificada e realizada a análise de resíduos [3].
Existem vários métodos utilizados para a seleção das variáveis regressoras a serem incorpo-
radas ao modelo de regressão. O métodos são os seguintes:
i) todas as regressões possíveis: descrito pelo método de seleção que escolhe entre todos os
modelos de regressão possíveis;
ii) método "passo a frente"(forward): critério que inicia com o ajuste de umMRLS utilizando
as variáreis regressoras, podendo as mesmas serem acrescentadas no modelo;
iii) método "passo atrás"(backward): critério que inicia com um ajuste de um MRLM com
todas as variáveis, podendo elas serem eliminadas do modelo;
iv) método "passo a passo"(stepwise): é uma forma generalizado do método forward, que
permite de forma alternada, eliminações e inclusões de variáveis no modelo de regressão.
Para o presente trabalho, apresenta-se apenas o método backward, que foi utilizado para a
realização das análises. Este procedimento caracteriza-se por incorporar, inicialmente, todas
as variáveis auxiliares em um modelo de regressão linear múltipla e percorrer etapas, nas quais
uma variável por vez pode vir a ser eliminada. Se em uma dada etapa não houver eliminação
de alguma variável, o processo é então interrompido e as variáveis restantes definem o modelo
final [3].






em que SQRceg e QME
c são calculados de acordo com o modelo de regressão completo e SQRreg
é calculado por meio do modelo de regressão reduzido. A estatística 2.20 testa a contribuição
da variável após a inclusão das demais. A contribuição é significante se o valor da estatística for
maior que um quantil especificado da distribuição F com 1 e (n− p) graus de liberdade, sendo
p o número de parâmetros do modelo completo. Assim, se o valor da estatística for menor que
esse quantil da distribuição F , a contribuição não é considerada significante e o modelo reduzido
deverá ser preferido. Se observarmos várias variáveis não significantes, apenas uma variável é
eliminada em uma etapa (aquela cuja estatística do teste tiver o menor valor). Quando uma
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variável é eliminada, passamos para a nova etapa cujo modelo completo não contém a variável
que foi descartada. Se todas as variáveis são significantes, o processo é concluído, e o modelo
completo desta etapa é o modelo final [3].
2.6 Análise de Resíduos
Segundo [3], os resíduos de um modelo de regressão linear têm uma relação muito forte com a
qualidade do ajuste, bem como com a confiabilidade dos testes estatísticos sobre os parâmetros
do modelo. Nesse sentido, a análise de resíduos tem uma importância fundamental na verifi-
cação da qualidade dos ajustes de modelos. Basicamente, essa análise fornece evidências sobre
possíveis violações nas suposições do modelo, tais como a de normalidade, homocedasticidade,
e quando for o caso ainda fornece indícios de falta de ajuste do modelo proposto.
O vetor de resíduos é definido por:
ε = Y −Xβ
Assim, a esperança dos resíduos definidas respectivamente por:
E[ε] = E[Y −Xβ] = 0
e
V ar[ε] = σ2[I −X(X ′X)−1X ′]
em que I é a matriz identidade.
2.6.1 Teste de Shapiro-Wilk
No modelo de regressão o teste de normalidade é utilizado para determinar se a distribuição
dos resíduos é adequada à uma distribuição normal, utiliza-se o teste de Shapiro-Wilk para
realizar essa verificação. As hipóteses dos teste são: H0 : os resíduos seguem normalidade
versus H1 : os resíduos não seguem normalidade.































em que, ai é o melhor estimador não-viciado do valor esperado das estatísticas de ordem de uma
amostra de tamanho n com distribuição normal. Realiza-se o teste de normalidade, rejeita-se
H0 a um nível de significância α se p-valor < α. A tabela W indica a porcentagem empírica
aproximada dos pontos.
2.6.2 Teste de Durbin-Watson
Para verificar a existência de independência nos resíduos da regressão utilizamos, frequen-
temente, o teste de Durbin-Watson [11]. As hipóteses para aplicação do teste são: H0 : os
resíduos apresentam independência versus H1 : os resíduos não apresentam independência.









, 0 ≤ d ≤ 4 (2.21)
onde os ei são os desvios da regressão ajustada pelo método de mínimos quadrados.
A distribuição de d depende do tamanho (n) da amostra, do número (p) de parâmetros
estimados e também da matriz X. Para tornar mais simples a maneira de efetuar o teste,
foram tabelados, para diferentes valores de n e de p, aos níveis de significância de 1% e 5%
(unilaterais), intervalos (dL, dU) que contêm valor crítico, qualquer que seja a matriz X [11].
A regra do teste consiste em: o valor de d é comparado com dL E dU . Se d < dL, o resultado
é significativo, aceitando a H0 em favor de H1. Se d > dU , o resultado é não significativo, ou
seja, rejeita-se H0. Se dL < d < dU , o resultado é inconclusivo. O valor de d é comparado com
4− dL e 4− dU . O resultado é significativo se d > 4− dL e não-significativo se d < 4− dU . Se
4− dU < d < 4− dL, o resultado é inconclusivo.
2.6.3 Estatística de Influência
Métodos de diagnóstico são utilizados para que desvios entre as observações e os valores
ajustados do modelo sejam analisados e verificados o seu grau de influência sobre a análise. Essa
diferença entre o real e o previsto podem surgir por vários motivos, pela função de variância,
função de ligação, ausência ou não parâmetro de dispersão, parâmetro de inflação nos zeros,
ou ainda pela definição errada da escala da variável ou mesmo porque algumas observações
se mostram dependentes ou possuem correlação serial. Discrepâncias pontuais podem ocorrer
porque as observações estão nos limites observáveis da variável, erros de digitação ou algum
fator não controlado (mas relevante) influenciou a sua obtenção [12].
Note queH = X(X ′X)−1X ′, os elementos da diagonal principal desta matriz, denotados por
hii medem o quão distante a observação yi está das demais n−1 observações do espaço definido
pelas variáveis explicativas no modelo e hii depende apenas do valores das variáveis regressoras
relacionadas à matrizX. Portanto o elemento hii representa uma medida de alavanca da i-ésima
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observação [9].
De acordo com [5], a distância de Cook foi proposta como forma de avaliar a influência desses
pontos no vetor de parâmetros estimados e consequentemente no vetor de valores preditos pelo
modelo.









Observa-se que o valor de Di será grande quando tivermos a medida de alavancagem hii,
próxima do valor de 1 e quando a medida de discrepância da i-ésima observação dada quando
r∗i assumir um valor grande.
A medida de distância de Cook não será adequada para quando os resíduos padronizados
forem grandes e os valores de hii forem próximos de zero. Outros autores também recomendam
como indicador de ponto de alavanca hii =
2p
n
. Esta regra funciona bem na prática, entretanto,
geralmente detecta muitas observações que poderão ser pontos de alavanca ou não. Assim,
outras medidas de diagnóstico serão sempre necessárias para confirmar esse primeiro diagnóstico
[4].
A distância de Cook é uma medida do quadrado da distância entre a estimativa usual de
mínimos quadrados de βˆ baseada em todas as n observações, e a estimativa βˆj obtida quando
o j-ésimo ponto for removido.
Assim a distância de Cook pode ser calculada pela Equação 2.23:
Di =
(βˆj − βˆ)









Para o presente trabalho, todos os dados foram coletados no site oficial da National Bas-
ketball Association - NBA. As informações são das temporadas regulares da liga, do período
de 2009 a 2019, exceto a temporada de 2011-2012, que foi desconsiderada devido a mesma ter
sido completada com 66 jogos totais por equipe, totalizando 9 temporadas. O campeonato é
composto por 30 equipes, em que cada uma delas realiza 82 jogos por temporada. O banco
de dados possui 270 observações, dais quais cada linha de informações contém as estatísticas
para aquela equipe na temporada. Não foram encontradas informações incompletas ou dados
faltantes.
A Figura 3.1, ilustra a variável binária CONF, a qual indica em qual conferência pertence a
equipe, Leste ou Oeste. Pode-se observar os Estados em cor azul, representados pelas equipes
que disputam a conferência Oeste, e os Estados em vermelho representados pelos times que
atuam na conferência Leste. A figura ilustra a quais divisões dentro da conferência pertence a
equipe, característica que não será discutida no presente trabalho.
Figura 3.1: Mapa das Equipes da NBA
A Tabela 3.1 apresenta a variável resposta número total de vitórias da equipe, e 21 variáveis
explicativas para a realização do estudo, em que todas elas são variáveis contínuas.
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Tabela 3.1: Variáveis Utilizadas Para as Análises
Estatística Descrição
W Quantidade total de vitórias da equipe
PTS Média de pontos por partida da equipe
FGM Quantidade média de arremessos convertidos
FGA Quantidade média de arremessos tentados
FG% % média de arremessos convertidos
3PA Quantidade média de arremessos de 3 pontos tentados
3PM Quantidade média de arremessos de 3 pontos convertidos
3P% % média de arremessos de 3 pontos convertidos
FTM Quantidade média de arremessos de lances livres convertidos
FTA Quantidade média de arremessos de lances livres tentados
FT% % média de arremessos de lances livres convertidos
OREB Quantidade média de rebotes ofensivos
DREB Quantidade média de rebotes defensivos
REB Quantidade média de rebotes
AST Quantidade média de assistências
TOV Quantidade média de bolas perdidas
STL Quantidade média de bolas roubadas
BLK Quantidade média de tocos
BLKA Quantidade média de tocos tomados
PF Quantidade média de faltas
PFD Quantidade média de faltas que a equipe tende a receber
PLUS/MINUS Quantidade média de pontos em relação ao adversário
3.2 Desenvolvimento do Modelo de Regressão
Utilizou-se para o presente trabalho o software R [10] para tratamento, manipulação de
dados, análises, estimação do modelo de regressão linear múltipla, construção de gráficos diag-
nósticos e validação dos resultados.
Para a construção do modelo de regressão linear múltipla, considerou-se a variável resposta
Y como sendo a quantidade total de vitórias de cada equipe durante a temporada regular. Inici-
almente, foram incluídas 22 variáveis regressoras para realizar o ajuste do modelo de regressão,
nas quais, 21 eram variáveis contínuas e 1 variável binária.
Foram realizadas estatísticas descritivas da variável resposta e das variáveis explicativas para
dimensionamento das características do banco de dados e compreensão das variáveis utilizadas.
Em seguida, para a modelagem, os parâmetros do modelo de regressão linear foram estimados
de acordo com o método de mínimos quadrados. Utilizou-se o critério de eliminação de variáveis
backward, o qual considera, para obtenção das variáveis que permanecem no modelo, o teste F
descrito na Equação 2.19 para obtenção das variáveis regressoras que permaneceram no modelo.
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O teste t-Student a um nível de significância de 5% foi utilizado para verificar a significância
das variáveis no modelo final. Também foi utilizado o fator de inflação da variância (VIF), para
verificar a multicolinearidade das variáveis.
Além disso, para verificação de que o modelo teve realmente um bom ajuste, foram calcu-
lados os valores de R2 e R2ajustado do modelo de regressão obtida. Como parte da validação do
modelo, foram analisados os gráficos box plot, qq plot e histograma para uma análise gráfica
diagnóstico dos resíduos. Para identificar possíveis pontos de influência, foi feita uma investiga-
ção visual por meio de gráfico da distância de Cook. Por fim, foi feito o teste de Shapiro-Wilk








A Estatística Descritiva permite resumir, descrever e compreender os dados de uma distri-
buição usando medidas de tendência central (média, mediana e moda), medidas de dispersão
(valores mínimo e máximo, desvio padrão e variância), percentis, quartis e decis. Permite-se
com esta ferramenta, concentrar e reduzir as informações. Tais resultados podem ser observados
na Tabela 4.1:
Tabela 4.1: Estatística Descritiva da Variável Resposta e Variáveis Regressoras
Variáveis Mín. 1o Q. Mediana Média 3o Q. Máx. Var.(σ2) Des. Padrão (σ)
W 10 32 42 41 50 73 158.84 12.60
PTS 91.9 98.53 102.45 102.77 106.88 118.10 31.52 5.61
FGM 33.70 37.02 38.30 38.36 39.30 44.00 3.60 1.90
FGA 75.80 81.80 84.00 84.08 86.40 94.00 10.73 3.28
FG% 40.80 44.60 45.50 45.63 46.67 50.30 2.37 1.54
3PM 3.80 6.60 8.40 8.41 10.00 16.10 5.00 2.24
3PA 11.30 18.73 23.25 23.57 27.48 45.40 35.86 6.00
3P% 30.50 34.42 35.50 35.57 36.70 41.60 3.19 1.79
FTM 12.20 16.43 17.50 17.64 18.70 24.10 3.41 1.85
FTA 16.60 21.40 23.10 23.19 24.60 31.10 5.78 2.40
FT% 66.80 74.50 76.20 76.09 78.40 82.80 8.57 2.93
OREB 7.60 9.70 10.60 10.60 11.50 14.60 1.50 1.22
DREB 27.20 30.90 32.40 32.42 33.90 40.40 4.12 2.03
REB 36.90 41.62 43.00 43.03 44.40 49.70 4.41 2.10
AST 18.00 21.00 22.20 22.40 23.57 30.40 4.25 2.06
TOV 11.50 13.60 14.20 14.30 15.00 17.70 1.15 1.07
STL 5.50 7.02 7.60 7.63 8.20 10.00 0.72 0.85
BLK 2.40 4.30 4.80 4.87 5.40 7.60 0.55 0.74
BLKA 3.00 4.40 4.90 4.87 5.40 6.90 0.55 0.74
PF 16.60 19.30 20.40 20.36 21.30 24.80 1.97 1.40
PFD 16.20 19.50 20.40 20.36 21.20 24.30 1.69 1.30
Plus/Minus -10.500 -3.200 0.200 0.003 3.500 11.600 21.63 4.65
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Considerando os dados das temporadas regulares da liga da NBA no período de 2009 a 2019,
na Tabela 4.1 tem-se as estatísticas descritivas da variável resposta W (quantidade de vitórias)
e das 22 variáveis explicativas que estão sendo analisadas, descrevendo os valores mínimos, 1o
quartil, mediana, média, 3o quartil, valores máximos, variância e desvio padrão, respectiva-
mente. A partir desta, podemos avaliar o panorama do banco de dados e suas variáveis para
realização das demais análises.
Observando os valores descritos por W, é possível identificar uma variabilidade na variável
resposta, com uma variância acima de 150 e um desvio padrão acima de 12, o que condiz com
as característica da liga, havendo uma diferença considerável entre as equipes de melhor e pior
desempenho durante o campeonato.
Avaliando-se a estatística descritiva da variável PTS, percebe-se que menos de 25% das
equipes fazem menos que 98 pontos por partida, ou seja, a contagem centenária nos jogos é algo
bastante recorrente durante a temporada, fazendo com que boa parte das equipes privilegiem a
parte ofensiva. Considerando as informações coletadas, apenas 15 vezes em 270 observações a
equipe com menos de 98 pontos de média obteve uma campanha positiva, que é a quantidade
total de vitórias maior que a quantidade total de derrotas.
Na Figura 4.1, observa-se o histograma e o boxplot para a variável resposta, nos quais
verifica-se uma distribuição próxima da normalidade, não apresentando nenhum valor discre-
pante (outlier).














































Figura 4.1: Histograma e Boxplot da Variável Resposta
Um ponto importante e comum quando se observa a quantidade de vitórias das equipes
durante uma temporada da NBA, é a análise e comparação dos resultados de cada conferência.
Observando a Figura 4.2, verifica-se que a conferência Oeste possui um valor máximo acima
de 70 e um valor mínimo superior a 10 vitórias. Destaca-se ainda que o valor da mediana para
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esta conferência fica em torno de 45 vitórias, sendo que o 3o quartil fica acima da frequência
observada de 50 vitórias. Pode-se dizer, assim, que mais de 25% das observações do banco de
dados desta conferência têm pelo menos 50 vitórias.
Por outro lado, quando se observa a conferência Leste verifica-se algumas diferenças da
analise da conferência rival. O gráfico da Figura 4.2 indica que nenhuma equipe ultrapassou a
marca de 70 vitórias na temporada, e também que o limite inferior foi de apenas 10 conquistas,
o menor valor de todas as observações. Quanto ao valor da mediana para a conferência Leste,
observa-se que o valor fica em torno de 41 vitórias e o o 3o quartil do gráfico indica que 25%
das observações de vitórias estão iguais ou acima de 48 vitórias.
Por meio da análise descritiva da quantidade de vitórias das equipes de acordo com sua
respectiva conferência, pode-se verificar discrepâncias da quantidade total de vitórias entre as
equipes que disputam o lado Oeste e as que disputam o lado Leste, conforme pode ser visto na
Figura 4.2. Claro que para efeito de qual será a equipe campeã, esta avaliação não tem grande
relevância, visto que estamos analisando apenas a temporada regular, ou seja, não inclui a fase



































Figura 4.2: Box Plot da Quantidade de Vitórias das Equipes de Cada Conferência
Para verificar se houve diferença nas médias de vitórias de duas conferências, realizou-se o
teste t para comparação de médias, obtendo-se um p-valor de 0.01228. Concluindo-se assim,
que existe diferença significativa entre duas conferências, com relação ao número de vitórias,
considerando 5% de significância.
4.2 Estimação do Modelo de Regressão
Uma estatística presente no jogo e que geralmente é interpretada pelos especialistas como
sendo de grande importância, é a percentagem de lances livre convertidos. Essa estatística
Bacharelado em Estatística
24 Resultados
costuma ser alvo de muita discussão.
A frase "Lance livre ganha jogo", é sempre dita por comentaristas de basquete nos momentos
finais de uma partida, quando ocorrem várias faltas e o jogadores vão para a linha de lance
livre para tentar converter o arremesso, sem marcação do adversário. É de senso comum que
isto acontece realmente, mas não se pode afirmar que este fato acontece de modo linear, em
que o aumento da percentagem de lances livres corretos irá realmente aumentar a quantidade
de vitórias da equipe.
No exemplo em questão, verifica-se na Figura 4.3 que não há relação evidente entre a
porcentagem de lances livres convertidos e a quantidade de vitórias. Sendo bastante subjetiva
a análise gráfica, realizou-se o ajuste de um modelo de regressão linear entre essas duas variáveis,
para verificar a significância do coeficiente angular desta reta, e consequentemente da variável
regressora, porcentagem de lances livres convertidos sobre a variável resposta. Utilizou-se o






















Figura 4.3: Gráfico de Dispersão % Lances Livres por Vitórias
Tabela 4.2: Estimativas Para o Modelo de Regressão Apenas com a Variável FT%
Coeficientes Estimativa Erro Estatística t p-valor R2 R2ajustado
Intercepto -20.4209 19.6664 -1.038 0.300004 0.03516 0.03516
FT% 0.8072 0.2583 3.125 0.00197
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Observa-se pela Tabela 4.2, que ao fazermos o modelo de regressão linear utilizando apenas
a variável FT%, referente a porcentagem média de arremessos de lances livres convertidos,
a variável regressora é significativa para explicação da variável resposta. Assim temos que a
variável é linearmente relacionada com a variável Y . Porém, é importante destacar que o valor
do R2 e R2ajustado, sendo um valor extremamente baixo para demonstrar que o modelo não
apresentou um bom ajuste, sendo necessária a utilização de mais variáveis explicativas para
ajuste do modelo de regressão.
Iniciando a análise do modelo completo, com todas as 22 variáveis regressoras, o critério de
backward conduziu a um modelo de regressão linear múltipla com apenas 4 variáveis regressoras,
sendo elas: FGM, a média de arremessos convertidos na partida; FGA (média de arremessos
tentados na partida); TOV ( média de bolas perdidas pela equipe na partida); PLUS/MINUS
(diferença média de pontos da equipe em relação aos adversários). A significância dos parâ-
metros estimados estão descritas na Tabela 4.3, verificando-se que de acordo com o critério de
backward, o modelo mais adequado manteve a variável TOV no modelo, embora esta não seja
significativa de acordo com o teste t-student. Nesses caso, ocorre geralmente que a exclusão da
variável não significativa conduz a um modelo com pior ajuste, sendo mais viável manter o mo-
delo com uma variável não significativa. O coeficiente de determinação deste modelo foi igual a
94,41%, indicando que boa parte da variabilidade da variável resposta pode ser explicada pelo
modelo de regressão.
Tabela 4.3: Estimativas Para o Modelo Final de Regressão
Coeficientes Estimativa Erro Estatística t p-valor R2 R2ajustado
Intercepto 51.57800 5.56235 9.273 <2e-16 0.9441 0.9432
FGM 0.37975 0.18844 2.015 0.0449
FGA -0.25199 0.10290 -2.449 0.0150
TOV -0.27751 0.17976 -1.544 0.1238
PLUS.MINUS 2.54042 0.05435 46.742 <2e-16
Para avaliar a presença de multicolinearidade entre as variáveis explicativas, calculou-se o
fator de inflação da variância (VIF - Variance Inflation Factor), cujos valores são apresentados
na tabela 4.4. Como todos os valores foram menores que 10, pode-se concluir que não há
multicolinearidade no modelo.
Tabela 4.4: Valores do Fator de Inflação da Variância para as Covariáveis
Variáveis FGM FGA TOV PLUS/MINUS
VIF 3.733677 3.380905 1.116660 1.863293
4.3 Diagnósticos do Modelo
Para demonstrar o comportamento dos resíduos padronizados do modelo de regressão,
analisou-se o histograma e o gráfico de box plot, nos quais observa-se apenas um valor dis-
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crepante e uma tendência á normalidade, satisfazendo umas das pressuposições do modelo. Tal




























Figura 4.4: Gráficos de Histograma e Box Plot para os Resíduos do Modelo
O gráfico qq-plot é uma ferramenta muito útil para verificar a adequação da distribuição
de frequência dos dados à uma distribuição de probabilidades. Neste caso, verifica-se que os
resíduos realmente tendem à distribuição normal, conforme a Figura 4.5:



















Figura 4.5: Gráfico QQ-Plot dos Resíduos
Outra análise importante para verificar o ajuste do modelo de regressão linear, é distância
de Cook, que mede a influência da observação sobre sobre o vetor de valores estimados Yˆ . De
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acordo com o gráfico dos valores observados pela distância de Cook, apresentado na Figura 4.6,




























Cook's D Bar Plot
Figura 4.6: Gráfico de Barras dos Valores Observados x Distância de Cook
Ao longo das temporadas da NBA, existem equipes que se destacam positivamente conquis-
tando muitas vitórias, e outras que terminam com poucas vitórias totais, sendo essas observa-
ções exemplos de outliers descritos pela distância de Cook. Como exemplo , pode-se citar que
dentro das temporadas analisadas, está a campanha da equipe do Golden State Warriors, que
foi a melhor da história da NBA, totalizando 73 vitórias e apenas 9 derrotas na temporada de
2015-2016. Em contrapartida, também está considerando a temporada do Philadelphia 76ers,
que teve a segunda pior campanha da história, com apenas 10 vitórias e 72 derrotas na tempo-
rada de 2015-2016. Considerando a quantidade de outliers observados pelo gráfico, tem-se um
baixo percentual (5%) do toral de observações, considerando-se este resultado normal para as
temporadas da NBA.
Como forma de verificar a influência dos pontos discrepantes nas estimativas dos parâmetros,
ajustou-se um modelo de regressão linear excluindo as estatísticas para estas duas equipes
citadas anteriormente, que foram totalmente opostas nos seus desempenhos.As estimativas dos
parâmetros para esse novo modelo praticamente não diferiram numericamente das anteriores,
havendo apenas poucas alterações na segunda ou terceira casas decimais, levando a crer que
estes pontos não se referem a observações influentes.
Uma estratégia comum quando se verifica pontos influentes na aplicação da técnica de análise
de regressão, é a análise da retirada destas observações do conjunto de dados, considerando que
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estas observações podem influenciar fortemente as estimativas dos parâmetros. Para o modelo
de regressão linear apresentado neste trabalho, os pontos discrepantes são os que reforçam a
análise fornecendo informações importantes sobre as equipes. Em se tratando de estatísticas
de um campeonato de basquete, é normal que se tenha observações de algumas equipes que
destoam das demais, portanto não podem ser desconsideradas.
4.4 Testes de Ajuste do Modelo
São apresentados a seguir os resultados das análises dos resíduos do modelo as quais são
necessárias para validação do modelo de regressão. Para verificação da homogeneidade das
variâncias do modelo, a interpretação será através do gráfico de resíduos. Tais resultados são

































Deleted Studentized Residual vs Predicted Values
Figura 4.7: Diagrama de Dispersão dos Valores Preditos x Resíduos Padronizados
De acordo com a Figura 4.7, pode-se observar que a distribuição dos resíduos segue cons-
tante por todo o modelo, não há uma variação extrema ou concentração de valores de uma
determinada área do gráfico, verificando a homogeneidade das variâncias.
Realizando os testes de normalidade e independência dos resíduos, tem-se os resultados de
acordo com a Tabela 4.5:
Tabela 4.5: Resultados dos Testes da Análise de Resíduos
Verificar Teste Estatística p-valor
Normalidade Shapiro-Wilk 0.99607 0.7356
Independência Durbin-Watson 1.9882 0.4276
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De acordo com resultados obtidos na Tabela 4.5, ao nível de significância α igual a 5%,
o teste de Shapiro-Wilk não permitiu rejeitar a hipótese H0, atestando-se a normalidade dos
resíduos do modelo de regressão. Observa-se também o resultado do teste de Durbin-Watson,
para verificar independência, que ao nível de significância α igual a 5%, não se rejeita a hipótese
H0, atestando-se a independência dos resíduos.
4.5 Interpretação do Modelo
A expressão do modelo de regressão linear múltipla ajustado é apresentada na Equação 4.1:
Yˆ = 51.578 + 0.37975FGM − 0.25199FGA− 0.27751TOV + 2.54042PLUS/MINUS (4.1)
De acordo com as estimativas dos parâmetros do modelo, verificou-se que para a variável
FGM referente à quantidade média de arremessos convertidos em uma partida, tem-se uma
relação positiva com a variável resposta, ou seja, à medida que a equipe aumenta a quantidade
de arremessos convertidos, a quantidade de vitórias também irá acompanhar seu crescimento,
mantendo as demais variáveis fixas.
Considerando a variável FGA, referente à quantidade média de arremessos tentados pela
equipe durante a partida, observa-se uma relação inversa com a variável resposta, ou seja,
mantendo as demais variáveis fixas, à medida que a equipe aumenta a média de arremessos
tentados, o número de vitórias tende a diminuir, de acordo com o coeficiente negativo estimado
para FGA.
Outra relação inversamente proporcional à variável resposta, é a variável TOV (turnover),
que se refere à quantidade média de bolas perdidas pela equipe. De acordo com o valor ne-
gativo estimado para o coeficiente de TOV, pode-se dizer que à medida que o time diminui a
quantidade de ataques perdidos, tem-se um aumento na quantidade de vitórias, mantendo as
demais variáveis fixas.
Avaliando a variável PLUS/MINUS, referente à quantidade média de pontos da equipe em
relação ao adversário, verifica-se que esta apresentou maior significância no modelo. Conside-
rando o valor positivo da estimativa do parâmetro, tem-se uma relação diretamente propor-
cional à variável Y, ou seja, à medida que o time aumenta a diferença de pontos em relação
ao oponente, a quantidade total de vitória acompanha o seu crescimento, mantendo as demais
variáveis fixas.
Observou-se que apenas 4 das 22 variáveis foram mantidas no modelo de regressão ajus-
tado. O modelo também apresentou um coeficiente de determinação alto, mostrando que essas
variáveis podem influenciar as equipes a obter mais ou menos sucesso no seu resultado, ou seja,
dependendo dos seus valores, podem aumentar ou diminuir o número de vitórias das equipes.
Esperava-se que a variável 3PA, que se refere a quantidade média de arremessos de 3 pontos
convertidos, fosse significativa, devido as mudanças na forma de como as equipes executam seus
ataques, tentando muitos arremessos de 3 pontos.
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Notou-se também, que a variável FT% foi significativa quando considerada sozinha no mo-
delo de regressão, e, no entanto, quando considerada em um modelo linear com as demais
variáveis, sua significância não foi mantida. Este resultado era esperado parcialmente pelo
baixo valor de R2 no modelo com apenas esta variável regressora, porém, a conclusão não está
de acordo com o senso comum, que sempre argumenta que "lance livre ganha jogo"uma vez
que foi demonstrado que não é tão determinístico assim.
De acordo com o modelo de regressão que foi ajustado, podem ser obtidas informações das
combinações das variáveis, com o objetivo de melhorar a performance da equipe durante a tem-
porada. Uma estratégia sugerida pelo modelo pode ser o treinamento de jogadores que consigam
de maneira eficiente converter arremessos, porém, sem fazer um número muito alto de tentati-
vas sem sucesso. Essa estratégia pode ser verificada analisando os resultados de significância da
variável FGM e FGA. O treinador também pode realizar ajustes nas jogadas pré combinadas,
de maneira que a equipe evite aumentar a quantidade bolas perdidas, TOV, e joguem de forma
segura dentro de quadra, evitando perdas de bolas, dando menos oportunidades para equipe
adversária realizar contra-ataques. Por fim, é necessário que a equipe seja eficiente nas duas
partes da quadra, tanto ataque quanto defesa, levando em conta que o modelo não descreveu
significativamente a variável PTS, referente a média de pontos por partida da equipe, e sim a
variável PLUS/MINUS, mostrando que não necessariamente a equipe marcando muitos pontos
irá sempre obter sucesso, e sim ter um ataque eficiente e uma defesa na mesma proporção.
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5. Conclusões
Neste trabalho foram analisadas as principais estatísticas que compõem o jogo de basquete,
utilizando o modelo de regressão linear multipla, podendo-se concluir que apenas 4 das variáveis
analisadas são significativas para explicar a quantidade de vitórias de uma equipe na NBA. A
variável quantidade média de pontos da equipe, como era de se esperar, apresentou relação
positiva com a variável resposta, quantidade de vitórias na temporada. Resultado igualmente
esperado ocorreu com a variável número médio de arremessos convertidos, ou seja, quanto maior
a média de arremessos convertidos, maior o número de vitórias na temporada. No entanto,
para a variável quantidade média de arremessos tentados, observou-se uma relação negativa
com a variável quantidade de vitórias, ou seja, aumentar a média de arremessos tentados,
diminui a quantidade de vitórias, podendo-se concluir que as tentativas não eficientes devem
ser evitadas. Algumas variáveis que supostamente podem influenciar no resultado da equipe na
temporada não apresentaram significância no modelo, entre elas, a conferência, leste ou oeste,
à qual a equipe pertence, e a média de lances livres convertidos. Considerando os critérios de
diagnósticos, o ajuste do modelo aos dados foi adequado, explicando 94% da variabilidade da
variável número total de vitórias na temporada.
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