In this note several aspects of specification tests in nonparametric models driven by an absolutely regular process are discussed, which were recently proprosed in the literature. In particular we give a more detailed asymptotic analysis of tests based on kernel methods under fixed alternatives using a central limit theorem for Í-statistics with Ò-dependent nondegenerate kernel. As a by-product it is demonstrated that several results regarding the asymptotic distribution of goodness-of-fit tests are incorrectly stated in the literature. Moreover, our result indicates that recent results on the asymptotic equivalence between nonparametric autoregression and nonparametric regression cannot be used for the asymptotic analysis of goodness-of-fit tests under fixed alternatives.
Introduction
Let´ Ø Ø µ denote a strictly stationary discrete time stochastic process with Ø ¾ Ê, Ø ¾ Ê where Ø is an unobservable error with mean 0 and Ñ is an unknown function. Several authors have discussed the problem of estimating the regression function [see e.g. Robinson (1983) , Tjøstheim (1994) or Masry and Tjøstheim (1995) among many others]. It is well known that for a high dimensional predictor the regression function Ñ cannot be estimated efficiently [see Stone (1985) ] due to the so called curse of dimensionality and therefore parametric models are usually preferred to the purely nonparametric approach. On one hand the specific parameters in the model usually admit a direct interpretation, yet on the other hand the information available from the observations can be increased by the application of efficient or optimal procedures. However, misspecification of such a model may lead to serious errors in the subsequent data analysis and many authors recommend testing the goodness-of-fit of the postulated model [see Shillington (1979) , or Neil and Johnson (1985) for early reference and Azzalini and Bowman (1993) , Härdle and Mammen (1993) or Zheng (1996) for more recent reference in the context of independent observations´ Ø Ø µ in the model (1.1)]. More recently several authors have addressed the problem of testing the goodness-of-fit in the context of time series modeling [e.g. Hong-zhi and Bing (1991) , Tjøstheim (1995, 1996) , Fan and Li (1996) , Hjellvik, Yao and Tjøstheim (1998) or Koul and Stute (1999) among many others]. The proposed methods can be roughly divided into two classes: tests based on marked empirical processes and tests based on kernel methods. In the present paper we will take a more careful look at the approach based on kernel methods with three objectives in mind. First we will give a detailed analysis of the corresponding tests under fixed alternatives. As pointed out by Dette and Munk (1998) the asymptotic distributional properties of a goodness-of-fit test under fixed alternatives are important for the analysis of the type II error and for the problem of testing precise hypotheses [see Berger and Delampady (1987) and Sellke, Bayarri and Berger (2001) ]. Note that most authors discuss only asymptotic properties of the test statistic under the null hypothesis and local alternatives and prove consistency [e.g. Fan and Li (1999) or Kreiss, Neumann and Yao (1998) ]. Some recent results regarding the asymptotic distribution of goodnessof-fit statistics for parametric model assumptions under fixed alternatives are given in Theorem 3.3 of Hjellvik, Yao and Tjøstheim (1998) who compared a nonparametric with a linear lagpredictor for the construction of a test of linearity. Our second objective is to demonstrate that these results are incorrect and a substantially more sophisticated analysis is required to obtain the exact asymptotic distribution under fixed alternatives. The third objective of this paper refers to the recent interesting and promising work of Neumann and Kreiss (1998) , who showed the asymptotic equivalence between a nonparametric autoregression model and a nonparametric regression model with a nonrandom design. Although this equivalence can be used for deriving the asymptotic distribution of a modified Ä ¾ -distance between a nonparametric estimator of the regression function and its parametric counterpart under the null hypothesis [see Kreiss, Neumann and Yao (1998) ], the results of the present paper show that this technique is unfortunately not applicable for the asymptotic analysis of the test under fixed alternatives. Our results suggest that differences exist between the nonparametric autoregression and the fixed design nonparametric regression model, which cannot be detected by the approach of Neumann and Kreiss (1998) . For the sake of brevity we will mainly concentrate on the problem of testing linearity and goodness-of-fit test, which was proposed by Zheng (1996) in the context of an i.i.d. sample and investigated by Fan and Li (1999) for absolutely regular processes. In comparision with Fan and Li we will use slightly different regularity assumptions, which will make the asymptotic analysis under fixed alternatives a little easier. In section 2 we will prove asymptotic normality of Fan and Li's (1999) statistic under fixed alternatives with a different rate of convergence as under the null hypothesis. The proof is based on a central limit theorem for Í-statistics with a nondegenerate kernel, which will be proved in the appendix and can be seen as a complement to the central limit theorems for degenerate Í-statistics obtained by Hjellvik, Yao and Tjøstheim (1998) and Fan and Li (1999) . Section 3 discusses extensions and gives the corresponding results for the statistics considered by Kreiss, Neumann and Yao (1998) , Hjellvik, Yao and Tjøstheim (1998) and Dette (1999) . Finally, some of the proofs of the more technical results in Section 2 are given in an appendix in Section 4. 
Note that under the hypothesis of linearity (2.1) we have ¡ ¼ ½ Ò and consequently Ì Ò Ì Ò Ì Ò ¼. Our first result reviews the asymptotic properties of the statistic Ì Ò under the null hypothesis. For this purpose we need the following assumptions for some fixed ¼. (A1) The process´Î Ø µ Ø¾ ´ Ø Ø µ Ø¾ in the model (1.1) is strictly stationary and absolutely regular with mixing coefficients ¬´ µ satisfying
The density of Ø has compact support and is Ö-times continuously differentiable for some Ö ¾.
(A2) The innovations Ø in the model (1.1) satisfy 
where the asymptotic variance is given by
We now discuss the asymptotic properties of the statistic Ì Ò under fixed alternatives. In this case the terms Ì Ò , Ì Ò , Ì Ò in the decomposition (2.4) do not vanish. We will show that under a fixed alternative these random variables are of order Ç Ô´½ Ô Òµ and determine the asymptotic behaviour of the statistic Ì Ò , while Theorem 2.1 shows that the random varibles Ì ½Ò , Ì ¾Ò and Ì ¿Ò are asymptotically negligible, that is
The following lemma gives a simpler representation for the dominating term on the right hand side of (2.15). The proof is deferred to the appendix.
Lemma 2.2 If assumptions (A1)-(A4) are satisfied and the hypothesis of linearity in (2.1) does not hold, then
where the statistic Í Ò is defined by
Note that Lemma 2.2 shows that the asymptotic properties of the statistic Ì Ò can be studied by considering the Í-statistic
where Î ´ µ and Ò denotes a symmetric kernel (depending on Ò) defined by
Note that the kernel of Í Ò depends on the sample size Ò and that this type of Í-statistic has recently been investigated by Fan and Li (1999) , who proved asymptotic normality for a stan- 
Proof of Theorem 2.5
By the discussion in Lemma 2.2 the asymptotic normality of the statistic Ì Ò under fixed alternatives can be established by proving asymptotic normality for the Í-statistic Í Ò defined in (2.19). To this end it is sufficient to prove that the assumptions of Theorem 2.3 are satisfied for the kernel Ò given in (2.20). Conditions (2.25) and (2.27) are obviously satisfied [because of assumption (A2) 3 Further discussion
Asymptotic equivalence
In a recent paper Neumann and Kreiss (1998) derived a strong approximation of a local polynomial estimator in the nonparametric autoregression model
by a local polynomial estimator in a corresponding regression model. These results generally suggest the application of typical tools used in regression analysis for statistical inference in nonparametric autoregressive models. While this principle was applied successfully by Kreiss, Neumann and Yao (1998) to derive the asymptotic distribution of a test statistic for testing linearity of the function Ñ under the null hypothesis (2.1), our results indicate that the asymptotic equivalence is not applicable to obtain a complete asymptotic analysis of goodness-of-fit tests in the model (3.1). To be precise, note at first, that the model in this paper contains the nonparametric autoregressive model as a special case. The asymptotic distribution of the statistic Ì Ò in the nonparametric regression model with a fixed design under the hypothesis of linearity was derived by Dette (1999) and coincides with the asymptotic normal distribution in Theorem 2.1. This indicates that under the null hypothesis the principle suggested by Neumann and Kreiss (1998) is again applicable for the statistic Ì Ò considered in this paper. However, under fixed alternatives the results of Dette (1999) for the corresponding fixed and random design nonparametric regression model yield a substantially different limiting variance of the statistic Ì Ò , which demonstrates that the asymptotic principle proposed by Neumann and Kreiss (1998) is not applicable under fixed alternatives of linearity. In this case a more sophisticated asympotic analysis, as described in section 2 and the appendix, is necessary to obtain the distributional properties of the test statistic Ì Ò .
Related goodness-of-fit tests
It is worthwhile to mention that several related tests have been discussed in the literature in the case of independent observations [see Gonzalez-Manteiga and Cao-Abad (1993) , Azzalini and Bowman (1993) , Härdle and Mammen (1993) , Zheng (1996) , Dette (1999) ]. Some of these methods have been generalized to the situation of stationary time series [see Fan and Li (1999) , Hjellvik, Yao and Tjøstheim (1998) , Kreiss, Neumann and Yao (1998) ]. While the asymptotic distribution of the corresponding test statistics under the null hypothesis of linearity can be found in these papers, related results for fixed alternatives are either not available or incorrectly stated in the cited references. We consider as an example the statistics proposed by Dette (1999) and Hjellvik, Tjøstheim and Yao (1998) . The first author proposed using a difference of variance estimators for a goodness-of-fit test of linearity in the model (1.1), i.e. where the asymptotic variance is given by
A similar statistic was proposed by Hjellvik, Yao and Tjøstheim (1998) [see also GonzalezManteiga and Cao-Abad (1993) or Kreiss, Neumann and Yao (1998) 
where Ñ is a local polynomial estimator of order Ì ¼ (Ì ¼ corresponds to the NadarayaWatson estimator). Note that the statistic (3.4) is more general than the statistic considered by Hjellvik, Yao and Tjøstheim (1998) and contains the situation considered by these authors as a special case. Under the null hypothesis of linearity we have
where the constant ¿ depends on the smoothing method [see Hjellvik, Yao and Tjøstheim (1998) or Kreiss, Neumann and Yao (1998) 
A Proof of technical results
We will start with a tool, which allows us to estimate the expectations of functions of strictly stationary processes. Let´Î µ ¾ be an absolutely regular process and let Ø ½ Ø ¾ .
We are interested in comparing the expectations for an appropriately defined function Ò . The following result shows that the difference of these two expectations can be estimated by the mixing coefficient ¬´Ø ·½ Ø µ. The proof is similar to the proof of Lemma 2 in Takahata and Yoshihara (1987) and is therefore omitted [see also Lee (1990), Hjellvik, Yao and Tjøstheim (1998) and Fan and Li (1999) We will now calculate the two sums on the right hand side of (A.6) separately. For the first term we have from (2.25) To this end we will use a central limit theorem for «-mixing arrays which was recently obtained by Liebscher (1996) . [Doukhan (1994) , p.4]. We will now check the assumptions of Theorem 2.1 (i) in Liebscher (1996) . From (2.25) we have 
