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Abstract
In this work, we study distributed sketching methods for large scale regression
problems. We leverage multiple randomized sketches for reducing the problem
dimensions as well as preserving privacy and improving straggler resilience in
asynchronous distributed systems. We derive novel approximation guarantees for
classical sketching methods and analyze the accuracy of parameter averaging for
distributed sketches. We consider random matrices including Gaussian, random-
ized Hadamard, uniform sampling and leverage score sampling in the distributed
setting. Moreover, we propose a hybrid approach combining sampling and fast
random projections for better computational efficiency. We illustrate the perfor-
mance of distributed sketches in a serverless computing platform with large scale
experiments.
1 Introduction
We investigate distributed sketching methods in large scale regression problems. In particular, we
study parameter averaging for variance reduction and establish theoretical results on approximation
performance. Employing parameter averaging in distributed systems enables asynchronous updates,
since a running average of available parameters can approximate the result without waiting for all
workers to finish their jobs. Moreover, sketching provably preserves the privacy of the data, making
it an attractive choice for massively parallel cloud computing.
We consider both underdetermined and overdetermined linear regression problems in the regime
where the data does not fit in main memory. Such linear regression problems and linear systems are
commonly encountered in a multitude of problems ranging from statistics and machine learning to
optimization. Being able to solve large scale linear regression problems efficiently is crucial for many
applications. In this paper, the setting we consider is a distributed system with q workers that run
in parallel. Applications of randomized sketches and dimension reduction to linear regression and
other optimization problems has been extensively studied in the recent literature by works including
[4], [18], [15], [8], [10], [14]. In this work, we investigate averaging the solutions of sketched
sub-problems. This setting for overdetermined problems was also studied by [18]. In addition, we
also consider regression problems where the number of data samples is less than the dimensionality
and investigate the properties of averaging such problems.
An important advantage of randomized sketching in distributed computing is the independent and
identically distributed nature of all of the computational tasks. Therefore, sketching offers a resilient
computing model where node failures, straggler workers as well as additions of new nodes can
be easily handled, e.g., generating more data sketches. An alternative to averaging that would
offer similar benefits is the asynchronous SGD algorithm [1, 12]. However, the convergence rates
of asynchronous SGD methods necessarily depend on the properties of the input data such as its
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condition number [1, 12]. In contrast, as we show in this work, distributed sketching and averaging
has stronger convergence guarantees that do not depend on the condition number of the data matrix.
In order to illustrate straggler resilience, we have implemented distributed sketching for AWS Lambda,
which is a serverless computing platform. Serverless computing is an emerging architectural paradigm
that presents a compelling option for parallel data intensive problems. One can access to a high
number of serverless compute functions each with limited resources relatively inexpensively. If
the computation task can be factored into many sub-problems with no communication in-between,
serverless computing can offer many advantages over server-based computing due to its scalability
and pricing model. Given that in this work we are interested in solving large scale problems with
number of data samples much higher than the dimensionality, it suits to use serverless computing
in solving these types of problems using model averaging. We discuss how distributed sketching
methods scale and perform for different large scale datasets on AWS Lambda [7].
Data privacy is an increasingly important issue in cloud computing, one that has been studied in
recent works including [21], [17], [20], [2]. Distributed sketching comes with the benefit of privacy
preservation. To clarify, let us consider a setting where the master node computes sketched data SkA,
Skb, k = 1, ..., q locally where Sk ∈ Rm×n are the sketching matrices and A ∈ Rn×d, b ∈ Rn are
the data matrix and the output vector, respectively for the regression problem minx ‖Ax− b‖22. The
master node sends only the sketched data to worker nodes for computational efficiency, as well as
preserving data privacy. In particular, the mutual information as well as differential privacy can be
controlled when we reveal SkA and keep A hidden. Furthermore, one can trade privacy for accuracy
by choosing a suitable sketch dimension m.
We study various sketching methods in the context of averaging including Gaussian sketch, random-
ized orthonormal systems based sketch, uniform sampling, and leverage score sampling. In addition,
we discuss a hybrid sketching approach and illustrate its performance through numerical examples.
1.1 Related Work and Main Contributions
The work [18] investigates model averaging for regression from optimization and statistical perspec-
tives. Our work studies sketched model averaging from the optimization perspective. The most
relevant result of [18], using our notation, can be stated as follows. Setting the sketch dimension
m = O(µd(log d)/) for uniform sampling (where µ is row coherence) and m = O˜(d/) (with O˜
concealing logarithmic factors) for other sketches, the inequality f(x¯)− f(x∗) ≤ (/q + 2)f(x∗)
holds with high probability. According to this result, for large q, the cost of the averaged solution
f(x¯) will be less than 2f(x∗). We prove in this work that for Gaussian sketch, E[f(x¯)] will converge
to the optimal cost f(x∗) as q increases (i.e. unbiasedness). We also identify the exact expected error
for a given number of workers q for Gaussian sketch.
We show that the expected difference between the costs for the averaged solution and the optimal so-
lution has two components, namely variance and bias squared (see Lemma 2). This result implies that
for Gaussian sketch, which we prove to be unbiased (see Lemma 1), the number of workers required
for a given error  scales with 1/. For the Hogwild algorithm [12], which is also asynchronous, but
addresses a more general class of problems, the number of iterations required for error  scales with
log(1/)/ and also depends on the input data.
We derive upper bounds for the estimator biases for additional sketching matrices including ran-
domized orthonormal systems (ROS) based sketch, uniform sampling, and leverage score sampling
sketches. Analysis of the bias term is critical in understanding how close to the optimal solution we
can hope to get and how bias depends on the sketch dimension m.
2 Preliminaries
We consider the linear least squares problem given by x∗ = arg minx f(x) where f(x) = ‖Ax−b‖22,
A ∈ Rn×d is the data matrix and b ∈ Rn is the output vector. We assume a distributed setting with q
workers running in parallel and a central node (i.e. master node) that forms the averaged solution x¯:
x¯ : =
1
q
q∑
k=1
xˆk, where xˆk = arg min
x
‖SkAx− Skb‖22 , (1)
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where xˆk is the output of the k’th worker. The matrices Sk ∈ Rm×n are independent random sketch
matrices that satisfy the scaling E[STk Sk] = In. The algorithm is listed in Algorithm 1.
We will use the following equivalence of expression in the sequel: The expected difference between
the costs for the averaged solution f(x¯) and the optimal solution f(x∗) is equal to:
E[f(x¯)]− f(x∗) = E[‖A(x¯− x∗) +Ax∗ − b‖22]− f(x∗)
= E[‖A(x¯− x∗)‖22 + ‖Ax∗ − b‖22]− f(x∗)
= E[‖A(x¯− x∗)‖22] , (2)
where we have used the orthogonality property of the optimal least squares solution x∗ given by the
normal equations AT (Ax∗ − b) = 0.
Throughout the text, the notation we use for the SVD of A ∈ Rn×d is A = UΣV T . Whenever n ≥ d,
we assume A has full column rank, hence the dimensions for U,Σ, V are as follows: U ∈ Rn×d,
Σ ∈ Rd×d, and V T ∈ Rd×d. We use the row vector u˜Ti ∈ R1×d to refer to the i’th row of U . We use
S and Sk to denote sketching matrices.
We give the proofs of all the lemmas and theorems in the appendix.
Algorithm 1: Distributed sketching algorithm.
Input: Data matrix A ∈ Rn×d, target vector b ∈ Rn.
Workers k = 1, ..., q in parallel:
Obtain the sketched data and sketched output: SkA and Skb.
Solve the problem xˆk = arg minx ‖SkAx− Skb‖22, and send xˆk to the master node.
Master: return x¯ = 1q
∑q
k=1 xˆk.
3 Gaussian Sketch
In this section, we present results for the error of Algorithm 1 when the sketch matrix is Gaussian, i.e.,
the entries of Sk are distributed as i.i.d. Gaussian. We first obtain a characterization of the expected
prediction error of a single sketched least squares solution.
Lemma 1. For the Gaussian sketch with m > d+ 1, the estimator xˆk satisfies
E[‖A(xˆk − x∗)‖22] = E[f(xˆk)]− f(x∗) = f(x∗)
d
m− d− 1 .
To the best of our knowledge, this result is novel in the theory of sketching. Existing results (see
e.g. [10, 18, 19]) characterize a high probability upper bound on the error, whereas the above is a
sharp and exact formula for the expected squared norm of the error. Theorem 1 builds on Lemma 1 to
establish the error for the averaged solution.
Theorem 1 (Cost Approximation). Let Sk, k = 1, ..., q be Gaussian sketches, then Alg. 1 runs in
time O(md2), and the error of the averaged solution x¯ satisfies
E[f(x¯)]− f(x∗)
f(x∗)
=
1
q
d
m− d− 1
given that ATSTk SkA  0 for all k = 1, ..., q. Equivalently, f(x¯)−f(x
∗)
f(x∗) ≤ q holds with probability
at least (1− e−c1m)q
(
1− 1 dm−d−1
)
.
Proofs of Lemma 1 and Theorem 1 mainly follow from the results on inverse-Wishart distribution,
and the proofs are given in the Appendix. Theorem 1 shows that the expected error scales with 1/q,
and as q increases the error goes to 0 (i.e. unbiased). The unbiasedness property is not observed for
other sketches such as uniform sampling, which is discussed in Section 4.
3.1 Privacy Preserving Property
We now digress from the convergence properties of Gaussian sketch to state the results on privacy.
We use the notion of differential privacy given in Definition 1 [5]. Differential privacy is a worst case
type of privacy notion which does not require distribution assumptions on the data. It has been the
privacy framework adopted by many works in the literature.
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Definition 1 ((ε, δ)-Differential Privacy, [5], [16]). An algorithm ALG which maps (n×d)-matrices
into some range R satisfies (ε, δ)-differential privacy if for all pairs of neighboring inputs A and
A′ (i.e. they differ only in a single row) and all subsets S ⊂ R, it holds that P (ALG(A) ∈ S) ≤
eεP (ALG(A′) ∈ S) + δ.
Theorem 2 characterizes the required conditions and the sketch size to guarantee (ε, δ)-differential
privacy for a given dataset. The proof of Theorem 2 is based on the (ε, δ)-differential privacy result
for i.i.d. Gaussian random projections from [16].
Theorem 2. Given the data matrix A ∈ Rn×d and the output vector y ∈ Rn, let Ac denote the
concatenated version of A and b, i.e., Ac = [A, b] ∈ Rn×(d+1). Set δ = 4/eβ . Let B = B0
√
d and
σmin(Ac) = σ0
√
n, where B0 and σ0 satisfy |Ac,ij | ≤ B0 for all i, j, and σmin( 1nATc Ac) = σ20 . If
the condition
n
d
≥
(
3 +
2β
ε
)
B20
σ20
(3)
is satisfied, then we pick the sketch size as
m = O
(
β
n2
d2
ε2
(ε+ β)2
)
for privacy w.r.t. a single worker, (4)
m = O
(
β
q
n2
d2
ε2
(ε+ β)2
)
for privacy w.r.t. q workers, (5)
and then publishing the sketched matrices SkAc ∈ Rm×(d+1), k = 1, ..., q, provided that d+ 1 < m,
is (ε, δ)-differentially private, where Sk ∈ Rm×(n+1) is the Gaussian sketch, ε > 0, β > 1 + ln(4).
Remark 1. For fixed values of β, σmin, B, and d, the approximation error is on the order of O
(
1
ε2
)
for (ε, δ)-differential privacy with respect to all q workers.
The authors in [6] show that under ε-differential privacy (i.e. equivalent to Definition 1 with δ = 0),
the approximation error of their distributed iterative algorithm is on the order of O( 1ε2 ), which is
on the same order as Algorithm 1. The two algorithms however have different dependencies on
parameters, which are hidden in the O-notation. The approximation error of the algorithm in [6]
depends on parameters that Algorithm 1 does not have such as the initial step size, the step size decay
rate, and noise decay rate. The reason for this is that the algorithm in [6] is a synchronous iterative
algorithm designed to solve a more general class of optimization problems. Algorithm 1, on the other
hand, is designed to solve linear regression problems and this makes it possible to design Algorithm 1
as a single-round communication algorithm. This also establishes Algorithm 1 as more robust against
slower workers with higher straggler-resilience.
Remark 2. For the sketching method for least-norm problems (i.e., right-sketch) discussed in Section
5, a similar privacy statement holds. In right sketch, we only sketch the data matrix A and not the
output vector b. For publishing ASTk to be (ε, δ)-differentially private, Theorem 2 still holds with the
modification that we replace Ac with AT .
4 Other Sketching Matrices
In this section, we consider three additional sketching matrices, namely, randomized orthonormal
systems (ROS) based sketching, uniform sampling, and leverage score sampling. For each of these
sketches, we present upper bounds on the norm of the bias. In particular, the results of this section
focus on the bias bounds for a single output xˆk, and the way these results are related to the averaged
solution x¯ is through Lemma 2. Lemma 2 expresses the expected objective value difference in
terms of bias and variance of a single estimator. It is possible to obtain high probability bounds
for (f(x¯) − f(x∗))/f(x∗) for these other sketches based on the bias bounds given in this section,
using an argument similar to the one given in the proof of Theorem 1. This approach would involve
defining an event that bounds the error for the single sketch estimator.
Lemma 2. For any i.i.d. sketching matrices Sk, k = 1, ..., q, the expected objective value difference
can be decomposed as
E[f(x¯)]− f(x∗) = 1
q
E
[‖Axˆ1 −Ax∗‖22]+ q − 1q ‖E[Axˆ1]−Ax∗‖22, (6)
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where xˆ1 is the solution returned by worker k = 1 (in fact it could be any of the worker outputs xˆk
as they are all statistically identical).
Lemma 3 establishes an upper bound on the norm of the bias for any i.i.d. sketching matrix.
Lemma 3. Let the SVD of A be denoted as A = UΣV T . Let z : = UTSTk Skb⊥ and Q : =
(UTSTk SkU)
−1 where b⊥ : = b − Ax∗. For Sk any sketch matrix with E[STk Sk] = In, under the
assumption that (1− )Id  Q  (1 + )Id, the norm of the bias for a single sketch is upper bounded
as:
‖E[Axˆk]−Ax∗‖2 ≤
√
4E[‖z‖22]. (7)
We note that Lemma 2 and 3 apply to all of the sketching matrices considered in this work. We
now move on to state upper bound results for the bias of various sketching matrices. In terms of the
computational complexity required to sketch data, uniform sampling is the most inexpensive one and
it is also the one with the highest bias as we will see in the following subsections.
4.1 Randomized Orthonormal Systems (ROS) based Sketches
ROS-based sketches can be represented as S = PHD where P is for sampling m rows out of n, H is
the (n× n)-dimensional Hadamard matrix, and D is a diagonal matrix with diagonal entries sampled
from the Rademacher distribution. This type of sketching matrix is also known as randomized
Hadamard based sketch and it has the advantage of lower computational complexity (O(n log n))
over Gaussian sketch (O(n3)).
Lemma 4. Let Sk be the ROS sketch and z = UTSTk Skb⊥. Then we have
E[‖z‖22] ≤
d
m
(
1− 2 mini ‖u˜i‖
2
2
d
)
f(x∗), and ‖E[Axˆk]−Ax∗‖2 ≤
√
4
d
m
f(x∗). (8)
4.2 Uniform Sampling
In uniform sampling, each row of S consists of a single 1 and (n − 1) 0’s and the position of 1
in every row is distributed according to uniform distribution. Then, the 1’s in S are scaled so that
E[STS] = In. We note that the bias for uniform sampling is different when it is done with or without
replacement. Lemma 5 gives bounds for both cases and verifies that the bias of xˆk is less if sampling
is done without replacement.
Lemma 5. Let Sk be the sketching matrix for uniform sampling and z = UTSTk Skb⊥. Then we have
E[‖z‖22] ≤
n
m
f(x∗) max
i
‖u˜i‖22, and ‖E[Axˆk]−Ax∗‖2 ≤
√
4
n
m
f(x∗) max
i
‖u˜i‖22 (9)
E[‖z‖22] ≤
n
m
n−m
n− 1 f(x
∗) max
i
‖u˜i‖22, and ‖E[Axˆk]−Ax∗‖2 ≤
√
4
n
m
n−m
n− 1 f(x
∗) max
i
‖u˜i‖22,
(10)
for sampling with and without replacement, respectively.
4.3 Leverage Score Sampling
Row leverage scores of a matrix A = UΣV T are given by `i = ‖u˜i‖22 for i = 1, ..., n where u˜i
denotes the i’th row of U . There is only one nonzero element in every row of the sketching matrix S
and the probability that the j’th entry of si is nonzero is proportional to the leverage score ‖u˜j‖22.
That is, P[sij 6= 0] = ‖u˜j‖
2
2∑n
j=1 ‖u˜j‖22 . The denominator is equal to d because it is equal to the Frobenius
norm of U and the columns of U are normalized. So, P[sij 6= 0] = 1d‖u˜j‖22 = 1d`i.
Lemma 6. Let Sk be the leverage score sampling based sketch and z = UTSTk Skb⊥. Then we have
E[‖z‖22] ≤
d
m
f(x∗), and ‖E[Axˆk]−Ax∗‖2 ≤
√
4
d
m
f(x∗). (11)
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4.4 Hybrid Sketch
In a distributed computing setting, the amount of data that can be fit into the memory of a worker
node and the size of the largest problem that can be solved by that worker often do not match. The
hybrid sketch idea is motivated by this mismatch and it is basically a sequentially concatenated
sketching scheme where we first perform uniform sampling with dimension m′ and then sketch the
sampled data using another sketch preferably with better convergence properties (say, Gaussian)
with dimension m. In other words, the worker reads m′ rows of the data matrix A and then applies
sketching, reducing the number of rows from m′ to m.
Note that if m′ = m, hybrid sketch reduces to sampling; if m′ = n, then it reduces to Gaussian
sketch; hence hybrid sketch can be thought of as middle ground between these. We note that this
scheme does not take privacy into account as workers are assumed to have access to the original data.
We present experiment results in the numerical results section showing the practicality of the hybrid
sketch idea. For the experiments involving very large-scale datasets, we have used Sparse Johnson-
Lindenstrauss Transform (SJLT) [11] as the second sketching method in the hybrid sketch due to its
low computational complexity.
5 Distributed Sketching for Least-Norm Problems
Now we consider the high dimensional case where n < d and applying the sketching matrix from the
right (right-sketch), i.e., on the features. Let us define the minimum norm solution
x∗ = arg min
x
‖x‖22 s.t. Ax = b. (12)
The solution to the above problem has a closed-form solution given by x∗ = AT (AAT )−1b when
the matrix A is full row rank. We will assume that the full row rank condition holds in the sequel.
Let us denote the optimal value of the minimum norm objective as f(x∗) = ‖x∗‖22 = bT (AAT )−1b.
Then we consider the approximate solution given by xˆk = STk zˆk and zˆk is given by
zˆk = arg min
z
‖z‖22 s.t. ASTk z = b, (13)
where Sk ∈ Rm×d and z ∈ Rm. The averaged solution is computed as x¯ = 1q
∑q
k=1 xˆk. Now we
consider sketching matrices that are i.i.d. Gaussian. Lemma 7 establishes that the right-sketch estima-
tor is an unbiased estimator and gives the exact expression for the expectation of the approximation
error.
Lemma 7. For the Gaussian sketch with sketch size satisfying m > n+ 1, the estimator xˆk satisfies
E[‖xˆk − x∗‖22] =
d− n
m− n− 1f(x
∗).
An exact formula for averaging multiple sketches that parallels Theorem 1 can be obtained in a
similar fashion. We defer the details to the supplement.
6 Numerical Results
We have implemented our distributed sketching methods for AWS Lambda in Python using Pywren
[7], which is a framework for serverless computing. The setting for the experiments is a centralized
computing model where a single master node collects and averages the outputs of the q worker
nodes. Most of the figures in this section plot the approximation error which is computed by
(f(x¯)− f(x∗))/f(x∗).
6.1 Airline Dataset
We have conducted experiments in the publicly available Airline dataset [13]. This dataset contains
information on domestic USA flights between the years 1987-2008. We are interested in predicting
whether there is going to be a departure delay or not, based on information about the flights. More
precisely, we are interested in predicting whether DepDelay> 15 minutes using the attributes Month,
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DayofMonth, DayofWeek, CRSDepTime, CRSElapsedTime, Dest, Origin, and Distance. Most
of these attributes are categorical and we have used dummy coding to convert these categorical
attributes into binary representations. The size of the input matrix A, after converting categorical
features into binary representations, becomes (1.21× 108)× 774.
We have solved the linear least squares problem on the entire airline dataset: minimizex‖Ax− b‖22
using q workers on AWS Lambda. The output b for the plots a and b in Fig. 1 is a vector of binary
variables indicating delay. The output b for the plots c and d in Fig. 1 is artificially generated via
b = Axtruth +  where xtruth is the underlying solution and  is random Gaussian noise distributed
as N (0, 0.01I). Fig. 1 shows that sampling followed by SJLT leads to a lower error.
Note that it makes sense to choose m and m′ as large as the available resources allow because for
larger m and m′, the convergence is faster. Based on the run times given in the caption of Fig. 1 we
see that workers take longer to finish their tasks if SJLT is involved. Decreasing m′ will help reduce
this processing time at the expense of error performance.
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a) m′ = 5m = 5× 105
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b) m′ = 2m = 2× 106
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d) m′ = 2m = 2× 106
Figure 1: AWS Lambda experiments on the entire airline dataset (n = 1.21 × 108) with q = 100
workers. The run times for each plot are as follows (given in this order: sampling, sampling followed
by SJLT): a: 37.5, 43.9 seconds, b: 48.3, 60.1 seconds, c: 39.8, 52.9 seconds, d: 78.8, 107.6 seconds.
6.2 Image Dataset: Extended MNIST
The experiments of this subsection are performed on the image dataset EMNIST (extended MNIST)
[3]. We have used the "bymerge" split of EMNIST, which has 700K training and 115K test images.
The dimensions of the images are 28× 28 and there are 47 classes in total (letters and digits).
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0 20 40 60 80 100
number of outputs averaged
0.42
0.44
0.46
0.48
0.50
ac
cu
ra
cy
uniform sampling
SJLT
b) Test accuracy
Figure 2: Approximation error and test accuracy plots for the EMNIST-bymerge dataset where
q = 100, m = 2000, s = 20. The run times on AWS Lambda for uniform sampling and SJLT are
41.5 and 66.9 seconds, respectively.
Fig. 2 shows the approximation error and test accuracy plots when we solve the least squares problem
on the EMNIST-bymerge dataset using the model averaging method. Because this is a multi-class
classification problem, we have one-hot encoded the labels. Fig. 2 demonstrates that SJLT is able to
drive the cost down more and increase the accuracy more than uniform sampling.
6.3 Performance on Large-Scale Synthetic Datasets
This subsection contains the experiments performed on randomly generated large-scale data to
illustrate scalability of the methods. Plots in Fig. 3 show the approximation error as a function of time,
where the problem dimensions are as follows: A ∈ R107×103 for plot a and A ∈ R(2×107)×(2×103)
for plot b. These data matrices take up 75 GB and 298 GB, respectively. The data used in these
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experiments were randomly generated from the student’s t-distribution with degrees of freedom of
1.5 for plot a and 1.7 for plot b. The output vector b was computed according to b = Axtruth + 
where  ∈ Rn is i.i.d. noise distributed as N (0, 0.1In). Other parameters used in the experiments
are m = 104,m′ = 105 for plot a, and m = 8× 103,m′ = 8× 104 for plot b. We observe that both
plots in Fig. 3 reveal similar trends where the hybrid approach leads to a lower approximation error
but takes longer due to the additional processing required for SJLT.
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Figure 3: Approximation error vs time for AWS Lambda experiments on randomly generated
large-scale datasets (q = 200 AWS Lambda functions have been used).
6.4 Numerical Results for Right Sketch: n < d Case
Fig. 4 shows the approximation error as a function of the number of averaged outputs in solving the
least norm problem for two different datasets. The dataset for Fig. 4(a) is randomly generated with
dimensions A ∈ R50×1000. We observe that Gaussian sketch outperforms uniform sampling in terms
of the approximation error. Furthermore, Fig. 4(a) verifies that if we apply the hybrid approach of
first sampling and then using Gaussian sketch, then its performance falls between the extreme ends of
only sampling and only using Gaussian sketch. Moreover, Fig. 4(b) shows the results for the same
experiment on a subset of the airline dataset where we have included the pairwise interactions as
features which makes this an underdetermined linear system. Originally, we had 774 features for this
dataset, if we include all xixj terms as features, we would have a total of 299925 features, most of
which are zero for all samples. We have excluded the all-zero columns from this extended matrix to
obtain the final dimensions 2000× 11588.
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Figure 4: Averaging for least norm problems. Plot (a): The parameters are n = 50, d = 1000,
m = 200, m′ = 500. Plot (b): Least norm averaging applied to a subset of the airline dataset. The
parameters are n = 2000, d = 11588, m = 4000, m′ = 8000. For this plot, the features include the
pairwise interactions in addition to the original features.
7 Conclusion
In this work, we have studied averaging sketched solutions for linear least squares problems for
both n > d and n < d. We have discussed distributed sketching methods from the perspectives
of convergence, bias, privacy, and (serverless) computing framework. Our results and numerical
experiments suggest that distributed sketching methods offer a competitive straggler-resilient solution
for solving large scale linear least squares problems for distributed systems.
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Broader Impact
This work does not present any foreseeable negative societal consequence. The methods presented are
applicable to any type of data and could be useful for both practitioners and researchers whose work
involve large scale scientific computing. The main advantages of the methods are privacy preservation
and faster computing times which could be beneficial for many engineering and science applications.
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A Additional Numerical Results
In the numerical results section of the main paper, we have presented large scale experiments that have
been run on the AWS Lambda platform. In the case of large datasets and limited computing resources
such as memory and lifetime, most of the standard sketches are computationally too expensive as
discussed in the main body of the paper. This is the reason why we limited the scope of the large
scale experiments to uniform sampling, SJLT, and hybrid sketch. In this section we present some
additional experimental results on smaller datasets to empirically verify the theoretical results of the
paper.
We present results on two UCI datasets in Figure 5 comparing the performances of the sketches we
discussed in the paper.
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Figure 5: Approximation error against the number of averaged outputs in log-log scale for various
sketching methods on UCI datasets. All of the curves have been averaged over 25 independent
trials and the vertical error bars show the standard error. The parameters used are as follows. Plot a:
n = 131, d = 10, m = 20. Plot b: n = 1022, d = 41, m = 100.
Figure 5 shows that Gaussian and ROS sketches lead to unbiased estimators in the experiments
because the corresponding curves appear linear in the log-log scale plots. The experimental results
suggest that the upper bound that we have found for the bias of the ROS sketch may not be tight. We
see that the estimates for uniform sampling and leverage score sampling are biased. The observation
that the Gaussian sketch estimator is unbiased in the experiments is perfectly consistent with our
theoretical findings. Furthermore, we observe that the approximation error is the highest in uniform
sampling, which is also in agreement with the theoretical upper bounds that we have presented.
B Proofs
B.1 Gaussian Sketch and Other Sketches
We give below the proofs for the rest of the lemmas and theorems stated in the paper.
Proof of Lemma 1. Suppose that the matrix A is full column rank. Then, for m ≥ d, the matrix
ATSTk SkA follows a Wishart distribution, and is invertible with probability one. Conditioned on the
invertibility of ATSTk SkA, we have
xˆk = (A
TSTk SkA)
−1ATSTk Skb = (A
TSTk SkA)
−1ATSTk Sk(Ax
∗ + b⊥)
= x∗ + (ATSTk SkA)
−1ATSTk Skb
⊥ ,
where we have defined b⊥ = b−Ax∗ . Note that SkA and Skb⊥ are independent random matrices
since they are Gaussian and uncorrelated as a result of the normal equations AT b⊥ = 0. Conditioned
on the realization of the matrix SkA and the event ATSTk SkA  0, a simple covariance calculation
shows that
xˆk ∼ N
(
x∗,
1
m
f(x∗)(ATSTk SkA)
−1) .
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Multiplying with the data matrix A on the left yields the distribution of the prediction error, condi-
tioned on SkA, as
A(xˆk − x∗) ∼ N
(
0,
1
m
f(x∗)A(ATSTk SkA)
−1AT
)
.
Then we can compute the conditional expectation of the squared norm of the error
E[‖A(xˆk − x∗)‖22
∣∣SkA] = f(x∗)
m
E[trA(ATSTk SkA)−1AT ] .
Next we recall that the expected inverse of the Wishart matrix ATSTk SkA satisfies (see, e.g.,[9])
E[(ATSTk SkA)−1] = (ATA)−1
m
m− d− 1 .
Plugging in the previous result, using the tower property of expectations and noting that
trA(ATA)−1A = rankA = d, we obtain the claimed result.
Proof of Theorem 1. Because the Gaussian sketch estimator is unbiased (i.e., E[xˆk] = x∗), Lemma
2 reduces to E[f(x¯)]−f(x∗) = 1qE[‖Axˆ1−Ax∗]‖22. By Lemma 1, the error of the averaged solution
conditioned on the events that Ek = ATSTk SkA  0, ∀i = 1, ..., q can exactly be written as
E[‖A(x¯− x∗)‖22|E1 ∩ ... ∩ Eq] =
1
q
d
m− d− 1f(x
∗).
Using Markov’s inequality, it follows that
P (‖A(x¯− x∗)‖22 ≥ a|E1 ∩ ... ∩ Eq) ≤
1
qa
d
m− d− 1f(x
∗).
The LHS can be rewritten as
P (‖A(x¯− x∗)‖22 ≥ a ∩ (
⋂q
k=1Ek))
P (
⋂q
k=1Ek)
≥ P (‖A(x¯− x
∗)‖22 ≥ a) + P (
⋂q
k=1Ek)− 1
P (
⋂q
k=1Ek)
(14)
=
P (‖A(x¯− x∗)‖22 ≥ a) + P (E1)q − 1
P (E1)q
, (15)
where we have used the identity P (A ∩ B) ≥ P (A) + P (B)− 1 in (14) and the independence of
the events Ek in (15). It follows
P (‖A(x¯− x∗)‖22 ≤ a) ≥ P (E1)q
(
1− 1
qa
d
m− d− 1f(x
∗)
)
.
Setting a = f(x∗) q and plugging in P (E1) ≥ 1− e−c1m where c1 is a constant [15], we obtain
P
(‖A(x¯− x∗)‖22
f(x∗)
≤ 
q
)
≥ (1− e−c1m)q
(
1− 1

d
m− d− 1
)
.
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Proof of Lemma 2. The expectation of the difference between f(x¯) and f(x∗) is given by:
E[f(x¯)]− f(x∗) = E[‖A(x¯− x∗)‖22]
= E
∥∥∥∥∥1q
q∑
k=1
(Axˆk −Ax∗)
∥∥∥∥∥
2
2

=
1
q2
E
[
q∑
k=1
q∑
l=1
〈Axˆk −Ax∗, Axˆl −Ax∗〉
]
=
1
q2
q∑
k=1
E
[‖Axˆk −Ax∗‖22]+ 1q2 ∑
k 6=l ,1≤k,l≤q
E [〈Axˆk −Ax∗, Axˆl −Ax∗〉]
=
1
q
E
[‖Axˆ1 −Ax∗‖22]+ q2 − qq2 E [〈Axˆ1 −Ax∗, Axˆ2 −Ax∗〉]
=
1
q
E
[‖Axˆ1 −Ax∗‖22]+ q − 1q E[Axˆ1 −Ax∗]TE[Axˆ2 −Ax∗]
=
1
q
E
[‖Axˆ1 −Ax∗‖22]+ q − 1q ‖E[Axˆ1]−Ax∗‖22,
where the first line follows as in (2).
Proof of Lemma 3. Assuming ATSTk SkA is invertible (we will take the probability of this event
into account later), the norm of the bias for a single sketch can be expanded as follows:
‖E[Axˆk]−Ax∗‖2 = ‖E[A(ATSTk SkA)−1ATSTk Skb]−Ax∗‖2
= ‖E[A(ATSTk SkA)−1ATSTk Sk(Ax∗ + b⊥)]−Ax∗‖2
= ‖E[A(ATSTk SkA)−1ATSTk Skb⊥]‖2
= ‖UE[(UTSTk SkU)−1UTSTk Skb⊥‖2
= ‖E[(UTSTk SkU)−1UTSTk Skb⊥‖2
= ‖E[Qz]‖2,
where we define Q : = (UTSTk SkU)
−1 and z : = UTSTk Skb
⊥. The term ‖E[Qz]‖22 can be upper
bounded as follows:
‖E[Qz]‖22 = E[Qz]TE[Qz]
= ESk [Qz]TES′k [Q
′z′]
= ESkES′k [z
TQQ′z′]
=
1
2
ESkES′k [(z + z
′)TQQ′(z + z′)− zTQQ′z − z′TQQ′z′]
≤ 1
2
ESkES′k [
(‖z + z′‖22(1 + )2 − ‖z‖22(1− )2 − ‖z′‖22(1− )2)]
= ESkES′k [
(‖z‖222+ ‖z′‖222+ zT z′(1 + )2)]
= 2ESkES′k [‖z‖22] + 2ESkES′k [‖z′‖22] + (1 + )2ESkES′k [zT z′]
= 4E[‖z‖22] + (1 + )2‖E[z]‖22,
where the inequality in the fifth line follows from the assumption (1−)Id  Q  (1+)Id and some
simple bounds for the minimum and maximum eigenvalues of the product of two positive definite
matrices. Furthermore, the expectation of z is equal to zero because E[z] = E[UTSTk Skb⊥] =
UTE[STk Sk]b⊥ = UT b⊥ = 0. Hence we have
‖E[Axˆk]−Ax∗‖2 ≤
√
4E[‖z‖22].
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Proof of Lemma 4. For the randomized Hadamard sketch (ROS), the term E[‖z‖22] can be expanded
as follows:
E[‖z‖22] = E
b⊥T 1
m
m∑
i=1
sis
T
i UU
T 1
m
m∑
j=1
sjs
T
j b
⊥

= E
 1
m2
m∑
i=1
m∑
j=1
b⊥
T
sis
T
i UU
T sjs
T
j b
⊥

=
1
m2
∑
1≤i=j≤m
b⊥
TE
[
sis
T
i UU
T sjs
T
j
]
b⊥ +
1
m2
∑
i6=j, 1≤i,j≤m
b⊥
TE[sisTi ]UUTE[sjsTj ]b⊥
=
m
m2
b⊥
TE
[
s1s
T
1 UU
T s1s
T
1
]
b⊥ +
1
m2
∑
i6=j, 1≤i,j≤m
b⊥
T
InUU
T Inb
⊥
=
1
m
b⊥
TE
[
s1s
T
1 UU
T s1s
T
1
]
b⊥,
where we have used the independence of si and sj , i 6= j in going from the second line to the
third line. This is true because of the assumption that the matrix P corresponds to sampling with
replacement.
b⊥
TE
[
s1s
T
1 UU
T s1s
T
1
]
b⊥ = E[(sT1 UUT s1)(sT1 b⊥b⊥
T
s1)]
= E[(sT1 UUT s1)(b⊥
T
s1)
2]
=
1
n
n∑
i=1
E[(hTi DUUTDhi)(b⊥
T
Dhi)
2],
where the row vector hTi corresponds to the i’th row of the Hadamard matrix H . We also note that
the expectation in the last line is with respect to the randomness of D.
Let us define r to be the column vector containing the diagonal entries of the diagonal matrix D, that
is, r := [D11, D22, ..., Dnn]T . Then, the vector Dhi is equivalent to Diag(hi)r where Diag(hi) is
the diagonal matrix with the entries of hi on its diagonal.
1
n
n∑
i=1
E[(hTi DUUTDhi)(b⊥
T
Dhi)
2] =
1
n
n∑
i=1
E[(rTDiag(hi)UUTDiag(hi)r)(b⊥
T
Diag(hi)r)
2]
=
1
n
n∑
i=1
E[b⊥TDiag(hi)r(rTPr)rTDiag(hi)b⊥]
=
1
n
n∑
i=1
b⊥
T
Diag(hi)E[r(rTPr)rT ]Diag(hi)b⊥,
where we have defined P := Diag(hi)UUTDiag(hi). It follows that E[r(rTPr)rT ] = 2P −
2Diag(P ) + tr(P )In. Here, Diag(P ) is used to refer to the diagonal matrix with the diagonal
entries of P as its diagonal.
The trace of P can be easily computed using the cyclic property of matrix trace as tr(P ) =
tr(Diag(hi)UU
TDiag(hi)) = tr(U
TDiag(hi)Diag(hi)U) = tr(U
TU) = tr(Id) = d.
We note that the term Diag(P ) can be simplified as Diag(P )jj = ‖u˜j‖22 where u˜Tj is the j’th row
of U . This leads to
b⊥
T
diag(P )b⊥ =
n∑
j=1
(b⊥j )
2‖u˜j‖22
≥
n∑
j=1
(b⊥j )
2 min
i
‖u˜i‖22
= ‖b⊥‖22 min
i
‖u˜i‖22.
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Going back to E[‖z‖22],
E[‖z‖22] =
1
mn
b⊥
T
nDiag(hi) (2P − 2Diag(P ) + tr(P )In)Diag(hi)b⊥
=
d
m
‖b⊥‖22 −
2
m
b⊥
T
Diag(P )b⊥
≤ d
m
‖b⊥‖22 −
2
m
‖b⊥‖22 min
i
‖u˜i‖22
=
1
m
‖b⊥‖22(d− 2 min
i
‖u˜i‖22)
=
d
m
(
1− 2 mini ‖u˜i‖
2
2
d
)
f(x∗).
Proof of Lemma 5. Note that E[STk Sk] =
1
m
∑m
i=1 sis
T
i = In where si ∈ Rn is the column vector
corresponding to the i’th row of Sk scaled by 1/
√
m. Note that because of this particular scaling,
E[sisTi ] = In holds. For uniform sampling with replacement, we have
E[‖z‖22] =
1
m2
E
b⊥T m∑
i=1
sis
T
i UU
T
m∑
j=1
sjs
T
j b
⊥

=
1
m2
E
 m∑
i=1
m∑
j=1
b⊥
T
sis
T
i UU
T sjs
T
j b
⊥

=
1
m2
∑
1≤i=j≤m
b⊥
TE[sisTi UUT sjsTj ]b⊥ +
1
m2
∑
i 6=j, 1≤i,j≤m
b⊥
TE[sisTi ]UUTE[sjsTj ]b⊥
=
1
m
b⊥
TE[s1sT1 UUT s1sT1 ]b⊥ +
1
m2
∑
i6=j, 1≤i,j≤m
b⊥
T
InUU
T Inb
⊥
=
1
m
b⊥
TE[s1sT1 UUT s1sT1 ]b⊥
=
1
m
b⊥
T
n2
1
n
n∑
i=1
eie
T
i UU
T eie
T
i b
⊥
=
n
m
b⊥
T
n∑
i=1
‖u˜i‖22eieTi b⊥
=
n
m
b⊥
T
Diag(‖u˜i‖22)b⊥
=
n
m
n∑
i=1
b⊥i
2‖u˜i‖22
≤ n
m
n∑
i=1
b⊥i
2
max
j
‖u˜j‖22
=
n
m
f(x∗) max
i
‖u˜i‖22.
For uniform sampling without replacement, the rows si and sj are not independent which can be
seen by noting that given si, we know that sj will have its nonzero entry at a different place than si.
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Hence, differently from uniform sampling with replacement, the following term will not be zero:
1
m2
∑
i6=j, 1≤i,j≤m
b⊥
TE[sisTi UUT sjsTj ]b⊥ =
m2 −m
m2
b⊥
TE[s1sT1 UUT s2sT2 ]b⊥
=
m− 1
m
b⊥
T
n2
1
n2 − n
∑
i 6=j,1≤i,j≤n
eie
T
i UU
T eje
T
j b
⊥
=
m− 1
m
n
n− 1b
⊥T ∑
i6=j,1≤i,j≤n
eiu˜
T
i u˜je
T
j b
⊥
=
m− 1
m
n
n− 1b
⊥T (UUT −Diag(‖u˜i‖22)b⊥
=
m− 1
m
n
n− 1(0−
n∑
i=1
b⊥i
2‖u˜i‖22)
= −m− 1
m
n
n− 1
n∑
i=1
b⊥i
2‖u˜i‖22.
It follows that for uniform sampling without replacement, we obtain
E[‖z‖22] =
(
n
m
− m− 1
m
n
n− 1
) n∑
i=1
b⊥i
2‖u˜i‖22
=
n
m
n−m
n− 1
n∑
i=1
b⊥i
2‖u˜i‖22
≤ n
m
n−m
n− 1 f(x
∗) max
i
‖u˜i‖22.
Proof of Lemma 6. We consider leverage score sampling with replacement. The rows si, sj i 6= j
are independent because sampling is with replacement. For leverage score sampling, the term E[‖z‖22]
is upper bounded as follows:
E[‖z‖22] =
1
m2
E
b⊥T m∑
i=1
sis
T
i UU
T
m∑
j=1
sjs
T
j b
⊥

=
1
m2
E
 m∑
i=1
m∑
j=1
b⊥
T
sis
T
i UU
T sjs
T
j b
⊥

=
1
m2
∑
1≤i=j≤m
b⊥
TE[sisTi UUT sjsTj ]b⊥ +
1
m2
∑
i 6=j, 1≤i,j≤m
b⊥
TE[sisTi ]UUTE[sjsTj ]b⊥
=
1
m
b⊥
TE[s1sT1 UUT s1sT1 ]b⊥ +
m2 −m
m2
b⊥
TE[s1sT1 ]UUTE[s1sT1 ]b⊥
=
1
m
b⊥
T
n∑
i=1
`i
d
d
`i
eie
T
i UU
T d
`i
eie
T
i b
⊥ +
m2 −m
m2
b⊥
T
InUU
T Inb
⊥
=
1
m
b⊥
T
n∑
i=1
d
`i
`ieie
T
i b
⊥
=
d
m
b⊥
T
n∑
i=1
eie
T
i b
⊥
=
d
m
‖b⊥‖22
=
d
m
f(x∗).
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B.2 Differential Privacy
The proof of the privacy result mainly follows due to Theorem 3 (stated below for completeness)
which is a result from [16].
Proof of Theorem 2. For some ε, δ and matrix Ac, if there exist values for m such that the smallest
singular value of Ac satisfies σmin(Ac) ≥ w, then using Theorem 3, we find that the sketch size m
has to satisfy the following for (ε, δ)-differential privacy:
m ≤ 1
8 ln(4/δ)
((
σ2min
B2
− 1
)
1
1
ε +
1
ln(4/δ)
− 2 ln(4/δ)
)2
=
1
8β
((
σ2min
B2
− 1
)
εβ
ε+ β
− 2β
)2
, (16)
where we have set δ = 4/eβ in the second line. For the first line to follow from Theorem 3, we also
need the condition σ
2
min
B2 ≥ 3 + 2βε to be satisfied. We now substitute B = B0
√
d and σmin = σ0
√
n
to obtain the simplified condition
n
d
≥
(
3 + 2
β
ε
)
B20
σ20
,
where B0 and σ0 are constants. Assuming this condition is satisfied, then we pick the sketch size m
as (16) which can also be simplified:
m = O
(
β
n2
d2
ε2
(ε+ β)2
)
.
Note that the above arguments are for the privacy of a single sketch (i.e., SkAc). In the distributed
setting where the adversary can attack all of the sketched data S1Ac, ..., SqAc, we can consider all of
the sketched data to be a single sketch with size mq. Based on this argument, we can pick the sketch
size as
m = O
(
β
q
n2
d2
ε2
(ε+ β)2
)
.
Theorem 3 (Differential privacy for random projections [16]). Fix  > 0 and δ ∈ (0, 1/e). Fix
B > 0. Fix a positive integer m and let w be such that
w2 = B2
(
1 +
1 + ln(4/δ)

(
2
√
2m ln(4/δ) + 2 ln(4/δ)
))
. (17)
Let A be an (n× d)-matrix with d < m and where each row of A has bounded `2-norm of B. Given
that σmin(A) ≥ w, the algorithm that picks an (m× n)-matrix R whose entries are iid samples from
the normal distribution N (0, 1) and publishes the projection RA is (, δ)-differentially private.
We note that Remark 1 is a direct consequence of of Theorem 2 and Theorem 1.
B.3 Proofs for Right Sketch
Proof of Lemma 7. It follows that conditioned on ASTk , we have
xˆk ∼ N
(
x∗, PNull(A)‖ASTk (ASTk SkAT )−1b‖22
)
.
Noting that E[(ASTk SkAT )−1] = AAT
m
m−n−1 , taking the expectation and noting that trPNull(A) =
d− n, we obtain
E[‖xˆk − x∗‖22] =
d− n
m− n− 1b
T (AAT )−1b =
d− n
m− n− 1f(x
∗). (18)
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Error for the averaged solution: Note that Lemma 7 establishes the expected error for the single
sketch estimator xˆk. We now present an exact formula for the averaged solution x¯. We first note
the unbiasedness of the estimates, i.e., E[xˆk] = x∗. Next, following similar steps to those used in
proving Lemma 2 along with the unbiasedness of the estimates, we obtain
E[‖x¯− x∗‖22] =
1
q
E[‖xˆk − x∗‖22]
=
1
q
d− n
m− n− 1f(x
∗).
Hence, for the Gaussian right sketch, we establish the approximation error as
E[f(x¯)]− f(x∗)
f(x∗)
=
1
q
d− n
m− n− 1 . (19)
18
