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3.2.1 Ī[σ](h) decreases when h is replaced by its non decreasing
rearrangement in a class of piecewise constant functions. . . . 45
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SUMMARY
This work is concerned with the Almost Axisymmetric Flows with Forcing
Terms which are derived from the inviscid Boussinesq equations. It is our hope that
these flows will be useful in Meteorology to describe tropical cyclones. We show that
these flows give rise to a collection of Monge-Ampere equations for which we prove an
existence and uniqueness result. What makes these equations unusual is the boundary
conditions they are expected to satisfy and the fact that the boundary is part of the
unknown. Our study allows us to make inferences in a toy Almost Axisymmetric




In this work, we consider the so-called Almost Axisymmetric Flows with Forcing
terms in the absence of viscosity. The variant of these flows we are concerned with,
originated in a work by Craig [17] and was built on works by several atmospheric
scientists (e.g., [23] [28] [43]). The Almost Axisymmetric Flows are designed to study
the structure of tropical cyclones and were suspected to possess a Hamiltonian struc-
ture. As we will show later, the equations describing the Almost Axisymmetric Flows
with Forcing Terms are derived as an approximation to the inviscid Boussinesq equa-
tions.
This work focuses on the free boundary version obtained by Cullen, following a pro-
cedure proposed by Craig [17] and Shutts [43]. In the cylindrical polar coordinates
(λ, r, z), the time dependent domain where the fluid evolves is of the form
Γςt = {(λ, r, z) : 0 ≤ λ ≤ 2π, 0 ≤ z ≤ H, r0 ≤ r ≤ ς(t, λ, z)} (1.0.1)
where the boundary r = ς t is a material surface and r0, H are positif real numbers.
We have used the notation St = S(t, ·, ·). The temperature θ′(t, λ, r, z) within the
domain of the vortex (where the PDEs are considered) is higher than the temperature
in the ambient fluid which is maintained at a constant temperature θ0 in a rotating
framework where the coriolis coefficient is Ω. We denote by u = (u, v, w) the velocity
the fluid in cylindrical coordinates. The material derivative associated to this velocity













inside the vortex is denoted by ϕ.
The unknown of the problem are u = (u, v, w), θ′, ϕ, ς while the equations describing















F (t, λ, r, z), (1.0.2a)
Dθ′
Dt

























The conditions on the boundary are given by









= v on {r = ς(t, λ, z)}
(1.0.3)
along with the condition
ϕ(t, λ, ς(t, λ,H), H) = 0.
Here nt is the unit outward normal vector field at time t and
F (t, λ, r, z) and S(t, λ, r, z) are prescribed forcing terms of the system. These
equations are supplemented by the initial conditions




0 ϕ|t=0 = ϕ0
The solutions we are interested in are the ones that are stable in some sense to be



































1.1 Derivation of the almost axisymmetric flow equations
with forcing terms from Boussinesq equations.
The equations in (1.0.2) are obtained as approximations to the well known 3D inviscid




















. These equations are written in the carte-
sian coordinates (x, y, z) and the velocity field ū is expressed in the associated basis
(∂x, ∂y, ∂z). Here ϕ̄ is the pressure, θ̄ is the temperature, F̄, S̄ are respectively a vector
and a scalar forcing terms. As we show in section 2 of Chapter 2, under the cylindrical














F (t, λ, r, z), (1.1.2a)
Dθ′
Dt































Boussinesq equations are known to model large scale flows in the atmosphere
where the vertical component of the velocity field is much smaller than the horizontal
component. This leads to the hydrostatic approximation where Dw
Dt
≈ 0. In addition,
in a rotating setting, the radial velocity of fluid is assumed to be small. To take this
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fact into account in our equations, we also make the approximation Dv
Dt
≈ 0. Remark-
ably enough, it was predicted by Craig [17] that these approximations do not destroy
the Hamiltonian structure of the Almost Axisymmetric Flows. Thus, from (1.1.2) we
obtain (1.0.2).
1.2 Change of variables into the Dual space and formal
Justification.
The computations performed in this subsection are valid if we are dealing with func-
tions which are smooth enough.
Our approach to the problem (1.0.2) relies on a specific change of variables involving
the expressions ur+ Ωr2 and g
θ0
θ′ into a space we called “the dual space.” As we will
soon see, this appropriately chosen change of variables is motivated by interesting be-
haviors of the balanced axisymmetric vortex. Indeed, In the context of axisymmetric
flows, namely when the quantities involved in equations (1.0.2) are all independent
of λ and F = S = 0, the angular momentum ur+ Ωr2 and the potential temperature
θ′ turn out to be key conserved quantities along trajectories of the flow :
D
Dt







Moreover, the same quantities somehow control the rate of change of some variant
of the pressure ϕ in the radial and vertical direction in the following way:
















If we introduce new variables P = ϕ + Ω
2
2










These considerations suggest to study the system in new coordinates λ, Υ =
∂sP and Z = ∂sP . The new coordinates have the principal advantage of shedding
light on the strucure of the Almost Axisymmetric Flows equations and making more
transparent the main mechanisms driving the system. More specifically, in the new
variables, the Almost Axisymmetric Flows with Forcing terms have a very simple











































and there exists P such that Pλ and Ψλ are Legendre transforms of each other
and solve the Monge-Ampere equation (1.4.1).
1.3 Comparisons with other studies.
The other well known PDE whose study comes close to the inviscid Boussinesq equa-
tions is the incompressible Euler equation. Recently, the free boundary Euler equa-
tions have been studied intensively by different groups of people including Linblad [38]
Shatah-Zeng [44], Coutand-Shkoller [12]. For the well-posedness of the free boundary
problem in incompressible Euler equations, it is required that the pressure satisfies
the following condition:
∇ϕt · nt < c0 < 0 on the free boundary
The above condition was instrumental to obtain an existence and well-posedness
result. This suggests that in the case of the Almost Axisymmetric symmetric Flows
5
a certain condition is expected to be imposed on the pressure. From a physical
perspective, we are interested in solutions that are stable in the sense that they
correspond to a minimum energy state with respect to parcel displacements that
preserve the angular momentum and the potential temperature (see [23]). For a





+ ϕλt (r, z)
)
> 0 (1.3.1)
Note that this conditon implies that Ω
2r2
2
+ϕλt (r, z) is strictly convex and validates
the change of variables discussed in the previous section.
1.4 Hamiltonian and a Monge-Ampere equation.
The Almost Axisymmtric Flows with Forcing Term comes along with an energy func-
tional which proves to be an important tool in the solution procedure that we propose.
When these flows evolve with a velocity u = (u, v, w) and temperature θ′, the density





















The measure in the physical space can be expressed in different variables. Com-
puting the Jacobian of the change of variables, one shows the existence of a scalar
function σ such that





for 0 ≤ 2r20s < 1
6
and








Let P be as in section 1.2 and assume we can choose Ψ such that Pλ := Pλ(s, z)
and Ψλ := Ψλ(Υ, Z) are legendre transforms of each other so that s = ∂ZΨλ(Υ, Z)









on {hλ > 0}
(1.4.1)





















which makes it depend on σ and Ψ. We make the crucial observation that this
























































The minimization problem in (1.4.4) has a dual formulation
H∗(σλ) = sup J [σλ](Ψ, P ) (1.4.5)









σλ(dq) + j(P ) (1.4.6)
with





Here, H0 consists of all borel functions h : [0, H] 7−→ [0, 1/(2r20). The supremum in
(1.4.5) is taken over the set
U :=
{









− P (s, z)
)
e(s)ds for 0 ≤ 2r20ρ < 1. (1.4.8)
It turns out that if hσ is a minimizer in (1.4.4 ) and (P σ,Ψσ) is a maximizer of (1.4.5)
then (hσ, P σ,Ψσ) solves (1.4.1).
1.5 Challenges.
The first challenge we encounter is to show that (1.4.1) admits a unique solution
(P σ,Ψσ, hσ). The lack of uniqueness would have been a source of a pessmistic pre-





is not closed in the L∞ weak* topology. This is an obstacle we bypass
easily by observing that
Ī[σλ](h
#
λ ) ≤ Ī[σλ](hλ)
If h#λ is a monotone rearrangement of hλ. The existence follows easily from the
fact that the monotone functions are precompact with respect to pointwise topology.
But the uniqueness proved extremely challenging in the sense that we don’t know
any strict convexity propriety for the functional with respect to any metric we could
think of. We resort to a duality argument and discover a twist condition for a certain
functional which ensure uniqueness.
The second challenge is to make rigorous the existence of Xσ in terms of ∇Ψ.









exists. The existence of ∂Ψ
∂λ
is




with respect to a parameter λ when σλ depends smoothly on λ. This turns out to be
a problem out of reach in this work, which we hope to address in a future study.
Strategy.
We decide to start the study of a system of equations which may not be physical
but is educational and helps understand the original problem.
First simplication:





















+ 2Ωū = ∂rϕ̄,
Dθ̄′
Dt
= S̄, in Γς̄
1
r
∂r(rv̄) + ∂zw̄ = 0 ∂zϕ̄− g θ̄
′
θ̄0
= 0, in Γς̄
∂tς̄ + w̄∂zς = v̄, on {r = ς̄}
(1.5.1)
Here,
Γς̄ := {(r, z) | ς̄(z) ≥ r ≥ r0, z ∈ [0, H]},
subject to the boundary condition
ϕ(t, ς̄(t,H), H) = 0. (1.5.2)
Neumann condition has been imposed on the rigid boundary.




+ div(Vt[σ]σ) = 0 (0, T )× R2
σ|t=0 = σ0.
and has been studied under two different conditions namely when the initial data
is absolutely continuous with respect to Lebesgue and when it is not.
We note that the collection of variational problems stemming from the 2-dimensional
system coincides with the one obtained from our original problem.
1.6 Plan of this work.
In Chapter II, we first collect the notations used throughout this manuscript and
recall a few definitions. We show how the various systems of equations we study
are derived. Next, we lay down a program whose completion will solve the Almost
Axisymmetric Flows with Forcing Terms and explain their relationship to a collection
of variational problems.
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Chapter III contains our main contribution from the calculus of variations point of
view. The uniqueness of a minimizer satisfying the boundary condition (1.4.1) (iii)
along with the Lipschitz regularity of the boundary of Dhλ are certainly the most
remarkable facts.
In Chapter IV, It is worth mentioning that we have been able to give a meaning to
the velocity field Vt[σ] even for measures which are not absolutely continuous, based
on the Riesz representation argument. Having all these tools at hand, existence of
a solution in (4.2.6) based on a scheme where Vt[σ] is implicitly defined, is by now
standard and pionnered by Ambrosio and Gangbo [2].
We end this manuscript with an Appendix which consists of basic Analysis results.
11
CHAPTER II
DERIVATIONS OF DIVERSE SYSTEMS
2.1 Preliminaries.
In this section we introduce some notations and definitions.
- For any real number x, [x] denotes the integer part of x.
-Let x = (x1, x2...xn) and y = (y1, y2...yn) be vectors in Rn, n an integer greater or
equal to 1. Then




-If A = (A1,A2, ...An) with Ai ∈ Rk and x ∈ Rk then
< x,A >= (< x,A1 >, ..., < x,An−1 >,< x,An >)
- Let v = (v1, v2, v3) in the basis (∂a, ∂b, ∂c) associated with system of coordinates
(a, b, c). Then div(v) = ∂av1 +∂bv2 +∂bv3. This is an abuse of notation but note that
if (a, b, c) is the cartesian coordinates then div(v) is the expression of divergence of
v.
- Let v ∈ Rn. We denote by tv the translation of v defined by tv(u) = u + v for
any u ∈ Rn.
-Let M be a matrix. MT denotes the transpose of M and if M is invertible then we
denote the inverse of the transpose of M by M−T .
- Let A and B be two subsets of Rn n ≥ 1. Then the difference symmetric of A
and B is denoted by A∆B and is equal to (A \B) ∪ (B \ A) .
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- For convenience, we use the notation St := S(t, ·, ·, ·) and Sλt := S(t, λ, ·, ·).
- D
Dt
denotes the material derivative and will be defined in each context as we make
precise the velocity field it corresponds to.


















denotes the lipschitz constant of f .
-Hd denotes the d-dimensional Hausdorff measure.
- Pp(Rd) denotes the set of all probabilities with a finite p-moment.
- Given two borel µ0 and µ1 be borel finite measures in Rd, we denote by Γ(µ0, µ1)
the set of all measures on Rd × Rd whose first and second marginal are respectively
µ0 and µ1.
Definition 2.1.1 Let µ0 and µ1 be borel measures in Rd. The (p-th) Wasserstein
distance between the measures µ0 and µ1 elements of Pp(Rd) is defined by





pdγ : γ ∈ Γ(µ0, µ1)
}
if µ0(Rd) = µ1(Rd) <∞
∞ otherwise .
(2.1.1)
The set of minimizers in (2.1.1) is denoted by Γ0(µ0, µ1).
Definition 2.1.2 Let µ0 and µ1 be borel finite measures on Rd such that µ0(Rd) =






F ◦ Tdµ0 (2.1.2)
for all continuous and bounded functions F on Rd. The set of minimizers in (2.1.1)
is denoted by Γ0(µ0, µ1)
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2.2 Derivation of the almost axisymmetric flow equations
with forcing terms.
In this paragraph, we show how the equations in (1.0.2) are derived from the Boussi-
nesq equations with forcing terms, expressed in cartesian coordinates (x, y, z). As










Here, the velocity field ū = (ū, v̄, w̄)T is expressed in the basis (∂x, ∂y, ∂z) corre-
sponding to (x, y, z).
We consider the change of coordinates P from the cylindrical coordinates (λ, r, z) to
(x, y, z) defined by
P(λ, r, z) := (r cos(λ), r sin(λ), z)
To ū = (ū, v̄, w̄)T, we associate the corresponding velocities u = (u, v, w)T in the
orthonormal basis (1
r
∂λ, ∂r, ∂z) (with respect to the metric rdλ




, v, w)T in the basis (∂λ, ∂r, ∂z) both associated to the coordinate system
(λ, r, z). ū and uc are related by















































∇P(λ, r, z) =

−r sinλ cosλ 0
r cosλ sinλ 0
0 0 1

We easily check that
∇P(λ, r, z) = P(λ)S(r) (2.2.3)
We note that for any real-valued smooth function m̄ := m̄(t, x, y, z)
D
Dt
(m̄ ◦ P) = ∂ū
∂t


















Applying (2.2.4) to ū, v̄, w̄, we obtain
D
Dt
(ū ◦ P) = D̄ū
Dt
◦ P (2.2.5)
and so, by using (2.2.2) and (2.2.4) we obtain
D̄ū
Dt
◦ P = D
Dt















−(u cosλ+ v sinλ) −u
r
sinλ 0









































































We combine (2.2.6), (2.2.7) and (2.2.8) to get
D̄ū
Dt














We use (2.2.2), the fact that S(r)uc(λ, r, z) = u(λ, r, z) and (2.2.3) to obtain that
(ū×∂z)◦P = (ū◦P)×∂z = ([∇P ]uc)×∂z = (P(λ)S(r)uc)×∂z = (P(λ)u)×∂z (2.2.10)
We check that
(P(λ)u)× ∂z = P(λ)(u× ∂z) (2.2.11)
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We combine (2.2.10) and (2.2.11) to get
(ū× ∂z) ◦ P = P(λ)(u× ∂z) = P(λ)(v,−u, 0)T (2.2.12)
Setting
ϕ = ϕ̄ ◦ P
We get




θ = θ̄ ◦ P
Note that
∂z = P∂z

























)∇ϕ− P−1F̄ ◦ P
] (2.2.14)














)∇ϕ− P−1F̄ ◦ P = 0 (2.2.15)
This equation is written explicitly in (1.1.2) when
F := P−1F̄ ◦ P = (1
r
F, 0, 0)T .






(θ̄ ◦ P) = D̄θ̄
Dt
◦ P = S̄ ◦ P = S (2.2.16)
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Thus, (2.2.15), (2.2.16) and (2.2.17) form the system of equations (1.1.2).
2.3 Derivation of the problem in the dual space
Let u = (u, v, w) be a velocity field in the cylindrical coordinates in the basis
(1
r





the corresponding velocity field in the basis (∂λ, ∂r, ∂z). We assume that the velocity
field is smooth in {r > r0}.
2.3.1 Velocity in the dual space.
Let N be the flow in cartesian coordinates corresponding to uc defined by
Ṅt = uct ◦Nt. N0 = id t ∈ (0, T∗) (2.3.1)
and φ be another flow associated to a velocity field X defined by
φ̇t = Xt ◦ φt. φ0 = id t ∈ (0, T∗) (2.3.2)
We consider a function F : [0, T∗] × [0, 2π] × R2 7−→ R3. We assume that F is
smooth on (0, T∗)× (0, 2π)× R2 such that Ft := F(t, ·) is invertible for all t ∈ [0, T∗]
such that N and φ are related by
φt = Ft ◦Nt ◦ F−10 (2.3.3)
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To obtain an explicit expression of X in terms of F and uc, we combine (2.3.1), (2.3.2)
and (2.3.3) to get
φ̇t = ∂t(Ft ◦Nt ◦ F−10 )
= (∂tFt) ◦Nt ◦ F−10 + 〈∇Ft ◦Nt ◦ F−10 , Ṅt ◦ F−10 〉
= (∂tFt + 〈∇Ft,uct〉) ◦Nt ◦ F−10
= (∂tFt + 〈∇Ft,uct〉) ◦ F−1t ◦ φt
so that
X = φ̇t ◦ φ−1t = (∂tFt + 〈∇Ft,uct〉) ◦ F−1t
When we interchange the role of u and X in the above reasoning,and use F−1t instead





t + 〈∇F−1t ,Xt〉
)
◦ Ft
2.3.2 Domain and normal vectors.
Let ς : [0, T ]× [0, 2π]× [0, H] 7−→ R be a function. Define
K = {(t, λ, r, z) : 0 < t < T, (λ, r, z) ∈ Γςt} (2.3.4)
where
Γςt = {(λ, r, z) : 0 ≤ λ ≤ 2π, 0 ≤ z ≤ H, r0 ≤ r ≤ ςt(λ, z)}
We write
∂K = Ksp ∪ Kti
Here
Ksp = {0}×Γς0∪{T}×ΓςT and Kti = {(t, λ, r, z) : 0 < t < T ; (λ, r, z) ∈ ∂Γςt}
we note that the boundary ∂Γςt of Γςt is the union of the subsets {z = 0}, {z = H},
{r = r0} and {r = ςt(λ, z)} of Γςt in R3 for each t fixed. And so
Kti = {z = 0}∗ ∪ {z = H}∗ ∪ {r = r0}∗ ∪ {r = ς(t, λ, z)}∗ (2.3.5)
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in time-space. The star (*) in subscript in the above equation specifies that the
sets are considered in R4. We parametrize the boundary Kti of the domain K and






|∇t,λ,zςt|)2 + 1 on {r = ς(t, λ, z)}∗ ,
(0, 0, 1, 0) on {r = r0}∗ ,
(0, 0, 0, 1) on {z = H}∗
(0, 0, 0,−1) on {z = 0}∗
(2.3.6)
in time-space.
Remark 2.3.1 Assume ς is continuous and r0 < ς. Then ς has a minimum value a0
on his domain such that r0 < a0. Consider a bump function φ0 such that
0 < φ0 < a0 − r0 on (0, H)
and assume the value 0 elsewhere. Set
φ(t, λ, z) = φ0(z)
on [0, T ]× [0, 2π]× [0, H]. We define
ρ1 = ς − φ and ρ2 = ς + φ
Then
r0 < ρ1 < ς < ρ2 {(t, λ, z) : t ∈ [0, T ], λ ∈ [0, 2π] z ∈ (0, H)}
ρ1(t, λ, 0) = ρ2(t, λ, 0) = ς(t, λ, 0) {(t, λ, 0) : t ∈ [0, T ], λ ∈ [0, 2π]}




J := {(t, λ, r, z) : 0 < t < T, 0 < λ < 2π, 0 < z < H, ρ1(t, λ, z) < r < ρ1(t, λ, z)}
We note that
J ∩ {z = 0}∗ = J ∩ {z = H}∗ = J ∩ {r = r0}∗ = ∅ (2.3.8)
and
{r = ς}∗ ⊂ J̄
Observe that
{r = ς}∗ = {r = ς}∗ ∩ J̄ = ({r = ς}∗ ∩ J ) ∪ ({r = ς}∗ ∩ ∂J ) (2.3.9)
Here, J̄ and ∂J denote respectively the closure and boundary of J . But
{r = ς}∗ ∩ ∂J = {(t, λ, ς(t, λ, 0), 0) : 0 ≤ t ≤ T, 0 ≤ λ ≤ 2π}
∪ {(t, λ, ς(t, λ, 0), 0) : 0 ≤ t ≤ T, 0 ≤ λ ≤ 2π}
(2.3.10)
We note that the sets on the right handside of (2.3.10) are graphs of 2- dimensional
surfaces and so
H3({r = ς}∗ ∩ ∂J ) = 0 (2.3.11)
2.3.3 Conservation of the total mass.
We recall that u = (u, v, w) is a smooth velocity field in the cylindrical coordinates
in the basis (1
r
∂λ, ∂r, ∂z) and uc = (
u
r
, v, w) is the corresponding velocity field in the
basis (∂λ, ∂r, ∂z). We consider the following system of equations
div(ruc) = 0 on Γςt









= v on {r = ς(t, λ, z)}.
(2.3.12)
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Here, nt is outward unit normal vector of ∂Γςt for each t fixed and the equations
in (2.3.12) express the conservation of the mass in the physical space for the almost
axisymmetric flows.




+ div(Xσt) = 0 (0, T )× R3. (2.3.13)
in the sense of distributions.
















(ii) for each t fixed, the normal vector in space given by
nt =

(0, 1, 0) on {r = r0} ,
(0, 0, 1) on {z = H}




∂λ, ∂r, ∂z) or (∂λ, ∂r, ∂z). So, using the corresponding metrics, we easily
check that
uct · nt = ut · nt
Lemma 2.3.3 Assume for simplicity that ς is smooth and r0 < ς. Let F be a smooth
function on (0, T )× (0, 2π)× R2 such that Ft invertible for all t ∈ [0, T ] and satisfy




Then (2.3.12) and (2.3.13) are equivalent.
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Proof: Assume Ft satisfies (2.3.15). Let K be as in (2.3.4), N and φ as in (2.3.1 )
and (2.3.2). Let ζ and ψ ∈ C1c ((0, T )× R3) such that
ζt = ψt ◦ Ft
On the one hand, in view of (2.3.2) and (2.3.3)
∂t(ζt ◦Nt) = ∂t(ψt ◦ Ft ◦Nt)












◦ Ft ◦Nt + 〈∇ψ,X〉 ◦ Ft ◦Nt
(2.3.16)




◦Nt + 〈∇ζt,uc〉 ◦Nt (2.3.17)
























+ 〈uc,∇ζ〉) ◦ F−1t dσtdt
As Ft is invertible, smooth and Ft#rχΓςt = σt, we obtain that F
−1












































div denotes the time-space divergence in cartesian coordinates. Note that ζ = 0 on
Ksp. Using (2.3.6), we obtain
〈(1,uc),n〉 = uct · nt = ut · nt {z = 0}∗ ∪ {z = H}∗ ∪ {r = r0}∗ (2.3.20)
and
〈(1,uc),n〉 = (∂tςt +
u
r
∂λςt + ∂zςt − v)/
√
|∇t,λ,zςt|2 + 1 on {r = ς(t, λ, z)}∗
(2.3.21)



























∂λςt + w∂zςt − v)dH3
(2.3.22)
The second equality is due to the fact that ζ = 0 on Ksp. The third equality comes
from (2.3.20) and (2.3.21). We observe that div(r, ruc) = div(ruc). We combine

























∂λςt + w∂zςt − v)dH3
(2.3.23)
Assume (2.3.12) is satisfied. Then the right hand side of (2.3.23) is zero. As we can
choose ψ arbitrary in (2.3.23), we conclude that (2.3.13) holds in the distributional
sense. Conversely, assume that (2.3.13) holds in the distributional sense. Then, the
left hand side of (2.3.23) is zero. Next, if we choose ζ = ζ1 arbitrarily in (2.3.23)
such that the support of ζ1 is contained in int(K) then ζ1 = 0, on {z = 0}∗ ∪ {z =
H}∗ ∪ {r = r0}∗ ∪ {r = ς(t, λ, z)}∗ in light of (2.3.5) and (2.3.23) becomes
∫∫∫∫
int(K)
ζ1div(ruc)dλdrdzdt = 0 (2.3.24)






ζ1div(ruc)dλdrdzdt = 0 (2.3.25)
for all ζ1 ∈ C1c (K). This implies that
div(ruct) = 0 (2.3.26)












∂λςt + w∂zςt − v)dH3 = 0
(2.3.27)
Take ζ = ζ2 such that the support of ζ2 is contained in J (as defined in remark 2.3.1).









∂λςt + w∂zςt − v)dH3 = 0 (2.3.28)







∂λςt + w∂zςt − v)dH3 = 0 (2.3.29)




∂λςt + w∂zςt − v = 0 (2.3.30)
on {r = ςt} for each t fixed. Consequently, (2.3.27) becomes∫∫∫
{z=0}∗∪{z=H}∗∪{r=r0}∗
rζut · ntdH3 = 0 (2.3.31)
for all ζ2 ∈ Cc((0, T )× R2). Therefore
ut · nt = 0 (2.3.32)
on {z = 0} ∪ {z = H} ∪ {r = r0} for each t fixed. The equations (2.3.26) (2.3.30)
(2.3.32) form (2.3.12). 
Let ∆ ∈ R2+ be an open bounded and ∆r0 = [0, H] × [0, 1/(2r20)). We consider
the set S of functions (P,Ψ) such that P λt (s, z) : ∆r0 −→ R and Ψλt (Υ, Z) : ∆ −→ R
are Legendre transforms of each other for each λ and t fixed. It is well known that if
(P,Ψ) ∈ S and P λt is strictly convex and differentiable in the interior of its domain
then so is Ψλt and ∇s,zP λt is invertible with inverse ∇Υ,ZΨλt in the interior of their
domains.
Lemma 2.3.4 Assume (P,Ψ) ∈ S and P λt is strictly convex and differentiable in the
interior of its domain.
If λ 7−→ Pt(λ, s, z) is differentiable at λ0 ∈ (0, 2π) then
∂λP (λ0, ·) = −∂λΨ(λ0, ·) ◦ ∇s,zPλ0 (2.3.33)
26
Proof: Let p0 ∈ int(∆r0) and choose q0 such that
Ψλ0(q0) + Pλ0(p0) = 〈p0, q0〉 (2.3.34)
Note that as Ψλt and P
λ
t are Legendre transforms of each other, for all λ ∈ (0, 2π) we
have
Ψλ(q0) + Pλ(p0) ≥ 〈p0, q0〉 (2.3.35)
We conclude from (2.3.34) and (2.3.35) that
∂λΨ(λ0, q0) = −∂λP (λ0, p0) (2.3.36)
By (2.3.34), q0 ∈ ∂·Pλ0(p0) = {∇s,zPλ0(p0)} as Pλ0 is differentiable, and so (2.3.36)
becomes
∂λΨ(λ0, ·) ◦ ∇s,zPλ0(p0) = −∂λP (p0)











Note that s is invertible with inverse






And so at any point of (r, z) ∈ (0,∞)× (0, H),




Let ϕ and P be functions such that
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2. We observe that if (P,Ψ) ∈ S such that P λt is strictly convex, differentiable in
the interior of its domain and λ 7−→ P λt (s, z) is differentiable then in view of (2.3.33)
∂λϕ(λ, ·) = ∂λP (λ, ·) ◦ s = −∂λΨ(λ, ·) ◦ ∇s,zP (λ, ·) ◦ s (2.3.38)













Here θ0, g are positive constants. In view of (2.3.37), P
λ
t is differentiable and if
(P,Ψ) ∈ S then





















and so, (2.3.39) is equivalent to









[∇s,zP λt ] =
(






The first components of (2.3.41) yield
∂sP
λ
t = (d1u ◦ d + Ωd21)2 (2.3.42)
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∂sP λt − 2r20s
√
∂sP λt − Ω (2.3.43)
If in addition Ψλt (or P
λ
t ) is strictly convex then in view of (2.3.43), the equation
















Lemma 2.3.7 F and S are prescribed functions.
(i) Let u = (u, v, w) be a smoooth velocity field and θ′ ϕ are smooth real valued
functions such that the equations (1.1.2a)-(1.1.2d) are satisfied. Assume that there
exists (P,Ψ) ∈ S such that (2.3.37) holds. Set Ft(λ, ·) = (λ,∇s,zP λt ◦ s). Define the
velocity field Xt by




If P λt is strictly convex then Xt and Ψ satisfy (1.2.3).
(ii) Conversely, assume X̄t and Ψ̄ satisfy (1.2.3) with (P̄ , Ψ̄) ∈ S.and Ψ̄λt strictly
convex. Choose ϕ̄ such that (2.3.37) holds for (ϕ̄, P̄ ) , a velocity field ū = (ū, v̄, w̄)
and θ̄′ by setting













Then ϕ̄, ū = (ū, v̄, w̄) and θ̄′ satisfy (1.1.2a)-(1.1.2d).





We use (2.3.40 ) to obtain
D
Dt















∂sP λt ◦ s)(r
Du
Dt






We use (2.3.34) to rewrite (2.3.47) as
D
Dt
[∇s,zP λt ] ◦ s =(
2
√





+ uv + 2rΩv +
∂ϕ
∂λ









In light of (1.1.2a) and (1.1.2b), (2.3.48) becomes
D
Dt
[∇s,zP λt ] ◦ s =
(√
∂sP λt ◦ s
[









D[∇s,zP λt ] ◦ s
Dt










St(λ,d ◦ ∇Υ,ZΨλt )
) (2.3.50)
We easily check that Dλ
Dt




and exploit (2.3.44) to obtain
Dλ
Dt





















[∇s,zP λt ] ◦ s
]


































St(λ,d ◦ ∇Υ,ZΨλt )
)
(2.3.54)








and Ψ̄ satisfy (1.2.3) with (P̄ , Ψ̄) ∈ S.
Choose ϕ̄ such that (2.3.37) holds, a velocity field ū = (ū, v̄, w̄) and θ̄′ as in (2.3.46)


























λ(Υ, Z)−Ω = X1t =
Dλ
Dt





By remark 2.3.6 , (2.3.56) is equivalent to
∂sP̄
λ
t ◦ s(r, z) = (rū+ Ωr2)2 (2.3.57)












Combining (2.3.57) and (2.3.58) we obtain








and so by remark 2.3.6 again u, θ′ and ϕ solve (1.1.2c) and (1.1.2d)
We compose the equality in (2.3.55) by F and exploit the equality in the second
and third components to obtain that
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(√
∂sP̄ λt ◦ s
[














[∇s,zP̄ λt ◦ s]
(2.3.60)


















that is, ū, ϕ̄, θ̄′ solve (1.1.2a) and (1.1.2b).

Theorem 2.3.8 Assume for the sake of simplicity that r0 < ς. Assume u = (u, v, w)
θ′ ϕ and ς are smooth and solve (1.0.2) and (1.0.3). We assume in addition that




+ ϕλt (r, z)
)
> 0. (2.3.61)
Let (P,Ψ) ∈ S such that (2.3.37) holds. Define Xt as in (2.3.45). Set Ft(λ, ·) =
(λ,∇s,zP λt ◦s). If Ft pushes forwards rχΓςt onto σt then σt and Xt solve the continuity
equation in (1.2.2) and Xt and Ψ satisfy (1.2.3).
Conversely, assume X̄t and Ψ̄ satisfy (1.2.3) with (P̄ , Ψ̄) ∈ S and Ψ̄λt strictly convex.
Assume σ̄t is absolutely continuous with respect to Lebesgue, such that σ̄t and Xt solve
the continuity equation in (1.2.2). Assume that there exists a function ς̄ such that
d ◦ ∇Ψ̄λt pushes forward σ̄λt to rχΓς̄λt . Choose ϕ̄ such that (2.3.37) holds for (ϕ̄, P̄ ) ,
a velocity field ū = (ū, v̄, w̄) and θ̄′ by setting












Then ϕ̄, ū = (ū, v̄, w̄) and θ̄′ solve (1.0.2) and (1.0.3).
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Proof: As ϕ satisfies the second equation in (2.3.61), P λt is strictly convex. Therefore,
Ft is invertible for each t fixed. Thus, the conditions in (2.3.15) are satisfied. As
u = (u, v, w) and ϕ solve (1.1.2e) and (1.0.3), by lemma 2.3.3, σt and Xt solve the
continuity equation in (1.2.2). Lemma 2.3.7 (i) ensures that (1.2.3) holds. we conclude
that (i) is proved.
The fact that d ◦ ∇Ψ̄λt pushes forward σ̄λt to rχΓς̄λt implies that ∇P̄
λ
t ◦ s pushes
forward rχΓ
ς̄λt
to σ̄λt . Let G : [0, 2π]× R2 −→ R be continuous.∫
Γς





















As G is an arbitrary continuous function, we conclude that F̄t pushes rχΓς̄t to σ̄t.
This, along with the second equation in (2.3.62) fulfilled the conditions in (2.3.15).
Thus, as σ̄t and X̄t solve the continuity equation in (1.2.2) by lemma 2.3.3 again,
ū = (ū, v̄, w̄) and ϕ̄ solve (1.1.2e) and (1.0.3). Lemma 2.3.7 (ii) ensures that ϕ̄,
ū = (ū, v̄, w̄) and θ̄′ solve (1.1.2a-1.1.2d).
2.4 Connection between the Almost axisymmetric Flows with
Forcing Term and Monge-Ampere equation. Program
for solving the Almost Axisymmetric Flows with Forc-
ing Terms.
We recall that solving the Monge-Ampere equation in (1.4.1) comes down essentially
to solving the variational problem (1.4.4) and its dual formulation (1.4.5). As we
will soon show, when {σ̄t}t∈(0,T ) is absolutely continuous with respect to Lebesgue,
there exist (Ψ̄, P̄ , h̄) such that (Ψ̄λt , P̄
λ
t ) Legendre transforms of each other, Lipschitz,
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maximizer in (1.4.5) and hλt minimizer in (1.4.4) such that
∇Υ,ZΨ̄λt#σ̄λt = e(s)χDh̄λt
e(s) and Dh are defined in section 1.4. That is,





d is defined as in the previous section. Moreover,
∇Υ,ZΨλt ◦∇s,zP λt = id e(s)χDh̄λt (s, z)L
2 a.e and ∇s,zP λt ◦∇Υ,ZΨλt = id a.e σ̄λt
Here is the program we plan to execute in order to solve the Almost axisymmetric
Flows with Forcing Term.
(a) Note that if Ψ̄ has enough regularity with respect to λ then the corresponding
velocity field X̄σ̄ in (1.2.3) exists (σ̄t almost everywhere) and is well defined. So, en-
suring the existence of the velocity field brings us back to the regularity of the solution
of the Monge-Ampere equation with respect to a parameter discussed in section 1.5.
(b) The next challenge will consist of finding a class of initial data σ0 and appro-
priate conditions on the velocity fields so that the solutions to (1.2.2) stay absolutely
continuous with respect to Lebesgue and enough regularity of Ψ̄ with respect to λ is
maintained as time evolves in a discrete scheme.
(c) In the case, where the forcing terms F = S = 0 in (1.0.2), we obtain the Almost
Axisymmetric Flows. These Flows are expected to have an Hamiltonian structure.
(d) Theorem 2.3.8 connects the Almost axisymmetric Flows with Forcing Terms
to the Monge-Ampere equations in the following way: it shows that if we had had
enough regularity on (Ψ̄t, P̄t, h̄t) solving the Monge Ampere equation (1.4.1) for σ̄t
given for each t fixed and if σ̄t and X̄σ̄t had solved the continuity equation in (1.2.2)
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then we would have obtained a solution to the Almost Axisymmetric Flows with
Forcing terms (1.0.2) and (1.0.3).




In this chapter, we propose two different approaches to the minimization problem
(1.4.4). The first approach draws on the techniques of direct method of Calculus of
variations to prove the existence of a minimizer. However, we were unable to obtain
uniqueness, as the functional Ī[σ] in not strictly convex (or even convex) with respect
to any metric we can think of. The second approach relies on duality techniques. We
invent a dual problem that provides the existence and uniqueness result.
Throughout this Chapter, R0, r0, H are positive and prescribed. We set








0 ≤ 2r20s < 1.
We set
p = (r, z) and q = (Υ, Z)
3.1 Continuity properties of Ī[σ] and compactness of the
set of admissible functions.

















p = (r, z) ∈ ∆r0 and q = (Υ, Z) ∈ R2+
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which can also be rewritten as
Hdom =
{
h : [0, H] 7→ [0, 1
2r20
)| : ||e1/2 ◦ h||L1(0,H) = 2 +Hr20
}
(3.1.2)
If h ∈ Hdom then e(s)χDh and σ have finite second moments so that W 22 (σ, e(s)χDh)
is finite.
We note that W 22 (σ, e(s)χDh) is finite if and only if h ∈ Hdom.



















e ◦ h(z)− e(0)dz (3.1.3)













if and only if ||e ◦ h||L1[0,H] <∞.
As σ ∈ P([0, R0]2) and g is continuous,∫
R2
g(q)σ(dq) =: C0(R0) <∞
and so Ī[σ](h) is finite if and only if Hdom ∩
{
h : ||e ◦ h||L1[0,H] <∞
}





belongs to the set Hdom∩
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If h ∈ Hdom then
W 22 (σ, e(s)χDh) ≤ 2C1(R0, r0, H)
Lemma 3.1.2 Let σ ∈ P([0, R0]2). Then there exist constants c0 = c0(R0, r0, H) and
c̄0 = c̄0(R0, r0, H) independent of σ such that
Ω2
8
||e ◦ h||L1[0,H] + c̄0 ≥ I[σ](h) ≥
Ω2
8
||e ◦ h||L1[0,H] + c0
for all h ∈ Hdom.
Proof: Set
















































||e ◦ h||L1[0,H] −
HΩ2
8




||e ◦ h||L1[0,H] + c0
(3.1.4)
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On the other hand, for any h ∈ Hdom,






















||e ◦ h||L1[0,H] −
HΩ2
8




||e ◦ h||L1[0,H] + c̄0
(3.1.5)
The result follows directly.
Lemma 3.1.3 Let C > 0. Assume {hn}∞n=1 converges h almost everywhere with
respect to Lebesgue and {hn}∞n=1 , h ∈ Hdom. Then
e(s)χDhn ⇀ e(s)χDh weakly*
Moreover, if ||e ◦ hn||L1[0,H] ≤ C then
e(s)χDhn ⇀ e(s)χDh narrowly


















Let 0 < M < 1
2r20






|A(t, z)| ≤Me(M)||φ||∞ (3.1.6)
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for all 0 ≤ t < 1
2r20
and z ∈ [0, H]. Since hn −→ h a.e and A(., z) is continuous
A(hn(z), z) −→ A(h(z), z) a.e (3.1.7)





























We extract from {hn}∞n=1 a subsequence that we still denote by {hn}
∞
n=1.






e(s)e(s)χDhn (s, z)dsdz <∞ (3.1.8)
Note that for any c > 0{













Therefore the c-sublevels of (s, z) 7→
√











therefore Weakly*) to some probability measure µ on ∆r0 ( see [[1], Remark 5.1.5]).
As weak* convergence is metrizable, the limit is unique and µ = e(s)χDh as obtained





converges narrowly to e(s)χDh .
Corollary 3.1.4 Let c > 0. Assume {σn}∞n=1 , σ ∈ P([0, R0]2) such that {σn}
∞
n=1
converges narrowly to σ. Then Ī[σn](h) converges to Ī[σ](h) for all h ∈ Hdom. Assume




converges to h almost everywhere and Ī[σn](hn) ≤ c for all n ≥ 1. Then Ī[σn](hn)
converges to Ī[σ](h).
Proof: (a) Let h ∈ Hdom. As sptσn ⊂ [0, R0]2, we use the continuity of W2 (·, e(s)χDh)
and the fact that g ∈ C([0, R0]2) to obtain that Ī[σn](h) converges to Ī[σ](h).
(b) Since Ī[σn](hn) ≤ c, lemma 3.1.2 implies that ||e ◦ hn||L1[0,H] ≤ C





converges narrowly to e(s)χDh . As Dhn ⊂ ∆r0 and sptσn,⊂ [0, R0]2, we use the
continuity of W2, the facts that f ∈ C(∆̄r0) and g ∈ C([0, R0]2) to conclude that
Ī[σn](h) converges to Ī[σ](h). 




that {hn}∞n=1 converges a.e to h and ||e ◦ hn||L1[0,H] < c0. Then h ∈ Hdom.




e ◦ hn −→
√
e ◦ h
a.e. By Egorov’s theorem, there exists a measurable subset A of [0, H] such that
√
e ◦ hn −→
√
e ◦ h uniformly on [0, H] \ A, and |A| < ε (here for convenience, | · |










e ◦ hdz (3.1.9)


























Recall that g ∈ Hdom is equivalent to ||
√
e◦ g||L[0,H] = 2 +Hr20. We exploit (3.1.9)
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and (3.1.10) to obtain∫ H
0
√






















As ε > is arbitrary, (3.1.11) implies that∫ H
0
√
e ◦ hdz ≥ 2 +Hr20 (3.1.12)
By virtue of Fatou’s lemma, we have∫ H
0
√











e ◦ hndz = 2 +Hr20 (3.1.13)




e ◦ hdz = 2 +Hr20

3.2 Minimization using Direct Methods of the Calculus of
Variations



































Let h ∈ Hdom. Then,
1
2











































If σ is absolutely continuous with respect to Lebesgue and h is such that
h ∈ Hdom and Ī[σ](h) <∞ (3.2.2)
then (3.2.1) admits a unique minimizer γ̄. Moreover, there exist a
e(s)χDhL2−measurable function T that pushes forward e(s)χDhL2 to σ and a
σ−measurable function S that pushes forward σ to e(s)χDhL2 such that
γ̄ = (id× S)#σ = (T × id)#e(s)χDh(s, z) (3.2.3)
In thise case
T ◦ S(q) = q σ a.e S ◦ T (s, z) = (s, z) e(s)χDh(s, z)L2 a.e. (3.2.4)












Remark 3.2.1 Assume σ is absolutely continuous with respect to Lebesgue and h
satisfies (3.2.2) and choose S and T as provided by (3.2.3).
(a) Set
M0 = {T ◦ S = idR2} and N0 = {S ◦ T = idR2}
43
By (3.2.4),M0 has full measure with respect to σ and N0 has full measure with respect
to e(s)χDh(s, z)L2. We notice that S is injective on M0. We next consider the sets
Mσ =M0 ∩ spt(σ) and Nh = N0 ∩Dh
As N0 and M0 have full measures with respect to e(s)χDhL2 and σ respectively, by
construction Nσ and Mσ have full measure with respect to e(s)χDhL2 and σ respec-
tively. We also note that since S pushes σ onto e(s)χDh(s, z)L2, and Nh has full
measure with respect to e(s)χDhL2, S−1(Nh) has full measure as well with respect to
σ.
Define
C(h, S, σ) := S−1(Nh) ∩Mσ and E(h, S, σ) := Nh ∩ S(Mσ)
We easily check that C(h, S, σ) and E(h, S, σ) have full measures respectively with
respect to σ and e(s)χDh(s, z). As S is injective on M0 and C(h, S, σ) ⊂ M0, we
have




= Nh ∩ S (Mσ) = E(h, S, σ) (3.2.6)
and so, S bijectively sends E(h, S, σ) to C(h, S, σ)
(b) If v ∈ R2 such that π1(v) = 0 and U0 ⊂ R2 such that e(s)χU0(s, z)L2 is a
finite measure then for any F ∈ Cb(R2),∫
R2
F ◦ tv e ◦ π1χU0 dL2 =
∫
R2








F e ◦ π1χ{U0+v} dL2
(3.2.7)
In the second equality in (3.2.7 ), we have used the fact the the Lebesgue measure is
translation invariant. In the third equality in (3.2.7 ), we have used π1 ◦ t−v = π1. In





e(s)dp = 0 (3.2.8)
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The last equality is due to the fact that E(h, S, σ) has a full measure with respect
to e(s)χDh(s, z)L2. 
3.2.1 Ī[σ](h) decreases when h is replaced by its non decreasing rear-
rangement in a class of piecewise constant functions.
Lemma 3.2.2 Assume σ ∈ P([0, R0]2) is absolutely continuous with respect to Lebesgue.
Let h satisfy (3.2.2) and v = (0, v) such that v 6= 0. Let S be as provided in
(3.2.3). Assume there exist h̄ ∈ Hdom, sets V0 ⊂ Dh̄ of non zero L2 measure and
U0 ⊂ E(h, S, σ) such that (Dh \ U0) ∆ (Dh̄ \ V0) of zero L2 measure, V0 = U0 + v.
Then Ī[σ](h̄) < Ī[σ](h).
Proof: Set
A = C(h, S, σ) ∩ S−1(U0).
By the construction of C(h, S, σ) in remark 3.2.1, A ⊂ spt(σ). As S is injective in
M0, thanks to (3.2.6),
S(A) = E(h, S, σ) ∩ U0 = U0.
As C(h, S, σ) has full measure and U0 of non zero L2 measure, we obtain
σ(A) = σ
(
C(h, S, σ) ∩ S−1(U0)
)





S̄ = S + vχA.
Then
S̄(A) = S(A) + v = U0 + v = V0.
Note that as π1(v) = 0,
π1 ◦ S̄ = π1 ◦ S + π1 ◦ vχA = π1 ◦ S.

























The second equality in (3.2.9) is due to the fact that (Dh \ U0) ∆ (Dh̄ \ V0) of zero
L2 measure. We observe that S̄|A = tv ◦ S and S̄|Ac = S and so
∫
R2
F ◦ S̄ σ(dq) =
∫
R2\A
F ◦ S̄σ(dq) +
∫
A




F ◦ S σ(dq) +
∫
A
F ◦ tv ◦ S σ(dq)
(3.2.10)
As S#σ = e(s)χDh(s, z)L2, C(h, S, σ) and E(h, S, σ) are of full measure and S bijec-
tively sends C(h, S, σ) onto E(h, S, σ), we have∫
R2\A
F ◦ S σ(dq) =
∫
C(h,S,σ)\A












F ◦ tv ◦ S σ(dq) =
∫
S(A)
F ◦ tv e(s)χDh(s, z)dsdz (3.2.12)
We combine (3.2.10), (3.2.11), (3.2.12) and S(A) = U0 ⊂ Dh to obtain that∫
R2
F ◦ S̄ σ(dq) =
∫
Dh\S(A)
F (s, z)e(s)dsdz +
∫
S(A)




F (s, z)e(s)dsdz +
∫
U0
F ◦ tv e(s)dsdz
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This, combined with (3.2.9), (3.2.7) and the fact that V0 = U0 + v yields∫
R2
F ◦ S̄ σ(dq) =
∫
Dh̄\V0















As F ∈ Cb(R2) is arbitrary, we conclude that S̄ pushes σ forwards to e(s)χDh̄ . Note
that





2 ◦ π1 ◦ S̄(q)





2 ◦ π1 ◦ S̄(q)
(3.2.13)
We exploit π1 ◦ S̄ = π1 ◦ S to obtain
c(S̄(q), q) = c(S(q), q)− < v, q > χA







c(S(q), q)σ(dq) = −
∫
A
< v, q > σ(dq)
(3.2.14)
Since σ(A) > 0, σ << L2 and A ⊂ spt(σ) ⊂ [0, R0]2, there exists A0 ⊂ A such
that σ(A0) > 0 and A0 ⊂ (0, R0)2. We have 〈v, q〉 = vq2 > 0 for all q = (q1, q2) ∈ A0.
In light of (3.2.14), we conclude that Ī[σ](h̄) < Ī[σ](h). 




h : [0, H] −→ [0,∞) | h|[τni−1,τni ) = hi, 1 ≤ i ≤ n
}
(3.2.15)
Corollary 3.2.3 Assume σ ∈ P ([0, R0]2) is absolutely continuous with respect to
Lebesgue. If h ∈ Dn ∩Hdom then Ī[σ](h#) ≤ Ī[σ](h).
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Proof: Let h ∈ Dn such that h|[τi−1,τi) = hi 1 ≤ i ≤ n.
1. Assume that there exist 1 ≤ i0 < j0 ≤ n such that hj0 < hi0 and define
h̄(z) = h(z) everywhere on [0, H] except [τi0−1, τi0) ∪ [τj0−1, τj0). h̄|[τi0−1, τi0) =
hj0 , h̄|[τj0−1, τj0) = hi0 . Note that h̄ ∈ Dn.
We also observe that

































e ◦ h(z)dz = ||e1/2 ◦ h||L[0,H]
(3.2.16)
We conclude that if h ∈ Hdom then h̄ ∈ Hdom. Set
U = (hj0 , hi0 ]× [τi0−1, τi0), V = (hj0 , hi0 ]× [τj0−1, τj0) and v = (0, τj0−τi0)
Note that
U ⊂ Dh, V ⊂ Dh̄, V = U + v.
Let (s, z) ∈ Dh \ U . If z /∈ [τi0−1, τi0) ∪ [τj0−1, τj0) then 0 ≤ s ≤ h(z) = h̄(z) and
(s, z) /∈ V . We obtain that (s, z) ∈ Dh̄ \ V . If z ∈ [τi0−1, τi0) then on the one hand
(s, z) /∈ V and on the other hand 0 ≤ s ≤ hj0 = h̄(z) otherwise (s, z) ∈ U . So, again
(s, z) ∈ Dh̄ \ V . If z ∈ [τj0−1, τj0) then as (s, z) ∈ Dh, 0 ≤ s ≤ hj0 < hi0 = h̄(z).
Again, we obtain that (s, z) ∈ Dh̄ \ V . we conclude that Dh \U ⊂ Dh̄ \ V . A similar
reasoning yields Dh̄ \ V ⊂ Dh \ U so that
Dh \ U = Dh̄ \ V (3.2.17)
We assume in the sequel that h ∈ Hdom ∩ Dn.
Let E(h, S, σ) be as in lemma 3.2.2 and define
U0 = U ∩ E(h, S, σ) V0 = V ∩ (E(h, S, σ) + v)
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so that V0 = U0 + v. As U ∈ Dh, we have Dh = (Dh \ U) ∪ U so that
Dh \ U0 = (Dh \ U) ∪ (U \ E(h, S, σ)) (Disjoint Union). (3.2.18)
Similarly, we use Dh̄ = (Dh̄ \ V ) ∪ V to obtain
Dh̄ \ V0 = (Dh̄ \ V ) ∪ (V \ (E(h, S, σ) + v))
By using V = U + v, this becomes
Dh̄ \ V0 = (Dh̄ \ V ) ∪ ((U \ E(h, S, σ)) + v) (Disjoint Union). (3.2.19)
We combine (3.2.18) (3.2.19) and (3.2.17) to obtain
(Dh \ U0) ∆ (Dh̄ \ V0) = (U \ E(h, S, σ)) ∪ ((U \ E(h, S, σ)) + v)
And so, as U ⊂ Dh,
(Dh \ U0) ∆ (Dh̄ \ V0) ⊂ (Dh \ E(h, S, σ)) ∪ ((Dh \ E(h, S, σ)) + v)
In view of (3.2.8) (Dh \ U0) ∆ (Dh̄ \ V0) is of zero L2 measure. By lemma 3.2.2, we
conclude that Ī[σ](h̄) < Ī[σ](h).
2. Let Π(1...n) be the set of all the permutations of 1...n. Let p̄ ∈ Π(1...n) such





= hp̄(i). Note that h
p̄ is a non-decreasing function on [0, H). For any function
























We conclude that h# = hp̄ on [0, H].
3. If h is not monotone non-decreasing then there exist 1 ≤ i0 < j0 ≤ n such that
hj0 < hi0 and part 1 shows that h is not a minimizer for
inf
{
Ī[σ](h̃) : h̃ ∈ Hdom ∩ Dn, h̃|(τni−1,τni ) = hp(i), p ∈ Π(1...n)
}
As Π(1...n) has a finite number of elements, we conclude that the minimizer exists
and is reached at hp̄. 
3.2.2 Ī[σ](h) decreases when h is replaced by its non decreasing rear-
rangement: general case.








h : [0, H] 7→ [0, 1
2r20






g : [0, H] 7→ [r0,∞) : ||g||2L2[0,H] = 2 +Hr20
}
For simplicity in the presentation, we set ē(s) = e1/4(s) and note that ē : [0 : 1
2r20
) −→
[r0,∞) is continuous and strictly increasing and so bijective. ē induces a bijective
map Φē : Hdom −→ H̄dom defined by g 7−→ ē ◦ g with inverse Φē−1 .
Definition 3.2.4 A function h : [0, H] −→ R is said to be a rearrangement of a
function g if for every measurable function F such that F ◦ g ∈ L1[0, H], we have
F ◦ h ∈ L1[0, H] and ∫ H
0
F ◦ g dz =
∫ H
0




We denote by h# the rearrangement of h that is monotone and non-decreasing as
provided by lemma A.0.14 (i).
Lemma 3.2.5 (i) Φē−1(h̄
#) = Φē−1(h̄)
# for all h̄ ∈ H̄dom.
(ii) Let g ∈ H̄dom ∩ L4[0, H]. Then there exists gn ∈ D ∩ H̄dom and a constant c > 0
such that {gn}∞n=1 converges to g in L2[0, H] and ||gn||L4[0,H] < c.
(iii) the monotone rearrangement operator # is continuous from H̄dom to H̄dom en-
dowed with the L2[0, H]− norm.
(iv) If gn and g ∈ H̄dom such that {gn}∞n=1 converges to g in L2[0, H] then (up to a
subsequence) Φē−1(gn) converges to Φē−1(g) almost everyhere.
Proof: (i) is a direct consequence of lemma A.0.14 (iii).
1. We proceed to show part (ii) of the lemma.
(a) Assume 0 ≤ f ∈ L4[0, H]. Define gn = fχ{f<n}. Then gn ∈ L∞[0, H] 0 ≤ gn ≤ f
gn −→ f a.e and |gn − f |4 ≤ 16|f |4 ∈ L1[0, H]
By the dominated convergence theorem, we obtain that gn converges to f in L
4[0, H].
(b) Assume f ∈ L∞[0, H]. we extend f to be zero outside of [0, H] and call the
new function f̃ . For each ε > 0, set gε = f̃ ∗ ηε where ηε are the standard mollifiers




|f̃(y)ηε(x− y)|dy ≤ ||f̃ ||L∞(R)
∫
R
ηε(x− y)dy = ||f̃ ||L∞(R) =: M
Note that
|gε − f |4 ≤ 8
(
|gε|4 + |f |4
)
≤ 8M2 + 8|f |4 ∈ L1[0, H]
By the dominated convergence theorem, gε converges to f in L
4[0, H]
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i ]. Since h is uniformly continuous
limn→∞ δ(n) = 0.
Set h̃n =
∑n











||h− h̃n||L4[0,H] = 0.
Now let g ∈ H̄dom ∩ L4[0, H]. Without loss of generality we assume g ≥ 0. From
the results established in (a), (b), (c), there exists a sequence of functions {gn}∞n=1 ⊂ D
such that {gn}∞n=1 converges to g in L4[0, H]( and thus in L2[0, H]) and ||gn||L2[0,H] ≤
||g||L2[0,H]. We lose no generality if we assume that gn ∈ D ∩ H̄dom. This follows from
the following fact :if {an}∞n=1 ⊂ L2[0, H] is such that ||an||L2[0,H] ≤ ||a||L2[0,H] and
{an}∞n=1 converges to a in L2[0, H] then bn =
||a||L2[0,H]
||an||L2[0,H]
an converges to a in L
2[0, H]
and ||bn||L2[0,H] = ||a||L2[0,H]. As {gn}∞n=1 converges to g in L4[0, H], we obtain that
{gn}∞n=1 is bounded in L4[0, H]. This concludes the proof of (ii).
2. The continuity of the Monotone rearrangement operator is immediate from
lemma A.0.14 (ii).
3. Assume {gn}∞n=1 converge to g in L2[0, H]. There exists a subsequence {nk}
∞
k=0 of
integer such that {gnk}
∞
k=1 converge to g a.e. Since ē
−1 is continuous, it follows that
Φē−1(gnk) converges to Φē−1(g) a.e. 
Proposition 3.2.6 Let σ ∈ P([0, R0]2) absolutely continuous with respect to Lebesgue
measure. Assume h ∈ Hdom such that ||e ◦ h||L1[0,H] <∞. Then
h# ∈ Hdom and Ī[σ](h#) ≤ Ī[σ](h)
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Proof: By lemma A.0.14 (iii), (
√
e ◦ h)# =
√
e ◦ h#. The fact that h# ∈ Hdom is a
consequence of the following:
||
√
e ◦ h||L1[0,H] = ||(
√
e ◦ h)#||L1[0,H] = ||
√
e ◦ h#||L1[0,H]
The first equality in the equation above is a consequence of the definition of the
rearrangement of functions. Let h̄ ∈ H̄dom such that h = Φē−1(h̄). As
||h̄||4L4[0,H] = ||Φē(h)||4L4[0,H] = || 4
√
e ◦ h||4L4[0,H] = ||e ◦ h||L1[0,H] <∞.











to h̄ in L2[0, H] and a constant c such that ||h̄n||4L4[0,H] < c. Set hn := Φē−1(h̄n). By
Lemma 3.2.5 (iv) we may assume without loss of generality that hn converges to h
a.e. Note that
||e ◦ hn||L1[0,H] = || 4
√
e ◦ hn||4L4[0,H] = ||ē ◦ Φē−1(h̄n)||4L4[0,H] = ||h̄n||4L4[0,H] < c (3.2.21)
And so, by using lemma 3.1.2 first and then corollary 3.1.4, we have that Ī[σ](hn)




This, combined with the fact that ||h̄n||4L4[0,H] < c, gives
||e ◦ h#n ||L1[0,H] = || 4
√
e ◦ h#n ||4L4[0,H] = ||Φē(h#n )||4L4[0,H] = ||h̄n||4L4[0,H] < c (3.2.22)
As h̄n converges to h̄ in L










converges to h# a.e. In view of (3.2.22), lemma 3.1.2 and
corollary 3.1.4 guarantees that Ī[σ](h#n ) converges to Ī[σ](h
#).
By Corollary 3.2.3, we obtain I[σ](h#n ) ≤ I[σ](hn). Hence, in the limit I[σ](h#) ≤
I[σ](h) 
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Proposition 3.2.7 Assume σ ∈ P ([0, R0]2) is absolutely continuous with respect to
Lebegue. Then Ī[σ] has a minimizer in Hdom.




We assume without loss of generality that Ī[σ](hn) ≤ Ī[σ](h0) <∞. By lemma 3.1.2,
this implies that ||e ◦ hn||L1[0,H] < c for some constant c. In light of Proposition 3.2.6
, we can assume without loss of generality {hn}∞n=1 is a sequence of monotone non
decreasing functions. By Helly’s theorem, we may assume that {hn}∞n=1 converges
some h. By using lemma 3.1.2 and then lemma 3.1.5, we obtain that h ∈ Hdom.
Corollary 3.1.4 ensures that h is a minimizer for I[σ]. 
3.3 Duality Methods and Monge-Ampere Problem.
In this section, we show the existence and uniqueness for the minimization problem
(1.4.4) by coming up with a dual problem. This provides a unique solution to the
Monge Ampere equation (3.3.1). Futhermore, this dual formulation helps establish a
better regularity result for the domain Dh.
Given σ a probability measure in [0, R0]
2, we consider a system of PDEs, where
the unknown are functions
Ψ : [0,∞)× [0,∞) −→ R, P : [0, 1
2r20
)× [0, H] −→ R, h : [0, H] −→ [0, 1
2r20
).
We impose that Ψ and P are Legendre transforms of each other and these functions
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solve the system of equations
e(∂Ψ
∂Υ
) det(∇2Υ,ZΨ) = σ
∇Ψ(spt(σ)) = Dh
P (h(z), z) =
Ω2r20
2(1−2r20h(z))
on {h > 0}
(3.3.1)
Definition 3.3.1 We assume that σ = ρL2. Let P : [0, 1
2r20
) × [0, H] −→ R and Ψ :
[0,∞)× [0,∞) −→ R be Legendre transforms of each other and h : [0, H] −→ [0, 1
2r20
).
We say that P , Ψ and h solve equation (3.3.1) in a weak sense if
∇Υ,ZΨ#σ = e(s)χDh(s, z)L2
P (h(z), z) =
Ω2r20
2(1−2r20h(z))
on {h > 0}
(3.3.2)
For σ ∈ P([0, R0]2), we say that P , Ψ and h solve equation (3.3.1) in the dual weak
sense if 
∇P# (e(s)χDh(s, z)L2) = σ
P (h(z), z) =
Ω2r20
2(1−2r20h(z))
on {h > 0}
(3.3.3)
Our main result is the following
Theorem 3.3.2 Let R0 > 0. Let σ be a probability measure on R2 such that the
support of σ is contained in [0, R0]
2. Then (3.3.1) admits a unique solution (Ψ̄, P̄ , h̄).
(Ψ̄, P̄ ) is obtained as the maximizer in (3.3.11) and h̄ is monotone and obtained as the
minimiser in (3.3.5). Moreover, if the support of σ is contained in [ 1
R0
, R0]× [0, R0]
then ∂Dh̄ is Lipschitz continuous.
3.3.1 Primal and Dual formulation of the problem.





























(h, γ) : h ∈ H0,
∫
Dh
e(s)dsdz = 1, γ ∈ Γ(e(s)χDhL2, σ)
}
(3.3.6)
H0 is the set of all borel measurable functions h : [0, H] −→ [0, 12r20 ). To study the
minimization problem in (3.3.5), we will introduce what will turn out to be its dual
formulation by setting:
















J [σ] is defined on
U :=
{
(Ψ, P ) ∈ C(R2+)× C(∆̄r0) : P (p) + Ψ(q) ≥ 〈p, q〉 for all (p, q) ∈ ∆r0 × R2+
}
(3.3.8)
To P : ∆r0 −→ R we have associated





− P (s, z)
)
e(s)ds for 0 ≤ 2r20ρ < 1. (3.3.9)
We observe that if P1 ≤ P2 then ΠP1 ≥ ΠP2 and also that if P is a constant function
that is equal to C in (3.3.9) then








The dual problem we will be looking at is the following:
sup
(Ψ,P )∈U0
J [σ](Ψ, P ) (3.3.11)
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3.3.2 Existence of a minimizer for ΠP (·, z) and Twist condition.
Let’s denote by U0 the subset of U consisting of pairs (Ψ, P ) such that
P (p) = sup
q∈∆̄
(〈p, q〉 −Ψ(q)) , p ∈ ∆r0 and Ψ(q) = sup
p∈∆r0
(〈p, q〉 − P (p)) q ∈ R2+.
(3.3.12)
We note that if P and Ψ satisfy (3.3.12 ) then P and Ψ are convex lower semicontin-
uous as supremum of convex and lower semicontinuous functions and
∂·P (p) ⊂ ∆̄ for all p ∈ ∆r0 and ∂·Ψ(q) ⊂ ∆̄r0 for all q ∈ R2+ (3.3.13)
As a consequence P and Ψ are lipschitz continuous with




By abuse of notation we denote the expression at the right handside of the first
equation in (3.3.12) by Ψ∗ and the one at the right handside of second equation in
(3.3.12) by P ∗.
We consider functions P : ∆r0 → R lipschitz such that
0 ≤ ∂P
∂z
(s, z) ≤ R0 and 0 ≤
∂P
∂s
(s, z) ≤ R0 (3.3.15)
Lemma 3.3.3 Let A ∈ R+. Suppose P∗ : ∆r0 → R such that P∗ ≤ P∗(0, 0) + A.
Then there exists a constant MP∗ depending on P∗(0, 0) such that 2r
2





{ρ | ΠP∗(ρ, z) ≤ 0} ≤MP∗ . (3.3.16)
Furthermore, MP∗ is monotone nondecreasing in P∗(0, 0).
Proof: Since P∗ ≤ P∗(0, 0) + A,
ΠP∗ ≥ ΠP∗(0,0)+A (3.3.17)
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Let (ρ, z) ∈ ∆r0 such that ΠP∗(ρ, z) ≤ 0 . Then, by (3.3.17) and (3.3.10)
0 ≥ ΠP∗(ρ, z) ≥
Ω2r60(1− ρr20)ρ
2(1− 2ρr20)2









P∗(0, 0) + A
]
r40ρ (3.3.18)
Therefore, for any z ∈ [0, H] fixed,





















We note that MP∗ is independent of z and so (3.3.16) is satisfied. Moreover, ρ = 0
satisfies (3.3.18) so that MP∗ ∈ R. As ρ tends 1/(2r20)+ the expression at the left
hand side of (3.3.18) tends to +∞ and the one at the right hand side of (3.3.18) goes
to a finite value. We then conclude that 2r20MP∗ < 1. The expression of MP∗ above
shows that it is monotone nondecreasing in P∗(0, 0). 
Remark 3.3.4 Let P be a continuous function on ∆̄r0 and K be a compact subset
of ∆̄r0 . Then, as the integrand in ΠP is continuous on K, ΠP is continuous on K.
Let c0 be an upper bound for (s, z) 7−→ e(s) on K. Then we have the estimate




|Pn(s, z)− P (s, z)| ds ≤
c
2r20
||Pn − P ||L∞(K)
And so, if we assume that {Pn}∞n=1 is a sequence of continuous functions on ∆̄r0 such
that {Pn}∞n=1 converges uniformly to P on K then we easily show that {ΠPn}∞n=1 con-
verges uniformly to ΠP on K.
Lemma 3.3.5 Assume Pn, P : ∆̄r0 → R satisfy the hypotheses in lemma 3.3.3 and
are continuous .
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(i) Given z ∈ [0, H], the set ArgminΠP (·, z) consisting of h minimizing ΠP (·, z)
over [0, 1/(2r20)) is non empty. Moreover,⋃
0≤z≤H
ArgminΠP (·, z) ⊂ [0,MP ] (3.3.19)
where MP is as in lemma 3.3.3.
(ii) Suppose {Pn}∞n=1 converges uniformly to P on ∆̄r0. Then
2r20 sup
n
MPn < 1. (3.3.20)
If in addition, {zn}∞n=1 ⊂ [0, H] converges to z and we assume that hn ∈
ArgminΠPn(·, zn) and that {hn}∞n=1 converges to h then
lim
n→∞
ΠPn(hn, zn) = ΠP (h, z) and h ∈ ArgminΠP (·, z). (3.3.21)
In particular, for each z ∈ [0, H] the set ArgminΠP (·, z) is compact subset of R.
(iii) Assume in addition that P (ρ, ·) is Lipschitz and the first equation in (3.3.15)
holds a.e on (0, H) for each ρ fixed. Let z1, z2 ∈ [0, H] be such that z1 < z2. If
hi ∈ ArgminΠP (·, zi) i = 1, 2 then h1 ≤ h2.
Proof: (i) Let z ∈ [0, H]. As ΠP (0, z) = 0, in light of lemma 3.3.3, minimizing
ΠP (·, z) over [0, 1/(2r20)) is equivalent to minimizing ΠP (·, z) over [0,MP ]. As ob-
served in remark 3.3.4, ΠP (·, z) is continuous on [0,MP ]. Hence, it admits a minimum
there and ArgminΠP (·, z) ⊂ [0,MP ]. This establishes (3.3.19).
(ii) The convergence propriety of {Pn}∞n=1 ensures that {Pn(0, 0)}∞n=1 converges to
P (0, 0) and so {Pn(0, 0)}∞n=1 is bounded above by one of its terms say Pn0(0, 0) or




MPn ≤MP < 12r20 for all n ≥ 1. Thus, (3.3.20) holds.
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Let {zn}∞n=1 ⊂ [0, H] be a sequence converging to z and assume hn ∈ ArgminΠPn(·, zn)
and is such that {hn}∞n=1 converges to h and let ρ ∈ [0, 1/(2r20)). We choose M such
that MP , supnMPn , ρ ≤ M < 12r20 so that K := [0,M ] × [0, H] is compact subset of
∆r0 . We use the fact that hn minimizes ΠPn(·, zn), that {ΠPn}∞n=1 converges uniformly
to ΠP on K and that ΠP is continuous (cfr. remark 3.3.4) to get
ΠP (h, z) = lim
n→∞
ΠPn(hn, zn) ≤ lim
n→∞
ΠPn(ρ, zn) = ΠP (ρ, z).
Since this holds for any ρ ∈ [0, 1/(2r20)), we have that h ∈ ArgminΠP (·, z). In par-
ticular, the previous conclusion holds for zn = z and Pn = P for all n, to yield that
ArgminΠP (·, z) is a closed subset of [0,MP ] which implies that it is compact.
(iii) For each z ∈ [0, H], ΠP (·, z) is differentiable on (0, 1/(2r20)) and its derivative
is the integrand of ΠP . As P (ρ, ·) is Lipschitz , ∂ΠP/∂ρ(ρ, ·) is differentiable almost
everywhere on (0, H) and
∂2ΠP
∂z∂ρ
(ρ, z) = −e(ρ)∂P
∂z
(ρ, z) ≤ 0. (3.3.22)
We have used the first equation in (3.3.15). This means that ΠP satisfies the so–
called twist condition. Let zi ∈ [0, H] and hi ∈ ArgminΠP (·, zi) i = 1, 2. We use the
minimality condition on h1, h2 and the fact that P (ρ, ·) is lipschitz to obtain
0 ≤
(
















If z1 < z2, then we use (3.3.22) and (3.3.23) to get h1 ≤ h2. 
Remark 3.3.6 Let z ∈ [0, H] and h ∈ ArgminΠP (·, z). If h > 0 then ∂Π/∂ρ(h, z) =
0 that is,









h, h−(z) = min
ArgminΠP (·,z)
h (3.3.25)
Lemma 3.3.7 Assume P satisfies the hypotheses in lemma 3.3.5 and the first equa-
tion in (3.3.15). Then, the following hold:
(i) h− is lower semi-continuous and h+ is upper semi-continuous .
(ii) h−, h+ is monotone nondecreasing.
(iii) Let z1, z2 ∈ [0, H] be such that z1 < z2. Then h+(z1) ≤ h−(z2).
(iv) h− is left continuous and h+ is right continuous.
(v) Let z ∈ [0, H). If h− is continuous at z then h−(z) = h+(z).
Proof: (i) Let {zn}∞n=1 ⊂ [0, H] be a sequence converging to z and set
a = lim infn→∞ h
−(zn). We assume without loss of generality that a = limn→∞ h
−(zn)
by passing to a subsequence if necessary. We use corollary 3.3.5 (ii) to get that
a ∈ ArgminΠP (·, z) The definition of h−(z) ensures that a ≥ h−(z). So, h− is lower
semi-continuous. We obtain the upper semi-continuiuty of h+ in a similar way.
The monotonicity of h− and h+ comes from corollary 3.3.5 (iii).
(iii) is immediate again from corollary 3.3.5 (iii).
(iv) We use the fact that h− is monotone nondecreasing and lower semi-continuous to
obtain that h− is left continuous. A similar argument gives that h+ is right continuous.
(v) Let z0 ∈ [0, H) such that h−(z0) < h+(z0). We note that, as h− is monotone
nondecreasing, it has a right limit. For δ > 0 small enough, we use Part (iii) to






This implies that h− is discontinuous at z0 which proved (v). 
Corollary 3.3.8 There exists a countable set N ⊂ [0, H] such that for every z 6∈ N ,
ArgminΠP (·, z) has a unique element.
Proof: Since h− : [0, H] → R is monotone nondecreasing, h− has a countable set
of points of discontinuity . We use lemma 3.3.7(v) to conclude that there exists a
countable set N ⊂ [0, H] such that for z 6∈ N , h−(z) = h+(z). 
Remark 3.3.9 If P is Lipschitz and satisfies (3.3.15). Then











−(z), z) ≤ ΠP (h(z), z).







As h is arbitrary in H0, we conclude that h− is a minimizer in the second equation
of (3.3.7) .

Remark 3.3.10 Let P be Lipschitz and satisfying (3.3.15) and h̄(z) a minimizer in
the second equation of (3.3.7). By (3.3.19),





for all z ∈ [0, H]. Moreover, if {Pn}∞n=1 is a sequence of Lipschitz functions uniformly






equation of (3.3.7) when P is replaced by Pn then by (3.3.27) and (3.3.20)






for all z ∈ [0, H] and all n ≥ 1. 
3.3.3 Existence of a minimizer for the functional I.
Remark 3.3.11 Let (Ψ, P ) ∈ U0. As ∆ and ∆r0 are bounded, by (3.3.13), P and Ψ
are Lipschitz cfr(3.3.14) and P satisfies (3.3.15). If in addition P (0, 0) = 0 then, in
view of (3.3.26)
|P (p)| ≤ R0(
1
2r20
+H) =: R0H0. (3.3.29)
We note that 0 ≤ 〈p, q〉 ≤ R0H0 for q ∈ ∆̄ and p ∈ ∆r0. This combined with the
second equation in (3.3.12) and (3.3.29) yields that Ψ is bounded on ∆̄ more precisely
−2R0H0 < −R0H0 ≤ Ψ(q) ≤ 2H0R0


















σ(dq)+2H0R0 =: C(R0)+2H0R0 <∞.
Lemma 3.3.12 Let C0 ∈ R and σ ∈ P([0, R0]2). There exists a constant C1 depend-
ing only on C0 (and the data R0, H0 ) satisfying the following: whenever (P,Ψ) ∈ U0
with P (0, 0) = 0, λ ∈ R such that −C0 ≤ J [σ](Ψ + λ, P − λ) then |λ| ≤ C1.
Proof: By (3.3.29) −L0H0 < P (p) for p ∈ ∆r0 so that
ΠP−λ ≤ Π−H0L0−λ















for all h ∈ H0. Hence, using C(R0) as given in remark 3.3.11 and setting h to be a
constant function h̄0 we obtain




We use (3.3.10 ) to get
−C̄0 := −C0 − C(R0)− 2H0R0 ≤ −λ+
Ω2r60(1− h̄0r20)h̄0H
2(1− 2h̄0r20)2



















set h̄0 = 0 in (3.3.30 ) then
λ ≤ C̄0 (3.3.31)
when the constant value of h̄0 is chosen in [0,
1
2r20
) ( for instance close enough to
1
2r20
) so that the factor of λ in (3.3.30 ) is negative then there exists a constant C̄1
such that
λ ≥ C̄1 (3.3.32)
We combine (3.3.31) and (3.3.32) to get the result. 
We recall that for each P : ∆r0 −→ R lipschitz,










Lemma 3.3.13 (i) Let P be a lipschitz function satisfying (3.3.15) on ∆r0. Then,
h− is the unique minimizer in (3.3.33) ( up to a set of zero lebesgue measure).
(ii) Assume that {Pn}∞n=1 is a sequence of Lipschitz functions on ∆r0 satisfying
(3.3.15) such that {Pn}∞n=1 converges uniformly to P . Then
j(Pn) converges to j(P ).
Proof: i) The function h− is a minimizer in (3.3.33) as stated in remark 3.3.9 . Let







ΠP (ĥ(z), z)dz. (3.3.34)
Since h−(z) ∈ ArgminΠP (·, z),
ΠP (h
−(z), z) ≤ ΠP (ĥ(z), z) (3.3.35)
We use (3.3.34) and (3.3.35) to obtain that
ΠP (h
−(z), z) = ΠP (ĥ(z), z) a.e (3.3.36)
Therefore ĥ(z) ∈ ArgminΠP (·, z) a.e. By corollary 3.3.8 we obtain that ĥ(z) =
h−(z) a.e.
ii) We first note that as {Pn}∞n=1 is uniformly lipschitz and converges uniformly to P ,
we have that P is lipschitz.
Let h−n be defined as in (3.3.25) when P is replaced by Pn.
By Helly’s theorem there exists a subsequence of {h−n }
∞
n=1 that we denote again by
{h−n }
∞
n=1 and h monotone nondecreasing such that {h−n }
∞
n=1 converges to h pointwise.
In view of (3.3.28), there exists a positive constant M such that
2r0M < 1 and 0 ≤ h−n (z) ≤M.
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for all z ∈ [0, H] and all n ≥ 1. {ΠPn}
∞
n=1 converges uniformly to ΠP on [0,M ]×
[0, H] by remark 3.3.4 . As {h−n }
∞
n=1 converges pointwise to h, by (3.3.21),
{ΠPn(h−n (z), z)}
∞
n=1 converges pointwise to ΠP (h(z), z) and h(z) ∈ ArgminΠP (·, z)
for all z ∈ [0, H]. And so, as P is Lipschitz, ArgminΠP (·, z) reduces to h−(z) a.e so
that
h− = h a.e.
As {Pn}∞n=1 converges uniformly to P , {Pn}
∞
n=1 is uniformly bounded by a constant
C and we have
|ΠPn| ≤ Π−|Pn| ≤ Π−C
Therefore, since 0 ≤ hn(z) ≤M and Π−C(., z) is monotone non decreasing,
|ΠPn(hn(z), z)| ≤ Π−C(hn(z), z) ≤ Π−C(M, z) =: const (3.3.37)
By the Lebesgue dominated convergence theorem, we use the fact that
{ΠPn(hn(z), z)}
∞
n=1 converges pointwise to ΠP (h
−(z), z) and (3.3.37) to obtain
j(Pn) converges to j(P ).

Remark 3.3.14 We recall that if P has the representation in the first equation of
(3.3.12) for some Ψ ∈ C(∆̄) then subgradient ∂.P (p) ⊂ ∆̄ ⊂ [0, R0] × [0, R0] and so
P is R0-Lipschitz.
Lemma 3.3.15 Let σ ∈ P([0, R0]2) and (P0,Ψ0) ∈ U0.
(i) Let g ∈ Cc(R2). For any δ ∈ (−1, 1), we set




Then, {Pδ}−1<δ<1 ⊂ C(∆̄r0) and





for all p ∈ dom(∇P0).
(ii) Likewise, let f ∈ Cc(R2). For any δ̄ ∈ (−1, 1), we set
Pδ̄ = P0 + δ̄f and Ψδ̄ = P
∗
δ̄ .
Then Ψδ̄ ⊂ C([0, R]2) and





for all q ∈ dom(∇Ψ0).
Proof: Let p ∈ ∆r0 and δ > 0.
Pδ(p) = sup
q∈∆̄
(〈p, q〉 −Ψ0(q)− δg(q)) .
As ∆̄ is compact, there exists qδ ∈ ∆̄ such that
Pδ(p) = 〈p, qδ〉 −Ψδ(qδ)− δg(qδ) ≤ P0(p)− δg(qδ) (3.3.40)
When δ = 0, we use the equality in (3.3.40) to obtain
P0(p) = 〈p, q0〉 −Ψ0(q0)− δg(q0) + δg(q0) ≤ Pδ(p) + δg(q0) (3.3.41)
We combine (3.3.40) and (3.3.41) to obtain
δg(qδ) ≤ P0(p)− Pδ(p) ≤ δg(q0) (3.3.42)
so that
||Pδ − P0||∞ ≤ |δ|||g||∞










qδ = q0 = ∇P0(p) (3.3.44)
if P0 is differentiable at p. Note that the first equation in (3.3.40) shows that
q0 ∈ ∂P0(p) and so if P0 is differentiable at p then q0 = ∇P0(p). let {δn}∞n=1 ⊂ (−1, 1)
be a sequence nonzero numbers that converges to 0. Then, as qδn ∈ ∆̄ there exists
a subsequence of {δn}∞n=1 still denoted by {δn}
∞
n=1 such that {qδn}
∞
n=1 converges to





n=1 are uniformly convergent we obtain in the limit
P0(p) = 〈p, q̄〉 −Ψ0(q̄)
If p is a point of differentiability of P0 then q̄ = q0 = ∇P0(p) and so the whole
sequence {qδn}
∞
n=1 converges to q0 and we conclude (3.3.44).
A similar reasonning leads to (3.3.39). 
Lemma 3.3.16 Let {Pδ}−1<δ<1 ∈ C(∆̄r0) uniformly lipschitz continuous and satis-
fying the first equation in (3.3.15) such that {Pδ}−1<δ<1 satisfies the first equation
















(Pδn(s, z)− P0(s, z))e(s)dsdz
]∣∣∣∣∣ = 0
Proof: As (3.3.38) holds, {Pδ}−1<δ<1
δ 6=0
converges uniformly to P0 as δ goes to 0.
Fix z ∈ [0, H] and let {δn}∞n=1 ⊂ (−1, 1) be sequence of non zero numbers converg-
ing to 0. As {Pδn}
∞











converges. If z is a continuity point for h−0 then lemma 3.3.7 (v) ensures that h
−
0 (z)







As {δn}∞n=1 is arbitrary, we obtain
lim
δ→0
h−δ (z) = h
−
0 (z). (3.3.45)
In light of corollary 3.3.8, (3.3.45 ) holds for almost every z ∈ [0, H].
Fix δ ∈ (−1, 1). By definition of h−0 (z) we have ΠP0(h−0 (z), z) ≤ ΠP0(h−δ (z), z) and so
ΠP0(h
−
0 (z), z)− ΠPδ(h−δ (z), z) ≤ ΠP0(h
−






(Pδ(s, z)− P0(s, z))e(s)ds.
(3.3.46)
Similarly, we establish that
ΠPδ(h
−
δ (z), z)− ΠP0(h0(z), z) ≤ ΠPδ(h
−




(Pδ(s, z)− P0(s, z))e(s)ds.
(3.3.47)
Let again {δn}∞n=1 ⊂ (−1, 1) converging to 0. We use the definition of j in (3.3.33),

















n=1 converges uniformly to P0, and satisfies (3.3.15), by (3.3.28), there
exists M such that 2r20M < 1 and
0 ≤ h−δn(z) ≤M (3.3.49)
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for all z ∈ [0, H] and n ≥ 1. This ensures that the integrals in (3.3.48) are finite
for n ≥ 1.
We rewrite (3.3.48) as












(Pδn(s, z)− P0(s, z))e(s)dsdz
(3.3.50)
We use the fact e is bounded on [0,M ], the first equation in (3.3.38) and apply the





















0 (z)|dz ≤ 0
(3.3.51)

Proposition 3.3.17 Let σ ∈ P([0, R0]2).
(i) The set of maximizers M of J [σ] over U is such that M∩U0 is non empty. U0
is defined by (3.3.12).
(ii) I(γ, h) ≥ J [σ](Ψ, P ) for all (Ψ, P ) ∈ U0 and all (γ, h) ∈ Lσ. The equality holds
if and only if ∇P pushes forward e(s)χDh(s, z)L2 onto σ and h(z) minimizes
ΠP (., z) for almost every z ∈ [0, H]. If in addition σ is absolutely continuous
with respect to Lebesgue L2, then the equality holds as well if and only if ∇Ψ
pushes σ onto e(s)χDh(s, z)L2.
(iii) I has a unique minimizer (γ0, h0) over Lσ. Moreover, if (Ψ0, P0) ∈ U0 maximizes
J [σ] on U then J [σ](Ψ0, P0) = I(γ0, h0), id×∇P0 pushes e(s)χDh0 (s, z)L
2 onto
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γ0 and h0 is monotone non decreasing on [0, H] satisfying
2(1− 2r20h0(z))P (h0(z), z) = r20Ω2 on {h0 > 0} (3.3.52)
If σ is absolutely continuous with respect to Lebesgue then ∇Ψ0 × id pushes σ
onto γ0 and
∇Ψ0 ◦ ∇P0 = id e(s)χDh0 (s, z)L
2 a.e ∇P0 ◦ ∇Ψ0 = id a.e σ (3.3.53)
(iii) J [σ] has a unique maximizer (Ψ0, P0) on U0 in the sense that if J [σ](Ψ0, P0) =
J [σ](Ψ1, P1) then P1 = P0 e(s)χDh0 (s, z)L




〈p, q〉, P̄0(p) = c̄0, Ψ̄0(q) = 0
so that
(Ψ̄0, P̄0) ∈ U and − C0 := J [σ](Ψ̄0, P̄0)− 1 is finite.
Let {(Ψ̄n, P̄n)}∞n=1 ⊂ U be a maximizing sequence for J [σ] over U .
We note that whenever (Ψ̄, P̄ ) ∈ U , by the double convexification trick (cfr. [46] Page
51), we have
(P̄ ∗, P̄∗∗) ∈ U0 and J [σ](Ψ̄, P̄ ) ≤ J [σ](P̄ ∗, P̄∗∗).
This shows, on the one hand, that if the set of maximizers M of J [σ] over U is non
empty then so is M∩ U0 and, on the other hand, that we may assume without loss
of generality that {(P̄n, Ψ̄n)}∞n=1 is contained in U0. We assume so and set
Ψn = Ψ̄n + P̄n(0, 0), λn = −P̄n(0, 0), Pn = P̄n − P̄n(0, 0)
we easily check that {(Ψn, Pn)}∞n=1 ⊂ U0 and
lim
n→∞
J [σ](Ψn + λn, Pn − λn) = lim
n→∞




and so, for n large enough
−C0 ≤ J [σ](Ψn + λn, Pn − λn). (3.3.54)
Therefore, as Pn(0, 0) = 0 by lemma 3.3.12 we obtain that {λn}∞n=1 ⊂ R is bounded.
Hence, up to a subsequence, {λn}∞n=1 converges to a real number λ∗.
We substitute Pn for P and Ψn for Ψ in remark 3.3.11 and note that the sequences
{Pn}∞n=1 ⊂ C(∆̄r0) and {Ψn}
∞
n=1 ⊂ C(∆̄) are uniformly bounded and uniformly Lip-
schitz. We then use Ascoli- Arzerla to conclude that there exists a subsequence of
{(Ψn, Pn)}∞n=1 converging uniformly to some (Ψ∗, P∗) ∈ C(∆̄)× C(∆̄r0).
In the sequel, we assume without loss of generality that
{λn}∞n=1 converges to λ∗ and {(Ψn, Pn)}∞n=1 converges uniformly to (Ψ∗, P∗).
We set
P0 := P∗ − λ∗, Ψ0 := Ψ∗ + λ∗
Therefore
{(Ψ̄n, P̄n)}∞n=1 converges uniformly to (Ψ0, P0).
We note that {P̄n}∞n=1 are lipschitz and satifies (3.3.15) (cfr remark 3.3.11).
We use the fact that {Ψ̄n)}∞n=1 converges uniformly to Ψ0, and lemma 3.3.13 (ii)
to obtain that
{J [σ](Ψ̄n, P̄n)}∞n=1 converges to J [σ](Ψ0, P0).
This established that (Ψ0, P0) is a maximizer of J [σ] over U .
2. Let (Ψ, P ) ∈ U0 and (γ, h) ∈ Lσ. Then Ψ, P are Lipschitz by remark 3.3.11
and P (p) + Ψ(q) ≥ 〈p, q〉.
Recall
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We combine (3.3.55-3.3.57) with P (p) + Ψ(q) ≥ 〈p, q〉 to get













γ(dp, dq) = I(h, γ)
(3.3.58)
Note that equality holds in (3.3.58) if and only if equality holds in (3.3.56) and
P (p) + Ψ(q) = 〈p, q〉 for γ almost every (p, q) . The first condition means that
h(z) ∈ ArgminΠP (·, z) for almost every z ∈ [0, H] by using lemma 3.3.13 (i). As the
first projection (marginal) of γ is absolutely continuous with respect to L2, the second
condition means that q = ∇P (p) for γ almost every (p, q) and so, γ is concentrated
on the graph of ∇P . This implies that γ is the push forward of e(s)χDh(s, z)L2
by id × ∇P . If σ is absolutely continuous with respect to L2 then the condition
P (p) + Ψ(q) = 〈p, q〉 for γ almost every (p, q) implies that γ is the push-forward of σ
by ∇Ψ× id.
3. Assume that (P0,Ψ0) ∈ U0 is a maximizer of J [σ] over U .
(a) Let g ∈ Cc(R2) {(Pδ,Ψδ)} as defined in lemma 3.3.15. As P0 is lipschitz, the
second equation in (3.3.38) holds almost everywhere with respect to L2.
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We use the fact that {δn}∞n=1 is an arbitrary sequence that converges to 0, lemma
3.3.16 and combine (3.3.59) and (3.3.60) to get
lim
δ→0






















(3.3.62) holds for any g ∈ Cc(R2) which means that ∇P0 pushes e(s)χDh0 (s, z)L
2
forward to σ.
(b) Let f ∈ Cc(R2) and {(Pδ̄,Ψδ̄)} as defined in lemma 3.3.15. As Ψ0 is lipschitz,















































We combine (3.3.63) and (3.3.65) to obtain
lim
δ→0






















The arbitrariness of f ∈ Cc(R2) in (3.3.67) implies that ∇Ψ0 pushes σ forward to
e(s)χDh0 (s, z)L
2.
4. Let (P0,Ψ0) ∈ U0 be a maximizer of J [σ] over U . Here, we denotes by h0(z) is
the smallest element of ArgminΠP0(·, z) and we set
γ0 := (id×∇P0)#e(s)χDh0 (s, z)L
2
that is, γ0 is the pushed forward of e(s)χDh0L
2 by (id×∇P0). Then, by part (ii)
we have I(h0, γ0) = J [σ](P0,Ψ0) which ensures that (h0, γ0) is a minimizer in (3.3.5).
Let (h̄, γ̄) be another minimizer in (3.3.5). Then I(h̄, γ̄) = I(h0, γ0) and so I(h̄, γ̄) =
J [σ](P0,Ψ0). Again by part (ii), γ̄ is the pushed forward of e(s)χDh̄L
2 by (id×∇P0)
and h̄(z) ∈ ArgminΠP0(·, z) for a.e z ∈ [0, H]. We use corollary 3.3.8 to obtained that
h̄(z) = h0(z) a.e. These prove that the minimizer in (3.3.5) is unique. By remark
3.3.6, 2(1− 2r20h0(z))P0(h0(z), z) = 2r20Ω2 on {h0 > 0}.
If in addition σ is absolutely continuous with respect to Lebesgue then again by
using part (ii) of this theorem, we have that (h0, γ1) is a minimizer in (3.3.5) with
γ1 := (∇Ψ0 × id)#σ. The uniquness of the minimizer in I guarantees that γ1 = γ0.
5. Let (P0,Ψ0) be a maximizer of J [σ] on U0 as in part 4. We have P0(p)+Ψ0(q) =
〈p, q〉 for γ0 almost every (p, q) (see part 2). Assume σ is absolutely continuous with
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respect to Lebesgue. Then
P0(p) + Ψ0(∇P0(p)) = 〈p,∇P0(p)〉 e(s)χDh(s, z)L2 a.e (3.3.68)
P0(∇Ψ0(q)) + Ψ0(q) = 〈∇Ψ0(q), q〉 σ a.e (3.3.69)
Let N be the set of points where Ψ is not differentiable. Then σ(N) = 0. As
∇P0#e(s)χh0(s, z)L2 = σ, we have that the preimage of N by ∇P0 is of zero measure
with respect to e(s)χDh0 (s, z)L
2. In view of (3.3.68) and (3.3.69), we conclude that
∇Ψ0 ◦∇P0(p) = p e(s)χDh0L
2−a.e. A similar argument shows the second equation
of (3.3.53).
6. Assume (P1,Ψ1) is another maximizer of J [σ] in U0. Then
γ0 = (id×∇P0)#e(s)χDh0 (s, z)L
2 = (id×∇P1)#e(s)χDh0 (s, z)L
2.
This implies that ∇P0 = ∇P1 e(s)χDh0 (s, z)L
2-a.e and so L2-a.e on Dh0 . As, Dh0
is connected and P0 and P1 are lipschitz continuous satisfying (3.3.52), we conclude
that P1 = P0 on Dh0 and without loss of generality P1 = P0 on ∆r0 . Consequently,
Ψ1 = Ψ2 on ∆.
3.3.4 Regularity property of the domain Dh.
In this section we consider the functions P lipschitz that satisfy
0 ≤ ∂P
∂s





(s, z) ≤ R0 (3.3.70)
As a consequence, ArgminΠP (·, z) is compact. We recall that
h+(z) = max
ArgminΠP (·,z)
h, h−(z) = min
ArgminΠP (·,z)
h (3.3.71)
Lemma 3.3.18 Assume P is Lipschitz and satisfies (3.3.87).
The set Z = {z ∈ [0, H] : 0 ∈ ArgminΠP (·, z)} when non empty is a closed interval
of the form [0, z∗]. In the case Z is empty we set z∗ = 0.
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Proof: Assume Z is non empty and set z∗ to be its supremum. By definition of z∗,
Z ⊂ [0, z∗]. Conversely, let zn be a sequence in Z0 such that zn converges to z∗. Then
we use lemma 3.3.5 (ii) to obtain that 0 ∈ ArgminΠP (·, z∗), that is z∗ ∈ Z. Lemma
3.3.5 (iii) ensures that [0, z∗) ⊂ Z. 
Lemma 3.3.19 Let z∗ be as in lemma 3.3.18. Assume P is Lipschitz and satisfies
(3.3.87).
(i) There exists c0 > 0 such that if z
∗ ≤ z1 ≤ z2 ≤ H and hi ∈ ArgminΠP (·, zi)
i = 1, 2, then
z2 − z1 ≤ c0(h2 − h1) (3.3.72)
(ii) For any z1, z2 ∈ [z∗, H], ArgminΠP (·, z1) ∩ ArgminΠP (·, z2) = ∅ if z1 6= z2
(iii) h− , h+ are strictly increasing on [z∗, H].
Proof: Let m(s) =
Ω2r20
2(1−2sr20)
. We check that m is lipschitz continuous on [0,MP ].





− P (s, z)
As P satisfies the first equation in (3.3.15), we have
−R0 ≤ ∂sα(s, z) ≤ Lip(m) (3.3.73)
Let z1, z2 ∈ (z∗, H] such that z1 < z2 and hi ∈ ArgminΠP (·, zi) i = 1, 2. Remark
3.3.6 ensures that α(h2, z2) = α(h1, z1) = 0 and so
α(h2, z1)− α(h2, z2) = α(h2, z1)− α(h1, z1). (3.3.74)
We exploit the second equation in (3.3.87) to obtain that











The second inequality in (3.3.73) leads to
α(h2, z1)− α(h1, z1) =
∫ h2
h1
∂sα(s, z1)ds ≤ Lip(m)(h2 − h1). (3.3.76)
We combine (3.3.74- 3.3.76) to conclude that
(z2 − z1) ≤ R0Lip(m)(h2 − h1) = c0(h2 − h1).
for all z∗ < z1 ≤ z2 ≤ H . Note that if Z = ∅, the argument above is valid when
z1 = z
∗ = 0. In the sequel, we assume that Z 6= ∅. To obtain the inequality (3.3.72)
when z1 = z
∗, we consider a sequence {z̄n}∞n=1 in (z∗, H] such that z̄n > z∗ and
{z̄n}∞n=1 converges to z∗. Let hn ∈ ArgminΠP (·, z̄n). As {z̄n}
∞
n=1 converges to z
∗,
lemma 3.3.5 (ii) ensures that {hn}∞n=1 converges to {0} = ArgminΠP (·, z∗). We let
n go to ∞ in z2 − z̄n ≤ c0(h2 − hn) to obtain the desired result. (ii) and (iii) follow










z ∈ [z∗, H] : h−(z) ≥ s
}
(3.3.77)
Lemma 3.3.20 Let z∗ be as in lemma 3.3.18 such that z∗ < H. Assume P satisfies
(3.3.87)
(i) If s ∈ (h+(z∗), h−(H)) then a(s) is an interior point in (z∗, H).
(ii) If s ∈ [h−(z∗), h+(H)] then s ∈ [h−(a(s)), h+(a(s))]. As a consequence the
disjoint union of {[h−(z), h+(z)]}z∗≤z≤H covers [h−(z∗), h−(H)]. Moreover, if
s ∈ [h−(z), h+(z)] for some z ∈ [z∗, H) then a(s) = z.
(iii) a is non decreasing on ∈ [0, h−(H)].
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Proof: Let s ∈ (h+(z∗), h−(H)) and set A(s) = {z ∈ [z∗, H] : h−(z) ≥ s} so that
a(s) = inf A(s) (3.3.78)
We note that H ∈ A(s). Let a(s) < z ≤ H, by (3.3.78) there exists z̄ ∈ A(s) such
that a(s) < z̄ < z. Consequently, h−(z̄) ≥ s and as h− increasing, h−(z̄) ≤ h−(z).
We conclude that h−(z) ≥ s and so z ∈ A(s). Hence (a(s), H] ⊂ A(s). We next show
that a(s) is an interior point of the interval [z∗, H].
Let {an}∞n=1 be a sequence in (z∗, H) such that {an}
∞
n=1 converges to z
∗. We use
the right continuity of h+ ( cfr lemma 3.3.7 iv) to obtain that {h+(an)}∞n=1 converges
to h+(z∗). As s > h+(z∗) we obtain
s > h+(an) > h
+(z∗) (3.3.79)
for n big enough. We next choose an in (3.3.79) to be points of continuity of h
−
so that h+(an) = h
−(an)( cfr lemma 3.3.7 v). Therefore (3.3.79) becomes
s > h−(an) > h
+(z∗) (3.3.80)
for n ≥ n0 for some n0 ∈ N. In light of the defintion of A(s), the first inequality
in (3.3.80) implies that an ∈ (z∗, H) \ A(s) and so in view of (3.3.78) an ≤ a(s) for
all n ≥ n0. Since an converges to z∗, there exists p0 > n0 such that ap0 < a(s).
The second inequality in (3.3.80) implies that h−(ap0) > h
+(z∗). This combined with
h+(z∗) ≥ h−(z∗) gives h−(ap0) > h−(z∗). By lemma 3.3.18 h− is strictly increasing
on [z∗, H] and so ap0 > z
∗. We conclude that
z∗ < a(s) (3.3.81)
Set bn = H − 1n . By the left continuity of h
−(cfr lemma 3.3.7 iv), {h−(bn)}∞n=1
converges to h−(H). This, with the fact that s < h−(H) yields
s < h−(bn) < h
−(H) (3.3.82)
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for n big enough. For such n, bn ∈ A(s) so that a(s) ≤ bn. This, combined with
bn < H, yields
a(s) < H (3.3.83)
From (3.3.81) and (3.3.83) we conclude that a(s) ∈ (z∗, H) which proves (i).
Let s ∈ (h+(z∗), h−(H)). Since a(s) is an interior point in the interval [z∗, H], there
exists a sequence {zn}∞n=1 in (z∗, H) such that a(s) < zn and {zn}
∞
n=1 converges to
a(s). As (a(s), H] ⊂ A(s), we have that zn ∈ A(s) and so h−(zn) ≥ s. Without loss of
generality take zn to be a point of continuity of h
− so that h−(zn) = h
+(zn). Therefore,
as h+ is right continuous, h+(a(s)) = limn→∞ h
+(zn) = limn→∞ h
−(zn) ≥ s. On
the other hand let {z̄n}∞n=1 be a sequence in (z∗, H) such that {z̄n}
∞
n=1 converges
to a(s) and z̄n < a(s) so that z̄n /∈ A(s). Then, necessarily h−(z̄n) < s. Hence
h−(a(s)) = limn→∞ h
−(z̄n) ≤ s by using the left continuity of h−. We conclude that






As a(s) ∈ [z∗, H] and





[h−(z), h+(z)] (disjoint union) (3.3.86)
lemma 3.3.19 ensures that the family {[h−(z), h+(z)]}z∗≤z≤H is disjoint.
Let s ∈ [h−(z), h+(z)] for some z ∈ (z∗, H). By (3.3.84), s ∈ [h−(a(s)), h+(a(s))].
In view of the fact that sets in (3.3.86) are disjoint, we have h−(z) = h−(a(s)) and
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the strict monotonicity of h− ensures that z = a(s). when z = z∗, we have a(s) = z∗
for all s ∈ [h−(z∗), h−(z∗)] by using (3.3.77). Thus, if s ∈ [h−(z∗), h−(z∗)] for some
z ∈ [z∗, H), then a(s) = z.
(b) Let si ∈ [h−(z∗), h−(H)] i = 1, 2. Then si ∈ [h−(a(si)), h+(a(si))]. Since
the family {[h(z), h−(z)]}z∗≤z≤H is disjoint, either the intervals [h−(a(s1)), h+(a(s1))]
and [h−(a(s2)), h
+(a(s2))] are the same or they are disjoint. Assume s1 < s2. As
si ∈ [h−(a(si)), h+(a(si))], in the case where the 2 intervals above are disjoint, we
necessarily have h−(a(s1)) < h
−(a(s2)). In light of the fact that h
− is strictly in-
creasing (and thus injective), we conclude that in all cases either a(s1) = a(s2) or
a(s1) < a(s2). We have thus establised that a is increasing on [h
−(z∗), h−(H)]. If
h−(z∗) > 0 by definition of z∗ we necessarily have z∗ = 0. In this case, we easily
check that a(s) = 0 for all s ∈ [0, h−(z∗)) by using (3.3.77) and as a has values in
[0.H] we conclude that a is increasing on [0, h−(H)] 
0 ≤ ∂P
∂s





(s, z) ≤ R0 (3.3.87)
In this case ArgminΠP (·, z) is compact. We recall that
h+(z) = max
ArgminΠP (·,z)
h, h−(z) = min
ArgminΠP (·,z)
h (3.3.88)
Corollary 3.3.21 Assume the hypotheses in lemma 3.3.20 hold. The function a is
lipschitz continuous.
Proof: We first note that as a is non decreasing, we only need to show that
a(s2)− a(s1) ≤ c0(s2 − s1) (3.3.89)
for all s2 ≥ s1 in [0, h−(H)] and some constant c0.
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(a) Assume h+(z∗) < s1 < h
−(H). Lemma 3.3.20 (ii) on [z∗, H] ensures that
s1 ≤ h+(a(s1)) so that h+(z∗) < h+(a(s1)). As h+ is strictly increasing on [z∗, H]
(see lemma 3.3.19), we obtain that z∗ < a(s1). Let s2 ∈ [0, h−(H)] such that s1 < s2.
As a is increasing a(s1) ≤ a(s2). Thus, z∗ < a(s1) ≤ a(s2). If a(s1) = a(s2) then
(3.3.89) holds. In the sequel, we assume z∗ < a(s1) < a(s2). Choose z̄
n > a(s1)
such that {z̄n}∞n=1 converges to a(s1) and z̄n are points of continuity of h−, that is,
h−(z̄n) = h+(z̄n). We use the fact that h+ is non decreasing to obtain
h+(a(s1)) ≤ h+(z̄n) = h−(z̄n).
This, with the fact that s1 ≤ h+(a(s1)) implies that s1 ≤ h−(z̄n) which we use along
with (3.3.72) and the fact that h−(a(s2)) ≤ s2 (see lemma 3.3.20 (ii)) to get
a(s2)− z̄n ≤ c0(h−(a(s2))− h−(z̄n)) ≤ c0(s2 − s1)
By letting n→∞ we obtain (3.3.89) for h+(z∗) < s1 < s2 ≤ h−(H).
By lemma 3.3.20 (ii), a(s) = z∗ for all s ∈ [h−(z∗), h+(z∗)]. To show that a is lipschitz
continuous on [h−(z∗), h−(H)], it suffices to show that a is continuous at h+(z∗) and
more precisely right continuous at h+(z∗).
Let h+(z∗) ≤ sn such that {sn}∞n=1 converges to h+(z∗). By lemma 3.3.20 (ii) sn ∈
[h−(a(sn)), h
+(a(sn))] so that h
−(a(sn)) converges to h
+(z∗). We use (3.3.72) to
obtain that
0 ≤ a(sn)− z∗ ≤ c0(h−(a(sn))− h+(z∗)) (3.3.90)
As h−(a(sn)) converges to h
+(z∗), (3.3.90) implies that a(sn) converges to z
∗. We
conclude that a is continuous at h+(z∗) and so lipschitz on [h−(z∗), h−(H)] . In the
case where h−(z) > 0, we have z∗ = 0 by definition of z∗. But a(s) = 0 on [0, h−(z∗)]













(s, z) : z∗ ≤ z ≤ H, 0 ≤ s ≤ h−(H), z∗ ≤ a(s) ≤ z
}
Lemma 3.3.22 Assume the hypotheses in lemma 3.3.20 hold. Then Q ⊂ Dh− ⊂ Q∗
.Q is open and Q∗ is closed.
Proof: 1. Q ⊂ Dh− ⊂ Q∗
Let (s̄, z̄) ∈ Q. To show that (s̄, z̄) ∈ Dh− , we only need to show that s̄ ≤ h−(z̄). Note
that z∗ < z̄ ≤ H and as h− is increasing, we have h−(z∗) ≤ h−(z̄). Assume h−(z∗) > 0
(in this case z∗ = 0). If 0 < s̄ < h−(z∗) then s̄ ≤ h−(z̄) and so (s̄, z̄) ∈ Dh− . In
the sequel, we assume h−(z∗) ≤ s̄ < h−(H). As z∗ < a(s̄) < z̄, by lemma 3.3.18 (ii)
[h−(a(s̄), h+(a(s̄)] and [h−(z̄), h+(z̄)] are disjoint. This, combined with the fact that
h− is increasing guarantees h+(a(s̄)) ≤ h−(z̄). But lemma 3.3.20 (ii) again ensures
that s̄ ≤ h+(a(s̄)). We conclude that s̄ ≤ h−(z̄). Hence Q ⊂ Dh− .
Let (s̄, z̄) ∈ Dh− . To obtain that Dh− ⊂ Q∗, it suffices to show that a(s̄) ≤ z̄. As
s̄ ≤ h−(z̄), we use the fact that a is non decreasing to obtain that a(s̄) ≤ a(h−(z̄)).
by lemma 3.3.20 (ii), a(h−(z̄)) = z̄ so that a(s̄) ≤ z̄. Hence (s̄, z̄) ∈ Q∗. We conclude
that Dh− ⊂ Q∗.
2. We recall that a is continuous (see corollary 3.3.21). Therefore the fact that Q is









(s, z) : z = H, 0 ≤ s ≤ h−(H)
}
Q3 = {(s, z) : s = 0 z∗ ≤ z ≤ H} Q4 =
{
(s, z) : z = z∗, 0 ≤ s ≤ h−(z∗)
}
Lemma 3.3.23 Assume the hypotheses in lemma 3.3.20 hold. Dh− is a domain with
a Lipschitz boundary.
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Indeed, we easily check that Q∗ is the closure of Q and that ∂Q =
⋃
1≤i≤4Qi.
The lemma 3.3.22 implies that the interior and the closure of the domain Dh− are
respectively Q and Q∗. This proves the claim. As Qi are graphs of lipschitz functions,
Dh− has a Lipschitz boundary. But
Dh− = Dh− ∪ {(s, z) : s = 0, 0 ≤ z ≤ z∗}
The result follows immediately. 
3.3.5 Existence and uniqueness of a solution in the Monge -Ampere equa-
tion.
Theorem 3.3.24 Let R0 > 0. Let σ be a probability measure on R2 such that the
support of σ is contained in [0, R0]
2. Then (3.3.1) admits a unique solution (Ψ̄, P̄ , h̄).
(Ψ̄, P̄ ) is obtained as the maximizer in (3.3.11) and h̄ is monotone and obtained as the
minimiser in (3.3.5). Moreover, if the support of σ is contained in [ 1
R0
, R0]× [0, R0]
then ∂Dh̄ is Lipschitz continuous.
Proof: Proposition 3.3.17 shows that (3.3.11) has a unique maximizer (Ψ̄, P̄ ) and
(3.3.5) has a unique minimizer h̄ so that (3.3.1) has a unique solution. As e(s)χDh̄ is a




is of positive Lebesgue
measure so that z∗ < H (z∗ is as defined in lemma 3.3.18). Thus, by lemma 3.3.23,
if the support of σ is contained in [ 1
R0
, R0]× [0, R0] then ∂Dh̄ is Lipschitz continuous.

3.4 Some stability results.
Theorem 3.3.24 generates two operators H, H̄ defined in the following way: To any
σ ∈ P([0, R0]2), we associate h = H(σ) the minimizer in (3.3.5) and (P,Ψ) = H̄(σ)
the maximizer in (3.3.11).
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Remark 3.4.1 Let σ ∈ P([0, R0]2). If h = H(σ), (P,Ψ) = H̄(σ) and γ = (∇P ×
id)#e(s)χDh then Propositon 3.3.17 and (3.3.5) yield that
Ī[σ](h) = I(h, γ) = J [σ](Ψ, P )
and
γ ∈ Γ0(σ, e(s)χDh)
Lemma 3.4.2 Let {σn}∞n=1 and σ be probability measures on P([0, R0]2) such that





are precompact respectively in C(∆̄r0) and C([0, R0]
2).
Proof: Let hn = H(σn). Set P̄n = Pn − λn, Ψ̄n = Ψn + λn and λn = Pn(0, 0). By
using lemma 3.1.2 first and then Proposition 3.3.17 (iii), we obtain a constant c0 ∈ R
such that
c0 ≤ Ī[σn](hn) = J [σn](Pn,Ψn) = J [σn](P̄n + λn,Ψn − λn)











are uniformly lipschitz and uniformly bounded. This,
combined with the fact that |λn| ≤ C0 implies that {Pn}∞n=1 and { Ψn}
∞
n=1 are uni-
formly lipschitz and uniformly bounded as well. Thus, by Arzela- Ascoli, {Pn}∞n=1



































Lemma 3.4.3 Let {σn}∞n=1, σ be probability measures in [0, R0]2 and let hn = H(σn),
h = H(σ), H̄(σ) = (P,Ψ) and H̄(σn) = (Pn,Ψn) for n ≥ 1. Assume that σn converges
narrowly to σ. Then
(i) {hn}∞n=1 converges pointwise to h and so e(s)χDhn converges narrowly to e(s)χDh .
Moreover, if {Pn}∞n=1 is uniformly convergent in C(∆̄r0) then there exists M > 0 such
that
2r20M < 1 and 0 ≤ hn, h < M for n ≥ 1. (3.4.1)
(ii)
∇Pn 7−→ ∇P L2 − a.e in ∆r0 . (3.4.2)
Moreover, suppose in addition that {σn}∞n=1, σ are absolutely continuous with re-
spect to Lebesgue. Then
∇Ψn 7−→ ∇Ψ L2 − a.e in R2. (3.4.3)
Proof:
(i) Let’s extract from {hn}∞n=1 a subsequence still denoted by {hn}
∞
n=1. By Helly’s




n=1 and a monotone function h̄
such that {hnk}
∞
k=1 converges pointwise to h̄. We use the minimality property of hnk
and lemma 3.1.2 to obtain
Ī[σnk ](hnk) ≤ Ī[σnk ](ĥ) ≤
Ω2
8
||e ◦ ĥ||L1[0,H] + c̄0 (3.4.4)
for all ĥ ∈ Hdom. Set ĥ = h00 (h00 is as defined in remark 3.1.1) , corollary 3.1.4
ensures that Ī[σnk ](hnk) converges to Ī[σ](h̄). The same corollary guarantees that
Ī[σnk ](ĥ) converges to I[σ](ĥ). Therefore, (3.4.4) becomes in the limit
Ī[σ](h̄) ≤ Ī[σ](ĥ)
As ĥ is arbitrary in Hdom, we conclude that h̄ = H(σ). The uniqueness of this
minimizer ensures that h = h̄, a.e. Thus {hnk}
∞
k=1 converges to h. We conclude that
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the whole sequence {hn}∞n=1 converges to h. Remark 3.3.10 provides M such that
(3.4.1) holds.
(ii) Let γn ∈ Γ0(σn, e(s)χDhn ) and γ ∈ Γ0(σ, e(s)χDh). By [[1], Proposition 7.1.3],
every subsequence of {γn}∞n=1 is relatively compact in P(∆r0 × [0, R0]2) and its limit
point belongs to Γ0(σ, e(s)χDh). As Γ0(σ, e(s)χDh) reduces to {γ}, we conclude that
{γn}∞n=1 converges to γ. We have the following representation of γn and γ :
γn = (∇Pn × id)#e(s)χDhn γ = (∇P × id)#e(s)χDh
so that spt(γn) ⊂ ∂·Pn ⊂ ∆r0 × [0, R0]2 and spt(γ) ⊂ ∂·P ⊂ ∆r0 × [0, R0]2. We
consider a subsequence of {Pn}∞n=1 and {Ψn}
∞
n=1 still denoted respectively by {Pn}
∞
n=1
and {Ψn}∞n=1 for simplicity. By lemma 3.4.2 , up to a subsequence {(Pn,Ψn)}
∞
n=1
converges locally uniformly to some (P̄ , Ψ̄). Note that as Pn, Ψn are convex, P̄ Ψ̄ are
convex. The convexity of the Pn implies that
Pn(p) ≥ Pn(p̄)+ < ∇Pn(p̄), p− p̄ > (3.4.5)
for all p ∈ ∆r0 and any point p̄ where {Pn}
∞
n=1 are differentiable. Fix p̄0 ∈ ∆r0





. Note that {∇Pn(p̄0)}∞1 ⊂ [0, R0] × [0, R0]. Then there exists
a subsequence {nk}∞k=1 of integers such that {∇Pnk(p̄0)}
∞
k=1 converges. By passing to
the limit in (3.4.5) when p̄ is replaced by p̄0 we obtain that {∇Pnk(p̄0)}
∞
k=1 converges




k=1 converges to ∇P̄ a.e-L
2. (3.4.6)
To obtain (3.4.2), we only need to show ∇P = ∇P̄ a.e-L2 so that the limit in
(3.4.6 ) is independent the subsequence considered. Let (a, b) ∈ spt(γ) ⊂ ∂P . Since
{γnk}
∞
1 narrowly converges to γ, there exists (ak, bk) ∈ spt(γnk) ⊂ ∂.Pnk such that
(ak, bk) converges to (a, b). The subdifferential inequality for the convex functions Pnk
Pnk(p) ≥ Pnk(ak)+ < bk, p− ak >
87
This yields in the limit
P̄ (p) ≥ P̄ (a)+ < b, p− a >
Therefore (a, b) ∈ ∂P̄ . If P̄ and P are differentiable at a then∇P (a) = ∇P̄ (a). As
the points of non-differentiability of P̄ and P are negligible with respect to Lebesgue,
we conclude that ∇P = ∇P̄ a.e-L2.
(b) Suppose now that {σn}∞n=1 and σ are absolutely continuous with respect to
Lebesgue, we have
γn := (id×∇Ψn)#σn, γ := (id×∇Ψ)#σ
so that spt(γn) ⊂ ∂Ψn and spt(γ) ⊂ ∂Ψ .
We assume without loss of generality that (Pn,Ψn) converge uniformly in C(∆̄r0)×
C([0, R0]
2). By (i), {hn}∞n=1 and h are uniformy bounded above by some 0 < M <
1
2r20
so that e(s)χDhn and e(s)χDh are supported in [0,M ]× [0, H] ⊂ ∆r0 . By a reasoning
similar to the one in Part (a), we obtain (3.4.3).
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CHAPTER IV
A TOY MODEL OF THE ALMOST AXISYMMETRIC
FLOWS WITH FORCING TERMS.
In this Chapter we consider a toy model related to the Almost axisymmetric Flows
with Forcing Terms by reducing the problem to a 2-dimensional system of PDEs.
Though the resulting simplified version may not be physical, we hope to gain some
insights into the structure of the full system. The unknown here are ū, v̄, w̄, θ̄ and ϕ̄















+ 2Ωv̄ = 1
r
F̄ (t, r, z), (4.0.7a)
Dθ̄′
Dt
= S̄(t, r, z), (4.0.7b)
ū2
r

















The above equations are to be solved in the moving domain
Γς̄t = {(r, z) : 0 ≤ z ≤ H, r0 ≤ r ≤ ς(t, z)} (4.0.8)
where ς is a free boundary and r0, H are positif real numbers. The conditions on the
boundary are given by





= v̄ on {r = ς̄(t, z)}
(4.0.9)
along with
ϕ̄(t, ς(t,H), H) = 0.
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Here nt is the unit outward normal vector field at time t and
F̄ (t, r, z) and S̄(t, r, z) are prescribed functions. The system described above turns
out to be linked to the continuity equation (4.0.11). We show that when enough
regularity is assumed and ϕ̄ + Ω
2r2
2
is strictly convex, (4.0.11) provides a solution to
(4.0.7) and (4.0.9).
These equations are supplemented by the initial conditions




0 ϕ|t=0 = ϕ0





























Our goal in this chapter is to solve the following continuity equation under two dif-
ferent assumptions on the initial data.
∂σ
∂t
+ div(σX) = 0 (0,∞)× [0, R0]2
σ|t=0 = σ̄0
(4.0.11)


























Here Ψt : R2+ 7−→ R and Pt : [0, 1/(2r20)) × [0, H] 7−→ R are Legendre transforms









P (h(z), z) =
Ω2r20
2(1−2r20h(z))
on {h > 0}
(4.0.13)
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In the next theorem, we show that (4.0.11) provides a solution to (4.0.7) when enough
regularity is assumed. To do so, we start with the following lemma.
Lemma 4.0.4 Let T > 0 and A ⊂ R2 open. Let {σt} be a collection of probability
measure and X a velocity field such that (4.0.11) holds. Let F be a smooth function
on (0, T )× A such that for F̄t is invertible for all t ∈ [0, T ]. Assume that there exist
v̄, w̄ and ς̄ such that Γς̄t ⊂ A for all t ∈ [0, T ] and

















= 0 in Γς̄
Proof: The proof is similar to the proof of lemma 2.3.3. 

















Theorem 4.0.5 Assume Pt : ∆r0 7−→ R and Ψt : [0, R0]2 7−→ R legendre transforms
of each other, smooth enough and P is strictly convex so that ∇P and ∇Ψ are inverse
of each other (on the interior of their domain) and P , Ψ, X, F , and S solve (4.0.11),
(4.0.12) and (4.0.13). Define ū, θ̄′ by
(ūr+ r2Ω)2 = ∂sP ◦ s,
g
θ0








and choose (ū, v̄) such that
(ū, v̄) ◦ ∇Ψ ◦ d = ∂
∂t
∇Ψ ◦ d + 〈X,∇Ψ ◦ d〉 (4.0.15)
Then (ū, v̄, w̄), ϕ̄ , θ̄′ and ς̄ solve (4.0.7) and (4.0.9).
Proof: Based on the discussion in section 2.3.1, we can rewrite (4.0.15) as
Xt ◦ ∇P ◦ s =
∂
∂t
∇P ◦ s + 〈(ū, v̄),∇[∇P ◦ s]〉 = D
Dt









. But, by using the first two equations in (4.0.14), we obtain
D
Dt
























and thanks to (4.0.12),










We combine (4.0.16), (4.0.17) and (4.0.18) to obtain (4.0.7a) and (4.0.7b)
Thanks to remark 2.3.6, the first two equations in (4.0.14) imply that ū ϕ̄ and θ̄′
solve (4.0.7c) and (4.0.7d).
Note that (4.0.13) means that ∇Ψ pushes σt onto e(s)χDht . This implies that ∇Pt
pushes e(s)χDht onto σt and we easily check that ∇Pt ◦ s pushes rχΓςt to σt. This,
combined with (4.0.16) yields (4.0.7e) and (4.0.9) by applying lemma 4.0.4.

4.1 Existence of a solution for initial data that are abso-
lutely continuous with respect to Lebesgue.
In this section, Σ denotes the set of all borel probability measures σ on R2+ that are




We consider the functions F̄ = F̄t(r, z), S̄ = S̄t(r, z) such that S̄, F̄ ∈ C1((0,∞)×
R2) and satisfy the following conditions:
• (A1) 0 ≤ F̄ , g
θ0











Lemma 4.1.1 We consider a family σ = %L2, σn = %nL2 ∈ P(R2) ∩ L1(R2) n ≥ 1
that is equi-integrable and let {vn}n≥1 : R2 7−→ R2 be borel measurable such that
|vn| ≤M0 a.e where M0 is a positive constant. Assume {σn}∞n=1 converges narrowly
to σ and vn converges to v a.e. Then
vnσn −→ vσ in the sense of distribution.

















〈φ; v〉(%n − %)dq




|φ|(σn − σ)dq = 0 (4.1.2)
Let ε > 0, and denote by A0 the support of φ. Since {%n}∞n=1 are equi-integrable,
there exists δ > 0 such that for any Lebesgue measurable set B,




%ndq ≤ ε (4.1.3)
As {vn}∞n=1 converges to v a.e, Egoroff’s theorem provides a lebesgue set A ⊂ A0
such that L2(A0 \ A) ≤ δ and vn converges uniformly to v on A. Using the uniform





〈φ; vn − v〉%ndq
∣∣∣∣ ≤ ‖φ‖∞ lim sup
n→∞
‖vn − v‖L∞(A) = 0 (4.1.4)
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〈φ; v〉%dq| ≤ 2M0ε
As ε is arbitrary, the result is established. 
Theorem 4.1.2 Let I be an open interval in R and p ≥ 1. If a narrowly continuous
curves σt : I −→ Pp(R2) satisfies the continuity equation
∂σt
∂t
+ div(σtvt) = 0
in the sense of distribution for some Borel velocity field vt with ||vt||Lp(µt) ∈ L1(I)




||vτ ||Lp(στ )dτ (4.1.6)
Proof: [see [1], Page 183]
Lemma 4.1.3 Let a, τ > 0 and La > 1. Let σa = %aL2 be a borel probability measure
on R2+ that is absolutely continuous with respect to Lebesgue such that
sptσa ⊂ [0, La]2.
Assume that Ψ : [0,∞)×R2+ 7−→ R is such that for each t ≥ 0 fixed, Ψ(t, ·) : R2+ 7−→ R
is convex and whenever ∇Ψ(t, ·) exists, it has values in [0, 1
2r20































with q = (Υ, Z). Assume that (A1),(A2)and (A3) hold. Then, there exists a family of
measures σt = %tL2 ∈ P(R2+) absolutely continuous with respect to Lebesgue such that










adq for any r ≥ 1 and t ∈ [a, a+ τ ].








+ div(σvt) = 0, (t, q) ∈ (a, a+ τ)× R2
σ|t=a = σ̄a
(4.1.8)
holds in the sense of distribution.
(c) t 7−→ σt is lipschitz continuous with respect to the 1−Wasserstein distance with
lipschitz constant less than c0 := M
√
4L0 + 1 in [a, a+ τ ] .
Remark 4.1.4 Since Ψ(t, ·) is convex, ∇Ψ(t, ·) exists L2 a.e so that vt is defined L2
a.e. As σt is absolutely continuous with respect to L2, vt is defined a.e σt.
Proof: We subdivise the proof into several steps.
Step 1 We assume that Ψt is C
2(R∗2+ ) for each t fixed.
We observe that the vector field v is smooth in (0,∞) × (0,∞)2 and define the
associated flow by
φ̇t = vt ◦ φt and φa = id for t ∈ (a, a+ τ). (4.1.9)
We note that σt = φt#σa solves the continuity equation (4.1.8)(see [46], Page 167).












































)3 ∂2Ψ∂Υ2 ∂F∂r + ∂2Ψ∂Z2 ∂S∂z
Since Ψt is convex, its second partial derivatives with respect to Υ and Z are all non
negative. This, combined with (A3) leads to
div [vt] ≥ 0
It is well known that
det∇φt = det∇φa exp
(∫ t
a
div [vs] ◦ φsds
)
Therefore, as div [vt] ≥ 0, t 7−→ det(∇φt) is non decreasing and so
det(∇φt) ≥ det(∇φa) = 1 (4.1.11)
2. We use (A1) and the definition of the flow in (4.1.9 ) to obtain that
0 ≤ φ̇1t ≤ 2
√










≤M 0 ≤ φ̇2t ≤M





Υ ≤M(t− a), Z ≤ φ2t(Υ, Z) ≤ Z +M(t− a)
that is,
Υ ≤ φ1t(Υ, Z) ≤ (
√
Υ +M(t− a))2, Z ≤ φ2t(Υ, Z) ≤ Z +M(t− a) (4.1.12)
And so, for (Υ, Z) ∈ [0, La]2, (4.1.12) implies that
0 ≤ φ1t(Υ, Z) ≤ (
√
La +M(t− a))2, 0 ≤ φ2t(Υ, Z) ≤ La +M(t− a) (4.1.13)
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Since La > 1, (4.1.13) implies that
φt([0, La]
2) ⊂ [0, La(1 +M(t− a))2]2
Therefore, as σt = φt#σa and φt is continuous,
spt(σt) = φt (spt(σa)) ⊂ φt([0, La]2) ⊂ [0, La(1 +M(t− a))2]2
3. In view of (4.1.11), σt = φt#σa is absolutely continuous with respect to the
Lebesgue measure L2 and its density function %t satisfies










)r ◦ φ−1 = %ra ◦ φ−1 (det[∇φt]−1) ◦ φ−1 (det[∇φt]−1)r−1 ◦ φ−1
(4.1.15)
As det[∇φt] ≥ 1, (4.1.15) implies that
%rt ≤ %ra ◦ φ−1 det[∇φ]−1 ◦ φ−1 (4.1.16)









This establishes (a). We easily check
|v| ≤M
√
4La + 1 = c0




||vr||L1(σr)dr ≤ c0(t− s) (4.1.17)
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for all a ≤ s ≤ t ≤ a+ τ .
Therefore t −→ σt is c0-Lipschitz continuous on [a, a+ τ ]. Thus ,
W1(σ̄a, σt) ≤ c0(t− a) ≤ c0τ (4.1.18)
for all t ∈ [a, a+τ ]. As a consequence {σt}t∈[a,a+τ ] is bounded in the 1−Wasserstein
space.
Step2 We consider now the general case where Ψ is not necessary smooth. We
note that, as Ψ(t, ·) is convex, Ψ(t, ·) is locally lipschitz and so Ψ(t, ·) ∈ W 1,1loc (R∗2+ )
for each t ≥ 0 fixed. We set
Ψn(t, ·) := Ψ(t, ·) ∗ jn
Here, {jn}∞n=1 are the standard mollifiers. We obtain that Ψn(t, ·) converges to Ψ(t, ·)
in W 1,1loc (R∗2+ ). This convergence guarantees that up to a subsequence ∇Ψn(t, ·) con-
verges ∇Ψ(t, ·), a.e in R∗2+ .
Let’s denote by vn the velocity field when Ψ is replaced by Ψn in (4.1.7). Without
loss of generality, we have that
vn −→ v a.e
Let σn = %nL2 denotes the solution of (4.1.8) when v is replaced by vn. Then σn sat-
isfies (4.1.17) and the conditions (a), (b) and (c). We obtain that the family t −→ σnt
is equi-Lipschitz on [a, a+ τ ] with respect to W1 and (4.1.18) ensures that it is equi-
bounded in P(R2) with respect to W1. Therefore, there exists a subsequence that we
still denote by t −→ σnt ( n is independent of t) such that {σnt }
∞
n=1 converge narrowly
to σt for each t ∈ [0, τ ].
Since the Wasserstein distance is lower semi-continuous with respect to narrow con-
vergence and σnt satisfy (4.1.17), σt also satisfies (4.1.17), that is, σt is c0-lipschitz
continuous on (a, a+ τ). By condition (a), {%nt }
∞
n=1 is equibounded in L
r, r ≥ 1 and
so, as {%nt }
∞
n=1 converges weakly* to σt, the Dunford-Pettis theorem guarantees that
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σt is absolutely continuous with respect to Lebesgue , that is σt = %tL2 . Also, as
{%nt }
∞
n=1 satisfy the condition (a), the weakly lower semi-contnuity of the L
r norms
ensures that %t satisfy the condition (a) as well.
To obtain the continuity equation in (c), we only need to show that {vnt σnt }
∞
n=1
converges to vtσt in the sense of distribution for each t fixed, as {vnt σnt dt}
∞
n=1 converges
to vtσtdt in the sense of distribution will be obtained by a simple application of
Lebesgue dominated convergnce. We note that the inequality in (a) ensures that
{%nt }
∞
n=1 is equi- integrable. As v
n
t converges to vt and σ
n = %nL2 narrowly to σ = %L2
we use the lemma 4.1.1 to obtain the desired result 




























Theorem 4.1.5 Assume that (FS1),(FS2) and (FS3) hold. Assume 0 < L0 < R0
and let σ̄0 = %̄0L2 ∈ Σ such that
spt(σ̄0) ⊂ [0, L0]2
Let T > 0 such that L0e









0dq for any r ≥ 1








+ div(σXt[σ]) = 0, (0, T )× R2
σ|t=0 = σ̄0
(4.1.20)
holds in the sense of distribution.
(c) t 7−→ σt is lipschitz continuous with lipschitz constant less than c0.
Proof: We fix a non negative integer N. and divide the interval [0, T ] into N intervals
with equal lenght τ = T
N













rdq for any r ≥ 1






t ) = 0, (0, T )× R2
σ|t=0 = σ̄0
(4.1.21)





] for all t ∈ [0, T ).
(c1) t 7−→ σNt is lipschitz continuous with respect to W1 with lipschitz constant less
than c0.
The construction of σNt goes as follows: we start off by setting σ
N
0 = σ̄0 and
vNt = X0[σ̄0] for t ∈ [0, τ ]. we use lemma 4.1.3 to obtain a solution σNt on [0, τ ]. We re-
peat inductively the same process (N−1) times by setting σNiτ = σiτ and vNt = Xiτ [σiτ ]
for t ∈ [iτ, (i− 1)τ ] and using lemma 4.1.3 to obtain σNt on t ∈ [iτ, (i+ 1)τ ]. In view
of lemma 4.1.3, we note that the process described above works as long as {σiτ}1≤i≤N
stays absolutely continuous with respect to Lebesgue and compactly supported in R2+.
We next show that {σiτ}1≤i≤N ⊂ Σ. We first observe that by construction, lemma
4.1.3 guarantees that {σiτ}1≤i≤N are absolutely continuous with respect to Lebesgue
in R2+
Define
Li := max (sup {Υ : (Υ, Z) ∈ spt(σiτ )} ; sup {Z : (Υ, Z) ∈ spt(σiτ )})
for 1 ≤ i ≤ N . By lemma 4.1.3,
Li+1 ≤ Li(1+Mτ)2 ≤ L0(1+Mτ)2(i+2) < L0(1+Mτ)6N = L0(1+M
T
N
)6N ≤ L0e6MT .
With the constraint L0e
6MT < R0, on T , we obtain that for any 0 ≤ i ≤ N ,
spt(σiτ ) is contained in [0, R0]
2. Therefore the above construction of σNt is thoroughly
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justified. We easily check that the conditions (a1) and (c1) follow from the condition
(a) and (c) of lemma 4.1.3
Step 2 By (c1), t 7−→ σNt are equi-Lipschitz continuous on [0, T ] and since σN0 = σ̄0
for all N they are equibounded in the 1-Wasserstein space. Thus, there exists a




convereges narrowly to σ for any t ∈ [0, T ].
In view of (a1), the theorem of Dunford-Pettis ensures that σt = ρtL2. The lower
semi -continuity of the Lr- norms leads to (a). We next show that σt satisfies (4.1.20





vNiσNit converges to vtσt in the sense of distribution. As {σNi}
∞
i=1 converges to σ , by





converges Xt[σ] L2 − a.e. We
replace N by Ni in (4.1.21) and let Ni →∞ to obtain (4.1.20).
4.2 Existence of a solution for general initial data.
In this section, we impose the following conditions on the forcing terms F̄ and S̄ :
R+ × R2 −→ R.
• (B1) F̄ and S̄ are continuous and bounded.
• (B2) F̄ ≥ 0 and S̄ ≥ 0











Ft = (Ft ◦ d, St ◦ d)





for all t ≥ 0. To any function G = (G1, G2) we associate A[G] defined by
A[G](Υ, Z) =
(√
ΥG1(Υ, Z), G2(Υ, Z)
)
.
Note that if G ∈ C([0, R0]2) then
A[G] ∈ C([0, R0]2) with ‖A[G]‖∞ ≤
√
R0‖G‖∞




〈A[G] ◦ ∇P, Ft〉e(s)χDh(s, z)dsdz
for all G ∈ L1(σ,R2). Note that if G ∈ L1(σ,R2) then
A[G] ∈ L1(σ;R2) with ‖A[G]‖L1(σ;R2) ≤
√
R0‖G‖L1(σ;R2)
for all G ∈ L1(σ,R2). Observe that if G ∈ L1(σ,R2) such that G1 ≥ 0, G2 ≥ 0
then Lt[σ](G) ≥ 0.
Lemma 4.2.1 Fix t > 0. Let σ ∈ P([0, R0]2).









for all G ∈ L1(σ,R2).
||Vt[σ]||L∞(σ;R2) ≤ C0 (4.2.2)
and















By the Riesz representation theorem for linear functionals, we obtain that there exists




〈Vt[σ], (G1, 0)〉dσ =
∫
V 1t [σ]≥0




Choose G1 = χ{V 1t [σ]<0} ≥ 0 so that Lt[σ](G1, 0) ≥ 0 . If σ(V
1
t [σ] < 0) > 0 then
0 ≤ Lt[σ](G1, 0) =
∫
{V 1t [σ]<0}
V 1t [σ]dσ < 0
Therefore, V 1t [σ] ≥ 0 σ a.e. A similar argument shows that V 2t [σ] ≥ 0 σ a.e. 
Remark 4.2.2 Let σ ∈ P([0, R0]2) and h = H(σ) and (P,Ψ) = H̄(σ). Then for




〈A[G] ◦ ∇P, Ft − Fr〉e(s)χDh(s, z)dsdz















Lemma 4.2.3 Let t ≥ 0. Let {σn}∞n=1 and σ be elements of P([0, R0]2) such that
{σn}∞n=1 converges narrowly to σ. Then {Vt[σn]σn}n converges to Vt[σ]σ in the sens
of distributions.
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Proof: Let (Pn,Ψn) = H(σn), (P,Ψ) = H(σ). We extract from {σn}∞n=1 a subse-
quence that we still denote by {σn}∞n=1. As {σn}
∞
n=1 converges narrowly to σ, lemma
3.4.2 ensures that there exists a subsequence {nk}∞k=1 of integers such that {Pnk}
∞
k=1
converges uniformly. Hence, by lemma 3.4.3 0 ≤ h, hnk ≤M0 < 12r20 for some constant
M0 and so {e(s)χDh}
∞
k=1 is equi-integrable. Lemma 3.4.3 ensures that {∇Pnk}
∞
k=1
converges a.e to ∇P . Let G ∈ C([0, R0]2). Then A[G] is continuous on [0, R0]2 and
〈A[G] ◦∇Pnk ;Ft〉 converges a.e to 〈A[G] ◦∇P ;Ft〉. Moreover, as G is bounded func-
tion, A[G] is bounded. In addition, since F is bounded, there exists M > 0 such that




〈A[G] ◦ ∇Pnk ;F〉e(s)χDhnk (s, z)dsdz =
∫
〈A[G] ◦ ∇P ;F〉e(s)χDh(s, z)dsdz









As G is arbitrary, we obtain that {Vt[σnk ]σnk}k converges to Vt[σ]σ in the sens of
distribution. Since the limit Vt[σ]σ is independent of the extracted subsequence of
{Vt[σn]σn}n, we conclude that the whole sequence {Vt[σn]σn}n converges narrowly to
Vt[σ]σ.
Definition 4.2.4 Let T > 0. t −→ σt is an absolutely continuous path in P([0, R0]2).











◦ ∇P (t, ·)e(s)χDhtdsdz +
∫ T
0
Lt[σ](∇ϕ)dt = 0 (4.2.5)
for all ϕ ∈ C1((0, T )× R2).
104
Remark 4.2.5 This definition is natural in the sense that if σt is absolutely con-
tinuous with respect to lebesgue then we recover the continuity equation in (4.1.20 ).
Indeed, if σt is absolutely continuous with respect to lebesgue, then ∇Ψt ◦ ∇Pt = id




〈A[∇ϕt] ◦ ∇Pt, Ft〉e(s)χDhtdsdz =
∫
R2
〈A[∇ϕt], Ft ◦ ∇Ψt〉dσ



















for all ϕ ∈ C1((0, T )× R2). That is,
∂σ
∂t
+ div(σXt[σ]) = 0, (0, T )× R2
holds in the distribution sense when Xt[σ] is given by (4.1.19)







+ 〈∇ϕ, Vt[σ]〉dσtdt = 0
for all ϕ ∈ C1((0, T )× R2). That is,
∂σ
∂t
+ div(σVt[σ]) = 0, (0, T )× R2 (4.2.6)
holds in the distribution sense.
Lemma 4.2.7 let be f a borel map, µ ∈ P(R2) , and v ∈ L∞(µ,R2;R2). Then
setting ν = f#µ, we have f#(vµ) = wν for some w ∈ L∞(ν,R2;R2) with
||w||L∞(ν, R2;R2) ≤ ||v||L∞(µ, R2;R2)
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||w||L∞(ν, R2;R2) ≤ ||v||L∞(µ, R2;R2)

Theorem 4.2.8 Assume F̄ and S̄ satisfy (B1) and (B2). Assume 0 < L0 < R0. Let
σ̄0 ∈ P(R2+) such that spt(σ̄0) ⊂ [0, L0]2. Let T > 0 such that L0 + C0T < R0, Then













Proof: Step1 (Construction of a discrete solution) We choose V = (V 1, V 2) as pro-
vided by lemma 4.2.1. For any σ ∈ P([0, R]2), by redefining Vt[σ] on a σ negligible
subset of R2, we may assume without loss of generality that V 1t [σ], V 2t [σ] ≥ 0 and
|Vt[σ]| ≤ C0 on R2 all t ≥ 0. Let N be a positive integer. We first build a solution
σNt satisfying
(a) t 7−→ σNt is Lipschitz continuous with the Lipschitz constant less than or equal
to C0
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(b) spt(σNt ) ⊂ [0, R0]2 for t ∈ [0, T ]
(c) t 7−→ σNt satisfies
∂σN
∂t
+ div(σNwNt ) = 0, (0, T )× R2
σN|t=0 = σ̄0













































t ∈ [0, τ ]
Clearly, σNt and w
N
t above solve the equation in (c). To see this, we choose ϕ ∈










ϕ(id + twN0 )dσ̄ =
∫
R2


















< ∇ϕ; wNτ > dσNt
(4.2.10)
As ϕ is arbitrary, we obtain the continuity equation in (a) on the interval [0, τ ].
Note that the components of wN0 on R2 are all non negative and bounded by C0. As







t ) ⊂ [0, L0+C0τ ]2 for all t ∈ [0, τ ].
Moreover,
||wNt ||L∞(σt,R2) ≤ ||wN0 ||L∞(σ0,R2) = ||V0[σ0]||L∞(σ0,R2) ≤ C0 (4.2.11)
for t ∈ [0, τ ]. The first inequality in (4.2.11 ) is ensured by lemma 4.2.7 and the second
inequality comes from (4.2.2).
As σNt and w
N












||wNr ||L1(σt,R2)dr ≤ C0(s− t) 0 ≤ t ≤ s ≤ τ.
Therefore t 7−→ σNt is lipschitz continuous on [0, τ ]. In particular, W (σ̄, σNt ) ≤ C0τ
for all t ∈ [0, τ ].
We can repeat this process by setting wNτ = Vτ [σ
N
τ ] and by extending the solution
to [τ, 2τ ] in the following way:
σNt =
(












t ∈ [τ, 2τ ]
A computation analogous to the one in (4.2.10) shows that this extension solves the
continuity equation in (c) on (τ, 2τ). We also have spt(σNt ) ⊂ [0, L0 + 2C0τ ]2 for all





s ) ≤ C0(s− t) τ ≤ t ≤ s ≤ 2τ.
By iterating this process N − 2 more times by setting wNkτ = Vkτ [σkτ ], k = 3, ..N
we build a solution t 7−→ σNt to the continuity equation on [0, T ]. Futhermore, this
solution satisfies the following
W2(σ
N
t , σ0) ≤ C0T, ||wNt ||L2(σt,R2) ≤ C0 (4.2.12)
spt(σNt ) ⊂ [0, L0 +NC0τ ]2 = [0, L0 + C0T ]2 ⊂ [0, R0]2
for all t ∈ [0, T ]. The first inequality is due to the triangular inequality with the
Wasserstein metric and our choice of T , and expresses the fact that σNt is equibounded
in P([0, R0]2). The second equation (4.2.12) proves (a) which ensures that σNt is equi-















converges narrowly to some σt for each t fixed independently of N .
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We next show that σt solves (4.2.8) or equivalently (4.2.6) in view of remark 4.2.6








































































































First, we look at the first term in the right handside of the equality in (4.2.14).



























∣∣∣∣〈φ(t, x+ (t− τ [ tτ ])
)
− φ(t, x); wNτ [ t
τ
]〉









∣∣∣∣φ(t, x+ (t− τ [ tτ ])wNτ [ tτ ]
)
− φ(t, x)
∣∣∣∣ |wNτ [ tτ ]|dσNτ [ tτ ]
(4.2.15)
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has its support in [0, R0]
2, φ is Lipschitz on [0, T ]× [0, R0]2








∣∣∣∣φ(t, x+ (t− τ [ tτ ])wNτ [ tτ ]
)
− φ(t, x)










∣∣∣∣t− τ [ tτ ]

















































































| ≤ τ = T
N
and F is continuous and bounded on [0, T ]×∆r0 , we use





























∣∣∣Fτ[ tτ ](p)− Ft(p)∣∣∣ dt = 0
(4.2.19)
Let’s work on the third term in (4.2.14).
We note that ∣∣∣∣∫
R2







∣∣∣∣ ≤ C0‖φ‖∞ (4.2.20)
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∣∣∣∣t− τ [ tτ
]∣∣∣∣ ≤ C0TN
And so, As N goes to ∞, στ[ tτ ] converges narrowly to σt and lemma 4.2.3 ensures
that ∫
R2






] converges a.e to
∫
R2
〈φ(t, x); Vt[σt]〉dσt (4.2.21)
We combine (4.2.20) and (4.2.21) and use the Lebesgue dominated convergence


















〈φ(t, x), Vt[σt]〉dσt (4.2.22)























converges in the sense of distribution
to Vt[σt]σtdt which concludes the proof. 
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APPENDIX A
MONOTONE REARRANGEMENT AND PROPRIETIES.
We use the following lemmas in the sequel.
Lemma A.0.9 (Approximation by convolution) Let η ∈ Pp(R) and let ρε be a family














Then if ηε = ρε ∗ η
Wp(ρε, ρ) ≤ mε
Therefore ρε converges narrowly to ρ.
Proof: See [[1] Page 156]
Remark A.0.10 Note that if ρ > 0 in lemma A.0.9 then ηε > 0.
Theorem A.0.11 (Brenier’s theorem) Let µ and ν be probability measures with finite
second moments. If µ is absolutely continuous with respect to Lebesgue, then there
exists a borel function T0 such that
T0 = ∇ϕ µ− a.e (ϕ convex) and T0#µ = ν.






Proof: See [[46], Page 67]
Lemma A.0.12 On the real line, the set of all the functions which are gradients of
convex functions is equal to the class of functions which coincide with monotone non
decreasing functions almost everywhere.
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Proof: 1. we recall that if ϕ is convex, ϕ′+ and ϕ
′
− (respectively, right and left
derivative ϕ) exist are finite at each point and are non-decreasing and so ϕ is differ-
entiable except at countably many points at most and ϕ′ coincides with a monotone
non-decreasing function a.e.






Note that ϕ is continuous. We next show that ϕ is convex.











































































) ≤ ϕ(a) + ϕ(b)
2
We conclude that ϕ is convex. As f is locally integrable, the Lebesgue differentiation
theorem ensures that ϕ′ = f a.e. 
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Definition A.0.13 A function h : [0, H] −→ R is said to be a rearrangement of a
function g if for every measurable function F such that F ◦ g ∈ L1[0, H], we have
F ◦ h ∈ L1[0, H] and ∫ H
0
F ◦ g dz =
∫ H
0
F ◦ h dz.
In other words,
g#χ[0,H] = h#χ[0,H].
Lemma A.0.14 Let h, g : [0, H] −→ R be L2 functions. Then
(i) There exists a unique ( up to a set of Lebesgue measure zero) nondecreasing rear-
rangement h# of h.
(ii)
||h# − g#||L2[0,H] ≤ ||h− g||L2[0,H]





χ[0,H]L1 η = h#η0
As h ∈ L2[0, H], we have that η is of finite second moment. We use theorem A.0.11 to
obtain the existence of a unique monotone nondecreasing function h# such h##η0 = η,
which completes the proof of (i).
2. Set
η̄ = g#η0 γ0 = (h× g)# η0
Note that η̄ ∈ P2(R), γ0 ∈ Γ (η, η̄) and
W 22 (η, η̄) ≤
∫
[0,H]2
|x− y|2dγ0 = ||h− g||2L2[0,H]
To obtain (ii), we are to show that
W2 (η, η̄) = ||h# − g#||L2[0,H]. (A.0.23)
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As η ∈ P2(R), lemma A.0.11 provides a family of probability measures {ηn}∞n=1
absolutely continuous with respect to Lebesgue such that W 22 (η
n, η) ≤ 1
n
. We may
assume ηn > 0 in light of remark A.0.10. For each n ∈ N, we define
Mn(x) := ηn(−∞, x), h∗n(z) := sup {x ∈ R : HMn(x) ≤ z}
is absolutely continuous with respect to Lebesgue and strictly positive, Mn is contin-




x ∈ R : x ≤M−1n (z/H)
}
= M−1n (z/H.)
and so, h∗n is invertible with inverse λ ◦Mn (here, λ(x) = Hx).
Fix x ∈ R,
h∗n#η0 ((−∞, x]) =
1
H

















L1|[0,H] (H {z ∈ [0, 1] : z ≤Mn(x)})
= L1|[0,H] (0,Mn(x)) = Mn(x) = η
n(∞, x)





λ ◦Mn#ηn = η0.
Now, as Mn is strictly increasing, h
∗
n is strictly increasing and by using the theorem
of Helly, we may assume that h∗n converges to h
∗ pointwise for some h∗ monotone
increasing. Let F be a continuous and bounded function of R. Then, in view of
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(A.0.24), we have ∫ H
0




As n→∞, by using the theorem of dominated convergence on the left hand side and





F ◦ h∗dz =
∫ H
0








F ◦ hdz (A.0.25)
By a density argument, (A.0.25) holds for all F ∈ L1(η). Thus, by the uniqueness
of the monotone rearrangement
h# = h∗ a.e
As h# ◦ λ ◦Mn is monotone non-decreasing and h# ◦ λ ◦Mn#ηn = η, theorem
A.0.9 ensures that h# ◦ λ ◦Mn minimizes
W 22 (η




|x− Tx|2dη : T#ηn = η
}
and so











|x− h# ◦ λ ◦Mn(x)|2dηn
= W 22 (η
n, η)
(A.0.26)
A similar argument shows that




We combine (A.0.26) and (A.0.27) and use the triangular inequality to obtain
||h∗n − h#||L2(η0) + |h∗n − g#||L2(η0) ≤ W2 (ηn, η) +W2 (ηn, η̄)




n, η) ≤ 1
n
, (A.0.28) implies that
||g# − h#||L2(η0) ≤
2
n
+W2 (η, η̄) (A.0.29)
We easily check that
W2 (η, η̄) ≤ ||g# − h#||L2(η0) (A.0.30)
We combine (A.0.29) and (A.0.30) to obtain (A.0.23).
4. Assume N is monotone. We easily check that N ◦ h# is a rearrangement of
N ◦ h. As h# is monotone, N ◦ h# is monotone non increasing and the uniqueness in
(i) ensures that (N ◦ h)# = N ◦ h#. 
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[1] L. Ambrosio, N. Gigli and G. Savaré. Gradient flows in metric spaces and the
Wasserstein spaces of probability measures. Lectures in Mathematics, ETH
Zurich, Birkhäuser, 2005.
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