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Many dynamical systems of interesting physical phenomena are piecewise-smooth (PWS).
In this dissertation, a particular PWS model, namely an elasto-plastic inverted pendulum (called
the "EPT" model) is used to model an engineering structure under earthquake-like forcing. As a
simplest model, we study the case of a sinusoidal forcing function. Ultimately we want to investigate
the dynamics by constructing and analyzing bifurcations of periodic solutions. However, as a ﬁrst
step we consider the stability of equilibria of the undriven EPT model. We use a shooting method
to construct periodic solutions of a simpliﬁcation without plasticity, called the "elastic-torque" (ET)
model. Using similar methods, we generate grazing periodic orbits for the EPT model. We observe
that there are two families of periodic orbits  one associated with the pendulum near the top
(orbits near θ = 0), and the other with near the bottom (orbits near θ = pi). A question of interest
is: which forcing amplitudes lead to switching from the top to the bottom? We construct a "safe
region" corresponding to amplitudes that do not lead to this switch.
Next, we investigate stability and bifurcations of periodic solutions to both the ET and EPT
models using the more powerful continuation tool, "AUTO". However, because the EPT model is
nonsmooth and degenerate, AUTO's tools sometimes fail. To repair this problem, we construct a
smooth version of the EPT model, called the "ST" model; it permits the study of dynamics even
when AUTO fails for the EPT model. Stability and bifurcations of periodic solutions to this ﬁnal
model are also investigated so that we can compare them with those of the original system. Finally,
codimension-two bifurcations of our models, i.e., the loci of the special bifurcations, are constructed
using two continuation parameters: the forcing amplitude, β, and the forcing frequency, Ω. Tuning
iv
these simultaneously can lead to collisions of bifurcations.
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3.4 Bifurcation diagram of the ET model (3.5) with c = 0, and the parameters on Ta-
ble 3.1. Solid lines represent points on stable periodic orbits, dashed lines on unstable
periodic orbits. The symbols L, B, D represent folds, branches, and period-doublings,
respectively. The black and green curves show period-1 solutions, red period-2, blue
period-4, brown period-8, and orange period-16. Fig. 3.5 and Fig. 3.6 show enlarged
pictures of some parts of this overall diagram. . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Enlarged bifurcation diagrams of Fig. 3.4 for the ET model (3.5) with c = 0. Solid
lines represent points on stable periodic orbits, dashed lines on unstable periodic
orbits. The symbols L, B, D represent folds, branches, and period-doublings point,
respectively. The black and green curves show period-1 solutions, red period-2, blue
period-4, brown period-8, and orange period-16. (a) Ω ∈ [0.26, 0.33]. (b) Ω ∈
[0.32, 0.64]. (c) Ω ∈ [0.6, 2.2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.6 The magniﬁed pictures of Fig. 3.5(c) show its top and bottom parts. Solid lines rep-
resent points on stable periodic orbits, dashed lines on unstable periodic orbits. The
symbols L, B, D represent folds, branches, and period-doublings point, respectively.
The black and green curves show period-1 solutions, red period-2, blue period-4,
brown period-8, and orange period-16. (a) Top period-doubling cascade of Fig. 3.5(c)
in the interval Ω ∈ [0.65, 1.5]. (b) Top period-doubling cascade of Fig. 3.5(c) in the
interval Ω ∈ [0.94, 1.08]. (c) Bottom period-doubling cascade of Fig. 3.5(c) in the
interval Ω ∈ [0.65, 1.5]. (d) Bottom period-doubling cascade of Fig. 3.5(c) in the
interval Ω ∈ [0.9, 1.1]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
xviii
3.7 Supercritical pitchfork bifurcation diagrams between Ω and ||θ||2 of the ET model
with c = 0 in (3.5) and examples of their phase portraits. (a) The pitchfork bifur-
cation at label 2. (b) The θ − ω phase portraits at labels 2, 58 showing that the
period-1 orbit at label 2 is symmetric about the origin, but the orbit at label 58 is
not. (c) The pitchfork bifurcation at label 21. (d) The θ−ω phase portraits at labels
21, 55 showing that the period-1 orbit at label 21 is symmetric about the origin, but
the orbit at label 55 is not. (e) The pitchfork bifurcation at label 11. (f) The θ − ω
phase portraits at label 11, 12, 41 showing that the period-1 orbits at label 11, 12
are symmetric about the origin, but the orbit at label 41 is not. . . . . . . . . . . . . 56
3.8 The main branch bifurcation diagram between Ω ∈ [0.1, 1.83] and ||θ||2 of the ET
model with c = 0 in (3.5) gives the development of the extra bottom oscillations of
period-1 orbits when the continuation passes through each loop of this branch. We
can see the change of the number of the oscillations in example phase portraits in
Fig. 3.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.9 Phase portraits corresponding to certain labels in Fig. 3.8 show the development
of the additional bottom oscillations of the period-1 solutions. (a) Label 1 gives a
regular period-1 orbit. (b) Label 10 gives a period-1 orbit with one oscillation. (c)
Label 21 gives a period-1 orbit with two oscillations. (d) Label 32 gives a period-1
orbit with three oscillations. (e) Label 35 gives a period-1 orbit with four oscillations.
(f) Label 38 gives a period-1 orbit with ﬁve oscillations. . . . . . . . . . . . . . . . . 59
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3.10 Poincaré sections (from MATLAB) of the ET model with c = 0 in (3.5) compar-
ing with their bifurcation diagrams (from AUTO). (a)-(c) Bifurcation diagram and
Poincaré sections at label 58 (Ω = 0.674) and label 68 (Ω = 0.6795) showing one dot
and two dots, respectively. (d)-(e) Bifurcation diagram and Poincaré section at label
84 (Ω = 0.68035) showing four dots. (f)-(h) Bifurcation diagram and Poincaré sec-
tions at label 98 (Ω = 1.411) and label 112 (Ω = 1.4057) showing four dots and eight
dots, respectively. (i)-(k) Bifurcation diagram, Poincaré section and phase portrait
at label 116 (Ω = 0.930972) showing the chaotic state. . . . . . . . . . . . . . . . . . 62
3.11 Poor-man's bifurcation diagrams of the ET model with c = 0 in (3.5). The system
starts with each of the following six initial conditions, (θ0, ω0) =(0,0), (0.3778,0.9202),
(-0.5258,-1.272), (1.718,1.146), (-2.026,-0.8262), (2.438,0.003972), and is integrated
for 500 periods. The last 200 periods, strobed every 2piΩ , are kept. (a) Ω vs. θ when
Ω ∈ [0.1, 3] , ∆Ω = 0.0005. (b) Ω vs. θ when Ω ∈ [0.65, 1.5] , ∆Ω = 0.001 (enlarged
picture of (a)). (c) Ω vs. ω when Ω ∈ [0.1, 3] , ∆Ω = 0.0005. (d) Ω vs. ω when
Ω ∈ [0.65, 1.5] , ∆Ω = 0.001 (enlarged picture of (c)). . . . . . . . . . . . . . . . . . . 64
3.12 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.069, 0.374]. (b)
At Ω = 0.104 (period-1 orbit). (c) At Ω = 0.13 (period-1 orbit). (d) At Ω = 0.159
(period-1 orbit). (e) At Ω = 0.2 (period-1 orbit). (f) At Ω = 0.251 (symmetric
period-1 orbit). (g) At Ω = 0.2815 (nonsymmetric period-1 orbit). (h) At Ω = 0.318
(symmetric period-1 orbit). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.13 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.34, 0.42]. (b)
At Ω = 0.344 (symmetric period-1 orbit). (c) At Ω = 0.359 (nonsymmetric period-1
orbit). (d) At Ω = 0.375 (nonsymmetric period-3 orbit). (e) At Ω = 0.391 (symmetric
period-3 orbit). (f) At Ω = 0.381 (period-2 orbit). (g) At Ω = 0.4 (period-1 orbit). . 69
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3.14 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.55, 0.99]. (b)
At Ω = 0.5685 (nonsymmetric period-1 orbit). (c) At Ω = 0.869 (symmetric period-1
orbit). (d) At Ω = 0.869 (chaos). (e) At Ω = 0.95 (period-2 orbit). (f) At Ω = 0.98
(period-1 orbit). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.15 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1, 1.125]. (b) At
Ω = 1.04 (period-1 orbit). (c) At Ω = 1.081 (symmetric period-3 orbit). (d) At
Ω = 1.1 (nonsymmetric period-3 orbit). (e) At Ω = 1.1165 (period-6 orbit). . . . . . 71
3.16 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.4, 1.48]. (b)
At Ω = 1.405 (period-8 orbit). (c) At Ω = 1.411 (period-4 orbit). (d) At Ω = 1.465
(period-2 orbit). (e) At Ω = 1.477 (period-1 orbit). . . . . . . . . . . . . . . . . . . 72
3.17 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.728, 1.96]. (b)
At Ω = 1.742 (period-12 orbit). (c) At Ω = 1.75 (period-6 orbit). (d) At Ω = 1.916
(nonsymmetric period-3 orbit). (e) At Ω = 1.955 (symmetric period-3 orbit). . . . . 73
3.18 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.504, 1.676]. (b)
At Ω = 1.555 (period-4 orbit). (c) At Ω = 1.555 (period-1 orbit). (d) At Ω = 1.664
(period-2 orbit). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.19 Enlarged poor-man bifurcation diagram and its phase portraits of the ET model
with c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2, 3]. (b)
At Ω = 2.06 (nonsymmetric period-1 orbit). (c) At Ω = 2.27 (symmetric period-3
orbit). (d) At Ω = 2.967 (symmetric period-1 orbit). . . . . . . . . . . . . . . . . . . 75
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3.20 Bifurcation diagrams and their phase portraits of the system (3.5) with Ω ∈ [0.1, 5].
The valid interval of Ω is [1.75403, 5] for which the condition (3.7) is satisﬁed. (a)
Overall bifurcation diagram of Ω ∈ [0.1, 5] and θmax. (b) Enlarged picture of (a) for
speciﬁc valid interval of Ω ∈ [1.75403, 2.6] and θmax. (c) Overall bifurcation diagram
of Ω ∈ [0.1, 5] and θmin. (d) Enlarged picture of (c) for speciﬁc valid interval of
Ω ∈ [1.75403, 2.6] and θmin. (e) Examples of valid symmetric solutions of labels 120,
121, and 230. (f) Examples of valid nonsymmetric solutions of labels 130, 237. . . . . 77
3.21 Following periodic solution folds (LPs) and their loci of the ET model with c =
0 in (3.5). (a) Bifurcation diagram shows all periodic solution folds (LP1, LP2,
LP3,..., LP9 are enclosed by blue circles) when β = −1.5521. (b) Codimension-
two bifurcation diagram between Ω and β shows the loci of periodic solution folds
as shown as the curves, L12, L34, L56, L78, L9. (c) The enlarged picture of (b)
shows coordinates of each cusp as follows, cusp12= (Ω, β) = (0.593359,−0.0691299),
cusp34= (Ω, β) = (0.268773,−0.557716), cusp56= (Ω, β) = (0.205042,−1.13249),
cusp78= (Ω, β) = (0.497061,−1.15777). The coordinates of each cusp correspond
to the merged points (to which the values of β are varied and then reached) of
the following periodic solution folds, (LP1,LP2), (LP3,LP4), (LP5,LP6), (LP7,LP8),
respectively. This diagram veriﬁes the coordinates of LP points as shown in Table 3.2. 80
3.22 The selected example of the part of codimension-two bifurcations as shown in Fig. 3.21(b).
(a) The following curve of the periodic solution folds, L34, continued and assembled
from the points LP3 and LP4. This locus of periodic solution folds provide the
cusp located at cusp34= (Ω, β) = (0.268773,−0.557716). (b) The bifurcation dia-
gram between Ω ∈ [0.1, 1.83] and ||θ||2 of the ET model with c = 0 in (3.5) when
β = −0.557716 and the label 9 corresponds to the cusp point, cusp34, in (a). . . . . 81
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3.23 The bifurcation diagrams between Ω ∈ [0.1, 1.83] and ||θ||2 of the ET model with
c = 0 in (3.5) with diﬀerent values of β. (a) β = −0.0691299 and the label 2
corresponds to the point cusp12 in Fig. 3.21(c). (b) β = −1.13249 and the label 18
corresponds to the point cusp56 in Fig. 3.21(c). (c) The magniﬁed picture of (b). (d)
β = −1.15777 and the label 22 corresponds to the point cusp78 in Fig. 3.21(c). (e)
The magniﬁed picture of (d). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.24 Enlarged bifurcation diagrams between Ω and ||θ||2 for the ET model with c = 0 in
(3.5) to show the locations of BP points. The coordinates of the BP points are shown
in Table 3.3. (a) Locations of BP1, BP6. (b) Locations of BP2, BP3. (c) Locations
of BP4, BP5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.25 Following periodic solution bifurcation points (BPs) and their loci of the ET model
with c = 0 in (3.5). (a) Codimension-two bifurcation diagram between Ω and β shows
the loci of periodic solution bifurcation points folds as shown as the curves, B16, B23,
B45. (b) The enlarged picture of (a) shows 6 intersections between the line β = −1.55
(close to β = −1.5521 ) and all of the loci. This diagram conﬁrms the coordinates of
BP points as shown in Table 3.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.26 Following period-doubling bifurcation points (PDs) and their loci of the ET model
with c = 0 in (3.5). (a) Codimension-two bifurcation diagram between Ω and β
shows the loci of period-doubling bifurcation points (PDs) as shown as the curves,
PB1, PB2, PB3, PB4, PBa, and PBb. There are 12 intersections between the line
β = −1.5521 and all of these loci for which the coordinates of the PD points in
Table 3.4 are veriﬁed. The enlarged pictures of (a) are shown in (b)-(e) so that we
can see all of the intersections clearly. (b) Ω ∈ [0.3, 1.55]. (c) Ω ∈ [0.6775, 0.6843].
(d) Ω ∈ [0.95436, 0.95446]. (e) Ω ∈ [1.3975, 1.4175]. . . . . . . . . . . . . . . . . . . 87
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3.27 Bifurcation diagrams of the ET model (3.3) with general values of c. Some kind of
the periodicity of θ and ω in c is shown. Solid lines represent points on stable periodic
orbits, dashed lines on unstable periodic orbits. The symbols L, D represent folds,
period-doublings point, respectively. The black curves show period-1 solutions, green
period-2, red period-4, blue period-8. (a) The ﬁrst main bifurcation branch between
c ∈ [−19, 19] and θmax. (b) The ﬁrst main bifurcation branch between c ∈ [−19, 19]
and ωmax. (c) The connected bifurcation diagram between c ∈ [0, 2pi] and θmax. . . 89
3.28 Bifurcation diagrams between c and ωmax of the ET model (3.3). Solid lines represent
points on stable periodic orbits, dashed lines on unstable periodic orbits. The symbols
L, D represent folds, period-doublings point, respectively. The black curves show
period-1 solutions, green period-2, red period-4, blue period-8. (a) The connected
bifurcation diagram between c ∈ [0, 2pi] and ωmax showing the fold bifurcations and
the period-doubling cascades. (b) The left wing of (a) with some labels. (c)-(d) The
enlarged pictures of (b) with some labels. . . . . . . . . . . . . . . . . . . . . . . . . 90
3.29 Phase portraits show diﬀerent types of periodic solutions appearing in the left-wing
period-doubling cascade of Fig. 3.28(b)-(d) for the ET model (3.3). (a) Label 5, 32
give a semi-stable period-1 solution, a stable period-2 solution, respectively. (b) Label
59, 63 give a semi-stable period-4 solution, a stable period-4 solution, respectively.
(c) Label 77 gives an unstable period-8 solution. . . . . . . . . . . . . . . . . . . . . 91
3.30 Bifurcation diagrams and their phase portraits of the system (3.3) with c = −0.0012
and Ω ∈ [0.1, 5]. The valid interval of Ω is [2.09489, 5]. (a) Overall bifurcation
diagram of Ω ∈ [0.1, 5] and θmax. (b) Enlarged picture of (a) when θmax is bounded
above by 0.4988. (c) Overall bifurcation diagram of Ω ∈ [0.1, 5] and θmin. (d)
Enlarged picture of (c) when θmin is bounded below by -0.5012. (e) Examples of the
valid solutions of label 36, 65. (f) Examples of the invalid solutions of label 2, 52. . 94
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3.31 Bifurcation diagrams and their phase portraits of the system (3.3) with c = 0.00185
and Ω ∈ [0.1, 5]. The valid interval of Ω is [2.112185, 5]. (a) Overall bifurcation
diagram of Ω ∈ [0.1, 5] and θmax. (b) Enlarged picture of (a) when θmax is bounded
above by 0.50185. (c) Overall bifurcation diagram of Ω ∈ [0.1, 5] and θmin. (d)
Enlarged picture of (c) when θmin is bounded below by -0.49815. (e) Examples of the
valid solutions of label 36, 66. (f) Examples of the invalid solutions of label 1, 44. . 95
3.32 Bifurcation diagrams and their phase portraits of the system (3.3) with c = 6.2817
and Ω ∈ [0.1, 5]. The valid interval of Ω is [2.10261, 5]. (a) Overall bifurcation
diagram of Ω ∈ [0.1, 5] and θmax. (b) Enlarged picture of (a) when θmax is bounded
above by 6.7817. (c) Overall bifurcation diagram of Ω ∈ [0.1, 5] and θmin. (d)
Enlarged picture of (c) when θmin is bounded below by 5.7817. (e) Examples of the
valid solutions of label 35, 60. (f) Examples of the invalid solutions of label 2, 43. . 96
3.33 Invalid bifurcation diagrams of the system (3.3) for c = 0.2, 1, 5. (a), (d) The
bifurcations of the model (3.3) with c = 0.2 show relation of Ω v.s. θmax and Ω v.s.
θmin, respectively. There are no any values of Ω in [0.1, 5] for which any periodic
orbits satisfy the condition (3.9) since all values of θmax are greater than 0.7 for every
value of Ω. (b), (e) The bifurcations of the model (3.3) with c = 1 show relation of
Ω v.s. θmax and Ω v.s. θmin, respectively. There are no any values of Ω in [0.1, 5]
for which any periodic orbits satisfy the condition (3.9) since all values of θmax are
greater than 1.5 for every value of Ω. (c), (f) The bifurcations of the model (3.3)
with c = 5 show relation of Ω v.s. θmax and Ω v.s. θmin, respectively. There are no
any values of Ω in [0.1, 5] for which any periodic orbits satisfy the condition (3.9)
since all values of θmin are lesser than 4.5 for every value of Ω. . . . . . . . . . . . . . 97
4.1 (a) The non-smooth term, F (τ), of the system (4.1). (b) The function H1 (τ) is not
diﬀerentiable at τ = τy. (c) The function H2 (τ) is not diﬀerentiable at τ = −τy. (d)
The function H (τ) = H1 (τ)−H2 (τ) is not diﬀerentiable at τ = ±τy and H(τ) = F (τ).100
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4.2 (a) The smooth approximation h1(τ) of H1(τ). (b) The smooth approximation h2(τ)
of H2(τ). (c) The smooth approximation h(τ) = h1(τ) − h2(τ) of F (τ). (d)-(e)
Comparisons between F (τ) and h(τ) around τ = ±τy with τy = 0.5, ε = 10−5. . . . . 102
4.3 Continuation diagrams of the ST model (4.9) when Ω ∈ [0.1, 3] and all parameter
values are described Table 4.1 (AUTO continues solutions for both sides of Ω = 1.83
at which the solution is attained by the ﬁrst stage with the initial solution θ (t) ≡
0, ω (t) ≡ 0, τ(t) ≡ 0 at β = 0). The solid line represents points of stable periodic
orbits and the dashed line represents points of unstable periodic orbits. (a) Ω and
θmax. (b) Ω and ωmax. (c) Ω and τmax. (d) Enlarged picture of (c). . . . . . . . . . . 106
4.4 The Phase portraits correspond to some labels shown in Fig. 4.3. (a) Phase portrait
θ − ω of labels 9,10. (b) Phase portrait θ − τ of labels 9,10. (c) Enlarged bottom
part of phase portrait θ− τ of label 5. (d) Enlarged top part of phase portrait θ− τ
of label 5. (e) Phase portrait θ− ω of labels 16,17. (f) Phase portrait θ− τ of labels
16,17. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.5 Comparison of the phase portraits between the unstable periodic orbit (at label 5
of Fig. 4.3 using AUTO) and a stable periodic orbit simulated by MATLAB that
developed from the unstable one. (a) Unstable θ−ω phase portrait. (b) Stable θ−ω
phase portrait. (c) Unstable θ − τ phase portrait. (d) Stable θ − τ phase portrait.
(e) Unstable 3D phase portrait. (f) Stable 3D phase portrait. . . . . . . . . . . . . . 108
4.6 Bifurcation diagram of the ST model (4.9) for β = −1.5521. The meaning of the line
types, symbols, and colors are explained in Table 4.2. . . . . . . . . . . . . . . . . . 110
4.7 Bifurcation diagram of the ST model (4.9) showing ||θ||2 for β = −1.5521 (see Ta-
ble 4.2 for the meanings of symbols and curves) . (a) Overall bifurcation diagram.
(b) Top period-doubling cascade of (a). (c) Bottom period-doubling cascade of (a). 111
xxvi
4.8 Enlarged bifurcation diagrams of Fig. 4.6 between Ω and θmax for the ST model (4.9).
The meaning of the line types, symbols, and colors for this diagram is explained in
Table 4.2. This ﬁgure shows dynamics near the (pitchfork) bifurcation points (BPs).
(a) Top part for Ω ∈ [0.648, 0.66]. (b) Bottom part for Ω ∈ [1, 1.68]. (c) Symmetric
θ − ω phase portraits for labels 60, and 62. (d) Asymmetric θ − ω phase portraits
for labels 5, and 7. (e) Symmetric θ − ω phase portraits for labels 2, 59, and 75. (f)
Asymmetric θ − ω phase portraits for labels 3, and 13. . . . . . . . . . . . . . . . . . 115
4.9 Period-doubling cascade and phase portraits θ−ω and θ− τ for the ST model (4.9).
The meaning of the line types, symbols, and colors for this diagram is explained
in Table 4.2. (a) The part of the period-doubling cascade between Ω and ||θ||2.
The phase portraits have Ω = 1. (b),(c) Phase portraits the period-1 and period-2
solutions at labels 5, and 23. (d),(e) Phase portraits of the period-4 solution at label
40. (f),(g) Phase portraits of the period-8 solution at label 53. (h),(i) Phase portraits
of the period-16 solution at label 69. . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
4.10 Enlarged bifurcation diagrams of Fig. 4.6 for the ST model (4.9). The meaning of
the line types, symbols, and colors for this diagram is explained in Table 4.2. This
ﬁgure mainly shows the locations of the period doubling bifurcation points (PDs). (a)
Top part for Ω ∈ [0.6, 1.3]. (b) Enlargement of the top part for Ω ∈ [1.245, 1.284].
(c) Bottom part for Ω ∈ [0.6, 1.3]. (d) Enlargement of the bottom part for Ω ∈
[1.245, 1.284]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
4.11 Nearby the end of the main branch of the bifurcation diagram for the ST model
(4.9) and its development of oscillations of period-1 solutions when the branch passes
through the peak points. (a) The left end of the main branch. The meaning of the
line types, symbols, and colors for this diagram is explained in Table 4.2. (b),(c)
Phase portraits θ − ω and θ − τ of the label 92. (d),(e) Phase portraits θ − ω and
θ − τ of the label 89. (f),(g) Phase portraits θ − ω and θ − τ of the label 85. . . . . 120
xxvii
4.12 Continuation diagrams between Ω ∈ [0.1, 3] and τmax of the ST model generated by
AUTO with the method described in 4.2.1 for diﬀerent values of µ. (a) µ = 1000.
(b) Enlarged picture of (a). (c) µ = 100. (d) Enlarged picture of (c). (e) µ = 10. (f)
Enlarged picture of (e). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
4.13 Equivalent bifurcations of the ST model generated by the ﬁrst run in AUTO. One
can note that they are the part of the bifurcation in Fig. 4.6. The meaning of the
line types, symbols, and colors for this diagram is explained in Table 4.2. (a) Using
the solution θ (t) ≡ pi, ω (t) ≡ 0, τ(t) ≡ 0. (b) Using the solution θ (t) ≡ −pi, ω (t) ≡
0, τ(t) ≡ 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
4.14 Poor-man's bifurcation diagrams of the ST model (4.9) as simulated in MATLAB
for Ω ∈ [0.1, 3] , ∆Ω = 0.001. The system starts with each of the following six ini-
tial conditions, (θ0, ω0, τ0) = (0,0,0), (-0.943,-0.1024,0.4969), (-0.8433,0.7181,0.5007),
(3.136,-1.048,-0.501), (-2.008,-0.7171,-0.1548), (2.257,1.277,0.0934), and is integrated
for 100 periods and the information of the last 50 periods strobed every 2piΩ is kept.
(a) Ω vs. θ. (b) Ω vs. ω. (c) Ω vs. τ . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
4.15 Enlarged poor-man's bifurcation diagram and phase portraits θ−ω of the ST model
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Chapter 1
Introduction
1.1 Background and Motivation
In this dissertation, we seek to apply dynamical systems theory to describe qualitative features
of failure processes in civil engineering structures under earthquake loading. Understanding failure
response through mathematical modeling is vital in the following contexts in civil engineering.
(1) Performance-based design and assessment: Modern codes of practice are adopting
performance-based and risk assessment-based strategies for design of structures to withstand
extreme events such as earthquakes [13]. Roughly speaking, these codes seek to achieve
good performance of structures for design-level earthquakes, but to only ensure safety of
human occupants under much larger earthquakes. Thus, structures must be designed to fail
gracefully under very large earthquakes.
(2) Forensic assessment: Mathematical modeling is valuable in forensic assessment of failures
resulting from extreme events [4,5]. It can be used to obtain insight as well as quantitative
information on observed failure modes and causes of failure.
(3) Post-disaster decision support: In order to assess reserve capacities of structures after
extreme events, and to develop retroﬁt measures and determine priorities, quantitative
information on the response under extreme events obtained via mathematical modeling is
necessary [6].
2Mathematical modeling of failure processes, however, presents some signiﬁcant challenges.
(1) Limited theoretical support: Behavior of materials and structural components during
failure often appears to be abrupt. Such abrupt behavior can be seen, for example, in the
stress-strain curves of Fig. 1.1(b) obtained from laboratory experiments on brick and mortar
samples. This apparent abruptness is a consequence of cracks and other microstructural
changes that occur at much smaller spatial and time scales. Representing such eﬀects at the
structural scale results in non-smooth (and even discontinuous) features in mathematical
models. Dynamical system models with such irregular features have far less theoretical
support than those described by smooth vector ﬁelds.
(2) Sensitivity: Observations from past earthquakes suggest that failure processes are very
sensitive to small changes in ground motion and to variabilities inherent in construction.
For example, the picture in Fig. 1.1(a), taken after the 1999 Mamara earthquake in Turkey,
shows two apparently identical buildings, one of which has collapsed while the other remains
intact. Computations performed using the simple mathematical model to be presented in
1.2 also indicate such sensitivity. In Fig. 1.2, two earthquake inputs with identical power
spectral densities are shown. These inputs diﬀer only in phase. However, one of them results
in the model exhibiting failure, while the other does not. In fact, appropriate selection of
earthquake inputs to evaluate structural designs near failure conditions through simulation
is still an open debate [7]. Laboratory observations such as Fig. 1.1(b) also suggest large
variability in material and component behavior.
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Figure 1.1: Illustrations of sensitivity and variabilities associated with failure response under earth-
quakes. (a) Two identical apartment buildings, only one of which collapsed in the 1999 Mamara,
Turkey earthquake (picture by Michel Bruneau, MCEER). (b) Results from tests on masonry ma-
terials at the University of Colorado at Boulder, illustrating the variability in material parameters.
Therefore, evaluating designs based on model trajectories for given inputs appears to not be
a robust approach. Understanding qualitative features of the dynamics in a manner similar to the
study of chaotic systems seems more appropriate (see [813]). We believe that tools from dynamical
systems theory could be helpful in this regard.
This dissertation represents our ﬁrst eﬀorts in exploring this possibility. We use a very simple
idealization of a building structure, which we call elasto-plastic inverted pendulum. Furthermore,
we analyze only periodic orbits of this model. While such orbits are not typical of earthquake
response, they help understand essential features of the dynamics, and lay the foundation for future
work with more representative inputs as well as more realistic models. Serendipitously, we found
the elasto-plastic inverted pendulum model to exhibit a host of interesting dynamics including folds
or saddle-node, supercritical pitchfork, period-doubling bifurcations, and chaos. This prompted a
study of this model in its own right.
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Figure 1.2: Two earthquake inputs to the elasto-plastic inverted pendulum model with identical
power spectral densities; one input causes failure while the other does not. Note that all pictures
here are dimensionless. (a) Blue input selected randomly; red input constructed by optimization to
cause failure. (b) Motion resulting from safe and failure inputs. (c) Power spectral densities of the
two inputs. (d) Projection of failure trajectory on the torque-rotation plane, showing the slippage.
In the remainder of this chapter, we describe the elasto-plastic inverted pendulum model. In
Ch. 2, we summarize the main results from dynamical systems theory that we use subsequently in
analyzing this model. In Ch. 3, we discuss periodic orbits of a specialization of the elasto-plastic
inverted pendulum model, namely the elastic torque model (ET). In Ch. 4, we analyze the full
5elasto-plastic torque model (EPT). We ﬁnd that due to a degeneracy of this model, an auxiliary
regularized model, which we call the smooth torque model (ST) becomes useful. We also discuss
this in Ch. 4. Finally, in Ch. 5, we suggest some directions for further work.
1.2 The Elasto-Plastic Inverted Pendulum Model
The elasto-plastic inverted pendulum model is an idealization that represents the most essen-
tial features of a building falling over when shaken by earthquake ground motion. In the earthquake
engineering ﬁeld, this type of failure is termed side-sway collapse. This occurs when the lateral
motion of a building becomes large enough that the overturning eﬀect of the weight of the building
exceeds the capacity of the elastic internal forces to restore the building back to a vertical state.
The model consists of an inverted pendulum with an elasto-plastic torque spring at the base as
shown in Fig. 1.3(a). A rotational dashpot is also included in the model as a way of representing
some viscous dissipation.
(a)
ground acceleration, 𝒙 𝒄(𝑡) 
𝑙 
𝑚 
𝜃 
𝑙 sin 𝜃 
𝑙 cos 𝜃 
rigid bar 
dashpot 
elasto-plastic torque spring 
(b)
𝑚 
𝑚𝑔 
𝑏𝜃  (dashpot torque) 
𝜏 
𝑚𝒙 𝒄 
𝑚𝑙𝜃  
(spring torque) 
𝑅1(pivot reaction) 
𝑅2(pivot reaction) 
Figure 1.3: Elasto-plastic inverted pendulum: (a) Model. (b) Free body diagram.
The elasto-plastic torque spring may be thought of as a ratcheting mechanism. When pen-
dulum displaces, the torque τ in the spring increases with spring constant k up to a level called the
6yield torque, τy. The spring then gives way and slips. When the displacement reverses, the spring
behaves elastically until the yield torque is reached in the opposite direction. The resulting torque-
displacement hysteresis is shown in Fig. 1.4. We discuss a conceptual model of the elasto-plastic
torque spring in 1.2.1.
𝜃 
𝜏 
𝜏 = 𝑘𝜃 𝜏 = 𝑘𝜃 𝜏 = 𝑘𝜃 
𝜏 = −𝜏𝑦 
𝜏 = 𝜏𝑦 
−𝜏𝑦 
𝜏𝑦 
Figure 1.4: Hysteresis of the elasto-plastic torque spring; θ is the pendulum displacement, τ is the
spring torque, k is the spring constant, and τy is the yield torque.
A free body diagram of the elasto-plastic inverted pendulum model is shown in Fig. 1.3(b).
Summing the moments about the pivot gives the equation of motion
ml2θ¨ +ml cos θx¨c + τ + bθ˙ −mgl sin θ = 0. (1.1)
We develop a diﬀerential equation for the evolution of the elasto-plastic spring torque, τ , in the
next section.
1.2.1 Plasticity Model
Plasticity is an idealization of behavior where a component has limited force or torque capac-
ity and deforms irreversibly when that threshold is reached. Components of structures are often
7designed to intentionally undergo plastic deformation as a means of energy dissipation during earth-
quakes. However, as discussed above, in larger earthquakes, when the limited capacity is overcome
by the overturning eﬀected of the weight, the structure could be prone to side-sway collapse. The
role of the elasto-plastic torque spring in our inverted pendulum model is to represent such plastic
deformation. It can be visualized as a spring and slider in series as shown in Fig. 1.5 [14, 15]. The
total displacement then consists of a reversible part θe and a slip θp. It can be readily seen that
this spring-slider model results in the torque-displacement behavior shown in Fig. 1.4.
Torque, τ
Deformation, θ
Sliding torque, τy Spring constant, k
Deformation = θeDeformation = θp
Figure 1.5: Conceptual model of elasto-plastic spring; the reversible part of the displacement is
denoted by θe and the slip by θp.
To obtain a diﬀerential equation for the torque, τ , it is helpful to augment this model with
a dashpot as shown in Fig. 1.6. We expect that as the dashpot coeﬃcient 1/µ becomes small,
the behavior of this model would approach that of the spring-slider model shown in Fig. 1.4. The
addition of the dashpot is called a regularization [14], since unlike the spring-slider model, for the
spring-slider-dasphot model, the slip can be described by a diﬀerential equation
θ˙p = µmax(|τ | − τy, 0)sign(τ). (1.2)
8Torque, τ
Deformation, θ
Sliding torque, τy Spring constant, k
Deformation = θeDeformation = θp
Dashpot coefficient, 1/µ
Figure 1.6: Regularized elasto-plastic spring.
We can deduce from Figure Fig. 1.6 that the torque is given by
τ = k(θ − θp). (1.3)
Combining equations (1.2) and (1.3), we obtain
τ˙ = k(ω − µmax(|τ | − τy, 0)sign(τ)) (1.4)
where ω = θ˙ is the angular velocity.
We note as an aside that deﬁning a dissipation function Φ(τ) = µ2 max(|τ |− τy, 0)2, we can
write equation (1.2) as
θ˙p = Φ
′(τ). (1.5)
As µ→∞, the dissipation function becomes the indicator function of the (convex) set {τ ||τ | ≤
τy},
Φ(τ) = unionsq{τ ||τ |≤τy}(τ) =
 0, if |τ | ≤ τy∞, otherwise. (1.6)
Equation (1.5) for the slip then becomes the diﬀerential inclusion [16, 17]. In general, diﬀerential
inclusions are a generalization of diﬀerential equations contained in a set-valued function. In par-
ticular, if the set-valued function consists of a single element, then a diﬀerential inclusion becomes
an ordinary diﬀerential equation. Here the requirement for the set-valued function is that it must
be Lipschitz, or just continuous in states.
Models of may forms of abrupt behavior such as plasticity and damage, common in earthquake
response of structures, can be described in terms of (more general) convex sets and such diﬀerential
9inclusions [15, 16]. In the remainder of this dissertation, we restrict our study to the regularized
version, (1.2) (or equivalently (1.5)) and (1.4).
Combining the equation of motion (1.1) and the diﬀerential equation (1.4) for the torque, we
obtain the following model for the elasto-plastic inverted pendulum,
θ˙ = ω
ω˙ = − τ
ml2
− b
ml2
ω +
g
l
sin θ − 1
l
cos θx¨c (1.7)
τ˙ = k (ω − µmax (|τ | − τy, 0) sign(τ))
with three states  displacement, θ, angular velocity ω and torque τ , and input x¨c, the earthquake
ground acceleration.
1.2.2 Diﬀerentiability and Degeneracy
The diﬀerential equation (1.7) is Lipschitz. The max function is not diﬀerentiable at τ =
±τy. However, we observed from numerical experiments that this lack of diﬀerentiability did not
signiﬁcantly aﬀect the qualitative features of the dynamics to be described in Ch. 4. In fact, the
torque diﬀerential equation could be replaced by
τ˙ = k
(
ω − µmax (|τ | − τy, 0)r+1 sign(τ)
)
(1.8)
where r ≥ 0 is an integer, which is Cr.
Of more importance than diﬀerentiability is the fact that the system (1.7) has a degeneracy.
When |τ | < τy, the torque equation reduced to τ˙ = kω, degenerating (1.7) to a two-state system.
The boundaries |τ | = τy thus mark transitions between two-state and three-state models. This
degeneracy results in many of the interesting qualitative features to be described in Ch. 4. It also
has implications when computing periodic orbits and in applying path-following algorithms using
Newton-like methods. In such cases, we use a non-degenerate approximation to (1.7), which we
introduce in section 1.2.5.
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1.2.3 Non-Dimensional Version
For convenience of fewer parameters, we non-dimensionalize (1.7). We introduce non-dimensional
time,
t =
√
k
ml2
t (1.9)
states,
ω¯ =
√
ml2
k
ω (1.10)
τ¯ =
τ
k
input,
¨¯xc =
ml
k
x¨c (1.11)
and parameters
g¯1 =
mgl
k
ζ¯ =
b
l
√
km
(1.12)
τ¯y =
τy
k
.
The parameters signify ratio of weight to the Euler-buckling force, viscous damping ratio and ratio
of yield force to Euler-buckling force respectively. We also use µ¯ = µl
√
km to denote the regularizing
viscosity.
With these non-dimensional variables, the elasto-plastic inverted pendulum model can be
written as
dθ
dt¯
= ω¯
dω¯
dt¯
= −τ¯ − ζ¯ω¯ + g¯1 sin (θ)− ¨¯xc cos (θ)
dτ¯
dt¯
= ω¯ − µ¯max (|τ¯ | − τ¯y, 0) sign (τ¯) .
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For notational simplicity, we revert to using symbols without bars and using the dot to denote d
dt¯ .
Then we simply let g1 = g. We therefore write the non-dimensional model as
θ˙ = ω
ω˙ = −τ − ζω + g sin θ − x¨c cos θ (1.13)
τ˙ = ω − µmax(|τ | − τy, 0)sign(τ).
This system forms the basis of all our subsequent studies. We begin by exploring the equilibrium
points of the homogenous system.
1.2.4 Equilibrium Points of the Homogenous System
We see that the homogenous system (1.13) with x¨c = 0 is
dθ
dt
= f1 (θ, ω, τ) = ω,
dω
dt
= f2 (θ, ω, τ) = −τ − ζω + g sin (θ) , (1.14)
dτ
dt
= f3 (θ, ω, τ) = ω − µmax (|τ | − τy, 0) sign (τ) ,
and has the following set of equilibrium points
E = {(θ∗, ω∗, τ∗) : ω∗ = 0, τ∗ = g sin (θ∗) , |τ∗| ≤ τy} , (1.15)
which can be visualized in Fig. 1.7.
12
−4 −3 −2 −1 0 1 2 3 4
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
τ = g sin(θ) and τ = τy, τ = −τy, where g = 0.75, τy = 0.5
θ
τ
τ(θ) = g sin(θ)
τ = τy
τ = −τy
 
 
θ = − arcsin(τy/g)
Boundary Equilibria
Equilibria
θ = pi − arcsin(τy/g)
θ = −pi + arcsin(τy/g)
x∗i1x
∗
i2
x∗i3
x∗b1
x∗b2
x∗b3
x∗b4
θ = −pi
θ = arcsin(τy/g)
θ = pi
Figure 1.7: Equilibria of the undriven system (1.14). The points x∗i1, x
∗
i2, x
∗
i3 are examples of interior
equilibria while the points x∗b1, x
∗
b2, x
∗
b3, x
∗
b4 are the boundary equilibria of this system.
Moreover, we can separate the set (1.15) into two new categories: one is a set of interior
equilibria, EI , and the other is a set of boundary equilibria, EB ,
E = EI ∪ EB, (1.16)
where
EI =
{
(θ∗, ω∗, τ∗) : ω∗ = 0, θ∗ = arcsin
(
τ∗
g
)
, |τ∗| < τy
}
, (1.17)
and EB contains four points of equilibria (θ∗, ω∗, τ∗) as the following set,
EB =
{(
− arcsin
(
τy
g
)
, 0,−τy
)
,
(
arcsin
(
τy
g
)
, 0, τy
)
,
(
−pi + arcsin
(
τy
g
)
, 0,−τy
)
,
(
pi − arcsin
(
τy
g
)
, 0, τy
)}
.
(1.18)
One can see from Fig. 1.7, for example, that the points x∗i1, x
∗
i2, x
∗
i3 are interior equilibria while the
points x∗b1, x
∗
b2, x
∗
b3, x
∗
b4 are the boundary equilibria of this system.
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Appendix A.1 shows details for analyzing stability of interior equilibria using the linearization
about these points. We can conclude from Appendix A.1 that the matrix A(θ∗,ω∗,τ∗) associated
with the linearization, as a function of τ∗, is
A(θ∗,ω∗,τ∗) =

0√
g − (τ∗)2
0
1
−ζ
1
0
−1
0
 . (1.19)
where (θ∗, ω∗, τ∗) ∈ EI . Eigenvalues of the matrixA(θ∗,ω∗,τ∗) are shown in (A.12) and they determine
the linear stability of the interior equilibria. Consequently, we know from Appendix A.1 that these
interior equilibria are nonhyperbolic since one of the eigenvalues of each of these equilibria is always
zero. Their stability can be found out in separate cases as shown in Appendix A.1. Moreover, the
eigenvalues corresponding to the interior equilibria with speciﬁc values g = 0.75, ζ = 0.1, τy = 0.5
are shown in Fig. A.1.
1.2.5 Other Versions of the Model
As described earlier, we study periodic orbits of the elasto-plastic inverted pendulum model.
For this, we consider periodic forcing of the form x¨c = β sin(Ωt+φ), where β is a forcing amplitude,
Ω is a forcing frequency, and φ is a forcing phase. We write the periodically driven model in
nonautonomous form as
θ˙ = ω
ω˙ = −τ − ζω + g sin θ − β sin(Ωt+ φ) cos θ (1.20)
τ˙ = ω − µmax(|τ | − τy, 0)sign(τ)
and in autonomous form as
θ˙ = ω
ω˙ = −τ − ζω + g sin θ − β sin z cos θ (1.21)
τ˙ = ω − µmax(|τ | − τy, 0)sign(τ)
z˙ = Ω,
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where z = Ωt+φ. The system (1.20) or (1.21) is called the elasto-plastic torque model, abbreviated
as EPT.
Here, we also show other models that will also be studied in this thesis. Their explanations
can be found in Ch. 3 and Ch. 4.
The reduced form of the EPT model can be written as
dθ
dt
= ω,
dω
dt
= −θ + c− ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) , (1.22)
where c is an amount of slip. We call the system (1.22) the elastic torque model or for short, the
ET model. Finally, the smooth approximate version of the EPT model is
dθ
dt
= ω,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) , (1.23)
dτ
dt
= ω − µh(τ),
where h (τ) = τ + 12
[√
(τ − τy)2 + 4ε2 −
√
(τ + τy)
2 + 4ε2
]
and ε is a suﬃciently small positive
number. The system (1.23) is called the smooth torque model, and abbreviated by ST.
1.2.6 Strategies for Finding Periodic Orbits
One can ﬁnd an idea for computing periodic orbits and their bifurcations with the method
of automatic diﬀerentiation in [18]. In particular, we will use a shooting method to ﬁnd periodic
solutions of a dynamical system. We will study the non-τ dynamical system of the model (1.20),
i.e., the system that results when the third equation of (1.20) is removed. This gives dynamics that
is identical to (1.20) providing the solution to (1.20) has the property |τ (t) | ≤ τy, ∀t. One can see
that if |τ (t) | ≤ τy, ∀t then the non-smooth term F (τ) = max (|τ | − τy, 0) sign (τ) is not activated,
that is, F (τ) ≡ 0. Thus, dθdt = ω = dτdt and then the relationship between θ and τ is
θ (t) = τ (t) + c, (1.24)
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where c is a constant such that
|θ (t)− c| ≤ τy, ∀t. (1.25)
The equation τ = θ − c is a line in the θ − τ plane and the set {(θ, ω, τ) : τ = θ − c} will be
called a plane of a constant c. Here the non-τ dynamical system is also the EPT model without
plasticity, called the elastic-torque model, abbreviated as ET. Thus, the ET model can be seen
in (1.22). Equilibria of the undriven system of the ET model (1.22) are
ω∗ = 0, (1.26)
θ∗ = c+ g sin (θ∗) .
Here, we want to construct a periodic solution, p (t), of the system (1.22) lying on the c−plane
and enclosing the equilibrium point (θ∗, ω∗) = (θ∗, 0). The periodic orbit starts from (θ (0) , ω (0)) =
(θ0, 0) and then come back at t = T = 2piΩ which is the period of the forcing function. That is, the
periodicity condition is satisﬁed. We will develop an algorithm to construct the periodic solution
p (t) described above by ﬁnding appropriate values of β and φ for given values of c, θ0, Ω and
ignoring the condition (1.25) temporarily. To do these, a shooting method can be used to ﬁnd a
root
(
β¯, φ¯
)
of the following periodic map,
F : (β, φ) 7→
 θ (T ;β, φ)− θ(0)
ω(T ;β, φ)− ω(0)
 =
 θ (T ;β, φ)− θ0
ω(T ;β, φ)
 . (1.27)
A good initial estimate (β0, φ0) for which a shooting method will work properly can be formulated
by linearizing the system (1.22) about an equilibrium (θ∗, ω∗) in (1.26). The process of constructing
periodic solutions of the system (1.22) based on the shooting method with the good initial guess
mentioned above can be seen in Appendix A.2. It describes linearized formulas for good initial
estimates in A.2.1 and the shooting method with a Jacobian matrix of the periodic map in A.2.2.
Now, we want to show some periodic orbits constructed by above algorithm. Here we ﬁx
Ω = 1.45, ζ = 0.1, g = 0.75 but some values of c and θ0 are selected as shown in Table 1.1. The
initial estimates (β0, φ0) for each case are computed by (A.27), (A.28) and then Newton's method
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solves F (β, φ) = 0 for
(
β¯, φ¯
)
for each case. The periodic orbits generated by the speciﬁc values of(
β¯, φ¯
)
are shown in Fig. 1.8.
c θ0 θ
∗(from (1.26))
0 0.5 0
0.2 0.6596 0.6596
2.2 2.4679 2.592
Table 1.1: Some cases of the selected values of c and θ0 for constructing the periodic solutions of
the system (1.22).
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ω
c = 0,Ω = 1.45, θ0 = 0.5, (β¯, φ¯) = (−1.0135,4.6377)
(b)
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c = 0.2,Ω = 1.45, θ0 = 1.1596, (β¯, φ¯) = (−0.81751,4.6184)
(c)
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c = 2.2,Ω = 1.45, θ0 = 3.092, (β¯, φ¯) = (0.38113,4.4557)
Figure 1.8: Examples of the periodic solutions of the system (1.22) for Ω = 1.45. (a) c = 0, θ0 = 0.5.
(b) c = 0.2, θ0 = 0.6596. (c) c = 2.2, θ0 = 2.4679.
Even though we will use the more powerful package AUTO to ﬁnd periodic orbits in Ch. 3,
Ch. 4, but it is good to learn how to develop the algorithm of constructing periodic solutions
analytically here.
1.2.7 Grazing Periodic Solutions of the EPT Model (1.20)
In general, conceptual ideas of grazing periodic orbits and grazing bifurcations can be seen
in [1923]. In this section, we will give necessary technical terms and notions relevant to grazing
periodic orbits (see more details in [24] or in Appendix A.3) and apply a method similar to that
described in A.2 to construct grazing periodic solution of the EPT model (1.20). Recall that
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the autonomous EPT model described in (1.21) is a piece-wise smooth system, abbreviated as
PWS,1 on a domain D ⊂ R4 and used to deﬁne some technical notations in Appendix A.3.
Conceptual bifurcations and theory of the PWS system can be found in [24, 25]. Based on the
technical deﬁnitions and notations of regions and boundaries for the system (1.21) described in
Appendix A.3, one can draw the separate regions and examples of grazing periodic orbits tangent
to the switching boundaries Σ12 and Σ23 in Fig. 1.9.
grazing point 
 
grazing point 
 
 
23
  
12
 
𝑆3, 𝐹3 𝑆2, 𝐹2 𝑆1, 𝐹1 
𝑥2
∗, 𝑟2
∗  
𝑥1
∗, 𝑟1
∗  
𝑝1 𝑡; 𝑥1
∗, 𝑟1
∗  
𝑝2 𝑡; 𝑥2
∗, 𝑟2
∗  
𝜏 = 𝜏𝑦 𝜏 = −𝜏𝑦 𝜏 
Figure 1.9: Separate regions and grazing periodic orbits of the system (1.21).
The vector ﬁelds, F1, F2, F3, corresponding to the regions S1, S2, and S3, respectively are
F1 =

ω
−τ − ζω + g sin (θ)− β sin (z) cos (θ)
ω − µ (τ − τy)
Ω

, (1.28)
F2 =

ω
−τ − ζω + g sin (θ)− β sin (z) cos (θ)
ω
Ω

, (1.29)
1 A piece-wise smooth system is deﬁned in Deﬁnition 7 of AppendixA.3.
19
F3 =

ω
−τ − ζω + g sin (θ)− β sin (z) cos (θ)
ω − µ (τ + τy)
Ω

. (1.30)
The properties of a grazing point are given in the conditions (A.57)-(A.60) (see Appendix A.3).
Let G1, G2 be the grazing sets that contain all grazing points of the system (1.21) satisfying the
conditions (A.57)-(A.60) for H1(x), and H2(x), respectively,
G1 =
{
x∗ = (θ∗, ω∗, τ∗, z∗)T : ω∗ = 0, τ∗ = τy, g sin (θ∗)− β sin (z∗) cos (θ∗) < τy, θ∗ ∈ [−pi, pi] , z∗ ∈ [−pi, pi]
}
,
(1.31)
G2 =
{
x∗ = (θ∗, ω∗, τ∗, z∗)T : ω∗ = 0, τ∗ = −τy, g sin (θ∗)− β sin (z∗) cos (θ∗) > −τy, θ∗ ∈ [−pi, pi] , z∗ ∈ [−pi, pi]
}
.
(1.32)
We want to construct a periodic solution of (1.21) grazing a switching boundary and especially lying
inside the region S2 as shown in Fig. 1.9. That periodic orbit is called the grazing periodic orbit.
Now we consider speciﬁcally for a grazing periodic solution tangent to the switching boundary Σ12.
We want to start such an orbit from a grazing point x∗ ∈ G1 and let it return to x∗ at t = T = 2piΩ .
The algorithm for ﬁnding a periodic solution described in 1.2.6 can be used to ﬁnd a grazing periodic
orbit here except the orbit must start from a grazing point x∗ ∈ G1. After we have a solution
(
β¯, φ¯
)
from the shooting method, then we must check if the condition g sin (θ∗) − β¯ sin (z∗) cos (θ∗) < τy,
where θ∗ = θ (0) = θ0, z∗ = z (0) = φ = φ¯ is true. If the condition is satisﬁed, then the periodic
solution is grazing. Here some parameters are ﬁxed: ζ = 0.1, g = 0.75, µ = 1000, τy = 0.5, but
three values of Ω are inserted: Ω = 0.084, 0.31, 0.504. Three periodic solutions are generated from
the same initial condition (θ (0) , ω (0) , τ (0)) = (θ∗, ω∗, τ∗) =(0.6, 0, 0.5) but diﬀerent values of Ω.
Table 1.2 shows solutions
(
β¯, φ¯
)
for each case. Fig. 1.10 shows the grazing periodic solutions of the
system (1.21) that graze τ = τy based on information in Table 1.2.
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Case Ω β¯ φ¯
I 0.084 0.0912 -1.543
II 0.31 -0.0465 1.54
III 0.504 0.018 -0.8
Table 1.2: Values of Ω, β¯, φ¯ are used to construct the grazing periodic solutions in Fig. 1.10.
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Figure 1.10: The grazing periodic solutions of the system (1.21) starting from (θ (0) , ω (0) , τ (0)) =
(θ∗, ω∗, τ∗) =(0.6, 0, 0.5). (a) 2D phase portrait for Case I in Table 1.2. (b) 3D phase portrait for
Case I in Table 1.2. (c) 2D phase portrait for Case II in Table 1.2. (d) 3D phase portrait for Case
II in Table 1.2. (e) 2D phase portrait for Case III in Table 1.2. (f) 3D phase portrait for Case III
in Table 1.2.
Next, we want to see phenomena that occur to the grazing periodic orbit for Case III in Ta-
ble 1.2 by varying values of β around β∗ = 0.018 and changing initial conditions, (θ (0) , ω (0) , τ (0)),
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neighboring the point (θ∗, ω∗, τ∗) = (0.6, 0, 0.5). Conclusively, both experiments classify periodic
solution of the system (1.21) into two categories: top and bottom orbits. The top orbits are periodic
orbits that oscillate nearby the top position of the pendulum, on the other hand, the bottom orbits
are ones falling oﬀ. Fig. 1.11 shows bifurcation diagram under a variation of β around β∗. One
can observe that periodic orbits jump from top positions of the pendulum to bottom positions as
β is increased through β∗. Fig. 1.12 shows two families of limit cycles of the system (1.21) under
a variation of initial conditions around (θ∗, ω∗, τ∗) = (0.6, 0, 0.5). The ﬁrst collection contains
top periodic orbits satisfying the condition −1 < θmax < 1. The second set contains bottom pe-
riodic orbits which are not the top ones. There are 9,261 initial conditions, (θ0, ω0, τ0), where
θ0 ∈
[−pi2 , pi2 ] , ω0 ∈ [−1, 1] , τ0 ∈ [−.6, .6], are used to generate orbits with the same values of param-
eters used for the grazing periodic orbit for Case III in Table 1.2. The experimental results show
that there are 142 initial conditions giving top limit cycles while 9,119 initial conditions generating
bottom limit cycles.
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Figure 1.11: Bifurcation diagram of the system (1.21) for perturbing the grazing periodic solution
for Case III in Table 1.2 under a variation of β around β∗ = 0.018. Every trajectory for each value of
β starts from (θ (0) , ω (0) , τ (0)) = (0.6, 0, 0.5). The stroboscopic views of the Poincaré sections is
used here to store the last 200 points strobed every period of the forcing. One can see that periodic
orbits jump from top positions of the pendulum to bottom positions as β is increased through β∗.
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(a)
(b)
Figure 1.12: Two families of limit cycles of the system (1.21) : Top and Bottom orbits. The
values of parameters in the system are same as Case III (β∗ = 0.018) in Table 1.2 except 9261
initial conditions (θ0, ω0, τ0), where θ0 ∈
[−pi2 , pi2 ] , ω0 ∈ [−1, 1] , τ0 ∈ [−.6, .6], neighboring of
(θ∗, ω∗, τ∗) = (0.6, 0, 0.5) are used. Data of the last cycle of each orbit is stored. The criteria
to classify those orbits are that if an orbit has −1 < θmax < 1, then it is a top orbit (red), otherwise
it is a bottom one (blue). (a) θmax vs. Initial condition number. (b) Phase portraits of top and
bottom orbits classiﬁed.
Chapter 2
Fundamental Concepts and Relevant Theorems
In this chapter, some important mathematical concepts and theorems associated with our
investigation are presented brieﬂy (see general notions in [26]). The connections between these
mathematical notions and actual results that will be presented in Ch. 3 and Ch. 4 are made as
well. We begin this chapter by providing deﬁnitions of relevant attractors and their stability. Next,
the bifurcations that will be observed are described. In particular, examples of the relevant one-
dimensional bifurcation diagrams will be shown. Finally, a brief discussion of codimension-two
bifurcations will be presented.
2.1 Attractors
2.1.1 Equilibria and Their Stability
In this section, we will give a compact discussion (more details in [27], [28]) of the notions
for equilibria and their stability of an autonomous system of diﬀerential equations. It is guaranteed
by the Existence and Uniqueness theorem if a vector ﬁeld f : Br (x0) → Rn is Lipschitz where
Br (x0) ⊂ Rn is a ball centered at x0 with radius r, then the following autonomous initial value
problem
x˙ = f (x) , x (t0) = x0, (2.1)
has a unique solution x (t) on some time interval (α1, α2) about t0 (see Theorem 3.10 in [28]). Now
we will use (2.1) to deﬁne and classify equilibria.
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Deﬁnition 1. We call a point x∗ ∈ Rn an equilibrium of (2.1) if f (x∗) = 0.
One can classify types of an equilibrium x∗ from the linearization of the system (2.1) at the
equilibrium x∗. For the case of f ∈ C2, we have, by setting the ansatz x (t) = x∗ + δx (t), that
d
dt
x (t) =
d
dt
(x∗ + δx (t)) =
d
dt
δx (t) = δ˙x (t) , (2.2)
and, using Taylor's expansion, we obtain
d
dt
x (t) =
d
dt
(x∗ + δx (t)) = f (x∗ + δx (t)) = f (x∗) +Df (x∗) δx (t) +O
(
(δx (t))
2
)
. (2.3)
Since f (x∗) = 0 and if the term O
(
(δx (t))
2
)
are negligible, then the linearization of the
system (2.1) about the equilibrium x∗ is
δ˙x (t) = Df (x
∗) δx (t) = Aδx (t) , (2.4)
where A = Df (x∗) is a constant matrix. Hence, eigenvalues of the matrix A in (2.4) will aﬀect the
qualitative behaviors of the solution δx (t) and so does the equilibrium x∗. If A = Df (x∗) ∈ Rn×n
and its eigenvalues are λ1, λ2, ..., λn, then we can classify the equilibrium x∗ from these eigenvalues.
Deﬁnition 2. We call an equilibrium x∗ of a vector ﬁeld f ∈ C1 a hyperbolic equilibrium if none
of the eigenvalues of Df (x∗) have zero real part, that is, Re (λi) 6= 0, ∀i ∈ {1, 2, ..., n}.
Here are the classiﬁcations of hyperbolic equilibria :
• If Re (λi) < 0, ∀i ∈ {1, 2, ..., n}, then the equilibrium x∗ is a sink.
• If Re (λi) > 0, ∀i ∈ {1, 2, ..., n}, then the equilibrium x∗ is a source.
• If x∗ is neither a sink nor a source but hyperbolic, then the equilibrium x∗ is a saddle.
Moreover, one can classify subclasses of the sink, source, and saddle as follows :
• If λi ∈ R andλi < 0, ∀i ∈ {1, 2, ..., n}, then the equilibrium x∗ is a stable node.
• If λi ∈ R andλi > 0, ∀i ∈ {1, 2, ..., n}, then the equilibrium x∗ is an unstable node.
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• If some or all of the eigenvalues are complex with nonzero real part, then the equilibrium
x∗ is a focus.
• If some or all of the eigenvalues are purely imaginary, then the equilibrium x∗ is a center.
We say that an equilibrium x∗ is Lyapunov stable (or stable) if all trajectories starting suﬃciently
close to x∗ stay close to it for all time and an equilibrium x∗ is called the asymptotically stable
equilibrium if it is stable and attracting.1 Finally, x∗ is unstable if it is not stable. One can see
that a sink is asymptotically stable and a center is linearly stable, but not asymptotically stable
while a source and a saddle are unstable.
If x∗ is an nonhyperbolic equilibrium and all of the eigenvalues of Df (x∗) have no positive
real part, then x∗ is spectrally stable [28].
2.1.2 Floquet Multipliers and Stability of Periodic Orbits
The mathematical concepts in this section are discussed in detail in [28]. We begin with the
idea of how to solve the following nonautonomous linear system,
x˙ = A (t)x, x (t0) = x0, (2.5)
where the matrix A (t) is a continuous function of time. In order to ﬁnd a solution of (2.5), one can
consider the following matrix initial value problem instead,
d
dt
Φ = A (t) Φ, Φ (t0, t0) = I, (2.6)
where t0 is an initial time. The general solution Φ (t, t0) to (2.6) is called the fundamental matrix
solution. If Φ (t, t0) can be found, then the general solution to the original system (2.5) is of the
form
x (t) = Φ (t, t0)x0. (2.7)
Generally, the eigenvalues of the matrix A (t) of the nonautonomous linear system (2.5) do
not indicate anything about the properties of the solution of (2.5) (see the example in [28] page 62),
1 A point x∗ is the attracting equilibrium if all trajectories starting near x∗ approach it as t→∞.
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however, the eigenvalues of the fundamental matrix solution Φ (t, t0) at a particular time will give
signiﬁcant information to the solution of the system (2.5) as explained later.
If the matrix A (t) is a periodic function of t with a period T , that is, A (t+ T ) = A (t), then
the theory of the solutions to the system (2.5) with this type of the matrix A (t) can be seen in [29].
Deﬁne the monodromy matrix M from the fundamental matrix solution at one period and t0 = 0
as,
M ≡ Φ (T, 0) . (2.8)
If λ is an eigenvalue of the matrix M (2.8), then we call λ and lnλ the Floquet multiplier and
Floquet exponent, respectively. Normally if the trace of the matrix A (t) is ﬁnite, then the matrix
M is nonsingular since det (Φ (T, 0)) = det (M) 6= 0 by Abel's theorem.2 This implies consequently
that all of the Floquet multipliers are nonzero and then the Floquet exponents are well deﬁned. Now
we know that the solution at t = T with t0 = 0 of the system (2.5) is x (T ) = Φ (T, 0)x0 = Mx0.
Similarly, one can show by changing to a new time variable that the long-time solution of (2.5) with
t0 = 0 can be written as of the form
x (nT ) = Mnx0 = λ
nx0 = e
n lnλx0. (2.9)
Thus the qualitative properties of the solution x (nT ) depend on the Floquet multipliers of
the matrix M . At this point we are ready to state Floquet's theorem [29] which is the important
theorem for this section. However, we quote Floquet's theorem from [28] as follows.
Theorem 3. (Floquet's theorem (1883)): Let M be the monodromy matrix for a T -periodic
linear system x˙ = A (t)x and TB = lnM its logarithm. Then there exists a T -periodic matrix P
such that the fundamental matrix solution is Φ (t, 0) = P (t) etB.
Next we want to describe tools of checking if a periodic orbit is stable or unstable based on
Theorem 3. The idea of linearization for equilibria explained in 2.1.1 also applies to periodic orbits.
2 The determinant of the fundamental matrix can be computed as follows, det (Φ (t, t0)) = exp
∫ t
t0
tr (A (s)) ds,
where tr (A (s)) is a trace of the matrix A (s). One can note that this determinant is an ordinary scalar exponential
since tr (A (s)) is always ﬁnite.
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Assume that the system (2.1) has a twice continuously diﬀerentiable vector ﬁeld f , that is, f ∈ C2
and also has a periodic solution x (t) = p (t) = p (t+ T ) with a period T . One can linearize the
diﬀerential system (2.1) about p by setting x (t) = p (t) + δx (t). We denote ddtδx(t) = δ˙x (t) and
since x˙ (t) = f (x (t)), then x˙ (t) = p˙ (t) = f (p (t)). Therefore, we have that
d
dt
x (t) =
d
dt
(p (t) + δx (t)) = f (p (t)) + δ˙x (t) , (2.10)
and, using a Taylor series to expand f about p, we obtain
d
dt
x (t) =
d
dt
(p (t) + δx (t)) = f (p (t) + δx (t)) = f (p (t)) +Df (p (t)) δx (t) +O
(
(δx (t))
2
)
. (2.11)
We know the matrix Df (p (t)) is a periodic function of time and we denote it by A(t). Suppose we
can safely neglect the O
(
(δx (t))
2
)
terms, then, from (2.10) and (2.11), we can obtain the following
linearization,
δ˙x (t) = Df (p (t)) δx (t) = A (t) δx (t) . (2.12)
The process of solving the nonautonomous linear system (2.12) is the same as mentioned above,
so the fundamental matrix solution Φ (t, t0) and then the monodromy matrix M = Φ (T, 0) are
required for the solution δx (nT ) of the system (2.12). The following items are consequences based
on Floquet's theorem (Theorem 3) and if M ∈ Cn×n and λ1, λ2, ..., λn are its Floquet multipliers:
• If |λi| < 1, ∀i ∈ {1, 2, ..., n}, then all of the solutions to the system (2.12) are bounded.
• For the case of the autonomous linear system x˙ = f (x), the monodromy matrix M always
has at least one unit Floquet multiplier (see Theorem 4.19 in [28]).
• In general, for the system (2.5), a periodic orbit p (t) is
∗ linearly stable if |λi| ≤ 1, ∀i ∈ {1, 2, ..., n}, or
∗ linearly asymptotically stable if |λi| < 1, ∀i ∈ {1, 2, ..., n}, or
∗ unstable if ∃i ∈ {1, 2, ..., n} such that |λi| > 1.
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The process of computing the monodromy matrices for our actual models (3.3), (4.9), and (4.1) is
shown in Appendix B and examples of computed Floquet multipliers for the systems (4.9) and (4.1)
will be seen in 4.3, 4.5.1, or 4.5.2.
2.1.3 Limit Cycles
A limit cycle can occur in systems that describe oscillations even without an external periodic
forcing function (see more details in [27]).
Deﬁnition 4. A limit cycle is a periodic orbit that neighboring trajectories spiral either toward or
away from.
A limit cycle is stable or attracting if all neighboring trajectories approach, otherwise it is
unstable. Moreover, limit cycles are ﬁxed points in the Poincaré map.
2.2 Bifurcations
In this section, we will provide the deﬁnition of a bifurcation and discuss the basic types
and their properties (see more details in [27, 28, 30, 31]). Especially, bifurcations of limit cycles
for dynamical systems can be studied in [32]. Let us consider a dynamical system depending on
parameters. We will consider two types of dynamical systems, continuous-time
x˙ = f (x, r) , (2.13)
and discrete-time
x 7→ f (x, r) . (2.14)
Here x ∈ Rn and r ∈ Rm represent state variables and parameters, respectively. When the param-
eters vary, the phase portrait of the system also typically varies. There are two possibilities that
occur. One is that its phase portrait remains topology equivalent to the original one. The other is
that its topology changes. A bifurcation is a qualitative change in dynamics of the system when
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its parameters pass through a particular value, a bifurcation point. The oﬃcial deﬁnition of a
bifurcation quoted from [30] is given as,
Deﬁnition 5. The appearance of a topologically nonequivalent phase portrait under variation of
parameters is called a bifurcation.
For example, bifurcation includes possible changes in the number of attractors of the sys-
tem such as equilibria, limit cycles or in their stability. Next section, we will discuss types and
properties of important bifurcations associated with our work. Especially, the examples of so-called
codimension-one bifurcations, i.e., only one continuation parameter is tuned for which such bi-
furcations occur, will be shown and then linked to the case of the bifurcations of periodic orbits
taking place in our models: the ET, ST, and EPT models described in (3.3), (4.9), and (4.1),
respectively later.
2.2.1 Saddle-Node Bifurcation
The saddle-node (or fold) bifurcation is the phenomenon in which two equilibria, one stable
and the other unstable, move toward each other, collide, and annihilate. The prototype of an
one-dimensional saddle-node bifurcation is
x˙ = f (x, r) = r − x2, (2.15)
where x ∈ R, r ∈ R. We can see from above equation that the equilibria are x∗ = ±√r for r > 0,
and x∗ = 0 when r = 0. Moreover, there are no equilibria for r < 0. The bifurcation occurs at
r = 0 where a stable equilibrium point coalesces with an unstable equilibrium and then they are
destroyed when r becomes negative. The bifurcation diagram for this saddle-node bifurcation (2.15)
is shown in Fig. 2.1. The stability of these equilibria is found by checking the sign of the vector
ﬁeld f evaluated at (x, r): if the value of f is negative (positive) there then the downward (upward)
arrow is used to represent the direction of motion for that point in the diagram. One can also check
the stabilities of the equilibria from the sign of Df (x∗, r) : if Df (x∗, r) < 0, then x∗ is stable, on
the other hand, if Df (x∗, r) > 0, then x∗ is unstable. These methods identify stable and unstable
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equilibria and they are distinguished by a solid line and a dash line, respectively in the bifurcation
diagram.
Similar ideas of this saddle-node bifurcation for equilibria can be used for the saddle-node
(fold) bifurcation of periodic orbits in which two periodic orbits, one stable and the other unstable,
coalesce and annihilate each other. The actual results of the periodic orbit fold corresponding to
our models will be seen in, for example, 3.2.1, 4.2.1, and 4.5.2.
r
x
O
x =
√
r
x = −
√
r
Figure 2.1: Bifurcation diagram for the normal form x˙ = r − x2 of the saddle-node bifurcation
of equilibria. The solid line represents the stable equilibrium while the dash line represents the
unstable equilibrium.
2.2.2 Transcritical Bifurcation
A transcritical bifurcation occurs when an exchange of stabilities arises between the two
equilibria that cross as a parameter is varied, in other words, the stable equilibrium becomes unstable
and vice versa. The transcritical bifurcation is diﬀerent from the saddle-node bifurcation because the
number of its equilibria does not change but they only switch their stability whereas in the saddle-
node case, two equilibria appear or disappear. The normal form for a transcritical bifurcation
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is
x˙ = f (x, r) = (r − x)x. (2.16)
This equation has two equilibria: x∗ = 0 (independent of r) and x∗ = r for all values of r 6= 0.
They cross each other at the bifurcation point r = 0. One can check that for r > 0, the equilibrium
x∗ = r is stable but x∗ = 0 is unstable. Similarly, when r < 0, the equilibrium x∗ = r becomes
unstable but x∗ = 0 is now stable. The bifurcation diagram for the transcritical bifurcation (2.16)
is shown in Fig. 2.2. We will see in Ch. 3 and Ch. 4 that there are no transcritical bifurcations that
take place in the ET, ST, and EPT models.
r
x
O
x = r
x = 0x = 0
Figure 2.2: Bifurcation diagram for the normal form x˙ = (r − x)x of the transcritical pitchfork
bifurcation. Two equilibria exchange their stabilities at the bifurcation point r = 0.
2.2.3 Pitchfork Bifurcation
A pitchfork bifurcation usually occurs in a system that has a symmetry and leads to a cre-
ation of nonsymmetric solutions such as a nonsymmetric limit cycle. Moreover, this bifurcation
corresponds to an attractor (an equilibrium or a limit cycle) losing its stability at the bifurcation
value and then creating two new attractors. A pitchfork bifurcation is called the broken symmetry
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bifurcation since when a symmetric solution changes its stability at the bifurcation value from which
two new solutions that lack the symmetry bifurcate. The pitchfork bifurcation is supercritical if the
new nonsymmetric ﬁxed points (or limit cycles) created are stable. Otherwise, it is subcritical. If
the vector ﬁeld f (x, r) in (2.13) satisﬁes the condition f (−x, r) = −f (x, r) then it has a pitchfork
bifurcation at a bifurcation point. Moreover, we can identify the type of this bifurcation from stabil-
ity of new orbits bifurcated at a bifurcation point, that is, if new orbits are stable (unstable), then
it is supercritical (subcritical). Here the normal forms of the supercritical and subcritical pitchfork
bifurcations for equilibria are provided.
• Supercritical pitchfork bifurcation has the normal form,
x˙ = rx− x3. (2.17)
If r < 0, then x∗ = 0 is the only equilibrium, and it is stable. The equilibrium x∗ = 0 turns
out to be unstable at r = 0 where the new branches of equilibria x∗ = ±√r are created.
It is easily to check when r > 0, the two new equilibria x∗ = ±√r symmetric about the
r−axis are stable, but x∗ = 0 has become unstable.
• Subcritical pitchfork bifurcation has the normal form,
x˙ = rx+ x3. (2.18)
One can see that x∗ = 0 and x∗ = ±√−r for only r < 0 are equilibria of the system. A
similar explanation as described for the supercritical case applies to this case as well.
We can see the bifurcation diagrams of (2.17) and (2.18) in Fig. 2.3.
In particular, pitchfork bifurcations of limit cycles happen quite frequently in a driven pen-
dulum. If the driving frequency is much larger than the natural resonant frequency of the system,
then the limit cycle turns out to be unstable at the bifurcation point where two new stable limit
cycles bifurcate supercritically [33].
Supercritical pitchfork bifurcations of periodic orbits occurring in our models will be seen in,
for example, 3.2.2.1, 4.2.1.1, and 4.5.2.1.
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Figure 2.3: Bifurcation diagram for the pitchfork bifurcation. (a) Normal form x˙ =
(
r − x2)x of
the supercritical pitchfork bifurcation. (b) Normal form x˙ =
(
r + x2
)
x of the subcritical pitchfork
bifurcation.
2.2.4 Period-Doubling Bifurcation
A period-doubling bifurcation (also known as a ﬂip bifurcation) can either occur in a discrete
or continuous dynamical system. The period-doubling bifurcation is the dynamical phenomenon in
which a periodic orbit of period 2T arises near a periodic orbit of period T . A stable period-T orbit
under this bifurcation loses stability and a new stable orbit with double the period is created. In a
discrete system, a period-doubling bifurcation occurs when a multiplier of a ﬁxed point equals −1,
that is, Df (x∗, r∗) = −1. Thus this results that an old period-T cycle loses stability but a new
period-2T cycle is stable when a parameter r is varied through r∗. By a continuation, we may see
oscillations in which the map repeats every two, four, or eight iterations and so on as a continuation
parameter is varied. These oscillations are called period-2, period-4, period-8 cycles, and so on.
A familiar example of a period doubling bifurcation occurs in the discrete case is the logistic map
(see [27])
xn+1 = f (xn, r) = rxn (1− xn) , (2.19)
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for 0 ≤ xn ≤ 1, 0 ≤ r ≤ 4. One can see that there are two ﬁxed points: x∗ = 0 and x∗ = 1− 1r . Their
stability can be check from their multipliers3 Df (x∗, r) = r − 2rx∗. Hence, x∗ = 0 is stable for
r < 1 and unstable for r > 1 while x∗ = 1− 1r is stable for 1 < r < 3 and unstable for r > 3. We can
see that r = 1 is a transcritical bifurcation point because x∗ = 1− 1r crosses from x∗ = 0 and their
stabilities exchange there. Moreover, there is a ﬂip bifurcation at r = 3 since Df
(
1− 1r , 3
)
= −1
and it starts generating period-2 cycles there. One can note that r = 3 corresponds to a supercritical
pitchfork bifurcation since a ﬁxed point x∗ = 1 − 1r loses stability here and new orbits of period-2
are stable for 3 < r < 1 +
√
6. Similar phenomena can be developed for period-4, period-8 cycles
and so on. In general, ﬂip bifurcation are related to period-doubling and the bifurcation diagram
of the map (2.19) can be seen in Fig. 2.4.
For a continuous-time system, a period doubling bifurcation can happen when a new limit
cycle emerges from an existing limit cycle, and its period is twice that of the existing one. This will
develop period-2, period-4, period-8, period-16 orbits, and so on for a period-doubling bifurcation
diagram. A familiar example of the period doubling bifurcation in the continuous dynamical system
is the driven pendulum [34,35].
If the discrete or continuous dynamical system with a continuation parameter r has a period
doubling bifurcation in which rn denotes the value of r where a period-2n solution (n is a positive
integer) ﬁrst appears, then the distance between consecutive transitions is contracted, as n → ∞,
by a constant factor
δ = lim
n→∞
rn+1 − rn
rn+2 − rn+1 ≈ 4.669201609... . (2.20)
The number δ in (2.20) is called the Feigenbaum constant which is a universal constant
for functions approaching chaos via period doubling bifurcations. It was found by Feigenbaum in
1975 [36] from studying the ﬁxed points of the logistic map.
Results showing period-doubling bifurcations of periodic orbits occurring in our models will
be seen in, for example, 3.2.2, 3.2.2.2, 4.2.1, 4.2.1.2, 4.5.2, and 4.5.2.2.
3 The ﬁxed point x∗ is linearly stable if |Df (x∗, r) | < 1 and it is unstable if |Df (x∗, r) | > 1.
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Figure 2.4: Bifurcation diagram for the logistic map xn+1 = rxn (1− xn) for 0 ≤ xn ≤ 1, 0 ≤ r ≤ 4.
2.3 Codimension-Two Bifurcations
The following deﬁnition of a codimension of a bifurcation is quoted from [28].
Deﬁnition 6. A bifurcation in system (2.13) or (2.14) is codimension-k if k independent conditions
on the parameters determine the bifurcation.
For example, a codimension-two bifurcation means that we must tune two parameters to
attain the bifurcation. Bifurcation analysis in two parameter space and examples can be found
in [37].
2.3.1 Codimension-Two Bifurcations of Limit Cycles
In this section, the brief concepts of codimension-two bifurcations of limit cycles associated
directly with our work are exhibited. Additional mathematical insights and details can be found
in [30]. A codimension-two bifurcation of a limit cycle can be identiﬁed by the codimension-two
bifurcation of the ﬁxed point of the corresponding Poincaré map because the cycle corresponds to
a ﬁxed point of the Poincaré map. Consider the nonautonomous time-periodic diﬀerential system
x˙ = f (x, t, r) , x ∈ Rn, r ∈ R2, (2.21)
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where f is periodic in t with period T . The autonomous system corresponding to the system (2.21)
can be written as
x˙ = f (x, xn+1, r) , (2.22)
x˙n+1 = 1,
with the coordinates (x, xn+1 mod 2pi). The hyperplane
∑
= {xn+1 = 0} is a cross-section for limit
cycles of (2.22), and the Poincaré map
x 7→ f (x, r) , x ∈ Rn, r ∈ R2, (2.23)
deﬁned on the cross-section
∑
is the period return map of (2.21). The cusp and generalized ﬂip
codimension-two bifurcations occur in our models in Ch. 3, Ch. 4, so we give short explanations of
these cases here.
For the cusp case : Basically, it corresponds to two fold bifurcations colliding and then
disappearing. We know that every ﬁxed point on the Poincaré section represents a limit cycle.
Thus, when two ﬁxed points coalesce, then a fold bifurcation of limit cycles which have diﬀerent
stability occurs. For this case, the system (2.21) has three nearby limit cycles colliding pairwise and
annihilating at the boundaries of the parameter region.
For the ﬂip bifurcation : Let Lr be the principal limit cycle with period T and have a
multiplier of −1. Then a nearby orbit of a ﬂip bifurcation correspond to a new limit cycle making
two turns around Lr. Thus, its period is approximately 2T . Consequently, there is a parameter
region associated with the period-doubling bifurcation curve of Lr where one has two limit cycles
(one stable and the other unstable) with period 2T approximately. These limit cycles disappear at
the boundary of the region.
One can see resulting codimension-two bifurcations of our models in 3.5, 4.4, and 4.7 where
the loci of periodic solution folds, bifurcation points, and period-doubling points are traced.
Chapter 3
Stability and Bifurcations of the Elastic Torque Model (ET Model)
The software used to implement all models throughout Ch. 3 and Ch. 4 is called AUTO.
Its basic capabilities and examples of its use can be seen in the AUTO's manual [38]. Basically,
the main algorithm of this package eﬃciently ﬁnds and continues solutions of a smooth system of
ordinary diﬀerential equations (ODEs) of the form
u˙(t) = f (u (t) , p) , f (·, ·) , u (·) ∈ Rn,
subject to boundary or initial conditions and integral constraints. Here p denotes a vector of free
parameters in which some of its elements can be continuation parameters. The fundamental and
related algorithms used in AUTO are discussed in [3943]. Moreover, AUTO can detect some special
points of the system, for example, branch (BP), fold (LP), Hopf bifurcation (HB), period-doubling
(PD), and torus bifurcation (TR) points. Stability of the continued branches, time series, and phase
portrait of a solution of the system can be founded as well.
Here, we are especially looking for periodic solutions to our periodically forced system in
(1.20). This can be done in AUTO by coupling the following nonlinear oscillator to the system
(1.20) (see some examples in [38,44,45]),
dx
dt
= x+ Ωy − x (x2 + y2) ,
dy
dt
= −Ωx+ y − y (x2 + y2) . (3.1)
We know that x = sin (Ωt) , y = cos (Ωt) is the asymptotically stable solution to (3.1) and it
does not aﬀect the actual solution to the original model. AUTO is used to continue all branches
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of bifurcations initiating from a constant solution often beginning with the case of zero forcing
amplitude or using numerical periodic data obtained by a numerical solution of the system.
We start with the simplest case of the elastic torque model in the following section.
3.1 The Elastic Torque Model (ET)
Let us present again the non-smooth system of the elasto-plastic inverted pendulum model in
(1.20)
dθ
dt
= ω,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) ,
dτ
dt
= ω − µmax (|τ | − τy, 0) sign (τ) .
We see from the system above that if |τ (t) | ≤ τy, ∀t, then the non-smooth term, µmax (|τ | − τy, 0)sign (τ),
in the third equation is not activated. Then we see that dθdt = ω =
dτ
dt , thus the relationship between
θ and τ for this case is
θ (t) = τ (t) + c, (3.2)
where c is a constant such that |θ (t) − c| ≤ τy, ∀t. The set {(θ, ω, τ) : τ = θ − c} will be called a
plane of a constant c. On such a plane, dynamics reduces to
dθ
dt
= ω,
dω
dt
= −θ + c− ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) . (3.3)
We will call (3.3)1 the elastic torque model or for short, the ET model. We ﬁrst use the
AUTO package to investigate the dynamics of (3.3) by constructing bifurcation diagrams using the
parameter Ω holding c, ζ, g, β, φ ﬁxed. As a diagnostic, we use either the L2−norm of θ, ‖θ‖2, or
1 In AUTO, we must expand the sinusoidal forcing term by sin (Ωt+ φ) = sin (Ωt) cos (φ) + cos (Ωt) sin (φ) and
then replace sin (Ωt) and cos (Ωt) by x and y, respectively so that we can couple the system (3.3) with the oscillator
(3.1).
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the maximum value of θ, max (θ (t)). One can deﬁne ‖θ‖2 as2 ,
‖θ‖2 =
√√√√√ t0+T∫
t0
|θ (t) |2 dt, (3.4)
where t0 is an initial time and T is a period of a periodic solution deﬁned by, T = 2piΩ .
These can be done by varying Ω over a certain interval and treating other parameters,
c, ζ, g, β, φ in (3.3) as constants. We will also investigate some codimension-two bifurcations of the
system (3.3) with c = 0.
3.2 The ET Model with c = 0
In this section, we consider stability of solutions, their bifurcations, and other relevant results
for the simple case of the ET model (3.3) with c = 0.
3.2.1 Bifurcations of the ET Model with c = 0
For c = 0, the ET model becomes,
dθ
dt
= ω,
dω
dt
= −θ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) . (3.5)
In AUTO, we must expand the sinusoidal forcing term by sin (Ωt+ φ) = sin (Ωt) cos (φ) +
cos (Ωt) sin (φ) and then replace sin (Ωt) and cos (Ωt) by x and y, respectively so that we can couple
the system (3.5) with the oscillator (3.1). Thus, the actual system AUTO must solve for solutions
is
dθ
dt
= ω,
dω
dt
= −θ − ζω + g sin (θ)− β cos (θ) [x cos (φ) + y sin (φ)] , (3.6)
dx
dt
= x+ Ωy − x (x2 + y2) ,
dy
dt
= −Ωx+ y − y (x2 + y2) .
2 In AUTO, a period time T is normalized into the standard interval [0, 1], so ‖θ‖2 =
√∫ 1
0
| θ (t) |2 dt.
42
We can apply the technique of adding the oscillator as shown above to other models as well.
In fact, the system (3.5) is actually valid when |θ (t) | ≤ τy, ∀t, however, this restriction is
ignored temporarily so that we can reveal unconditionally its dynamics and bifurcations. Techni-
cally, we ask AUTO to continue a solution of the system (3.5) coupled with the oscillator (3.1)
by initially setting β = 0, Ω = 1.83. The solution in this case is simply θ (t) ≡ 0, ω (t) ≡ 0, x =
sin (Ωt) , y = cos (Ωt). This solution is continued by ﬁrst varying the continuation parameter β
from 0 to −1.5521. After this, we treat Ω as a new continuation parameter, continuing the most
recent solution to the left and right of Ω = 1.83 to cover the entirely desired interval, for example,
here Ω ∈ [0.1, 3]. Table 3.13 shows ﬁnal values of each parameter ﬁxed or varied for the system
(3.5) coupled with the oscillator (3.1) to generate its bifurcations.
parameter# symbol value
p1 c 0
p2 ζ 0.1
p3 g 0.75
p4 β -1.5521
p5 Ω [0.1, 3]
p6 φ 1.5118
p11 P =
2pi
Ω varied by Ω
Table 3.1: Parameter values are used for the ﬁrst study of model (3.5).
In this section, we will show the direct results obtained by AUTO. The bifurcation diagram
between Ω ∈ [0.1, 3] and ||θ||2 of the system (3.5) with the parameter values as shown in Table 3.1
3 The reason we use values of all parameters described in this table is because the preliminary simulation of the
EPT model with ζ = 0.1, g = 0.75, τy = 0.5, β = −1.5521,Ω = 1.83, φ = 1.5118, µ = 1000 gives a periodic orbit
so close to a grazing periodic orbit. The phase portraits of such a periodic orbit is given in Fig. C.1 of Appendix
C.1. Thus, it is reasonable to start a bifurcation from this solution point. AUTO reserves the notation p11 for the
parameter representing a period of a periodic solution.
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can be seen in Fig. 3.1. Every point lying on this diagram represents a periodic orbit that can be
stable (solid curve) or unstable (dashed curve). There are three types of bifurcations in this diagram
:
• A periodic orbit fold (LP) is a saddle-node bifurcation of periodic orbits in which two
periodic orbits coalesce and annihilate each other. It is denoted by the symbol L in the
diagram.
• A bifurcation point/branching point (BP) is a parameter value where some phenomena such
as a transcritical or pitchfork bifurcation may occur. It is denoted by the symbol B in the
diagram. Later, we will show that these BP points are supercritical pitchfork bifurcations.
• A period-doubling bifurcation (PD) is the situation in which a new limit cycle arises from
an existing limit cycle, and the period of the new limit cycle is twice that of the original
orbit. It is denoted by the symbol D in the diagram.
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Figure 3.1: Bifurcation diagram of the ET model (3.5) with c = 0, and the parameters from
Table 3.1. Solid lines represent points on stable periodic orbits, dashed lines on unstable periodic
orbits. The symbols L, B, D represent folds, branches, and period-doublings, respectively. The
black and green curves show period-1 solutions, red period-2, blue period-4, brown period-8, and
orange period-16. Fig. 3.2 shows magniﬁed pictures of some parts of this overall diagram.
The colors of branches in Fig. 3.1 and the following bifurcation diagrams in this section
are signiﬁcant because they represent types of periodic solutions occurring in each diagram. Every
point on the black and green curves represents a period-1 orbit. Every point on the red, blue, brown
and orange curves represents a period-2, a period-4, a period-8, or a period-16 orbit, respectively.
Fig. 3.2 shows enlargements of important parts of Fig. 3.1; for example, the connection between the
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BP points and the period-doubling cascade to chaos for some intervals of Ω.
Moreover, Fig. 3.3(c)-(d) show examples of the phase portraits for some particular labels
in Fig. 3.3(a),(b). In particular portraits of period-1, period-2, period-4, period-8, and period-16
solutions are shown in this ﬁgure.
To see coordinates of the special points such as LPs, BPs, PDs more clearly, we show the value
of θmax instead of ||θ||2 in Fig. 3.4. All symbols and all colors described in Fig. 3.4 have the same
meanings as mentioned in Fig. 3.1. The coordinates of the LP, BP, PD points of the system (3.5)
for Ω ∈ [0.1, 3] can be seen in Table 3.2, Table 3.3, and Table 3.4, respectively. In fact, there are
two period-doubling cascades which are top and bottom parts in Fig. 3.4 for Ω ∈ [0.38, 1.48], so we
can see that the values of θmax are diﬀerent even though the value of Ω is the same or almost equal.
In 3.5, we will show that the coordinates of the bifurcation points in these Tables can be veriﬁed
from codimension-two bifurcation diagrams in which the loci of periodic solution folds, pitchfork
bifurcations, and period-doubling bifurcations are traced.
Coordinates of the LP points (Ω, θmax)
LP1 = (0.635603, 2.36898) LP7 = (0.518543, 2.39949)
LP2 = (1.03732, 2.92413) LP8 = (0.534128, 1.96571)
LP3 = (0.330306, 2.52152) LP9 = (0.948093, 2.39936)
LP4 = (0.365437, 2.20846) LP10 = (0.948093, 0.709052)
LP5 = (0.2239, 2.19904) LP11 = (0.518543, 2.66704)
LP6 = (0.226916, 2.01265) LP12 = (0.534128, 2.54781)
Table 3.2: The fold points (LPs) for the ET model with c = 0 in (3.5) for Ω ∈ [0.1, 3] (see Fig. 3.4).
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Coordinates of the BP points (Ω, θmax)
BP1 = (0.669941, 2.00909)
BP2 = (0.619925, 1.88522)
BP3 = (0.350086, 2.41886)
BP4 = (0.295809, 1.71139)
BP5 = (0.274386, 1.76084)
BP6 = (2.08161, 0.361649)
Table 3.3: The bifurcation points (BPs) for the ET model with c = 0 in (3.5) for Ω ∈ [0.1, 3] (see
Fig. 3.4).
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Coordinates of the PD points (Ω, θmax)
in the top and bottom period-doubling cascades
PD1BL = (0.678811, 1.82688) PD1BR = (1.47168,−0.181735)
PD1TL = (0.678811, 2.17117) PD1TR = (1.47168, 1.33459)
PD2BL = (0.680292, 1.82911) PD2BR = (1.41348, 0.104807)
PD2TL = (0.680292, 2.21678) PD2TR = (1.41348, 1.38404)
PD3BL = (0.680551, 1.83281) PD3BR = (1.40583, 0.173916)
PD3TL = (0.680551, 2.22129) PD3TR = (1.40583, 1.41992)
PD4BL = (0.680605, 1.83298) PD4BR = (1.40452, 0.181376)
PD4TL = (0.680605, 2.22315) PD4TR = (1.40452, 1.42668)
Coordinates of the other PD points (Ω, θmax)
PDa1BL = (0.369503, 2.19594) PD
a
1BR = (0.383344, 2.08061)
PDa1TL = (0.369503, 2.44597) PD
a
1TR = (0.383344, 2.41682)
PDb1BL = (0.954195, 0.401691) PD
b
1BR = (1.06428, 0.0325367)
PDb1TL = (0.954195, 2.31115) PD
b
1TR = (1.06428, 2.02573)
Table 3.4: The period-doubling bifurcation points (PDs) that occur in the ET model with c = 0
in (3.5) for Ω ∈ [0.1, 3] (see Fig. 3.4). Note that every point between PDnBL and PDnBR or
between PDnTL and PDnTR gives a period-2n solution. The same is true for every point between
PDa,b1BL and PD
a,b
1BR and between PD
a,b
1TL and PD
a,b
1TR, in other words, it is a period-2 solution. The
subscripts BL, BR, TL, TR of the symbol PD stand for bottom-left, bottom-right, top-left, and
top-right, representing locations of period-doubling bifurcation points in the bifurcation diagrams
for θmax vs. Ω.
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Figure 3.2: Enlarged bifurcation diagrams of Fig. 3.1 between Ω and ||θ||2 for the ET model with
c = 0 in (3.5). (a) Ω ∈ [0.26, 0.33]. (b) Ω ∈ [0.32, 0.64]. (c) Ω ∈ [0.6, 2.2]. (d) Magniﬁed picture of
(c) when Ω ∈ [0.6685, 0.6815]. (e) Magniﬁed picture of (c) when Ω ∈ [1.395, 1.475].
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Figure 3.3: Bifurcation diagrams for the ET model (3.5) and examples of θ−ω phase portraits. (a)
Bifurcation diagram shows solutions near labels 59, 69, 85, and 98. (b) Bifurcation diagram shows
solutions near label 111. (c) Example of a period-1 orbit (label 59). (d) Example of a period-2 orbit
(label69). (e) Example of a period-4 orbit (label 85). (f) Example of a period-8 orbit (label 98).
(g) Example of a period-16 orbit (label 111).
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Enlargements of Fig. 3.4 showing interesting intervals of Ω are shown in Fig. 3.5, Fig. 3.6.
In particular, Fig. 3.5 depicts the connections of the bifurcations which will be identiﬁed later as
supercritical pitchfork bifurcations in the intervals Ω ∈ [0.26, 0.33] and Ω ∈ [0.32, 0.64]. Further-
more, Fig. 3.5 also demonstrates the top and bottom period-doubling cascades that may lead
to chaotic solutions. We can see particularly in Fig. 3.6 that AUTO can detect period-1, period-2,
period-4, period-8, and period-16 solutions and their phase portraits look similar to those shown in
Fig. 3.3(c)-(g), respectively.
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Figure 3.4: Bifurcation diagram of the ET model (3.5) with c = 0, and the parameters on Table 3.1.
Solid lines represent points on stable periodic orbits, dashed lines on unstable periodic orbits. The
symbols L, B, D represent folds, branches, and period-doublings, respectively. The black and green
curves show period-1 solutions, red period-2, blue period-4, brown period-8, and orange period-16.
Fig. 3.5 and Fig. 3.6 show enlarged pictures of some parts of this overall diagram.
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Figure 3.5: Enlarged bifurcation diagrams of Fig. 3.4 for the ET model (3.5) with c = 0. Solid lines
represent points on stable periodic orbits, dashed lines on unstable periodic orbits. The symbols
L, B, D represent folds, branches, and period-doublings point, respectively. The black and green
curves show period-1 solutions, red period-2, blue period-4, brown period-8, and orange period-16.
(a) Ω ∈ [0.26, 0.33]. (b) Ω ∈ [0.32, 0.64]. (c) Ω ∈ [0.6, 2.2].
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Figure 3.6: The magniﬁed pictures of Fig. 3.5(c) show its top and bottom parts. Solid lines represent
points on stable periodic orbits, dashed lines on unstable periodic orbits. The symbols L, B, D
represent folds, branches, and period-doublings point, respectively. The black and green curves
show period-1 solutions, red period-2, blue period-4, brown period-8, and orange period-16. (a)
Top period-doubling cascade of Fig. 3.5(c) in the interval Ω ∈ [0.65, 1.5]. (b) Top period-doubling
cascade of Fig. 3.5(c) in the interval Ω ∈ [0.94, 1.08]. (c) Bottom period-doubling cascade of
Fig. 3.5(c) in the interval Ω ∈ [0.65, 1.5]. (d) Bottom period-doubling cascade of Fig. 3.5(c) in the
interval Ω ∈ [0.9, 1.1].
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3.2.2 Discussion of the Results of the ET Model with c = 0
In this section, we will discuss the results we obtained for the system (3.5). We ﬁrst investigate
the BP points identiﬁed as supercritical pitchfork bifurcations. Also, the values of ratios, Ωn+1−ΩnΩn+2−Ωn+1
, where Ωn is the discrete value of Ω at the nth period-doubling are computed and related to the
Feigenbaum Constant. Moreover, the development of extra oscillations for the top and bottom
parts of the pendulum when the continuation passes through each loop of the ﬁrst main branch of
the bifurcations are also observed. Finally, the chaotic regions resulting from the period-doubling
cascades described before are exhibited.
3.2.2.1 Supercritical Pitchfork Bifurcations
We can check that (3.5) is symmetric about the origin by substituting θ = −θ, ω = −ω, t =
t+ piΩ , then the new system will be the same as (3.5) as the following calculation shows,
d (−θ)
dt
= −ω =⇒ dθ
dt
= ω,
d (−ω)
dt
= − (−θ)− ζ (−ω) + g sin (−θ)− β sin
(
Ω
(
t+
pi
Ω
)
+ φ
)
cos (−θ) ,
−dω
dt
= θ + ζω − g sin (θ)− β sin (Ωt+ φ+ pi) cos (θ) ,
−dω
dt
= θ + ζω − g sin (θ) + β sin (Ωt+ φ) cos (θ) ,
dω
dt
= −θ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) .
Besides the symmetry of (3.5) as demonstrated above, we observe that, near each bifurcation
point (BP) in Fig. 3.7, nonsymmetric periodic orbits lying on the new branches are stable and
the existing branch of symmetric periodic orbits loses stability. Therefore, this bifurcation is a
supercritical pitchfork bifurcation. Examples of the stability and symmetry of the periodic orbits
nearby the pitchfork bifurcation points can be seen in Fig. 3.7. For example, we can see obviously
in Fig. 3.7(e),(f) that the stability and symmetry change at the bifurcation point (label 11) at
which the stability of the existing branch of symmetric periodic solutions changes. For example, the
unstable symmetric solution of label 12 lying on the same branch while the existing branch is split
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at label 11 into two4 new branches of nonsymmetric stable periodic orbits such as the solution of
label 41.
4 To see this in a bifurcation diagram we must compute θmax instead of ‖θ‖2.
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Figure 3.7: Supercritical pitchfork bifurcation diagrams between Ω and ||θ||2 of the ET model with
c = 0 in (3.5) and examples of their phase portraits. (a) The pitchfork bifurcation at label 2. (b)
The θ − ω phase portraits at labels 2, 58 showing that the period-1 orbit at label 2 is symmetric
about the origin, but the orbit at label 58 is not. (c) The pitchfork bifurcation at label 21. (d) The
θ−ω phase portraits at labels 21, 55 showing that the period-1 orbit at label 21 is symmetric about
the origin, but the orbit at label 55 is not. (e) The pitchfork bifurcation at label 11. (f) The θ − ω
phase portraits at label 11, 12, 41 showing that the period-1 orbits at label 11, 12 are symmetric
about the origin, but the orbit at label 41 is not.
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3.2.2.2 Ratios Ωn+1−ΩnΩn+2−Ωn+1 and Feigenbaum Constant
We can verify that the ratios, Ωn+1−ΩnΩn+2−Ωn+1 , where Ωn is the discrete value of Ω at the n
th
period-doubling, tend to become closer to the Feigenbaum constant δ, (2.20), when the positive
integer n is larger. The information in Table 3.4 is used to calculate the ratios. For example, the
ratios Ωn+1−ΩnΩn+2−Ωn+1 for the bottom period-doubling cascade as shown in Fig. 3.6(c) can be computed
as follows.
• The ratios for the bottom left period-doubling cascade :
Ω2BL − Ω1BL
Ω3BL − Ω2BL =
0.680292− 0.678811
0.680551− 0.680292 = 5.7181467,
Ω3BL − Ω2BL
Ω4BL − Ω3BL =
0.680551− 0.680292
0.680605− 0.680551 = 4.7962962.
• The ratios for the bottom right period-doubling cascade :
Ω2BR − Ω1BR
Ω3BR − Ω2BR =
1.41348− 1.47168
1.40583− 1.41348 = 7.6078431,
Ω3BR − Ω2BR
Ω4BR − Ω3BR =
1.40583− 1.41348
1.40452− 1.40583 = 5.8396946.
Based on the information in Table 3.4 for the PD points detected by AUTO, the ratios for both
cases are decreasing and close to the Feigenbaum constant δ ≈ 4.6692016. Moreover, it seems that
the bottom left ratios decrease faster than the bottom right ratios.
3.2.2.3 Development of Extra Oscillations of the Main Branch
In this section, we see that the period-1 orbits of the system (3.5) provides the developed
additional bottom (values of θ) oscillations when the continuation passes through the loops of the
main branch of the bifurcation diagram shown in Fig. 3.8. Examples can be seen in Fig. 3.9. We
conclude that the number of the oscillations is increased by one every time the main branch passes
through a loop from right to left. For example, from Fig. 3.9(b),(e) when the branch passes the
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ﬁrst loop and the fourth loop counted from the right hand to the left hand, then the period-1 orbits
(label 10 and label 35) have one and four oscillations around their bottom positions, respectively.
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Figure 3.8: The main branch bifurcation diagram between Ω ∈ [0.1, 1.83] and ||θ||2 of the ET
model with c = 0 in (3.5) gives the development of the extra bottom oscillations of period-1 orbits
when the continuation passes through each loop of this branch. We can see the change of the number
of the oscillations in example phase portraits in Fig. 3.9.
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Figure 3.9: Phase portraits corresponding to certain labels in Fig. 3.8 show the development of
the additional bottom oscillations of the period-1 solutions. (a) Label 1 gives a regular period-1
orbit. (b) Label 10 gives a period-1 orbit with one oscillation. (c) Label 21 gives a period-1 orbit
with two oscillations. (d) Label 32 gives a period-1 orbit with three oscillations. (e) Label 35 gives
a period-1 orbit with four oscillations. (f) Label 38 gives a period-1 orbit with ﬁve oscillations.
60
3.3 Poincaré Sections and Chaotic Regions for the system (3.5)
In this section, we compare the results obtained by AUTO to that of the Poincaré sections
and the poor-man's bifurcation diagrams5 obtained from simulations using MATLAB. It will be
veriﬁed that the results from both sources are similar in terms of chaotic regions. Some resulting
periodic orbits from AUTO are used to check with the number of dots appearing on the Poincaré
sections obtained by MATLAB. For example, period-1, period-2, period-4, and period-8 orbits
corresponding to the certain labels in Table 3.5 are compared to the stroboscopic views of the
Poincaré sections. That is, the motions starting from initial conditions lying on those periodic
orbits as shown in Table 3.5 and integrated for 1000 periods are observed strobing with the period
of the forcing, 2piΩ , at a ﬁxed phase of the driving term (here, the ﬁxed phase = 0). The last 500
periods of each motion are stored. The number of resulting dots on the Poincaré sections for each
periodic orbit are shown in Table 3.5. The corresponding Poincaré sections are shown in Fig. 3.106 .
One can notice that the results from AUTO and MATLAB for almost all of these selected periodic
orbits are compatible in terms of the relation between the number of dots, n, and their periods.
Only the case of the period-16 solution of label 116 is diﬀerent because its corresponding Poincaré
section from MATLAB appears to be chaotic (see Fig. 3.10(j)). However, since AUTO reports that
this orbit is unstable.
5 This is not a standard term in a dynamical system. A poor-man's bifurcation diagram is constructed by using
a ﬁnite number of the same initial conditions for every value of a continuation parameter, i.e., for each value of a
continuation parameter, these initial conditions are used to solve a dynamical system and then their tail solutions
strobed every period of a forcing are stored.
6 Some solutions are simulated by starting with the initial conditions, (θ(0), ω(0)), shown in Table 3.5 and are
integrated for 1000 periods.
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AUTO MATLAB
Label# Stability Type Ω Point (θ(0), ω(0)) on the orbit #dot on Poincaré sections
58 stable period-1 solution 0.674 (−1.88474, 0.06977) 1
68 stable period-2 solution 0.6795 (−1.81215, 0.07085) 2
84 stable period-4 solution 0.68035 (−1.80543, 0.07451) 4
98 stable period-4 solution 1.411 (0.35793,−0.05149) 4
112 stable period-8 solution 1.4057 (0.35346,−0.05725) 8
116 unstable period-16 solution 0.930972 (−0.61933, 0.23501) chaos
Table 3.5: Summarized information about selected orbits from AUTO and their number of resulting
dots on the Poincaré sections.
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Figure 3.10: Poincaré sections (from MATLAB) of the ET model with c = 0 in (3.5) comparing
with their bifurcation diagrams (from AUTO). (a)-(c) Bifurcation diagram and Poincaré sections at
label 58 (Ω = 0.674) and label 68 (Ω = 0.6795) showing one dot and two dots, respectively. (d)-(e)
Bifurcation diagram and Poincaré section at label 84 (Ω = 0.68035) showing four dots. (f)-(h)
Bifurcation diagram and Poincaré sections at label 98 (Ω = 1.411) and label 112 (Ω = 1.4057)
showing four dots and eight dots, respectively. (i)-(k) Bifurcation diagram, Poincaré section and
phase portrait at label 116 (Ω = 0.930972) showing the chaotic state.
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Moreover, we can see from Fig. 3.2(c) or Fig. 3.5(c) that the top and bottom period-doubling
cascades of the ET model with c = 0 in (3.5) occur in the interval of Ω ∈ [0.678, 1.472]. Since
the period-16 orbits speciﬁcally happen in the interval of Ω ∈ [0.680605, 1.40452], then the chaotic
solutions can possibly arise in some subinterval of this. To visualize the chaos we now compute
a poor-man's version of a bifurcation diagram for Ω ∈ [0.1, 3]. To do this, the system (3.5) is
solved for each value of Ω with the following six initial conditions, (θ0, ω0) = (0,0), (0.3778,0.9202),
(-0.5258,-1.272), (1.718,1.146), (-2.026,-0.8262), (2.438,0.003972), lying on the phase portrait in
Fig. 3.10(k). We integrate for 500 periods and then show a stroboscopic plot for the last 200
periods of each solution, Fig. 3.11. Additionally, Fig. 3.12-3.197 show the enlargements for certain
intervals of Ω and their phase portraits.
The following details are what we can observe and detect clearly from the resulting poor-
man's bifurcation diagrams for Ω ∈ [0.1, 3].
• There are obviously three chaotic windows corresponding to Ω approximately inside the in-
tervals, [0.8435,0.9475], [1.1165,1.402], and [1.702,1.734]. We can see that Ω ∈ [0.847, 0.945] ⊂
[0.680605, 1.40452], so this conﬁrms that the period-doubling cascades appearing in Fig. 3.2(c)
or Fig. 3.5(c) lead to chaos.
7 Throughout Fig. 3.12-Fig. 3.19, the notations p-1, p-2, p-3, p-4, p-6, p-8, and p-12 used represent period-
1, period-2, period-3, period-4, period-6, period-8, and period-12 solutions, respectively. A period-n solution is a
periodic orbit with a period nT , where T = 2pi
Ω
is a period of the forcing and Ω is a forcing frequency.
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(a) (b)
(c) (d)
Figure 3.11: Poor-man's bifurcation diagrams of the ET model with c = 0 in (3.5). The system starts
with each of the following six initial conditions, (θ0, ω0) =(0,0), (0.3778,0.9202), (-0.5258,-1.272),
(1.718,1.146), (-2.026,-0.8262), (2.438,0.003972), and is integrated for 500 periods. The last 200
periods, strobed every 2piΩ , are kept. (a) Ω vs. θ when Ω ∈ [0.1, 3] , ∆Ω = 0.0005. (b) Ω vs. θ when
Ω ∈ [0.65, 1.5] , ∆Ω = 0.001 (enlarged picture of (a)). (c) Ω vs. ω when Ω ∈ [0.1, 3] , ∆Ω = 0.0005.
(d) Ω vs. ω when Ω ∈ [0.65, 1.5] , ∆Ω = 0.001 (enlarged picture of (c)).
• For Ω ∈ [0.1, 0.363] : Branches of period-1 solutions with decreasing numbers of oscillation
occur when Ω is increased and one passes through the extreme points of each section. We
can see an enlargement for Ω ∈ [0.069, 0.374] and phase portraits at certain values of Ω in
Fig. 3.12. The number of oscillations decreases from six to two as Ω increases. Moreover,
noticed that Ω ≈ 0.274 and Ω ≈ 0.296 are supercritical pitchfork bifurcation points since
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the old periodic orbits are symmetric about the origin and stable before the bifurcation but
the newly orbits created are nonsymmetric and stable.
• For Ω ∈ [0.333, 0.5345] : There are branches of period-1, period-2, and period-3 solutions
occurring in this interval. A detail for Ω ∈ [0.34, 0.42] can be seen in Fig. 3.13(a). We
can see a symmetric period-1 orbit (at Ω = 0.344), a nonsymmetric period-1 orbit (at
Ω = 0.359), a nonsymmetric period-3 orbit (at Ω = 0.375), a symmetric period-3 orbit
(at Ω = 0.391), a period-2 orbit (at Ω = 0.381), and a period-1 orbit (at Ω = 0.4) in
Fig. 3.13(b),(c),(d),(e),(f), and (g), respectively. It appears that Ω ≈ 0.3495, and 0.38 are
supercritical pitchfork bifurcation points and Ω ≈ 0.3695, and 0.3835 are period-doubling
bifurcation points.
• For Ω ∈ [0.5345, 1.025] : There are the intervals of period-1, period-2, and chaotic so-
lutions occurring in this interval. The details of bifurcations for Ω ∈ [0.55, 0.99] can
be seen in Fig. 3.14(a). One can see that the chaotic solutions happen for the interval
Ω ∈ [0.8435, 0.9475]. The values of Ω = 0.5685, 0.869, 0.95, 0.98 are used to generate the
period-1, period-2, and chaotic solutions which can be seen in Fig. 3.14(b)-(f). Moreover,
we can observe that Ω ≈ 0.6205 is a supercritical pitchfork bifurcation point and Ω ≈ 0.955
is a period-doubling bifurcation point.
• For Ω ∈ [1.025, 1.1165] : There are the intervals of period-1, period-3, and period-6 solutions
occurring in this interval. The details of bifurcations for Ω ∈ [1, 1.125] can be seen in
Fig. 3.15(a). The values of Ω = 1.04, 1.081, 1.1, 1.1165 are used to generate the period-
1, the symmetric period-3, the nonsymmetric period-3, and the period-6 solutions which
can be seen in Fig. 3.15(b)-(e), respectively. It can be noticed that the phase portraits of
the period-3 and period-6 solutions in Fig. 3.15(c),(d),(e) are not the typical and familiar
ones but their periods are 3
(
2pi
Ω
)
, 6
(
2pi
Ω
)
for the period-3 and period-6 orbits, respectively.
Additionally, it appears that Ω ≈ 1.091 is a supercritical pitchfork bifurcation point and
Ω ≈ 1.111 is a period-doubling bifurcation point.
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• For Ω ∈ [1.403, 1.48] : There are the intervals of period-8, period-4, period-2 and period-1
solutions occurring in this interval. The details of bifurcations for Ω ∈ [1.4, 1.48] can be
seen in Fig. 3.16(a). The values of Ω = 1.405, 1.411, 1.465, 1.477 are used to generate
the period-8, the period-4, the period-2, and the period-1 solutions which can be seen in
Fig. 3.16(b),(c),(d), and (e), respectively. It can be noticed that the phase portraits of the
period-8, period-4, period-2 and period-1 solutions in this case are the regular and familiar
ones. Also we can note that Ω ≈ 1.407, 1.414, 1.472 are period-doubling bifurcation points.
• For Ω ∈ [1.728, 2.086] : There are the intervals of period-12, period-6, period-3 and period-1
solutions occurring in this interval. The details of bifurcations for Ω ∈ [1.728, 1.96] can be
seen in Fig. 3.17(a). The values of Ω = 1.742, 1.75, 1.916, 1.955 are used to generate the
period-12, the period-6, the nonsymmetric period-3, and the symmetric period-3 solutions,
respectively. All of the phase portraits can be seen in Fig. 3.17(b)-(e). It can be noticed that
these phase portraits of the period-12, period-6, and period-3 solutions are not the regular
and familiar ones but their periods still remain n
(
2pi
Ω
)
, where n = 12, 6, 3, respectively.
Moreover, one can observe that Ω ≈ 1.744, 1.765 are period-doubling bifurcation points
and Ω ≈ 1.926 is a supercritical pitchfork bifurcation point.
• For Ω ∈ [1.504, 1.676] : Although it is not so clear to detect signiﬁcant solutions in this
interval, but period-1, period-2, and period-4 solutions can be discovered. The details
of bifurcations for Ω ∈ [1.504, 1.676] can be seen in Fig. 3.18(a). The values of Ω =
1.555, 1.664 are used to generate the period-1, period-2, and period-4 solutions. All of
the phase portraits can be seen in Fig. 3.18(b),(c), and (d). The phase portraits for the
period-4 and period-2 solutions in this case are not the typical styles but their periods are
4
(
2pi
Ω
)
, 2
(
2pi
Ω
)
, respectively. We can see that Ω ≈ 1.638 is a period-doubling bifurcation
point.
• For Ω ∈ [2.086, 3] : There are the intervals of period-1, and period-3 solutions occurring
in this interval. The details of bifurcations for Ω ∈ [2, 3] can be seen in Fig. 3.19(a).
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The values of Ω = 2.06, 2.27, 2.967 are used to provide the nonsymmetric period-1, the
symmetric period-3, and the symmetric period-1 solutions, respectively. All of these phase
portraits can be seen in Fig. 3.19(b),(c),(d). One can observe that the period-3 orbit (at
Ω = 2.27) are not the familiar ones but its period remains 3
(
2pi
Ω
)
. Actually, the top branch
in Fig. 3.19(a) is continued from the bottom one. Moreover, it can be noticed that Ω ≈ 2.086
is a supercritical pitchfork bifurcation point.
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Figure 3.12: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.069, 0.374]. (b) At Ω = 0.104
(period-1 orbit). (c) At Ω = 0.13 (period-1 orbit). (d) At Ω = 0.159 (period-1 orbit). (e) At Ω = 0.2
(period-1 orbit). (f) At Ω = 0.251 (symmetric period-1 orbit). (g) At Ω = 0.2815 (nonsymmetric
period-1 orbit). (h) At Ω = 0.318 (symmetric period-1 orbit).
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Figure 3.13: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.34, 0.42]. (b) At Ω = 0.344
(symmetric period-1 orbit). (c) At Ω = 0.359 (nonsymmetric period-1 orbit). (d) At Ω = 0.375
(nonsymmetric period-3 orbit). (e) At Ω = 0.391 (symmetric period-3 orbit). (f) At Ω = 0.381
(period-2 orbit). (g) At Ω = 0.4 (period-1 orbit).
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Figure 3.14: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.55, 0.99]. (b) At Ω = 0.5685
(nonsymmetric period-1 orbit). (c) At Ω = 0.869 (symmetric period-1 orbit). (d) At Ω = 0.869
(chaos). (e) At Ω = 0.95 (period-2 orbit). (f) At Ω = 0.98 (period-1 orbit).
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(e)
Figure 3.15: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1, 1.125]. (b) At Ω = 1.04
(period-1 orbit). (c) At Ω = 1.081 (symmetric period-3 orbit). (d) At Ω = 1.1 (nonsymmetric
period-3 orbit). (e) At Ω = 1.1165 (period-6 orbit).
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(e)
Figure 3.16: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.4, 1.48]. (b) At Ω = 1.405
(period-8 orbit). (c) At Ω = 1.411 (period-4 orbit). (d) At Ω = 1.465 (period-2 orbit). (e) At
Ω = 1.477 (period-1 orbit).
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(a) (b)
(c) (d)
(e)
Figure 3.17: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.728, 1.96]. (b) At Ω = 1.742
(period-12 orbit). (c) At Ω = 1.75 (period-6 orbit). (d) At Ω = 1.916 (nonsymmetric period-3
orbit). (e) At Ω = 1.955 (symmetric period-3 orbit).
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(a) (b)
(c) (d)
Figure 3.18: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model with
c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.504, 1.676]. (b) At Ω = 1.555
(period-4 orbit). (c) At Ω = 1.555 (period-1 orbit). (d) At Ω = 1.664 (period-2 orbit).
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(a) (b)
(c) (d)
Figure 3.19: Enlarged poor-man bifurcation diagram and its phase portraits of the ET model
with c = 0 in (3.5) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2, 3]. (b) At Ω = 2.06
(nonsymmetric period-1 orbit). (c) At Ω = 2.27 (symmetric period-3 orbit). (d) At Ω = 2.967
(symmetric period-1 orbit).
3.4 Valid Solutions and Bifurcations of the System (3.5)
In fact, the model (3.5) considered as an approximation of the EPT model (4.1) in Ch. 4 is
valid provided that |τ (t) | = |θ (t) | ≤ τy, ∀t since in this case c = 0. Here, since we ﬁx τy = 0.5, the
system (3.5) is well-deﬁned if, for all t,
−0.5 ≤ θmin ≤ θ (t) ≤ θmax ≤ 0.5 . (3.7)
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Thus, we will reconsider the bifurcation diagram shown in Fig. 3.4 for only values of Ω for which the
values of θ (t) satisfy (3.7). Similarly, the bifurcation diagram of Ω−θmin must be constructed too so
that we can ﬁgure out the valid values of Ω for which the values of θ (t) also satisfy (3.7). Fig. 3.20
shows the overall bifurcation diagrams of Ω − θmax and Ω − θmin for the ET model with c = 0 in
(3.5) with Ω ∈ [0.1, 5]. Moreover, Fig. 3.20(b),(d) show the valid bifurcation diagrams of Ω− θmax
and Ω − θmin for the system (3.5) with the valid values of Ω ∈ [1.75403, 5] for which the periodic
orbits have the property that the inequality in (3.7) is satisﬁed. Some examples of valid symmetric
and nonsymmetric phase portraits are also shown in Fig. 3.20(e),(f). The period-1 solution of label
237 for Ω = 2.059 is a nice example which has the property that θmin = min (θ (t)) ≈ −0.5 and
θmax = max (θ (t)) ≈ 0.233009. Thus, only valid bifurcation that occurs for the case c = 0 is a
supercritical pitchfork bifurcation (see label 120 in Fig. 3.20(b),(d)).
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Figure 3.20: Bifurcation diagrams and their phase portraits of the system (3.5) with Ω ∈ [0.1, 5].
The valid interval of Ω is [1.75403, 5] for which the condition (3.7) is satisﬁed. (a) Overall bifurcation
diagram of Ω ∈ [0.1, 5] and θmax. (b) Enlarged picture of (a) for speciﬁc valid interval of Ω ∈
[1.75403, 2.6] and θmax. (c) Overall bifurcation diagram of Ω ∈ [0.1, 5] and θmin. (d) Enlarged
picture of (c) for speciﬁc valid interval of Ω ∈ [1.75403, 2.6] and θmin. (e) Examples of valid
symmetric solutions of labels 120, 121, and 230. (f) Examples of valid nonsymmetric solutions of
labels 130, 237.
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3.5 Codimension-Two Bifurcations of the System (3.5)
In this section, we explore codimension-two bifurcations of the ET model (3.5) using as
continuation parameters the forcing frequency, Ω, and the forcing amplitude, β. Here we explore β
in the interval of [−10, 0] until AUTO can detect special points or some signiﬁcant events.
3.5.1 Codimension-Two Bifurcations from the Periodic Solution Folds
We have already explored bifurcations when Ω is varied. Now we want to see what happens to
the system if a second parameter changes simultaneously. We see that when the second parameter,
β, crosses a periodic solution fold (LP), then the behavior of (3.5) can change radically. Hence, it
is valuable to determine how the location of such folds change when β changes. The bifurcation
continued from LP points when two parameters are changing coincidently is called a locus of
periodic solution folds in two-parameter space. The coordinates of a number of such folds, LP1,
LP2, LP3,..., LP12 were shown in Table 3.2. However, since we want to compute a locus of periodic
solution folds corresponding to a loop, recall Fig. 3.1, only these folds are used to compute the
codimension-two bifurcations. These correspond to the points LP1, LP2, LP3,..., LP9.
The locations of the LP points (LP1, LP2, LP3,..., LP9) of the system (3.5) can be seen in
Fig. 3.21(a). We see that the pairs, (LP1, LP2), (LP3, LP4), (LP5, LP6), (LP7, LP8), forming
the loops in Fig. 3.21(a), so it is interesting to continue branches from these pairs. The locus of
periodic solution folds continued from the fold-pair (LP1, LP2) by changing values of Ω and β in all
directions gives the curve L12 as shown Fig. 3.21(b). There is a cusp, named cusp12, on the curve
L12 (see Fig. 3.21(c)). Similarly, the fold-pairs, (LP3, LP4), (LP5, LP6), (LP7, LP8), generate loci,
L34 with cusp34, L56 with cusp56, and L78 with cusp78, respectively. Details are given in Table 3.6
and Fig. 3.21(c). One can note that there are 9 intersections between the line β = −1.5521 and all
of these loci for which the coordinates of the LP points in Table 3.2 are conﬁrmed.
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Coordinates of the cusps (Ω, β)
cusp12= (0.593359,−0.0691299)
cusp34= (0.268773,−0.557716)
cusp56= (0.205042,−1.13249)
cusp78= (0.497061,−1.15777).
Table 3.6: The coordinates of the cusps obtained by continuing the fold-pairs, (LP1, LP2), (LP3,
LP4), (LP5, LP6), (LP7, LP8), respectively, for the ET model with c = 0 in (3.5). The locations of
the cusps are shown in Fig. 3.21(c).
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(a)
LP1,LP2
LP7,LP8
LP3,LP4 LP9
LP5,LP6
(b)
L12
L78
L9
L56
L34
(c)
   L12
   L78
   L34
   L56
   cusp12
   cusp78
   cusp34
   cusp56
   L9
Figure 3.21: Following periodic solution folds (LPs) and their loci of the ET model with c = 0
in (3.5). (a) Bifurcation diagram shows all periodic solution folds (LP1, LP2, LP3,..., LP9 are
enclosed by blue circles) when β = −1.5521. (b) Codimension-two bifurcation diagram be-
tween Ω and β shows the loci of periodic solution folds as shown as the curves, L12, L34, L56,
L78, L9. (c) The enlarged picture of (b) shows coordinates of each cusp as follows, cusp12=
(Ω, β) = (0.593359,−0.0691299), cusp34= (Ω, β) = (0.268773,−0.557716), cusp56= (Ω, β) =
(0.205042,−1.13249), cusp78= (Ω, β) = (0.497061,−1.15777). The coordinates of each cusp corre-
spond to the merged points (to which the values of β are varied and then reached) of the following
periodic solution folds, (LP1,LP2), (LP3,LP4), (LP5,LP6), (LP7,LP8), respectively. This diagram
veriﬁes the coordinates of LP points as shown in Table 3.2.
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One can create one-parameter bifurcation diagrams near the cusps to see what they look
like. Basically, we generate the ﬁrst main branch of the continuation on Ω ∈ [0.1, 1.83] with the
parameter values described in Table 3.1 using the value of β at the cusps and then try to trace along
the branch for the locations of the corresponding cusps. Optionally, other branches will be created
for seeing dynamical behaviors nearby some cusps if they are needed. For example, the bifurcation
diagram of the system (3.5) with β = −0.557716 at the cusp34 is shown in Fig. 3.22(b). The label 9
on this diagram is the location of cusp34, (Ω, β) = (0.268773,−0.557716). One can observe that it
is the local extremum of ||θ||2. Additional one-parameter bifurcation diagrams for the other cusps
are shown in Fig. 3.23. We observe that most of these cusps are also the extreme points of ||θ||2.
(a)
   L34
   cusp34
(b)
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
Ω
0.00
0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
||θ
|| 2
1
2
3
4
56
78
9
10
11
12
13
14 15
1617
18 19 20
L
L
U
U
Figure 3.22: The selected example of the part of codimension-two bifurcations as shown in
Fig. 3.21(b). (a) The following curve of the periodic solution folds, L34, continued and assem-
bled from the points LP3 and LP4. This locus of periodic solution folds provide the cusp located at
cusp34= (Ω, β) = (0.268773,−0.557716). (b) The bifurcation diagram between Ω ∈ [0.1, 1.83] and
||θ||2 of the ET model with c = 0 in (3.5) when β = −0.557716 and the label 9 corresponds to the
cusp point, cusp34, in (a).
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Figure 3.23: The bifurcation diagrams between Ω ∈ [0.1, 1.83] and ||θ||2 of the ET model with
c = 0 in (3.5) with diﬀerent values of β. (a) β = −0.0691299 and the label 2 corresponds to the
point cusp12 in Fig. 3.21(c). (b) β = −1.13249 and the label 18 corresponds to the point cusp56 in
Fig. 3.21(c). (c) The magniﬁed picture of (b). (d) β = −1.15777 and the label 22 corresponds to
the point cusp78 in Fig. 3.21(c). (e) The magniﬁed picture of (d).
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3.5.2 Codimension-Two Pitchfork Bifurcations
Similarly, one can create codimension-two bifurcations from periodic solution bifurcation
points (BPs) using AUTO using the same methods as 3.5.1. As we know in 3.2.2.1 that all
BP points, BP1, BP2,..., BP6, of the model (3.5) are the supercritical pitchfork bifurcations and
their coordinates appear in Table 3.3. Locations of these BP points are shown clearly in Fig. 3.24
in which we can see pairs of these points. Hence it is nice to construct codimension-two bifurcations
from each of the following pairs, (BP1, BP6), (BP2, BP3), and (BP4, BP5). The codimension-two
bifurcation curves obtained by continuing each of the pairs (BP1, BP6), (BP2, BP3), and (BP4,
BP5) are called B16, B23, and B45, respectively. In other words, B16, B23, and B45 (see Fig. 3.25)
are the loci of bifurcation points associated with the pairs mentioned above. The range of β shown
in Fig. 3.25(a) is restricted on [−2, −0.5] so that we can see the curves B16, B23, B45 clearly. Finally,
one can see from Fig. 3.25(b) that the number of intersections of the line β = −1.5521 with these
loci is six and the locations of these intersections have the same coordinates as the coordinates of
BP1, BP2,..., BP6. This veriﬁes about the information of the BP points shown in Fig. 3.1 and in
Table 3.3.
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(a)
BP6
BP1
(b)
BP2
BP3
(c)
BP4
BP5
Figure 3.24: Enlarged bifurcation diagrams between Ω and ||θ||2 for the ET model with c = 0 in
(3.5) to show the locations of BP points. The coordinates of the BP points are shown in Table 3.3.
(a) Locations of BP1, BP6. (b) Locations of BP2, BP3. (c) Locations of BP4, BP5.
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(a)
   B16
   B23
   B45
(b)
   B16   B23   B45
Figure 3.25: Following periodic solution bifurcation points (BPs) and their loci of the ET model
with c = 0 in (3.5). (a) Codimension-two bifurcation diagram between Ω and β shows the loci of
periodic solution bifurcation points folds as shown as the curves, B16, B23, B45. (b) The enlarged
picture of (a) shows 6 intersections between the line β = −1.55 (close to β = −1.5521 ) and all of
the loci. This diagram conﬁrms the coordinates of BP points as shown in Table 3.3.
3.5.3 Codimension-Two Period-Doubling Bifurcations
In this section, the codimension-two bifurcations can be constructed by continuing from
period-doubling bifurcation points (PDs) using AUTO with the same process as shown in 3.5.1,
so that one can get loci of PD points of this model. As we know that all the PD points of the
system (3.5) are shown in Table 3.4 in which they can be considered as top or bottom pairs of
left and right PD points. Now we want to create loci of PD points only from the bottom pairs,
(PD1BL, PD1BR), (PD2BL, PD2BR), (PD3BL, PD3BR), (PD4BL, PD4BR), (PDa1BL, PD
a
1BR),
and
(
PDb1BL, PD
b
1BR
)
. Hence the loci of PD points can be continued from the following associated
pairs, (PD1BL, PD1BR), (PD2BL, PD2BR), (PD3BL, PD3BR), (PD4BL, PD4BR), (PDa1BL, PD
a
1BR),
and
(
PDb1BL, PD
b
1BR
)
and they are called PB1, PB2, PB3, PB4, PBa, and PBb, respectively (see
Fig. 3.26). The range of β shown in Fig. 3.26(a) is restricted on [−4, −1] so that we can see these
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loci clearly. Moreover, one can see from Fig. 3.26(b)-(e) that the number of intersections of the
line β = −1.5521 with all of these loci is twelve and the locations of these intersections are the
same as the coordinates of the period-doubling points described in Table 3.4. Fig. 3.26 veriﬁes the
coordinates of the PD points found in Fig. 3.1 and in Table 3.4.
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(a)
   PB4, PB3, PB2
   PBb   PBa
   PB1
(b) (c)
(d) (e)
Figure 3.26: Following period-doubling bifurcation points (PDs) and their loci of the ET model
with c = 0 in (3.5). (a) Codimension-two bifurcation diagram between Ω and β shows the loci of
period-doubling bifurcation points (PDs) as shown as the curves, PB1, PB2, PB3, PB4, PBa, and
PBb. There are 12 intersections between the line β = −1.5521 and all of these loci for which the
coordinates of the PD points in Table 3.4 are veriﬁed. The enlarged pictures of (a) are shown in
(b)-(e) so that we can see all of the intersections clearly. (b) Ω ∈ [0.3, 1.55]. (c) Ω ∈ [0.6775, 0.6843].
(d) Ω ∈ [0.95436, 0.95446]. (e) Ω ∈ [1.3975, 1.4175].
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3.6 The ET Model for Nonzero c
3.6.1 Bifurcation Diagrams of the ET Model with General Values of c
Here we use AUTO to generate the main solution branch for (3.3) varying c ∈ [−19, 19] for
ﬁxed Ω = 1.83 and the remaining parameters as described in Table 3.1. The resulting bifurcation
diagrams can be seen in Fig. 3.27(a),(b). It is implicit in Fig. 3.27 that we have, for all values of c
and all integers n,
θ (c) = mod (θ (c+ 2pin) , 2pi) ,
ω (c) = ω (c+ 2pin) , (3.8)
where the operator mod is the remainder of division of the ﬁrst argument by the second. Thus θ
and ω are periodic functions of c with period 2pi. It is useful to consider bifurcation diagrams of
the system (3.3) for only one period of c, in other words, c ∈ [0, 2pi], Fig. 3.27(c). Based on the
simulation, we can conclude that there are two types of bifurcations occurring for the model (3.3): a
saddle-node bifurcation of periodic orbits (LP) and a period-doubling bifurcation (PD). Moreover,
AUTO detects period-doubling cascades, too (see each wing of Fig. 3.27(c)).
In order to see more clariﬁcation of the period-doubling cascades for the model (3.3), the
bifurcation diagram between c ∈ [0, 2pi] and ωmax is presented (see Fig. 3.28(a)). Speciﬁcally, the
left wing of this bifurcation diagram is shown in detail in Fig. 3.28(b)-(d) where the diﬀerent colors
of the curves show, as usual, diﬀerent types of periodic orbits. Phase portraits showing period-1,
period-2, period-4, and period-8 solutions at some particular labels from Fig. 3.28(b)-(d) are shown
in Fig. 3.29. Actually, one can do the same exploration as in 3.2.2.2, 3.5.1, and 3.5.3, but we
skip them to move on to more interesting things.
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Figure 3.27: Bifurcation diagrams of the ET model (3.3) with general values of c. Some kind of
the periodicity of θ and ω in c is shown. Solid lines represent points on stable periodic orbits,
dashed lines on unstable periodic orbits. The symbols L, D represent folds, period-doublings point,
respectively. The black curves show period-1 solutions, green period-2, red period-4, blue period-8.
(a) The ﬁrst main bifurcation branch between c ∈ [−19, 19] and θmax. (b) The ﬁrst main bifurcation
branch between c ∈ [−19, 19] and ωmax. (c) The connected bifurcation diagram between c ∈ [0, 2pi]
and θmax.
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Figure 3.28: Bifurcation diagrams between c and ωmax of the ET model (3.3). Solid lines represent
points on stable periodic orbits, dashed lines on unstable periodic orbits. The symbols L, D represent
folds, period-doublings point, respectively. The black curves show period-1 solutions, green period-
2, red period-4, blue period-8. (a) The connected bifurcation diagram between c ∈ [0, 2pi] and ωmax
showing the fold bifurcations and the period-doubling cascades. (b) The left wing of (a) with some
labels. (c)-(d) The enlarged pictures of (b) with some labels.
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Figure 3.29: Phase portraits show diﬀerent types of periodic solutions appearing in the left-wing
period-doubling cascade of Fig. 3.28(b)-(d) for the ET model (3.3). (a) Label 5, 32 give a semi-
stable period-1 solution, a stable period-2 solution, respectively. (b) Label 59, 63 give a semi-stable
period-4 solution, a stable period-4 solution, respectively. (c) Label 77 gives an unstable period-8
solution.
3.6.2 Valid Solutions and Bifurcations of the System (3.3) When c 6= 0
In this section, we explore the stability and bifurcations of the system (3.3) with c 6= 0 and
as always, using the threshold τy = 0.5. We try to ﬁnd valid values of Ω in the interval [0.1, 5] for
which periodic solutions lying on the entire branches of the bifurcations satisfy the validity condition
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|θ (t)− c| ≤ τy, or
−τy + c ≤ θmin ≤ θ (t) ≤ θmax ≤ τy + c, (3.9)
where θmin = min
t∈[0,T ]
θ (t) and θmax = max
t∈[0,T ]
θ (t), and T is a period of a periodic orbit.
The valid and invalid values of c for the ﬁxed value Ω = 1.83 in 3.6.1 are chosen to be
starting points for continuations. We will see that it it suﬃcient to only consider the period-1
and period-2 solutions to check whether (3.9) is satisﬁed or not. For example, the valid values of
c = −0.0012, 0.00185, 6.2817 and the invalid values of c = 0.2, 1, 5 are picked for the following
experiments.
• c = −0.0012 : The model (3.3) with this value of c can have valid solutions and valid
bifurcations on the valid interval of Ω ∈ [2.09489, 5] for which every periodic solution lying
on the continuation satisﬁes (3.9). We can see the details of the valid (invalid) bifurcations
and the valid (invalid) phase portraits in Fig. 3.30.
• c = 0.00185 : The model (3.3) with this value of c can have valid solutions and valid
bifurcations on the valid interval of Ω ∈ [2.112185, 5] for which every periodic solution lying
on the continuation satisﬁes (3.9). We can see the details of the valid (invalid) bifurcations
and the valid (invalid) phase portraits in Fig. 3.31.
• c = 6.2817 : The model (3.3) with this value of c can have valid solutions and valid
bifurcations on the valid interval of Ω ∈ [2.10261, 5] for which every periodic solution lying
on the continuation satisﬁes (3.9). We can see the details of the valid (invalid) bifurcations
and the valid (invalid) phase portraits in Fig. 3.32.
• c = 0.2 : The model (3.3) with this value of c cannot have any valid solutions and any
valid bifurcations on the interval of Ω ∈ [0.1, 5] since any periodic solutions lying on the
continuation do not satisfy (3.9). The details of these invalid bifurcations are shown in
Fig. 3.33(a),(d). We can see that all values of θmax are greater than 0.7 for every value of
Ω.
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• c = 1 : The model (3.3) with this value of c cannot have any valid solutions and any
valid bifurcations on the interval of Ω ∈ [0.1, 5] since any periodic solutions lying on the
continuation do not satisfy (3.9). The details of these invalid bifurcations are shown in
Fig. 3.33(b),(e). We can see that all values of θmax are greater than 1.5 for every value of
Ω.
• c = 5 : The model (3.3) with this value of c cannot have any valid solutions and any
valid bifurcations on the interval of Ω ∈ [0.1, 5] since any periodic solutions lying on the
continuation do not satisfy (3.9). The details of these invalid bifurcations are shown in
Fig. 3.33(c),(f). We can see that all values of θmin are lesser than 4.5 for every value of Ω.
In the future, the two interesting studies should be done. First: study codimension-two bifurcation
for the ET model using continuation parameters Ω and c. Second: study regions on this diagram
that give valid orbits.
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Figure 3.30: Bifurcation diagrams and their phase portraits of the system (3.3) with c = −0.0012
and Ω ∈ [0.1, 5]. The valid interval of Ω is [2.09489, 5]. (a) Overall bifurcation diagram of Ω ∈
[0.1, 5] and θmax. (b) Enlarged picture of (a) when θmax is bounded above by 0.4988. (c) Overall
bifurcation diagram of Ω ∈ [0.1, 5] and θmin. (d) Enlarged picture of (c) when θmin is bounded
below by -0.5012. (e) Examples of the valid solutions of label 36, 65. (f) Examples of the invalid
solutions of label 2, 52.
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Figure 3.31: Bifurcation diagrams and their phase portraits of the system (3.3) with c = 0.00185
and Ω ∈ [0.1, 5]. The valid interval of Ω is [2.112185, 5]. (a) Overall bifurcation diagram of
Ω ∈ [0.1, 5] and θmax. (b) Enlarged picture of (a) when θmax is bounded above by 0.50185. (c)
Overall bifurcation diagram of Ω ∈ [0.1, 5] and θmin. (d) Enlarged picture of (c) when θmin is
bounded below by -0.49815. (e) Examples of the valid solutions of label 36, 66. (f) Examples of the
invalid solutions of label 1, 44.
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Figure 3.32: Bifurcation diagrams and their phase portraits of the system (3.3) with c = 6.2817 and
Ω ∈ [0.1, 5]. The valid interval of Ω is [2.10261, 5]. (a) Overall bifurcation diagram of Ω ∈ [0.1, 5]
and θmax. (b) Enlarged picture of (a) when θmax is bounded above by 6.7817. (c) Overall bifurcation
diagram of Ω ∈ [0.1, 5] and θmin. (d) Enlarged picture of (c) when θmin is bounded below by 5.7817.
(e) Examples of the valid solutions of label 35, 60. (f) Examples of the invalid solutions of label 2,
43.
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Figure 3.33: Invalid bifurcation diagrams of the system (3.3) for c = 0.2, 1, 5. (a), (d) The
bifurcations of the model (3.3) with c = 0.2 show relation of Ω v.s. θmax and Ω v.s. θmin, respectively.
There are no any values of Ω in [0.1, 5] for which any periodic orbits satisfy the condition (3.9) since
all values of θmax are greater than 0.7 for every value of Ω. (b), (e) The bifurcations of the model
(3.3) with c = 1 show relation of Ω v.s. θmax and Ω v.s. θmin, respectively. There are no any values
of Ω in [0.1, 5] for which any periodic orbits satisfy the condition (3.9) since all values of θmax are
greater than 1.5 for every value of Ω. (c), (f) The bifurcations of the model (3.3) with c = 5 show
relation of Ω v.s. θmax and Ω v.s. θmin, respectively. There are no any values of Ω in [0.1, 5] for
which any periodic orbits satisfy the condition (3.9) since all values of θmin are lesser than 4.5 for
every value of Ω.
Chapter 4
Stability and Bifurcations of the Smooth Torque Model (ST Model) and the
Elasto-Plastic Torque Model (EPT Model)
Recall the nondimensionalized, nonautonomous system for the elasto-plastic inverted pendu-
lum in Ch. 1:
dθ
dt
= ω,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) , (4.1)
dτ
dt
= ω − µmax (|τ | − τy, 0) sign (τ) .
As we noted before, we call the system (4.1), the elasto-plastic torque model, abbreviated as EPT.
The non-smooth term arising in the third equation of (4.1) is F (τ) = max (|τ | − τy, 0) sign (τ), and
hence the solution to the system (4.1) may have non-smooth derivatives. The orthogonal collocation
method used in AUTO requires the solution must be suﬃciently smooth. Thus, if the solution or
one of its lower order derivatives is discontinuous, then the adaptive mesh selection scheme used in
AUTO may fail. Moreover, if a periodic solution has |τ (t) | ≤ τy for all values of t and is found
by AUTO, then the continuation from such a solution will be terminated because of degeneracy.
However, in this case the ET model described in Ch. 3 can be used.
One way to repair problems (see an example of a non-smooth system in [38]) mentioned
above, is to construct a smooth approximation for F (τ). The new system, with the replacement of
F (τ) by an approximation, will be called the smooth torque model, and abbreviated by ST. The
approximate ST model, simulated by AUTO, can have periodic solutions with either |τ (t) | ≤ τy or
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|τ (t) | > τy.
In this chapter, we begin by deﬁning the ST model and then we will investigate stability
and bifurcations of both the ST and EPT models. Finally, a comparison of their results will be
presented.
4.1 Derivation of the ST Model
The non-smooth term in (4.1) can be written
F (τ) = max (|τ | − τy, 0) sign (τ)
=

τ − τy, τ > τy,
0, −τy ≤ τ ≤ τy,
τ + τy, τ < −τy,
(4.2)
pictured in Fig. 4.1(a). Note that F (τ) is not diﬀerentiable at τ = ±τy. One way to construct
F (τ), is to write it as a diﬀerence of two functions, for example,
F (τ) = H (τ) = H1 (τ)−H2 (τ) , (4.3)
where
H1 (τ) =
1
2
[(τ − τy) + | τ − τy |] , (4.4)
and
H2 (τ) =
1
2
[− (τ + τy) + | τ + τy |] . (4.5)
We can see the graphs of the functions, H1, H2, and H in Fig. 4.1(b),(c), and (d), respectively.
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Figure 4.1: (a) The non-smooth term, F (τ), of the system (4.1). (b) The function H1 (τ) is not
diﬀerentiable at τ = τy. (c) The function H2 (τ) is not diﬀerentiable at τ = −τy. (d) The function
H (τ) = H1 (τ)−H2 (τ) is not diﬀerentiable at τ = ±τy and H(τ) = F (τ).
One can see that, for any ε, the smooth function
h1 (τ) =
1
2
[
(τ − τy) +
√
(τ − τy)2 + 4ε2
]
, (4.6)
is one of the roots of the quadratic equation, x2 − (τ − τy)x − ε2 = 0. We now claim that h1 (τ)
approximates H1 (τ) when ε is suﬃciently small, i.e., ε  1. Furthermore, the function h1 is
diﬀerentiable at τ = τy and h1 (τy) = ε. Similarly, a smooth function h2(τ) approximating H2 (τ)
is given by the solution to the equation x2 + (τ + τy)x− ε2 = 0, written as
h2 (τ) =
1
2
[
− (τ + τy) +
√
(τ + τy)
2 + 4ε2
]
. (4.7)
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Again note that the function h2 is diﬀerentiable at τ = −τy and h2 (τy) = ε. The graphs of
h1(τ), h2(τ) can be seen in Fig. 4.2(a),(b), respectively. Finally, the smooth function h(τ) is
h(τ) = h1(τ)− h2(τ),
= τ +
1
2
[√
(τ − τy)2 + 4ε2 −
√
(τ + τy)
2 + 4ε2
]
. (4.8)
Now we claim that h(τ) is close to F (τ) when ε is suﬃciently small. Note h(0) = F (0) = 0 and
that the diﬀerence between F (τ) and h(τ) at τ = ±τy = ±0.5 are O (ε). The graph of h(τ) is shown
in Fig. 4.2(c) and the comparisons of F (τ) and h(τ) with the speciﬁc values τy = 0.5, ε = 10−5 for
the values of τ around ±τy = ±0.5 are shown in Fig. 4.2(d),(e).
102
(a)
τ
h
1
(τ
)
h1(τ ) =
1
2
((τ − τy) +
√
(τ − τy)2 + 4ε2)
τ = τyO
(b)
τ
h
2
(τ
)
h2(τ ) =
1
2
(−(τ + τy) +
√
(τ + τy)2 + 4ε2)
τ = −τy O
(c)
τ
h
(τ
)
h(τ ) = h1(τ )− h2(τ )
= τ +
1
2
[
√
(τ − τy)2 + 4ε2−
√
(τ + τy)2 + 4ε2]
τ = τy
τ = −τy
O
(d)
−0.50003−0.50002−0.50001 −0.5 −0.49999−0.49998−0.49997
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
x 10−5
τ
F
(τ
),
h
(τ
)
 
 
F(τ)
h(τ)
(e)
0.499960.499970.499980.49999 0.5 0.500010.500020.500030.50004
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
x 10−5
τ
F
(τ
),
h
(τ
)
 
 
F(τ)
h(τ)
Figure 4.2: (a) The smooth approximation h1(τ) of H1(τ). (b) The smooth approximation h2(τ) of
H2(τ). (c) The smooth approximation h(τ) = h1(τ)− h2(τ) of F (τ). (d)-(e) Comparisons between
F (τ) and h(τ) around τ = ±τy with τy = 0.5, ε = 10−5.
103
At this point we can deﬁne a smooth system approximating (4.1) as
dθ
dt
= ω,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) , (4.9)
dτ
dt
= ω − µh(τ),
where h (τ) = τ + 12
[√
(τ − τy)2 + 4ε2 −
√
(τ + τy)
2 + 4ε2
]
and ε is a suﬃciently small positive
number. We call the system (4.9) the smooth torque model abbreviated by ST. Consequently,
we will investigate qualitative changes of the ST model so that we can use its results to compare
with the EPT model.
4.2 Explorations of the ST Model
In this section we will explore aspects of the dynamics of the ST model (4.9) such as its
bifurcations under variation of Ω, its dynamical behavior nearby the threshold |τ | = τy, and its
codimension-two bifurcations under variations of Ω and β. Throughout this section, the values of
all parameters used in AUTO for simulations are shown in Table 4.1.
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parameter# symbol value
p1 ζ 0.1
p2 g 0.75
p3 τy 0.5
p4 β -1.5521
p5 Ω [0.1, 3]
p6 φ 1.5118
p7 µ 1,000
p8 ε 0.00001
p11 P =
2pi
Ω varied by Ω
Table 4.1: Parameter values are used for the ST model (4.9).
4.2.1 Bifurcations of the ST Model
Since we want to see dynamics of the ST model around the threshold τ = ±τy, we may ask
AUTO to continue a solution branch by the following steps :
• Firstly, we ﬁx β = 0, Ω = 1.83, keeping the other parameter values as in Table 4.1 and
then let AUTO start from the solution θ (t) ≡ 0, ω (t) ≡ 0, τ(t) ≡ 0 to continue in β until
β = −1.5521.
• Secondly, AUTO uses the solution at β = −1.5521 to continue in the parameter Ω away
from Ω = 1.83 until we have, for example, solutions for Ω ∈ [0.1, 3].
The continuation diagrams for this case, seen in Fig. 4.3, show that this branch does not have any
bifurcations. The phase portraits of some unstable periodic orbits near the orbit with label 5 are
shown in Fig. 4.4. We can see parallelogram shaped θ−τ phase portraits occur when the thresholds
τ = ±τy are reached. However, we are especially considering the unstable periodic solution at label
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5 (Ω = 1.754) because for this orbit τmax ≈ 0.500002. The initial conditions for this solution,
θ (0) = −0.50002400688, ω (0) = −0.00024286851398, τ(0) = −0.49998366691, will be used in
MATLAB to ﬁnd a stable periodic solution to this system. The phase portraits of the unstable
periodic solution at label 5 obtained by AUTO are shown in Fig. 4.5(a),(c),(e). A stable periodic
solution1 with Ω = 1.754 developed from the unstable one (at label 5) has the phase portraits
shown in Fig. 4.5(b),(d),(f). The numerical data for this periodic solution will be used as an input
to AUTO for further continuation starting.
1 Its Floquet multipliers are λ1 = −1.7519 × 10−17, λ2,3 = 0.069034083 ± 0.355752858i with magnitudes |λ1| ≈
0 < 1, |λ2,3| = 0.362389 < 1.
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Figure 4.3: Continuation diagrams of the ST model (4.9) when Ω ∈ [0.1, 3] and all parameter
values are described Table 4.1 (AUTO continues solutions for both sides of Ω = 1.83 at which the
solution is attained by the ﬁrst stage with the initial solution θ (t) ≡ 0, ω (t) ≡ 0, τ(t) ≡ 0 at β = 0).
The solid line represents points of stable periodic orbits and the dashed line represents points of
unstable periodic orbits. (a) Ω and θmax. (b) Ω and ωmax. (c) Ω and τmax. (d) Enlarged picture of
(c).
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Figure 4.4: The Phase portraits correspond to some labels shown in Fig. 4.3. (a) Phase portrait
θ − ω of labels 9,10. (b) Phase portrait θ − τ of labels 9,10. (c) Enlarged bottom part of phase
portrait θ− τ of label 5. (d) Enlarged top part of phase portrait θ− τ of label 5. (e) Phase portrait
θ − ω of labels 16,17. (f) Phase portrait θ − τ of labels 16,17.
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Figure 4.5: Comparison of the phase portraits between the unstable periodic orbit (at label 5 of
Fig. 4.3 using AUTO) and a stable periodic orbit simulated by MATLAB that developed from the
unstable one. (a) Unstable θ − ω phase portrait. (b) Stable θ − ω phase portrait. (c) Unstable
θ − τ phase portrait. (d) Stable θ − τ phase portrait. (e) Unstable 3D phase portrait. (f) Stable
3D phase portrait.
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Using the initial data of the stable orbit mentioned above to be the initial solution in AUTO
gives a more interesting bifurcation diagram for the ST model shown in Fig. 4.6. There are three
bifurcation types, folds or saddle-node bifurcations (LPs), bifurcation points (BPs)2 , and period-
doubling bifurcations (PDs), that occur with the speciﬁed parameters of Table 4.1. The same
diagram is shown in Fig. 4.7 but showing ||θ||2. This ﬁgure more clearly shows the period-doubling
cascades.
The coordinates of the bifurcations are given in Table 4.3, Table 4.4, and Table 4.5, respec-
tively. For all of the bifurcation diagrams presented in this section, Table 4.2 explains the meaning
of the labels and curves.
Types of lines/Symbols/Colors Meaning
dashed line an unstable periodic orbit
solid line a stable periodic orbit
L a fold point
B a bifurcation point
D a period-doubling point
black or green point a period-1 solution
red point a period-2 solution
blue point a period-4 solution
brown point a period-8 solution
orange point a period-16 solution
Table 4.2: Meaning of the lines, symbols, and colors appearing on bifurcation diagrams of the ST
model (4.9) and EPT model (4.1).
2 Later, we will show that they are speciﬁcally pitchfork bifurcation points.
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Figure 4.6: Bifurcation diagram of the ST model (4.9) for β = −1.5521. The meaning of the line
types, symbols, and colors are explained in Table 4.2.
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Figure 4.7: ifurcation diagram of the ST model (4.9) showing ||θ||2 for β = −1.5521 (see Table 4.2
for the meanings of symbols and curves) . (a) Overall bifurcation diagram. (b) Top period-doubling
cascade of (a). (c) Bottom period-doubling cascade of (a).
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Coordinates of the LP points (Ω, θmax)
LP1 = (0.648726,−0.857467)
LP2 = (0.824931,−1.13277)
LP3 = (0.405177,−1.51022)
LP4 = (0.405562,−1.57598)
Table 4.3: The fold (saddle-node bifurcation) points (LPs) occur that in the ST model (4.9) for
Ω ∈ [0.1, 3] (see Fig. 4.6).
Coordinates of the BP points (Ω, θmax)
BP1 = (0.650038,−0.88727)
BP2 = (1.43698,−2.13086)
Table 4.4: The bifurcation points (BPs) that occur in the ST model (4.9) for Ω ∈ [0.1, 3] (see
Fig. 4.6).
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Coordinates of the PD points (Ω, θmax)
PD1BL = (0.658297,−1.0498) PD1BR = (1.28286,−2.64822)
PD1TL = (0.658298,−0.769722) PD1TR = (1.28288,−1.51228)
PD2BL = (0.659674,−1.00035) PD2BR = (1.25490,−2.40211)
PD2TL = (0.659673,−0.742035) PD2TR = (1.25489,−1.47521)
PD3BL = (0.659953,−0.984568) PD3BR = (1.24904,−2.32098)
PD3TL = (0.659955,−0.738844) PD3TR = (1.24904,−1.43957)
PD4BL = (0.660013,−0.981553) PD4BR = (1.24779,−2.30362)
PD4TL = (0.660013,−0.737673) PD4TR = (1.24779,−1.43266)
Table 4.5: The period doubling bifurcation points (PDs) that occur in the ST model (4.9) for
Ω ∈ [0.1, 3] (see Fig. 4.6). Note that every point between PDnBL and PDnBR or between PDnTL
and PDnTR gives a period-2n solution. The subscripts BL, BR, TL, TR of the symbol PD stand
for bottom-left, bottom-right, top-left, and top-right, representing locations of period-doubling bi-
furcation points in the bifurcation diagrams for θmax vs. Ω.
4.2.1.1 Supercritical Pitchfork Bifurcation
In this section, we will show that the bifurcation at labels 2 and 6 of the ST model in
Fig. 4.8(a),(b)3 is a supercritical pitchfork. This can be done by checking that the system (4.9) has
a reﬂection symmetry about the point (θ, ω, τ) = (−pi, 0, 0). Indeed, substituting θ = −θ+2 (−pi) =
− (θ + 2pi) , ω = −ω, τ = −τ, t = t+ piΩ , into (4.9) gives a new system that is the same as the original
one. We note that sin (θ + 2pi) = sin (θ) , cos (θ + 2pi) = cos (θ) , sin (Ωt+ φ+ pi) = − sin (Ωt+ φ),
and h (−τ) = −h (τ), where the function h (τ) is deﬁned in (4.8), since
h (−τ) = −τ + 1
2
[√
(−τ − τy)2 + 4ε2 −
√
(−τ + τy)2 + 4ε2
]
3 The BP or B points are at labels 2 and 6.
114
= −τ + 1
2
[√
(τ + τy)
2 + 4ε2 −
√
(τ − τy)2 + 4ε2
]
= −τ − 1
2
[√
(τ − τy)2 + 4ε2 −
√
(τ + τy)
2 + 4ε2
]
= −
[
τ +
1
2
[√
(τ − τy)2 + 4ε2 −
√
(τ + τy)
2 + 4ε2
]]
= −h (τ) .
Therefore, we see that
d (− (θ + 2pi))
dt
= −ω =⇒ dθ
dt
= ω,
d (−ω)
dt
= − (−τ)− ζ (−ω) + g sin (− (θ + 2pi))− β sin
(
Ω
(
t+
pi
Ω
)
+ φ
)
cos (− (θ + 2pi)) ,
−dω
dt
= τ + ζω − g sin (θ + 2pi)− β sin (Ωt+ φ+ pi) cos (θ + 2pi) ,
−dω
dt
= τ + ζω − g sin (θ) + β sin (Ωt+ φ) cos (θ) ,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) ,
d (−τ)
dt
= −ω − µh (−τ) =⇒ −dτ
dt
= −ω + µh (τ) =⇒ dτ
dt
= ω − µh (τ) .
Moreover, we can see the changes of stability and symmetry through these bifurcation points
by scrutinizing labels 2, and 6 in Fig. 4.8(a),(b) and the phase portraits in Fig. 4.8(c)-(f). For
example, nearby the bifurcation point of label 2 as shown in Fig. 4.8(b), we can see that the stability
change of the existing branch of periodic orbits happens at label 2 but the symmetry of periodic
orbits lying on this branch still remains (see the symmetric phase portraits of the periodic solutions
of labels 2, 59, and 75) while two new branches of periodic orbits that arise from the existing branch
at label 2 are asymmetric and stable (see the phase portraits of the periodic solutions of labels 3, and
13). Therefore these bifurcation points (labels 2, and 6) are the supercritical pitchfork bifurcations.
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Figure 4.8: Enlarged bifurcation diagrams of Fig. 4.6 between Ω and θmax for the ST model (4.9).
The meaning of the line types, symbols, and colors for this diagram is explained in Table 4.2.
This ﬁgure shows dynamics near the (pitchfork) bifurcation points (BPs). (a) Top part for Ω ∈
[0.648, 0.66]. (b) Bottom part for Ω ∈ [1, 1.68]. (c) Symmetric θ − ω phase portraits for labels
60, and 62. (d) Asymmetric θ − ω phase portraits for labels 5, and 7. (e) Symmetric θ − ω phase
portraits for labels 2, 59, and 75. (f) Asymmetric θ − ω phase portraits for labels 3, and 13.
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4.2.1.2 Period-Doubling Cascades and Feigenbaum Constant
In this section, we explore aspects of period-doubling cascades and the Feigenbaum ratio for
the ST model (4.9). We start by examining the phase portraits of period-n solutions for n = 1, 2,
4, 8, 16 for Ω = 1. In order to see them more clearly, recall the bottom part of Fig. 4.7(c). Fig. 4.9
shows the period-doubling cascade and its phase portraits for a convenient comparison.
The Feigenbaum ratio δ is a universal constant for dynamics approaching chaos via period
doubling, i.e., it is the limit of the ratio of a bifurcation interval to the next between every period
doubling of a system as described in 2.2.4. Here our continuation parameter is Ω, so we consider
the ratios, Ωn+1−ΩnΩn+2−Ωn+1 , where Ωn is the discrete value of Ω at the n
th period-doubling. In principle,
this should approach the Feigenbaum constant δ (2.20) as n→∞.
Fig. 4.10 shows more clariﬁcation of diﬀerent levels of the period-doubling bifurcation points
(PDs) in the top and bottom period-doubling cascades occurring for this model. If we consider, for
example, the bottom-right period-doubling cascade as shown in Fig. 4.10(d) by letting ΩnBR be the
ﬁrst elements of the coordinates of the bottom-right period-doubling bifurcation points, PDnBR,
for n = 1, 2, 3, 4. The data in Table 4.5 gives the ratios,
Ω2BR − Ω1BR
Ω3BR − Ω2BR =
1.25490− 1.28286
1.24904− 1.25490 = 4.771331,
Ω3BR − Ω2BR
Ω4BR − Ω3BR =
1.24904− 1.25490
1.24779− 1.24904 = 4.688.
One can see that the second value is near to the Feigenbaum constant. The same computation for
the bottom-left period-doubling bifurcation points, PDnBL, for n = 1, 2, 3, 4 gives
Ω2BL − Ω1BL
Ω3BL − Ω2BL =
0.659674− 0.658297
0.659953− 0.659674 = 4.935483,
Ω3BL − Ω2BL
Ω4BL − Ω3BL =
0.659953− 0.659674
0.660013− 0.659953 = 4.669201.
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Figure 4.9: Period-doubling cascade and phase portraits θ−ω and θ−τ for the ST model (4.9). The
meaning of the line types, symbols, and colors for this diagram is explained in Table 4.2. (a) The
part of the period-doubling cascade between Ω and ||θ||2. The phase portraits have Ω = 1. (b),(c)
Phase portraits the period-1 and period-2 solutions at labels 5, and 23. (d),(e) Phase portraits of
the period-4 solution at label 40. (f),(g) Phase portraits of the period-8 solution at label 53. (h),(i)
Phase portraits of the period-16 solution at label 69.
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Figure 4.10: Enlarged bifurcation diagrams of Fig. 4.6 for the ST model (4.9). The meaning of
the line types, symbols, and colors for this diagram is explained in Table 4.2. This ﬁgure mainly
shows the locations of the period doubling bifurcation points (PDs). (a) Top part for Ω ∈ [0.6, 1.3].
(b) Enlargement of the top part for Ω ∈ [1.245, 1.284]. (c) Bottom part for Ω ∈ [0.6, 1.3]. (d)
Enlargement of the bottom part for Ω ∈ [1.245, 1.284].
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4.2.1.3 Development of Oscillations Near the Tail of the Main Branch
In this section, we scrutinize the development of oscillations of the main solution branch
pictured above. Here one can consider the left end of the main branch for which the solutions have
period-1.4 We can conclude from Fig. 4.11 that upon decreasing Ω, the number of oscillations of
these period-1 solutions is increased by one when it passes through each peak along the branch.
4 Also one can note that these period-1 solutions are symmetric about (θ, ω, τ) = (−pi, 0, 0).
120
(a)
0.20 0.25 0.30 0.35 0.40 0.45 0.50
Ω
3.20
3.22
3.24
3.26
3.28
3.30
3.32
||θ
|| 2
B
L
D
D
B
L
D
D
D
D
D B
LD
D
L
D
DL
L
L
L
L
L
B
83
84
85
86
87
88
89
90
91
9293
94
(b) −4.5 −4.0 −3.5 −3.0 −2.5 −2.0θ
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
0.4
ω
92
(c) −4.5 −4.0 −3.5 −3.0 −2.5 −2.0θ
−0.75
−0.50
−0.25
0.00
0.25
0.50
0.75
τ
92
(d) −4.5 −4.0 −3.5 −3.0 −2.5 −2.0 −1.5θ
−0.75
−0.50
−0.25
0.00
0.25
0.50
0.75
ω
89
(e) −4.5 −4.0 −3.5 −3.0 −2.5 −2.0 −1.5θ
−0.75
−0.50
−0.25
0.00
0.25
0.50
0.75
τ
89
(f) −5.0 −4.5 −4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0θ
−1.5
−1.0
−0.5
0.0
0.5
1.0
1.5
ω 85
(g) −5.0 −4.5 −4.0 −3.5 −3.0 −2.5 −2.0 −1.5 −1.0θ
−0.75
−0.50
−0.25
0.00
0.25
0.50
0.75
τ
85
Figure 4.11: Nearby the end of the main branch of the bifurcation diagram for the ST model (4.9)
and its development of oscillations of period-1 solutions when the branch passes through the peak
points. (a) The left end of the main branch. The meaning of the line types, symbols, and colors
for this diagram is explained in Table 4.2. (b),(c) Phase portraits θ − ω and θ − τ of the label 92.
(d),(e) Phase portraits θ − ω and θ − τ of the label 89. (f),(g) Phase portraits θ − ω and θ − τ of
the label 85.
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4.2.1.4 Eﬀect of Varying µ on the ST Model Dynamics
We want to see the eﬀect of the value of µ on the dynamics of the ST model (4.9) when τmax
is beyond the threshold τy = 0.5. We use AUTO to do the same steps as described in the beginning
of 4.2.1 except for letting µ range from 1, 000 to 10. A comparison is shown in Fig. 4.12. Note
that the intervals of stability are diﬀerent and that the value of max (τmax) − τy vary signiﬁcantly
with µ, see Table 4.6. Indeed, one can see that max (τmax)− τy < 1µ for both µ = 100 and µ = 10
(see Fig. 4.12(d),(f)). Numerical errors for µ = 1000 give rise to the many spikes in Fig. 4.12(b),
however, the value of max (τmax)− τy for this case is still of order 1µ .
Value of µ max (τmax)− τy
1000 0.0019
100 0.0095
10 0.0884
Table 4.6: The values of max (τmax)− τy where τy = 0.5 from Fig. 4.12(b),(d),(f) for the ST model
(4.9).
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Figure 4.12: Continuation diagrams between Ω ∈ [0.1, 3] and τmax of the ST model generated by
AUTO with the method described in 4.2.1 for diﬀerent values of µ. (a) µ = 1000. (b) Enlarged
picture of (a). (c) µ = 100. (d) Enlarged picture of (c). (e) µ = 10. (f) Enlarged picture of (e).
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4.2.1.5 Equivalent Bifurcations of the ST Model
As we know from 4.2.1, especially in Fig. 4.3 and Fig. 4.4, we can construct the bifurcation
diagram by beginning with the solution θ (t) ≡ 0, ω (t) ≡ 0, τ(t) ≡ 0 to the system (4.9) for β = 0 to
continue in β until the desired β = −1.5521 is reached and then secondly changing in Ω to continue
the branch until the desired interval of Ω is satisﬁed. However, one can have equivalent dynamics
if one begins with diﬀerent solutions. Here the two solutions, θ (t) ≡ pi, ω (t) ≡ 0, τ(t) ≡ 0 and
θ (t) ≡ −pi, ω (t) ≡ 0, τ(t) ≡ 0,5 are used to create the equivalent diagrams the ﬁrst branch, see
Fig. 4.13. One can note that Fig. 4.13(a) diﬀers from Fig. 4.13(b) only by a 2pi-shift in θmax.
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Figure 4.13: Equivalent bifurcations of the ST model generated by the ﬁrst run in AUTO. One can
note that they are the part of the bifurcation in Fig. 4.6. The meaning of the line types, symbols, and
colors for this diagram is explained in Table 4.2. (a) Using the solution θ (t) ≡ pi, ω (t) ≡ 0, τ(t) ≡ 0.
(b) Using the solution θ (t) ≡ −pi, ω (t) ≡ 0, τ(t) ≡ 0.
5 Actually other diﬀerent numerical periodic solutions can give equivalent diagrams too, but results are not shown
here.
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4.3 Chaotic Regions of the ST model
In this section, we can construct poor-man's bifurcation diagrams of the ST model for
Ω ∈ [0.1, 3] by following the process as explained in 3.3 except that the initial conditions, the length
of integration, and the number of periods strobed at the integration's tail are changed. Here the
following six initial conditions, (θ0, ω0, τ0) = (0,0,0), (-0.943,-0.1024,0.4969), (-0.8433,0.7181,0.5007),
(3.136,-1.048,-0.501), (-2.008,-0.7171,-0.1548), and (2.257,1.277,0.0934), are used to solve the ST
model by integrating it for 100 periods and the information from the last 50 periods, strobed
every 2piΩ , is kept. Fig. 4.14 shows the resulting poor-man's bifurcation diagrams for Ω vs. θ,
Ω vs. ω, and Ω vs. τ . Here we can see obviously the chaotic regions occur approximately for
Ω ∈ [0.825, 1.245]∪ [2.245, 2.44]. Recalling the results from Table 4.5, Fig. 4.7, and 4.2.1.2 conﬁrm
that the period-doubling cascades lead to an interval of chaos that is consistent that obtained from
the poor-man's bifurcation diagrams.
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Figure 4.14: Poor-man's bifurcation diagrams of the ST model (4.9) as simulated in MATLAB
for Ω ∈ [0.1, 3] , ∆Ω = 0.001. The system starts with each of the following six initial conditions,
(θ0, ω0, τ0) = (0,0,0), (-0.943,-0.1024,0.4969), (-0.8433,0.7181,0.5007), (3.136,-1.048,-0.501), (-2.008,-
0.7171,-0.1548), (2.257,1.277,0.0934), and is integrated for 100 periods and the information of the
last 50 periods strobed every 2piΩ is kept. (a) Ω vs. θ. (b) Ω vs. ω. (c) Ω vs. τ .
The following details are what we can observe and detect clearly from the resulting poor-
man's bifurcation diagrams bifurcations for Ω ∈ [0.1, 3] of the system (4.9) as shown in Fig. 4.14.
Additionally, Fig. 4.15-Fig. 4.186 show the enlarged bifurcations for the certain intervals of Ω and
their phase portraits. Besides the phase portraits shown in Fig. 4.15-Fig. 4.18, we can also see
6 Throughout Fig. 4.15-Fig. 4.18, the notations p-1, p-2, and p-4 used for each piece of branches represent period-
1, period-2, and period-4 solutions, respectively. A period-n solution is the periodic orbit with a period nT , where
T = 2pi
Ω
is a period of the forcing and Ω is a forcing frequency.
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their corresponding phase portraits of θ− τ in Appendix C, C.2 (see Fig. C.2-Fig. C.5) so one can
conclude that the ST model can provide stable top7 periodic orbits with |τ(t)| ≤ τy and stable
bottom8 periodic orbits with either |τ(t)| ≤ τy or |τ(t)| > τy.
• There are obviously two windows of the chaotic regions for which the values of Ω are
approximately inside the following intervals, [0.825,1.245], and [2.245,2.44].
• For Ω ∈ [0.1, 0.822] : There is the branch of symmetric9 stable period-1 solutions as shown
in Fig. 4.15(a). It can be observed in Fig. 4.15(b)-(h) that the oscillation development of
solutions occurs when the value of Ω is varied through the extreme points of the branch.
The magnitudes of the Floquet multipliers of the solution, for instance, at Ω = 0.193 are
|λ1| = | − 5.5079× 10−17| ≈ 0, and |λ2,3| = |0.02736± 0.244739i| = 0.2462638.
• For Ω ∈ [1.23, 1.6] : There are branches of period-1, period-2, and period-4 solutions
occurring in this interval. The details of the bifurcations can be seen in Fig. 4.16(a).
We can see the period-4 orbit (at Ω = 1.254), the period-2 orbit (at Ω = 1.268), the
nonsymmetric period-1 orbit (at Ω = 1.35), and the symmetric period-1 orbit (at Ω =
1.495), in Fig. 4.16(b),(c),(d), and (e), respectively. It appears that Ω ≈ 1.457 is a super-
critical pitchfork bifurcation point and Ω ≈ 1.255, 1.284 are period-doubling bifurcation
points. Moreover, the magnitudes of the Floquet multipliers of the solution, for instance,
at Ω = 1.268 are |λ1| = | − 0.01329| = 0.01329, |λ2| = | − 0.00016272| = 0.00016272, and
|λ3| = |1.2083× 10−15| ≈ 0.
• For Ω ∈ [2.12, 3] : Fig. 4.17(a) shows branches of period-1 solutions (see branches of the
thin curves) and regions of chaos (see the dark or shaded areas). Only phase portraits of
the period-1 solutions lying on branches of the thin curves are demonstrated in Fig. 4.17(b)-
(h). For example, the periodic solution at Ω = 2.148 has the magnitudes of the Floquet
7 A top periodic orbit in this sense is the periodic orbit oscillating between approximately
[−pi
4
, pi
4
]
from the
vertical line.
8 A bottom periodic orbit in this meaning is the periodic orbit oscillating beyond the interval of
[−pi
4
, pi
4
]
from
the vertical line.
9 They are symmetric about (θ, ω) = (pi, 0).
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multipliers as follows, |λ1| = |0.999788| = 0.999788, |λ2,3| = | − 0.837711 ± 0.2102087i| =
0.863682.
• For Ω ∈ [2.41, 3] : Fig. 4.18(a) shows the branch of period-1 solutions. Two phase portraits,
for example, of the period-1 solutions lying on this branch are shown in Fig. 4.18(b),(c)
for which one is symmetric about (θ, ω) = (0, 0) but the other is not. The magnitudes of
the Floquet multipliers of the solution, for instance, at Ω = 2.8 are |λ1| = |1.00002047| =
1.00002047 > 1, |λ2,3| = |0.6779588 ± 0.5825371i| = 0.8938555, so this orbit is slightly
unstable.
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Figure 4.15: Enlarged poor-man's bifurcation diagram and phase portraits θ − ω of the ST model
(4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.1, 0.822]. The following phase portraits
are period-1 orbits and symmetric about (θ, ω) = (pi, 0). (b) At Ω = 0.137. (c) At Ω = 0.161. (d)
At Ω = 0.193. (e) At Ω = 0.272. (f) At Ω = 0.315. (g) At Ω = 0.475. (h) At Ω = 0.701.
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Figure 4.16: Enlarged poor-man's bifurcation diagram and phase portraits θ − ω of the ST model
(4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.23, 1.6]. (b) At Ω = 1.254 (period-4
orbit). (c) At Ω = 1.268 (period-2 orbit). (d) At Ω = 1.35 (nonsymmetric period-1 orbit). (e) At
Ω = 1.495 (period-1 orbit and symmetric about (θ, ω) = (−pi, 0)).
130
(a) (b)
−3.8 −3.6 −3.4 −3.2 −3 −2.8 −2.6 −2.4
−1.5
−1
−0.5
0
0.5
1
1.5
θ
ω
Ω = 2.148
(c)
−3.6 −3.4 −3.2 −3 −2.8 −2.6
−1.5
−1
−0.5
0
0.5
1
1.5
θ
ω
Ω = 2.158
(d)
−3.6 −3.4 −3.2 −3 −2.8 −2.6
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
θ
ω
Ω = 2.257
(e)
−3.6 −3.4 −3.2 −3 −2.8 −2.6
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
θ
ω
Ω = 2.354
(f)
−3.6 −3.5 −3.4 −3.3 −3.2 −3.1 −3 −2.9 −2.8
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
θ
ω
Ω = 2.559
(g)
−3.4 −3.3 −3.2 −3.1 −3 −2.9 −2.8 −2.7 −2.6
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
θ
ω
Ω = 2.601
(h)
−3.3 −3.2 −3.1 −3 −2.9 −2.8
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
θ
ω
Ω = 2.93
Figure 4.17: Enlarged poor-man's bifurcation diagram and phase portraits θ − ω of the ST model
(4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2.12, 3]. The following phase portraits
are period-1 orbits. (b) At Ω = 2.148. (c) At Ω = 2.158. (d) At Ω = 2.257. (e) At Ω = 2.354. (f)
At Ω = 2.559. (g) At Ω = 2.601. (h) At Ω = 2.93.
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Figure 4.18: Enlarged poor-man's bifurcation diagram and phase portraits θ − ω of the ST model
(4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2.41, 3]. (b) At Ω = 2.45 (nonsymmetric
period-1 orbit). (c) At Ω = 2.8 (period-1 orbit and symmetric about (θ, ω) = (0, 0)).
4.4 Codimension-Two Bifurcations of the ST Model
In this section we construct codimension-two bifurcations for LP, BP, and PD points for
the ST model. In other words, loci of periodic solution folds, bifurcation points, and period-
doubling bifurcation points will be created from the existing LP, BP, and PD points as described
in Table 4.3, Table 4.4, and Table 4.5, respectively. This is done by adjusting the two parameters
Ω and β simultaneously in AUTO. Basically, one can construct the overall bifurcation diagram by
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continuing from the special point in any directions for the restricted range of β ∈ [−10, 0].
4.4.1 Loci of Periodic Solution Folds (LPs)
We saw in Table 4.3 and Fig. 4.6 that there are two pairs of adjacent fold points, i.e., (LP1,
LP2), (LP3, LP4); their locations are also in Fig. 4.19(a). The fold points in each pair can be
possibly used to generate and connect the locus of periodic solution folds through varying values
of Ω and β. The overall codimension-two bifurcations for the fold points are shown in Fig. 4.19(b)
in which the small piece (the curve L34) on the left side is generated from (LP3, LP4) while the
cusp-shape curve L12 is continued from (LP1, LP2). Enlarged pictures of these loci can be seen in
Fig. 4.19(c),(d).
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(a)
LP1,LP2
LP3,LP4
(b)
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L34
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L12L34
(d)
L34
Figure 4.19: Following periodic solution folds (LPs) and their loci of the ST model (4.9). (a)
Bifurcation diagram shows the locations of all periodic solution folds (LP1, LP2), (LP3, LP4) for
β = −1.5521. (b) Codimension-two bifurcation diagram Ω vs. β shows the loci of periodic solution
folds as shown as the curves, L12, L34. (c) The enlarged picture of (b) on the speciﬁc interval of
β ∈ [−3.5, −0.5]. (d) The enlarged picture of the small piece on the left side of (b) for the speciﬁc
interval of β ∈ [−1.8, −1.2]. These diagrams verify the coordinates of LP1, LP2, LP3, LP4 for
β = −1.5521 as shown in Table 4.3.
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4.4.2 Locus of Bifurcation Points (BPs)
As we saw in Table 4.4, there is one pair of the connecting bifurcation points, i.e., (BP1,
BP2) for which one can see their locations in Fig. 4.20(a). These bifurcation points can be used
to generate a locus of periodic bifurcation points by varying values of Ω and β. The overall and
enlarged codimension-two curves of the BP points for this model can be seen in Fig. 4.20(b),(c),
respectively.
(a)
BP1
BP2
(b)
B12
(c)
B12
Figure 4.20: Following periodic solution bifurcation points (BPs) and its locus of the ST model in
(4.9). (a) Bifurcation diagram shows the locations of all periodic bifurcation points (BP1, BP2)
when β = −1.5521. (b) Codimension-two bifurcation diagram (Ω vs. β) shows the locus of periodic
bifurcation points, the curve B12. (c) Enlarged codimension-two bifurcation of (b) indicates two
coordinates of the BP points along the curve B12 when β = −1.55 (close to β = −1.5521 ). These
diagrams verify the coordinates of BP1, BP2 for β = −1.5521 as shown in Fig. 4.20.
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4.4.3 Loci of Period-Doubling Points (PDs)
As described in Table 4.5 and Fig. 4.6, Fig. 4.10 , we saw that there are two period-doubling
cascades, i.e., top and bottom cascades. Here we consider only the bottom cascade. It consists
of four connecting pairs, (PD1BL, PD1BR), (PD2BL, PD2BR), (PD3BL, PD3BR), (PD4BL, PD4BR).
Each pair can be used to generate a locus of period-doubling points by varying Ω and β. The
ﬁrst pair (PD1BL, PD1BR) can be used to generate a locus of period-doubling points for period-
1 solutions called PB1. Similarly, the second, third, and fourth pairs, (PD2BL, PD2BR), (PD3BL,
PD3BR), (PD4BL, PD4BR), can be used to generate the locus of period-doubling points for period-2,
period-4, period-8 solutions called PB2, PB3, PB4, respectively. Here only PB1, PB2, PB3 are shown
in Fig. 4.21 (a),(b) (see their individual curves in Fig. 4.21 (c)-(e)). We can see that the number of
intersections of the line β = −1.5521 with all of these loci is six (see Fig. 4.21 (b)) and the locations
of these intersections are almost the same as the coordinates of the period-doubling bifurcation
points described in Table 4.5.
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(a)
PB2
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(b)
PB3
PB2
PB1
(c)
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(d)
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Figure 4.21: Following period-doubling bifurcation points (PDs) and their loci for the bottom
period-doubling cascade of the ST model (4.9). The curves PB1(green), PB2(red), and PB3(blue)
represent the locus of period-1, period-2, and period-4 solutions, respectively. (a) Codimension-two
bifurcation diagram Ω vs. β shows the loci of period doubling bifurcation points (PDs) as shown
as the curves, PB1, PB2, PB3 for β ∈ [−4.8,−1] . (b) Enlarged picture of (a) for β ∈ [−1.57,−1.23].
There are six intersections of the PD points across all curves when β = −1.5521 for which the
coordinates of the PD points in Table 4.5 are veriﬁed. (c) The locus of period-doubling points for
period-1 solutions, PB1. (d) The locus of period-doubling points for period-2 solutions, PB2. (e)
The locus of period-doubling points for period-4 solutions, PB3.
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4.5 Explorations of the EPT Model
As explained at the beginning of this chapter that there are some technical problems in using
AUTO to run the EPT model directly when |τ (t) | ≤ τy on the entire orbit. To obtain a complete
bifurcation diagram we combine the results obtained for the ET model (3.3) with those of the EPT
model (4.1) when the orbit crosses the τ = ±τy values. Finally, we will compare these results with
those of the ST model from the previous section.
4.5.1 Construct Bifurcations of the EPT model
Now we repeat the elasto-plastic torque model (4.1) for convenience,
dθ
dt
= ω,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) ,
dτ
dt
= ω − µmax (|τ | − τy, 0) sign (τ) .
Recall that this model represents a building under sinusoidal forcing. This system has the non-
smooth term, µmax (|τ | − τy, 0) sign (τ), that eﬀectively turns oﬀ the τ−dynamics when |τ (t) | ≤
τy. Here we want to construct a bifurcation diagram for this system that covers both the case that
the τ−dynamics is turned oﬀ and the case that it is on.
As we know from 4.2.1, we can supply a numerical periodic initial solution to the model
so that AUTO can continue bifurcation branches from that solution. A variety of periodic initial
data such as unstable top10 periodic orbits or stable bottom11 periodic orbits are used as initial
solutions to the EPT model with the parameter values in Table 4.7 to generate the diagrams.
10 A top periodic orbit in this meaning is the periodic orbit oscillating between approximately
[−pi
4
, pi
4
]
from the
vertical line.
11 A bottom periodic orbit in this meaning is the periodic orbit oscillating approximately beyond the interval of[−pi
4
, pi
4
]
from the vertical line.
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parameter# symbol value
p1 ζ 0.1
p2 g 0.75
p3 τy 0.5
p4 β -1.5521
p5 Ω [0.1, 3]
p6 φ 1.5118
p7 µ 1,000
p11 P =
2pi
Ω varied by Ω
Table 4.7: Parameter values are used for the EPT model (4.1).
The following experiments are some results for the EPT model.
• Using the numerical unstable top periodic orbit: The unstable top periodic orbit of label
5 in Fig. 4.3 with its phase portraits shown in Fig. 4.4 (c),(d) and Fig. 4.5 (a),(c),(e) is
selected to be the initial data to the EPT model. This orbit is generated at Ω = 1.754
with the property that τmax − τy =0.50000243197 − 0.5 =2.43197 × 10−6. One can see
that this orbit is the solution to the ST model, but we try to use it approximately as the
numerical initial solution to the EPT model. AUTO can continue the continuation of the
EPT model to the left and right sides of that solution (see Fig. 4.22) but eventually stops
when τmax = τy = 0.5 (see label 11 of Fig. 4.22 with the red cross mark). Every point
lying on this continuation branch is an unstable periodic orbit (dashed curve). The reason
AUTO terminates is because the degeneracy of the EPT model, so the ET model will serve
after this point. We can note that there are some numerical errors12 in the solutions which
have τmax > τy and the maximum error measured from τy has order of 1µ = 0.001 (see some
12 We will discuss the eﬀect of µ to the EPT model later in 4.5.2.4.
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spikes in Fig. 4.22 (c)). Moreover, one must observe that the phase portrait θ − τ of the
periodic orbit with the property that τmax > τy is parallelogram as shown in Fig. 4.22 (d).
• Using the numerical stable bottom periodic orbit: One can supply a numerical solution
of the EPT model obtained by MATLAB to AUTO. The MATLAB solution as shown in
Fig. 4.23 must be truncated to one period before supplying it as an initial data ﬁle to
AUTO. Such a stable13 periodic solution is generated at Ω = 1.96762 with |τ (t) | > τy for
some values t ∈ [0, T ], where T = 2piΩ is its period which the phase portrait θ − τ has a
parallelogram-like shape. The resulting bifurcation diagrams with Ω ∈ [0.414519, 2.12994]
continuing from this periodic orbit can be seen in Fig. 4.24. These exhibit period-doubling
cascades. Similarly, AUTO terminates the continuation on the right side when the branch
hits the threshold, τy. Similarly, other stable bottom periodic solutions to the EPT model
can be supplied as initial data for continuations and the resulting bifurcation diagrams have
the same structure as Fig. 4.24 but the values of θmax sometimes are shifted by 2pi. It
suﬃces to do only the ﬁrst run in AUTO to see these bifurcation diagrams.
13 The magnitudes of its Floquet multipliers are : |λ1,2| = | − 0.012749 ± 0.32028i| = 0.32053, |λ3| = |3.6396 ×
10−18| ≈ 0.
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Figure 4.22: Continuation diagrams of the EPT model (4.1) for Ω = [0.1, 1.75405] are initiated from
the unstable top periodic orbit. (a) Ω− θmax. (b) Ω− ωmax. (c) Ω− τmax. Some numerical errors
in the solutions cause these spikes. (d) Phase portrait θ − τ has the parallelogram shape for some
periodic orbits with τmax > τy .
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Figure 4.23: The stable bottom periodic solution obtained from MATLAB is supplied as the initial
data to the EPT model (4.1) to create the bifurcation using AUTO. (a) Its all phase portraits. (b)
Its time series solutions.
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Figure 4.24: Bifurcation diagrams (Ω ∈ [0.414519, 2.12994]) of the EPT model (4.1) are simulated
by AUTO and initiated from the stable bottom periodic orbit in Fig. 4.23. (a) Ω vs. θmax. (b)
Ω vs. ωmax. Note that the dashed and solid lines are reserved for the unstable and stable orbits,
respectively. The black, red, and blue curves represent period-1, period-2, and period-4 solutions,
respectively.
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4.5.2 Bifurcation Near the Bottom Position for the EPT Model
In this section, we will use a stable bottom periodic orbit as initial data for the EPT model so
that we can construct a prototype bifurcation diagram for which we can do the same investigations
as in 4.2. The initial periodic orbit for Ω = 1.76 is shown in Fig. 4.25. It has Floquet multipliers
with magnitudes |λ1,2| = |0.0650657± 0.3560705i| = 0.3619665, |λ3| = | − 3.8522× 10−18| ≈ 0. As
usual, Table 4.2 explains the meaning of types of lines, symbols, and colors appearing in bifurcation
diagrams. The prototype bifurcation diagram initiated from this periodic orbit for the parameter
values in Table 4.7 can be seen in Fig. 4.26. The red cross mark (see label 23 (Ω = 2.1283) in
Fig. 4.27(a)) indicates the ET model was used to continue the diagram for Ω ≥ 2.1283. Label
23 (Fig. 4.27(a)) represents a periodic orbit with max (|τ (t) |) = τy = 0.5. Phase portraits of the
periodic orbit at label 23 can be seen in Fig. 4.27(b)-(e). There is a transition from the EPT model
to the ET model at label 23. At this critical point, one can see the relation between θ and τ in
Fig. 4.27(c) is τ = θ + 3.141575, in other words, c = −3.141575 (≈ −pi). The numerical periodic
data (omitting τ(t)) of label 23 at Ω = 2.1283 are supplied to the ET model (3.3) along with the
parameter values in Table 3.1 so that AUTO can continue the transition. Moreover, we observe that
the structure of the bifurcation diagram in Fig. 4.26 looks the same as that in Fig. 4.24(a) except
that the values of θmax are shifted down by 2pi.
Coordinates of the LPs, BPs, and PDs points of this bifurcation diagram can be seen in
Table 4.8, Table 4.9, and Table 4.10, respectively. We can compare the results of the EPT model
with those of the ST model in 4.2. Note that these results are quite consistent.
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Figure 4.25: The stable bottom periodic solution obtained from MATLAB is supplied as the initial
data to the EPT model (4.1) to create the bifurcation prototype using AUTO. (a) Its all phase
portraits. (b) Its time series solutions.
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Figure 4.26: Bifurcation diagram Ω ∈ [0.1, 3] vs. θmax of the EPT model (4.1). The meaning of
the line types, symbols, and colors for this diagram is explained in Table 4.2. The red cross mark
is the connection between the EPT model with |τ(t)| > τy and the ET model.
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Figure 4.27: Bifurcation diagram of the EPT model (4.1) near the label 23 (the red cross mark
which is the last point that AUTO can reach for the EPT model) and phase portraits of label
23. The meaning of the line types, symbols, and colors for this diagram is explained in Table 4.2.
(a) Bifurcation diagram nearby label 23 at which it is the separating point between the EPT and
ET models. (b)-(e) Phase portraits of label 23. Note that the relation between θ and τ in (c) is
τ = θ + 3.141575, in other words, c = −3.141575 (≈ pi) must be supplied to the ET model (3.3).
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Coordinates of the LP points (Ω, θmax)
LP1 = (0.648729,−0.857412)
LP2 = (0.82494,−1.13268)
LP3 = (0.405176,−1.51011)
LP4 = (0.405566,−1.57598)
Table 4.8: The fold (LP) points or saddle-node bifurcation points for the EPT model (4.1) for
Ω ∈ [0.1, 3] (see Fig. 4.26 ).
Coordinates of the BP points (Ω, θmax)
BP1 = (0.65013,−0.888212)
BP2 = (1.43646,−2.13108)
Table 4.9: The bifurcation (BP) points for the EPT model (4.1) for Ω ∈ [0.1, 3] (see Fig. 4.26 ).
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Coordinates of the PD points (Ω, θmax)
PD1BL = (0.65829445923,−1.04972) PD1BR = (1.2828663615,−2.64823)
PD1TL = (0.65829972922,−0.769692) PD1TR = (1.2828943076,−1.51229)
PD2BL = (0.65967045862,−1.00041) PD2BR = (1.2549072504,−2.4021)
PD2TL = (0.65968042747,−0.74196) PD2TR = (1.2549016847,−1.47519)
PD3BL = (0.65995191496,−0.984676) PD3BR = (1.2490561793,−2.32101)
PD3TL = (0.65996339395,−0.738761) PD3TR = (1.2490556802,−1.43956)
PD4BL = (0.66000428385,−0.981779) PD4BR = (1.2478020722,−2.30365)
PD4TL = (0.66002760401,−0.737517) PD4TR = (1.2478005135,−1.43264)
PD5BL = − PD5BR = (1.2475402681,−2.30022)
PD5TL = − PD5TR = (1.2475897005,−1.43163)
Table 4.10: The period doubling bifurcation points for the EPT model (4.1) for Ω ∈ [0.1, 3] (see
Fig. 4.26 ). Note that every point between PDnBL and PDnBR or between PDnTL and PDnTR
represents a period-2n solution. The subscripts BL, BR, TL, TR of the symbol PD stand for
bottom-left, bottom-right, top-left, and top-right, representing locations of period-doubling bifur-
cation points in the bifurcation diagrams for θmax vs. Ω.
4.5.2.1 Supercritical Pitchfork Bifurcation
In this section, we will show that the bifurcation points (BPs) taking place in Fig. 4.26
are supercritical pitchfork bifurcations. Just as we did in 4.2.1.1, one can check that the EPT
model (4.1) is symmetric about the point (θ, ω, τ) = (−pi, 0, 0). Substituting θ = −θ + 2 (−pi) =
− (θ + 2pi) , ω = −ω, τ = −τ, t = t + piΩ in (4.1) does not change the original system (4.1). Since
sin (θ + 2pi) = sin (θ) , cos (θ + 2pi) = cos (θ) , sin (Ωt+ φ+ pi) = − sin (Ωt+ φ), then we see from
(4.1) that
d (− (θ + 2pi))
dt
= −ω =⇒ dθ
dt
= ω,
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d (−ω)
dt
= − (−τ)− ζ (−ω) + g sin (− (θ + 2pi))− β sin
(
Ω
(
t+
pi
Ω
)
+ φ
)
cos (− (θ + 2pi)) ,
−dω
dt
= τ + ζω − g sin (θ + 2pi)− β sin (Ωt+ φ+ pi) cos (θ + 2pi) ,
−dω
dt
= τ + ζω − g sin (θ) + β sin (Ωt+ φ) cos (θ) ,
dω
dt
= −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) ,
d (−τ)
dt
= −ω − µmax (| − τ | − τy, 0) sign (−τ) ,
−dτ
dt
= −ω + µmax (|τ | − τy, 0) sign (τ) ,
dτ
dt
= ω − µmax (|τ | − τy, 0) sign (τ) .
We can see the changes of stability and symmetry through these bifurcation points by scruti-
nizing labels 2, and 5 in Fig. 4.28(a),(b) and the phase portraits in Fig. 4.28(c)-(f). Fig. 4.28(c)-(f).
We can observe, for example, nearby the bifurcation point of label 5 as shown in Fig. 4.28(a), we
can see that the stability change of the existing branch of periodic orbits happens at label 5 but
the symmetry of periodic orbits lying on this branch still holds (see the symmetric phase portraits
of the periodic solutions of labels 4, and 6) while two new branches of periodic orbits that arise
from the existing branch at label 5 are asymmetric and stable (see the phase portraits of the pe-
riodic solutions of labels 26, and 28). Therefore these bifurcation points (labels 2, and 5) are the
supercritical pitchfork bifurcations.
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Figure 4.28: Enlarged bifurcation diagrams of Fig. 4.26 for the EPT model (4.1). The meaning of
the line types, symbols, and colors for this diagram is explained in Table 4.2. This ﬁgure shows
dynamics near the (pitchfork) bifurcation points (BPs). (a) Top part for Ω ∈ [0.648, 0.67]. (b)
Bottom part for Ω ∈ [1.1, 1.8]. (c) Symmetric θ − ω phase portraits for labels 4, and 6. (d)
Asymmetric θ − ω phase portraits for labels 26, and 28. (e) Symmetric θ − ω phase portraits for
labels 1, 2, and 3. (f) Asymmetric θ − ω phase portraits for labels 24, and 32.
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4.5.2.2 Period-Doubling Cascades and Feigenbaum Constant
We can do the same investigation of period-doubling cascades and the Feigenbaum ratio for
the EPT model (4.1) as we did for the ST model in 4.2.1.2. The ratios, Ωn+1−ΩnΩn+2−Ωn+1 , where Ωn is
the discrete value of Ω at the nth period-doubling, are examined if they approach the Feigenbaum
constant δ (2.20) as n → ∞. The phenomena of the period-doubling cascades for the EPT model
when Ω is varied can be seen in Fig. 4.29. Two separate period-doubling cascades occur: one occurs
for the top part and the other forms in the bottom part (see Fig. 4.29(b),(d) for the locations of PD
points). One can consider the bottom period-doubling cascade (see Fig. 4.29(d)) by letting ΩnBR
and ΩnBL be the ﬁrst elements of the coordinates of the bottom-right and bottom-left period-
doubling bifurcation points (PDnBR and PDnBL) for n = 1, 2, 3, 4, 5, respectively. The data in
Table 4.10 gives the ratios,
Ω2BR − Ω1BR
Ω3BR − Ω2BR =
1.2549072504− 1.2828663615
1.2490561793− 1.2549072504 = 4.778460323272976,
Ω3BR − Ω2BR
Ω4BR − Ω3BR =
1.2490561793− 1.2549072504
1.2478020722− 1.2490561793 = 4.665527449769544,
Ω4BR − Ω3BR
Ω5BR − Ω4BR =
1.2478020722− 1.2490561793
1.2475402681− 1.2478020722 = 4.790250038100696,
and
Ω2BL − Ω1BL
Ω3BL − Ω2BL =
0.65967045862− 0.65829445923
0.65995191496− 0.65967045862 = 4.888855550383124,
Ω3BL − Ω2BL
Ω4BL − Ω3BL =
0.65995191496− 0.65967045862
0.66000428385− 0.65995191496 = 5.374495048500410.
Based on the restriction of detecting the PD points and numerical errors in AUTO, one can see
that the ratios as shown above oscillate, not monotonically decrease to the Feigenbaum constant.
This is slightly diﬀerent from that of ST model in 4.2.1.2. However, if AUTO can detect more
period-doubling points, then we would see, in principle, the ratios of the bottom cascade should
converge to the Feigenbaum constant as n→∞.
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Figure 4.29: Enlarged bifurcation diagrams of Fig. 4.26 for the EPT model (4.1). The meaning of the
line types, symbols, and colors for this diagram is explained in Table 4.2. This ﬁgure mainly shows
the period-doubling cascades of the EPT model. (a) Top part for Ω ∈ [0.6, 1.3]. (b) Enlargement
of the top part for Ω ∈ [1.245, 1.284]. (c) Bottom part for Ω ∈ [0.6, 1.3]. (d) Enlargement of the
bottom part for Ω ∈ [1.245, 1.284].
4.5.2.3 Development of Oscillations Near the Tail of the Main Branch
In this section, we will have similar results to those of the ST model in 4.2.1.3. That is, if the
left tail of the main branch of Fig. 4.26 is continued by decreasing Ω, then the number of oscillations
of these period-1 solutions is increased by one when it passes through each peak along the branch.
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We can see these phenomena in Fig. 4.30. We can note that the selected labels represent period-1
solutions with symmetry about (θ, ω, τ) = (−pi, 0, 0).
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Figure 4.30: Nearby the end of the main branch of the bifurcation diagram for the EPT model (4.1)
and its development of oscillations of period-1 solutions when the branch passes through the peak
points. (a) The left tail of the main branch. The meaning of the line types, symbols, and colors
for this diagram is explained in Table 4.2. (b),(c) Phase portraits θ − ω and θ − τ of the label 16.
(d),(e) Phase portraits θ − ω and θ − τ of the label 14. (f),(g) Phase portraits θ − ω and θ − τ of
the label 9.
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4.5.2.4 Eﬀect of Varying µ on the EPT Model Dynamics
Here we will supply the EPT model (4.1) with numerical initial solutions. They are unstable
top periodic orbits with max (|τ(t)|) > τy slightly for some values of t and depend on µ so that we can
see the eﬀect of µ on dynamics of the EPT model. These initial periodic solutions are constructed
for Ω = 1.75 with the speciﬁed parameters of Table 4.7 by letting µ range from 1, 000 to 10. The
continuation diagrams of the EPT model continued from the numerical initial solutions are shown
in Fig. 4.31. We can note that there are numerical errors that occur in the diagram for µ = 1000
(see Fig. 4.31(b) for many spikes) but the continuation diagrams are smooth for µ = 100, 10. The
red cross mark in each diagram indicates the last point at which the EPT model hits the threshold
τy and then the ET model will perform after this point. Moreover, one can ﬁnds out the relation
between max (τmax)− τy and µ from Table 4.11. Conclusively, max (τmax)− τy is of order 1µ for each
value of µ. This is consistent with the results in 4.2.1.4.
Value of µ max (τmax)− τy
1000 0.003448
100 0.009572
10 0.088444
Table 4.11: The values of max (τmax) − τy where τy = 0.5 from Fig. 4.31(b),(d),(f) for the EPT
model (4.1).
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Figure 4.31: Continuation diagrams (Ω vs. θmax and Ω vs. τmax) of the EPT model initiated by
numerical unstable top periodic orbits for diﬀerent values of µ. (a),(b) µ = 1000. (c),(d) µ = 100.
(e),(f) µ = 10.
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4.6 Chaotic Regions of the EPT Model
We will see that the results of the poor-man's bifurcation diagrams for Ω ∈ [0.1, 3] in this
section are closely similar to that of the ST model shown in 4.3. The construction of the poor-
man's bifurcation diagrams of the EPT model can be followed from the process as explained in 3.3
except that the initial conditions, the length of integration, and the number of periods strobed at
the integration's tail are diﬀerent. Here the following six initial conditions, (θ0, ω0, τ0) = (0,0,0),
(-0.943,-0.1024,0.4969), (-0.8433,0.7181,0.5007), (3.136,-1.048,-0.501), (-2.008,-0.7171,-0.1548), and
(2.257,1.277,0.0934), are used to solve the EPT model by integrating it for 100 periods and the
information from the last 50 periods, strobed every 2piΩ , is kept. Fig. 4.32 shows the resulting poor-
man's bifurcations for Ω vs. θ, Ω vs. ω, and Ω vs. τ . Here we can see obviously the chaotic regions
occur approximately for Ω ∈ [0.825, 1.245] ∪ [2.245, 2.44]. Recalling the results from Table 4.10,
Fig. 4.26, and 4.5.2.2 conﬁrm that the period-doubling cascades lead to an interval of chaos that is
consistent that obtained from the poor-man's bifurcation diagrams. Therefore, these results are in
harmony with that for the ST model signiﬁcantly. The enlargements of the poor-man's bifurcation
diagrams of the EPT model for Ω ∈ [1.2, 1.6] and Ω ∈ [2.1, 3] can be seen in Fig. 4.33, moreover,
the cleaner for Ω ∈ [2.1, 2.6] in Fig. 4.34. The notations p-1, p-2, and p-4 used for some branches
in this section represent the period-1, period-2, and period-4 solutions14 , respectively.
The following details are what we can observe and detect clearly from the resulting poor-
man's bifurcation diagrams for Ω ∈ [0.1, 3] of the EPT model (4.1). To understand better, we can
also see the phase portraits for θ vs. ω and θ vs. τ in Appendix C, C.3 (see Fig. C.6-Fig. C.11).
So one can see that the EPT model provides stable top periodic orbits with |τ(t)| ≤ τy and stable
bottom periodic orbits with either |τ(t)| ≤ τy or |τ(t)| > τy.
• There are obviously two windows of the chaotic regions for which the values of Ω are
14 A period-n solution is the periodic orbit with a period nT , where T = 2pi
Ω
is a period of the forcing and Ω is a
forcing frequency.
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approximately inside the following intervals, [0.825,1.245], and [2.245,2.44].
• For Ω ∈ [0.1, 0.822] : There is the branch of symmetric15 stable period-1 solutions. The
oscillation development of those solutions behaves the same as that of the ST model.
• For Ω ∈ [1.2, 1.6] : There are branches of period-1, period-2, and period-4 solutions occur-
ring in this interval. The results in this particular interval are the same as that of the ST
model. Therefore, one can see from Fig. C.8 and Fig. C.9 that Ω ≈ 1.457 is a supercritical
pitchfork bifurcation point and Ω ≈ 1.255, 1.284 are period-doubling bifurcation points.
• For Ω ∈ [2.1, 3] : Particularly Fig. 4.34(a), Fig. C.10 and Fig. C.11 show branches of
period-1 solutions. These results for this interval are consistent with the results of the ST
model.
15 They are symmetric about (θ, ω) = (pi, 0).
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Figure 4.32: Poor-man's bifurcation diagrams of the EPT model (4.1) as simulated in MATLAB
for Ω ∈ [0.1, 3] , ∆Ω = 0.001. The system starts with each of the following six initial conditions,
(θ0, ω0, τ0) = (0,0,0), (-0.943,-0.1024,0.4969), (-0.8433,0.7181,0.5007), (3.136,-1.048,-0.501), (-2.008,-
0.7171,-0.1548), (2.257,1.277,0.0934), and is integrated for 100 periods and the information of the
last 50 periods strobed every 2piΩ is kept. (a) Ω vs. θ. (b) Ω vs. ω. (c) Ω vs. τ .
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Figure 4.33: Enlargements of Fig. 4.32 for the EPT model (4.1) with the same ∆Ω = 0.001, initial
conditions as in Fig. 4.32 but the system is integrated for 500 periods and the information of the last
200 periods strobed every 2piΩ is stored. (a) Ω vs. θ for Ω ∈ [1.2, 1.6] . (b) Ω vs. θ for Ω ∈ [2.1, 3].
(c) Ω vs. ω for Ω ∈ [1.2, 1.6] . (d) Ω vs. ω for Ω ∈ [2.1, 3]. (e) Ω vs. τ for Ω ∈ [1.2, 1.6] . (f) Ω vs.
τ for Ω ∈ [2.1, 3].
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Figure 4.34: Enlargements for Ω ∈ [2.1, 2.6] of Fig. 4.33(b),(d),(f) for the EPT model (4.1) with
the same ∆Ω = 0.001, initial conditions as in Fig. 4.32 but the system is integrated for 5000 periods
to remove most of the transients and the information of the last 200 periods strobed every 2piΩ is
stored. (a) Ω vs. θ. (b) Ω vs. ω. (c) Ω vs. τ .
4.7 Codimension-Two Bifurcations of the EPT Model
In this section we will show codimension-two bifurcations of LP, BP, and PD points for the
EPT model (4.1) by plotting the locus of those points through tuning two parameters, Ω and β.
We will also compare these loci to those of the ST model in 4.4.
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4.7.1 Loci of Periodic Solution Folds (LPs)
We saw in Table 4.8 and Fig. 4.26 that there are two pairs of adjacent fold points,i.e., (LP1,
LP2), (LP3, LP4). Their locations can be found in Fig. 4.35(a). The fold points in each pair can
be used to generate a locus of periodic folds by varying values of Ω and β . For example, the
cusp-shape locus, L12, continued from the fold points (LP1, LP2) can be seen in Fig. 4.35(b) and its
enlargement in Fig. 4.35(c). We can compare the curves L12 for the EPT model and the ST model
in 4.4.1 that they are exactly the same for the interval of Ω ∈ [0.211439, 1.58955].
162
(a)
LP1,LP2
LP3,LP4
(b)
L12
(c)
L12
Figure 4.35: Following periodic solution folds (LPs) and their locus L12 of the EPT model (4.1). (a)
Bifurcation diagram shows the locations of all periodic solution folds (LP1, LP2), (LP3, LP4) for
β = −1.5521. (b) Codimension-two bifurcation diagram Ω vs. β shows the locus of periodic solution
folds as shown as the curves L12. (c) The enlarged picture of (b) for the interval of β ∈ [−3.5, −0.5].
These diagrams verify the coordinates of LP1, LP2 for β = −1.5521 as shown in Table 4.8.
4.7.2 Locus of Bifurcation Points (BPs)
As we saw in Table 4.9, there is one pair of the connecting bifurcation points, i.e., (BP1, BP2).
Their locations can be found in Fig. 4.36(a). These bifurcation points can be used to generate a
locus of periodic bifurcation points, the curve B12, by varying values of Ω and β. The overall and
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enlarged codimension-two curves of the BP points for this model can be seen in Fig. 4.36(b),(c),
respectively. We can compare the curves B12 for the EPT model and the ST model in 4.4.2 that
they are exactly the same for the interval of Ω ∈ [0.138175, 2.69322].
(a)
BP1
BP2
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B12
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Figure 4.36: Following periodic solution bifurcation points (BPs) and its locus of the EPT model
(4.1). (a) Bifurcation diagram shows the locations of all periodic bifurcation points (BP1, BP2)
when β = −1.5521. (b) Codimension-two bifurcation diagram (Ω vs. β) shows the locus of periodic
bifurcation points, the curve B12. (c) Enlarged codimension-two bifurcation of (b) indicates two
coordinates of the BP points along the curve B12 when β = −1.55 (close to β = −1.5521 ). These
diagrams verify the coordinates of BP1, BP2 for β = −1.5521 as shown in Fig. 4.36.
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4.7.3 Loci of Period-Doubling Points (PDs)
As shown in Table 4.10 and Fig. 4.26,Fig. 4.29 , we saw that there are two period-doubling
cascades, i.e., top and bottom cascades. Here we focus on only the bottom period-doubling cascade.
It consists of the four connecting pairs, (PD1BL, PD1BR), (PD2BL, PD2BR), (PD3BL, PD3BR),
(PD4BL, PD4BR). Each pair can be used to generate a locus of period-doubling points by varying
Ω and β. The ﬁrst pair (PD1BL, PD1BR) can be used to generate a locus of period-doubling points
for period-1 solutions called PB1. Similarly, the second, third, and fourth pairs, (PD2BL, PD2BR),
(PD3BL, PD3BR), (PD4BL, PD4BR), can be used to generate the locus of period-doubling points for
period-2, period-4, period-8 solutions called PB2, PB3, PB4, respectively. Here only PB1, PB2, PB3 are
shown individually (for from β = −3 to their maximum points) in Fig. 4.37 with the phase portraits
for some labels. All the curves PB1, PB2, PB3 put together are shown in Fig. 4.38(a) and their
enlargements in Fig. 4.38(b). We can see that the number of intersections of the line β = −1.5521
with all of these loci is six (see Fig. 4.38(c),(d)) and the locations of these intersections are almost
the same as the coordinates of the period-doubling bifurcation points described in Table 4.10. We
can compare the curves PB1, PB2, and PB3 for the EPT model and the ST model in 4.4.3 that
they are exactly the same for the interval of Ω ∈ [0.214918, 2.18466], Ω ∈ [0.215593, 1.63765], and
Ω ∈ [0.312798, 1.73336], respectively.
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Figure 4.37: Each locus of period-doubling bifurcation points (PDs) for the bottom period-doubling
cascade of the EPT model (4.1). The curves PB1(green), PB2(red), PB3(blue) represent the locus
of period-1, period-2, period-4 for some particular values of β, respectively. (a) Locus of period-1
solutions with labels. (b) Phase portraits for label 3, 20 in (a). (c) Locus of period-2 solutions with
labels. (d) Phase portraits for label 2, 7 in (c). (e) Locus of period-4 solutions with labels. (d)
Phase portraits for label 6, 10 in (e).
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Figure 4.38: Following period doubling bifurcation points (PDs) and their loci for the bottom period-
doubling cascade of the EPT model (4.1). (a) Codimension-two bifurcation diagrams Ω vs. β shows
the loci of period doubling bifurcation points (PDs) such as PB1(green), PB2(red), PB3(blue). (b)
Enlarged picture of (a) for Ω ∈ [0.6, 1.3] β ∈ [−1.5521,−1.2] and there are 6 intersections of the PD
points across all curves when β = −1.5521. (c) Enlarged picture for the left part of (b). (d) The
enlarged picture for the right part of (b). These diagrams verify the coordinates of PD points as
shown in Table 4.10.
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4.8 Safe Region for the EPT Model (4.1) under a Variation of Ω
and β
In this section we will ﬁnd a safe region that contains safe orbits of the EPT model bounded
by the condition θ ∈ [−pi4 , pi4 ] from the vertical line. To do this, the bisection method will be
used to ﬁnd the approximate boundaries for the forcing amplitude β for each ﬁxed value of Ω
that separate the regions of top and bottom trajectories of the EPT model. A top trajectory
is deﬁned to be an orbit oscillating between θ ∈ [−pi4 , pi4 ] from the vertical line, otherwise it is
called a bottom trajectory. The boundaries separating those two regions can be found as follows.
For each Ω, we start from the static initial state (θ(0), ω(0), τ(0)) = (0, 0, 0) , and integrate for
100 periods. We ﬁrst search for a value βt1 for which there is a top orbit in, for example, the
last 10 periods of the trajectory. Similarly, we search for a value βb1 such that there is a bottom
orbit in the last 10 periods of the trajectory. We use bisection to shrink the interval [βt1, βb1]16
to [βt2, βb2] , [βt3, βb3] , [βt4, βb4] , ..., [βtn, βbn] , where βti is the ith value of β such that the top
trajectory takes place while βbi is the ith value of β such that the bottom trajectory occurs. The
criterion to stop the bisection process is |βtn−βbn| < ε, where ε is a suﬃciently small number (here
ε = 10−7 is used) and eventually the value βtn is used to be the boundary of two separating regions.
Similarly one can do the same process for other values of Ω and we also search for negative βti and
βbi as well.
The algorithm does not check what kinds of trajectories are in both regions, but it only checks
if the trajectory falls oﬀ. Thus a chaotic trajectory can possibly occur. The resulting boundaries
are shown in Fig. 4.39(a) and the relation of Ω vs. max (|θ (t) |) for both directions of searching can
be seen in Fig. 4.39(b). This can possibly indicate the safe region of the EPT model from the region
of top trajectories, in other words, for a ﬁxed Ω, how much the forcing amplitude β is inserted
to the system so that the building will not collapse under the earthquake-like forcing. Table 4.12
shows examples of values (Ω, β) selected to create trajectories of the EPT model only for the last
16 Without loss of generality, we can assume that βt1 < βb1.
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10 periods. The chosen values of (Ω, β) are in diﬀerent regions: inside top region, on boundary,
and outside top region. The phase portraits associated with Ω = 0.5 are shown in Fig. 4.40 which
β = 0.025, 0.02812, and 0.028125 give a stable top, top, and bottom periodic orbit, respectively.
The phase portraits associated with Ω = 1 are shown in Fig. 4.41 which β = 0.2, 0.24763, 0.248
give a stable top, top, and bottom periodic orbit, respectively except β = −1.5521 provides a
chaotic bottom trajectory. One can note that the chaotic result generated from the values of
(Ω, β) = (1, −1.5521) is consistent with that of Fig. 4.26 and Fig. 4.32.
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Figure 4.39: Regions of top and bottom trajectories of the EPT model (4.1) are separated by the
threshold values of β. (a) Top and bottom regions are obtained by varying values of (Ω, β). Note
that the curves β+, β− denote the safe region boundaries that contain positive and negative values of
βti for Ωi, respectively. (b) Ω vs. max (|θ (t) |) for the positive and negative directions of searching.
Ω
β
inside top region on boundary of top region outside top region
0.5 0.025 0.02812 0.028125
1 0.2 0.24763 0.248 −1.5521
Table 4.12: Values of (Ω, β) selected in diﬀerent regions to create trajectories of the EPT model.
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Figure 4.40: Phase portraits of the trajectories of the EPT model for diﬀerent values (Ω, β) in
diﬀerent regions. (a) (Ω, β) = (0.5, 0.025) inside the region of top trajectories provides a stable
top periodic orbit. (b) (Ω, β) = (0.5, 0.02812) on the boundary of the top region gives a stable top
periodic orbit. (c) (Ω, β) = (0.5, 0.028125) outside the region of top trajectories provides a stable
bottom periodic orbit.
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Figure 4.41: Phase portraits of the trajectories of the EPT model for diﬀerent values (Ω, β) in
diﬀerent regions. (a) (Ω, β) = (1, 0.2) inside the region of top trajectories provides a stable top
periodic orbit. (b) (Ω, β) = (1, 0.24763) on the boundary of the top region gives a stable top
periodic orbit. (c) (Ω, β) = (1, 0.248) outside the region of top trajectories provides a stable
bottom periodic orbit. (d) (Ω, β) = (1, −1.5521) outside the region of top trajectories provides a
chaotic bottom trajectory.
4.9 Comparisons of the Results
We will discuss a comparison of the results from the ST and EPT models as shown above.
Basically, we will compare their bifurcation diagrams, eﬀect of varying µ on the dynamics for
171
the models, their poor-man's bifurcation diagrams and chaotic regions, and their codimension-two
bifurcations. Conclusively, the ST and EPT models give similar or almost the same dynamical
results.
• Bifurcation diagrams: We can see that the structure of the bifurcation diagrams for the
ST and EPT model looks the same (see Fig. 4.6 and Fig. 4.26). There are three types of
bifurcations that occur for both models: saddle-node, supercritical pitchfork, and period-
doubling bifurcations. However, the coordinates of the bifurcation points (LPs, BPs, and
PDs) for both models are slightly diﬀerent (see Table 4.3, Table 4.4, Table 4.5, Table 4.8,
Table 4.9, Table 4.10).
• Eﬀect of varying µ on the dynamics: From Table 4.6 and Table 4.11, we conclude that
max (τmax)− τy is of order 1µ for both models.
• Poor-man's bifurcation and chaos: Fig. 4.14 and Fig. 4.32 show that the ST and EPT models
give the same poor-man's bifurcations. Their chaotic intervals are the same and consistent
with period-doubling cascades obtained from AUTO that lead to the chaos. Moreover,
• Codimension-two bifurcations: Fig. 4.19, Fig. 4.20, Fig. 4.21, Fig. 4.35, Fig. 4.36, and
Fig. 4.38 show that both system give the same loci of the LP, BP, and PD points for speciﬁc
intervals depending on the capability for detecting the special points of AUTO.
Chapter 5
Conclusions and Future Work
In this chapter, we will give some conclusions of our work and then provide possibilities of
the future work. Here are some concluding remarks.
(1) We have studied an elasto-plastic inverted pendulum model (EPT) motivated by the es-
sential features of side-sway collapse of structures under earthquakes. Albeit not typical of
earthquake-type input, as a starting point, we have studied dynamics of this model with
periodic input. Thus, the stability and bifurcations of periodic responses of this model are
investigated. The discussion of special results of this model, for example, bifurcation types
that occur, chaotic regions obtained from poor-man's bifurcation diagrams, extra oscilla-
tions happening for the left end of the main branch, and codimension-two bifurcations of
special bifurcation points are presented.
(2) An important feature of the EPT model is a degeneracy  switching between three-state and
two-state representations, i.e., the ET model is used to continue branches of dynamics of the
EPT model through degeneracies. Moreover, the model is a non-smooth system. With these
problems, our tool, AUTO, may have an abnormal termination. To repair the problems is
to construct a smooth version of the EPT model, called the ST model. Speciﬁcally, h (τ)
invented in (4.8) also removes a degeneracy for the ST model. Therefore, the diﬃculties of
a degeneracy and a non-smoothness do not aﬀect signiﬁcant results of the ST model.
(3) In particular, the ST model is a good representative of the EPT model since its results are
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closely similar to those of the EPT model in many signiﬁcant aspects. Both models ex-
hibit interesting non-trivial dynamics such as folds, supercritical pitchfork, period-doubling
bifurcations and chaos and such sensitivities are often observed in earthquake response of
structures. Moreover, the results obtained by AUTO for both models are quite consistent
with those of the poor-man's bifurcations generated by MATLAB, for example, chaotic in-
tervals and locations of LP, BP, and PD points. Based on our experiments, the ST and EPT
models provide the interesting bifurcations of periodic orbits when these periodic solutions
are bottom orbits.
(4) To evaluate designs of structures for large earthquakes, computing response for a ﬁxed
collection of inputs is not appropriate since in the earthquake engineering ﬁeld, there is an
active discussion on what inputs are suitable. Other than that, a qualitative approach is
necessary.
(5) We ﬁnd the safe region for the EPT model under a variation of Ω and β so that we can
choose an appropriate value of (Ω, β) for having top trajectories. This helps us to avoid
unsuitable values of Ω and β causing a collapse of the elasto-plastic inverted pendulum.
Furthermore, we suggest some directions for interesting further work as follows.
(1) One will study dynamics of elasto-plastic inverted pendulum with more realistic inputs. The
techniques developed in this work will be a foundation for this. Here are some examples.
(a) We have developed an approach of switching the ET model to continue branches of
the EPT model when a degeneracy arises.
(b) The technique of the Poor-man's bifurcation diagram to construct bifurcations and
ﬁnd basins of attraction will be used for realistic models.
(2) We can study progressively more realistic models in the following aspects.
(a) Other abrupt behaviors such as damage will be considered.
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(b) More realistic building and bridge models such as Euler-Bernoulli Beams will be in-
vestigated as realistic structures.
(c) More realistic inputs will be used to then make the model more realistic.
(d) The computational approaches developed here will serve as starting point for realistic
models.
(3) Study an eﬀect of the phase φ to a safe region of the EPT model.
(4) Investigation of stability of boundary equilibria for the unforced PWS system (1.14) of the
EPT model will be studied.
(5) We can investigate more eﬃciently on codimension-two bifurcations for the EPT model
with more realistic inputs using another powerful tool, called MatCont (for example, see
detail in [46]). The special feature of MatCont is to construct and analyze bifurcations with
two control parameters. This software provides a continuation toolbox which MATLAB is
compatible with.
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Appendix A
Supplementary for Ch. 1
A.1 Stability of Interior Equilibria of the System (1.14)
From 1.2.4, we know that equilibria of the system (1.14) are contained in the following set
E = {(θ∗, ω∗, τ∗) : ω∗ = 0, τ∗ = g sin (θ∗) , |τ∗| ≤ τy} . (A.1)
One way of classifying equilibria of the set (A.1) is to consider from values of θ∗that stay around
the top or bottom position of the pendulum as follows. There is a closed set of top equilibrium
points denoted by
ETOP =
{
(θ∗, ω∗, τ∗) : ω∗ = 0, τ∗ = g sin (θ∗) , |τ∗| ≤ τy, and θ∗ ∈
[
− arcsin
(
τy
g
)
, arcsin
(
τy
g
)]}
,
(A.2)
and another closed set of bottom equilibrium points denoted by
EBOT =
{
(θ∗, ω∗, τ∗) : ω∗ = 0, τ∗ = g sin (θ∗) , |τ∗| ≤ τy, and θ∗ ∈
[
−pi,−pi + arcsin
(
τy
g
)]
∪
[
pi − arcsin
(
τy
g
)
, pi
]}
.
(A.3)
However, one can separate the set (A.1) into a set of a set of interior equilibria, EI , and a set of
boundary equilibria, EB , as shown in Fig. 1.7. We can write
E = EI ∪ EB, (A.4)
where
EI =
{
(θ∗, ω∗, τ∗) : ω∗ = 0, θ∗ = arcsin
(
τ∗
g
)
, |τ∗| < τy
}
, (A.5)
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and EB contains 4 points of equilibria (θ∗, ω∗, τ∗) as the following set,
EB =
{(
arcsin
(
τy
g
)
, 0, τy
)
,
(
− arcsin
(
τy
g
)
, 0,−τy
)
,
(
pi − arcsin
(
τy
g
)
, 0, τy
)
,
(
−pi + arcsin
(
τy
g
)
, 0,−τy
)}
.
(A.6)
Let δθ = θ − θ∗, δω = ω − ω∗, δτ = τ − τ∗, where (θ∗, ω∗, τ∗) is a point in (1.15). Then the
linearization (see 2.1.1) of the system (1.14) is
δ˙θ
δ˙ω
δ˙τ
 = A

δθ
δω
δτ
+ quadratic terms, (A.7)
where
A =

f1θ
f2θ
f3θ
f1ω
f2ω
f3ω
f1τ
f2τ
f3τ
 =

0
g cos (θ)
0
1
−ζ
1
0
−1
f3τ
 . (A.8)
Since f3 is not diﬀerentiable with respect to τ at τ = ±τy, thus
f3τ =
 0, |τ | < τy−µ, |τ | > τy . (A.9)
Stability of the interior equilibria of the system (1.14) will be examined by the linearization
except the four boundary equilibrium points because f3 is not diﬀerentiable there. Now we want to
analyze stability of only interior equilibria of the system (1.14). Consider the linearization of the
system (1.14) about an interior equilibrium point (θ∗, ω∗, τ∗) ∈ EI , then the matrix A in (A.8) at
the point (θ∗, ω∗, τ∗) is
A(θ∗,ω∗,τ∗) =

f1θ
f2θ
f3θ
f1ω
f2ω
f3ω
f1τ
f2τ
f3τ

(θ∗,ω∗,τ∗)
=

0
g cos (θ∗)
0
1
−ζ
1
0
−1
0
 . (A.10)
Since θ∗ = arcsin
(
τ∗
g
)
, where |τ∗| < τy, so we can write the matrix A(θ∗,ω∗,τ∗) in the terms
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of τ∗ as follows,
A(θ∗,ω∗,τ∗) =

0√
g − (τ∗)2
0
1
−ζ
1
0
−1
0
 . (A.11)
The eigenvalues and their corresponding eigenvectors of (A.11) are
λ1 = 0, v1 =

1√
g−(τ∗)2
0
1
 ,
λ2 = −ζ
2
+
1
2
√
4
(√
g − (τ∗)2 − 1
)
+ ζ2, v2 =

1
− ζ2 + 12
√
4
(√
g − (τ∗)2 − 1
)
+ ζ2
1
 , (A.12)
λ3 = −ζ
2
− 1
2
√
4
(√
g − (τ∗)2 − 1
)
+ ζ2, v2,3 =

1
− ζ2 − 12
√
4
(√
g − (τ∗)2 − 1
)
+ ζ2
1
 .
We see obviously that these interior equilibria are nonhyperbolic since λ1 is always zero. Moreover,
we consider the following cases:
• If 4
(√
g − (τ∗)2 − 1
)
+ ζ2 > 0 then we have λ3 ∈ R− and the following cases:
∗ If
√
g − (τ∗)2 − 1 < 0, then λ2 ∈ R−. Thus the interior equilibrium (θ∗, ω∗, τ∗) is
spectrally stable (see 2.1.1) since λ1 = 0 and λ2,3 ∈ R−.
∗ If
√
g − (τ∗)2 − 1 = 0, then λ2 = 0. Thus the interior equilibrium (θ∗, ω∗, τ∗) is
spectrally stable since λ1,2 = 0 and λ3 ∈ R−.
∗ If
√
g − (τ∗)2 − 1 > 0, then λ2 ∈ R+. Thus the interior equilibrium (θ∗, ω∗, τ∗) is
unstable since λ1 = 0, λ2 ∈ R+ and λ3 ∈ R−.
• If 4
(√
g − (τ∗)2 − 1
)
+ζ2 = 0 then we have λ2,3 = − ζ2 ∈ R−. Thus the interior equilibrium
(θ∗, ω∗, τ∗) is spectrally stable since λ1 = 0 and λ2,3 ∈ R−.
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• If 4
(√
g − (τ∗)2 − 1
)
+ζ2 < 0 then we have λ2,3 = − ζ2± i2
√
4
(
1−
√
g − (τ∗)2
)
− ζ2 ∈ C
with Re (λ2,3) < 0. Thus the interior equilibrium (θ∗, ω∗, τ∗) is spectrally stable since λ1 = 0
and Re (λ2,3) < 0.
Speciﬁcally, if we use g = 0.75, ζ = 0.1, τy = 0.5, and since |τ∗| < τy = 0.5, then we have the
case that 4
(√
g − (τ∗)2 − 1
)
+ ζ2 < 0 for all values of τ∗ ∈ (−0.5, 0.5). One can also note
that 400
√
0.75− (τ∗)2 − 399 < 0 for all values of τ∗ ∈ (−0.5, 0.5). Thus, the interior equilibria
(θ∗, ω∗, τ∗) for this case are nonhyperbolic, spectrally stable and their eigenvalues and corresponding
eigenvectors are
λ1 = 0, v1 =

1√
0.75−(τ∗)2
0
1
 , (A.13)
λ2,3 = − 1
20
± i 1
20
√
399− 400
√
0.75− (τ∗)2, v2,3 =

1
− 120 ± i 120
√
399− 400
√
0.75− (τ∗)2
1
 .
(A.14)
All of the eigenvalues in (A.13), (A.14) for τ∗ ∈ (−0.5, 0.5) can be written as λ1 = 0, λ2,3 =
−0.05± iγ, where γ ∈ [0.36259, 0.5388) and they are plotted in Fig. A.1.
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Figure A.1: Nonhyperbolic interior equilibria of the undriven system (1.14) for g = 0.75, ζ =
0.1, τy = 0.5.
A.2 Construction of Periodic Solutions of the System (1.22)
A.2.1 Linearization for the System (1.22)
We linearize (1.22) about an equilibrium (θ∗, ω∗) by setting
θ (t) = θ∗ + δθ (t) , andω (t) = ω∗ + δω (t) . (A.15)
The linearization of sin (θ) about (θ∗, ω∗) is sin (θ) ≈ sin (θ∗)+cos (θ∗)·(θ − θ∗) = sin (θ∗)+cos (θ∗)·
δθ. Substituting this result and (A.15) into the undriven system of (1.22) gives us that
d
dt
(θ∗ + δθ) = ω∗ + δω,
d
dt
(ω∗ + δω) = − (θ∗ + δθ) + c− ζ (ω∗ + δω) + g [sin (θ∗) + cos (θ∗) · δθ] .
We let dδθ
dt = δ˙θ, and
dδω
dt = δ˙ω, and since ω
∗ = 0, −θ∗ + c+ g sin (θ∗) = 0, then we have that
δ˙θ = δω,
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δ˙ω = −δθ − ζδω + g cos (θ∗) δθ. (A.16)
Since d
2θ
dt2
= d
2
dt2
(θ∗ + δθ) = d
2δθ
dt2
= δ¨θ, and
d2θ
dt2
= dω
dt =
d
dt (ω
∗ + δω) = dδωdt = δ˙ω, then δ¨θ = δ˙ω =
−δθ − ζδω + g cos (θ∗) δθ. Because δω = δ˙θ, thus we get a second order diﬀerential equation of the
deviation δθ,
δ¨θ + ζδ˙θ + (1− g cos θ∗) δθ = 0. (A.17)
Also, the forcing term,−β sin (Ωt+ φ) cos (θ), in the system (1.22) can be linearized about
(θ∗, ω∗) as
−β sin (Ωt+ φ) cos (θ) ≈ −β sin (Ωt+ φ) · (cos (θ∗)− sin (θ∗) δθ)
= −β cos (θ∗) sin (Ωt+ φ) + β sin (θ∗) δθ sin (Ωt+ φ) . (A.18)
If we assume that β  1, and since the deviation term δθ is small, then the term β sin (θ∗) δθ sin (Ωt+ φ)
is negligible. Thus, the linearized forcing term is
−β sin (Ωt+ φ) cos (θ) ≈ −β cos (θ∗) sin (Ωt+ φ) . (A.19)
Applying the forcing term (A.19) to the right hand side of (A.17) provides a linearized second order
diﬀerential equation of the deviation δθ as the following equation,
δ¨θ + ζδ˙θ + (1− g cos (θ∗)) δθ = −β cos (θ∗) sin (Ωt+ φ) . (A.20)
The solution of (A.20) is δθ (t) = (δθ)h (t) + (δθ)p (t), where (δθ)h (t) is the homogeneous solution
and (δθ)p (t) is the particular solution. However, we are interested in only the steady state solution,
so δθ (t) ≈ (δθ)p (t). Moreover, the method of undetermined coeﬃcients gives the solution of (A.20)
as follows,
δθ (t) = (δθ)p (t) = A sin (Ωt+ φ+ ϕ) , (A.21)
where
A = | − β cos (θ
∗) |√
(1− g cos (θ∗)− Ω2)2 + (ζΩ)2
, (A.22)
ϕ = arctan
( −ζΩ
1− g cos (θ∗)− Ω2
)
. (A.23)
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Next, we want to ﬁnd a formula for an initial estimate (β0, φ0) from above linearized formulas.
From the periodicity conditions,
θ (0) = θ (T ) = θ0, ω (0) = ω (T ) = 0, (A.24)
where T = 2piΩ . Since ω (0) = 0, ω
∗ = 0, then we have that
θ (0) = θ∗ + δθ (0) = θ0 =⇒ δθ (0) = θ0 − θ∗, (A.25)
ω (0) = ω∗ + δω (0) = 0 =⇒ δ˙θ (0) = δω (0) = 0. (A.26)
Now we have initial conditions, (A.25) and (A.26), for the equation (A.20), so we can ﬁnally solve
for φ and β as follows,
φ = ±pi
2
− ϕ = ±pi
2
+ arctan
(
ζΩ
1− g cos (θ∗)− Ω2
)
, (A.27)
and
|β| = |θ0 − θ
∗|
| cos (θ∗) |
√
(1− g cos (θ∗)− Ω2)2 + (ζΩ)2, (A.28)
One can note that (A.27) and (A.28) are obtained from the facts that 0 = δ˙θ (0) = AΩ cos (φ+ ϕ)
and θ0− θ∗ = δθ (0) = A sin (φ+ ϕ), respectively. Therefore, (A.27) and (A.28) can provide a good
initial estimate (β0, φ0) for the shooting method.
A.2.2 Jacobian Matrix of the Periodic Map (1.27)
From 1.2.6, we want to ﬁnd a Jacobian matrix of the following periodic map,
F : (β, φ) 7→
 θ (T ;β, φ)− θ(0)
ω(T ;β, φ)− ω(0)
 =
 θ (T ;β, φ)− θ0
ω(T ;β, φ)
 , (A.29)
where T = 2piΩ is a period of the forcing function in the system (1.22). Newton's method is used to
solve properly for a solution
(
β¯, φ¯
)
such that F
(
β¯, φ¯
)
= 0 if a good initial estimate (β0, φ0) and a
Jacobian matrix, DF (β, φ), of the map (A.29) are provided. Now we consider Newton's method,
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for a given initial guess
 β0
φ0
 and n = 0, 1, 2, ...,
 βn+1
φn+1
 =
 βn
φn
− [DF (βn, φn)]−1 · F (βn, φn) , (A.30)
where DF (βn, φn) is the Jacobian matrix of F (βn, φn).
We know that F (x+ εδx)−F (x) = DF (x) · (x+ εδx − x) = DF (x) · εδx, where ε is a small
positive number and δx is a deviation from x. Applying this fact to our case gives
DF (βn, φn) ·
 (βn + εδβn)− βn
(φn + εδφn)− φn
 = F (βn + εδβn , φn + εδφn)− F (βn, φn) ,
DF (βn, φn) · ε
 δβn
δφn
 = F (βn + εδβn , φn + εδφn)− F (βn, φn) ,
DF (βn, φn) · ε
 δβn
δφn
 =
 θ (T ;βn + εδβn , φn + εδφn)− θ0 − θ (T ;βn, φn) + θ0
ω(T ;βn + εδβn , φn + εδφn)− ω(T ;βn, φn)
 ,
DF (βn, φn) · ε
 δβn
δφn
 =
 θ (T ;βn + εδβn , φn + εδφn)− θ (T ;βn, φn)
ω(T ;βn + εδβn , φn + εδφn)− ω(T ;βn, φn)
 . (A.31)
We use the ﬁrst order of the Taylor expansion about (βn, φn) to approximate the right hand side of
(A.31). Hence, we have that
θ (T ;βn + εδβn , φn + εδφn)− θ (T ;βn, φn) =
[
θ (T ;βn, φn) +
∂
∂β
θ (T ;β, φn) |β=βn (εδβn) +
∂
∂φ
θ (T ;βn, φ) |φ=φn (εδφn)
]
−θ (T ;βn, φn) ,
= ε
[
∂
∂β
θ (T ;β, φn) |β=βn (δβn) +
∂
∂φ
θ (T ;βn, φ) |φ=φn (δφn)
]
,
= εδθn (T ) , (A.32)
where δθn (T ) is a deviation of θ at t = T evaluated at β = βn, φ = φn. Similarly, we ﬁnd that
ω (T ;βn + εδβn , φn + εδφn)− ω (T ;βn, φn) = εδωn (T ) , (A.33)
where δωn (T ) is a deviation of ω at t = T evaluated at β = βn, φ = φn . Substituting (A.32),
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(A.33) into (A.31) gives us that
DF (βn, φn) ·
 δβn
δφn
 =
 δθn (T )
δωn (T )
 . (A.34)
We let DF (βn, φn) =
 DFn11 DFn12
DFn21 DF
n
22
. If we choose two independent vectors
 δβn
δφn
 =
 1
0
 ,
 0
1
, then we can solve (A.34) for the ﬁrst and second columns of DF (βn, φn), re-
spectively. In order to ﬁnd
 δθn (T )
δωn (T )
, we perturb θ, ω, β, φ in (1.22) by replacing them with
θn+1, ωn+1, βn+1, φn+1 as follows,
θn+1(t) = θn(t) + εδθn(t),
ωn+1(t) = ωn(t) + εδωn(t), (A.35)
βn+1 = βn + εδβn ,
φn+1 = φn + εδφn .
Substituting (A.35) into the system (1.22) gives
θ˙n + εδ˙θn = ωn + εδωn ,
ω˙n + εδ˙ωn = − (θ + εδθn) + c− ζ (ωn + εδωn) + g sin (θ + εδθn)
− (β + εδβn) sin (Ωt+ (φ+ εδφn)) cos (θ + εδθn) . (A.36)
Now we let f1, f2 in (1.22) be f1 = f1 (θn, ωn, βn, φn) , f2 = f2 (θn, ωn, βn, φn), respectively. Diﬀer-
entiating (A.36) with respect to ε and then evaluating at ε = 0 gives us that, δ˙θn
δ˙ωn
 = A
 δθn
δωn
+B
 δβn
δφn
 , (A.37)
where
A =
 ∂f1∂θn ∂f1∂ωn
∂f2
∂θn
∂f2
∂ωn
 =
 0 1
−1 + g cos (θn) + βn sin (Ωt+ φn) sin (θn) −ζ
 , (A.38)
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B =
 ∂f1∂βn ∂f1∂φn
∂f2
∂βn
∂f2
∂φn
 =
 0 0
− sin (Ωt+ φn) cos (θn) −βn cos (Ωt+ φn) cos (θn)
 . (A.39)
If we use symbols

(
δ˙θn
)
1(
δ˙ωn
)
1
 ,
 (δθn)1
(δωn)1
 for choosing
 δβn
δφn
 =
 1
0
 and

(
δ˙θn
)
2(
δ˙ωn
)
2
 ,
 (δθn)2
(δωn)2

for choosing
 δβn
δφn
 =
 0
1
, respectively, then the Jacobian matrix for (βn, φn) is
DF (βn, φn) =
 (δθn)1 (T ) (δθn)2 (T )
(δωn)1 (T ) (δωn)2 (T )
 . (A.40)
Conclusively, updating (βn, φn) in Newton's method (A.30) is required to solve all of these diﬀer-
ential equations simultaneously, θ˙n
ω˙n
 =
 f1 (θn, ωn, βn, φn)
f2 (θn, ωn, βn, φn)
 ,

(
δ˙θn
)
1(
δ˙ωn
)
1
 = A
 (δθn)1
(δωn)1
+
 ∂f1∂βn
∂f2
∂βn
 , (A.41)

(
δ˙θn
)
2(
δ˙ωn
)
2
 = A
 (δθn)2
(δωn)2
+
 ∂f1∂φn
∂f2
∂φn
 ,
with the following initial conditions,
 θn (0)
ωn (0)
 =
 θ0
0
 ,
 (δθn)1 (0)
(δωn)1 (0)
 =
 0
0
 ,
 (δθn)2
(δωn)2
 =
 0
0
 . (A.42)
A.3 Notions of a PWS system and Grazing Periodic Orbits
The following deﬁnitions of a PWS system, and a degree of smoothness are quoted directly
from [24].
Deﬁnition 7. A piecewise -smooth ﬂow is given by a ﬁnite set of ODEs
x˙ = Fi (x, µ) , for x ∈ Si, (A.43)
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where ∪iSi = D ⊂ Rn and each Si has a non-empty interior. The intersection Σij := S¯i ∩ S¯j is
either an R(n−1)-dimensional manifold included in the boundaries ∂Si and ∂Sj , or is the empty set.
Each vector ﬁeld Fi is smooth in both the state x and the parameter µ, and deﬁnes a smooth ﬂow
Φi (x, t) within any open set U ⊃ Si. In particular, each ﬂow Φi is well deﬁned on both sides of the
boundary ∂Sj .
A non-empty border between two regions Σij will be called a discontinuity set or, a switch-
ing boundary.
Deﬁnition 8. The degree of smoothness at a point x0 in a switching set Σij of a piecewise-
smooth ODE is the highest order r such the Taylor series expansions of Φi (x0, t) and Φj (x0, t)
with respect to t, evaluated at t = 0, agree up to terms of O
(
tr−1
)
. That is , the ﬁrst non-zero
partial derivative with respect to t of the diﬀerence [Φi (x0, t)− Φj (x0, t)] |t=0 is of order r.
Moreover, a uniform discontinuity can be deﬁned as follows (see [24]).
Deﬁnition 9. A discontinuity boundary Σij is said to be uniformly discontinuous in some
domain D if the degree of smoothness of the system is the same for all points x ∈ Σij ∩D. We say
that the discontinuity is uniform with degree m if the ﬁrst non-zero partial derivative of Fi−Fj
evaluated on Σij is of orderm−1. Furthermore, the degree of smoothness is one if Fi (x)−Fj (x) 6= 0
for x ∈ Σij ∩D.
Deﬁne the following notations associated with the PWS system (1.21),
x =

θ
ω
τ
z

, (A.44)
H1 (x) = τ − τy, (A.45)
H2 (x) = τ + τy, (A.46)
189
S1 =
{
x ∈ R4 : H1 (x) > 0
}
=
{
x ∈ R4 : τ > τy
}
, (A.47)
S2 =
{
x ∈ R4 : H1 (x) < 0 andH2 (x) > 0
}
=
{
x ∈ R4 : −τy < τ < τy
}
, (A.48)
S3 =
{
x ∈ R4 : H2 (x) < 0
}
=
{
x ∈ R4 : τ < −τy
}
, (A.49)
Σ12 =
{
x ∈ R4 : H1 (x) = 0
}
=
{
x ∈ R4 : τ = τy
}
, (A.50)
Σ23 =
{
x ∈ R4 : H2 (x) = 0
}
=
{
x ∈ R4 : τ = −τy
}
. (A.51)
One can note that Σ1 ∩ Σ2 = ∅. A border between regions Σij is called a discontinuity boundary
or, a switching boundary. The vector ﬁelds, F1, F2, F3, corresponding to the regions S1, S2, and
S3, respectively are
F1 =

ω
−τ − ζω + g sin (θ)− β sin (z) cos (θ)
ω − µ (τ − τy)
Ω

, (A.52)
F2 =

ω
−τ − ζω + g sin (θ)− β sin (z) cos (θ)
ω
Ω

, (A.53)
F3 =

ω
−τ − ζω + g sin (θ)− β sin (z) cos (θ)
ω − µ (τ + τy)
Ω

. (A.54)
The separate regions for each of the vector ﬁeld are shown in Fig. 1.9. One can see that the degree
of smoothness of (1.21) on Σ12 and Σ23 is m = 2, so Σ12 and Σ23 are uniformly discontinuous. From
the PWS system (1.21), the notations and deﬁnitions above, we have that the degree of smoothness,
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m, of the system (1.21) on Σ12 is 2 since F1 |τ=τy= F2 |τ=τy , but F1,x |τ=τy 6= F2,x |τ=τy where
F1,x =

0 1 0 0
g cos (θ) + β sin (z) cos (θ) −ζ −1 −β cos (z) cos (θ)
0 1 −µ 0
0 0 0 0

,
F2,x =

0 1 0 0
g cos (θ) + β sin (z) cos (θ) −ζ −1 −β cos (z) cos (θ)
0 1 0 0
0 0 0 0

.
Similarly, the degree of smoothness of (1.21) on Σ23 is also m = 2 on since F2 |τ=−τy= F3 |τ=−τy ,
but F2,x |τ=−τy 6= F3,x |τ=−τy , where
F2,x =

0 1 0 0
g cos (θ) + β sin (z) sin (θ) −ζ −1 −β cos (z) cos (θ)
0 1 0 0
0 0 0 0

,
F3,x =

0 1 0 0
g cos (θ) + β sin (z) cos (θ) −ζ −1 −β cos (z) cos (θ)
0 1 −µ 0
0 0 0 0

.
Since F1 − F2 = 0 ∀x ∈ Σ12 but F1,x − F2,x 6= 0 ∃x ∈ Σ12. Thus, the degree of smoothness
of (1.21) is 2 for all points x ∈ Σ12 ∩ D. Therefore, Σ12 is uniformly discontinuous. Similarly,
F2 − F3 = 0∀x ∈ Σ23 but F2,x − F3,x 6= 0∃x ∈ Σ23. Thus, the degree of smoothness of the (1.21) is
2 for all points x ∈ Σ23 ∩D. Therefore, Σ23 is uniformly discontinuous too.
Flows Φi generated by vector ﬁelds satisfy
∂
∂t
Φi (x, t) = Fi (Φi (x, t)) , Φi (x, 0) = x. (A.55)
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Introduce the Lie derivative of the scalar function H with respect to the vector ﬁeld F at x∗ as
follows,
LFH (x∗) = ∂
∂t
H (Φ (x∗, 0)) =
〈
Hx (x
∗) ,
∂
∂t
Φ (x∗, 0)
〉
= 〈Hx (x∗) , F (x∗)〉 . (A.56)
We say that grazing occurs at a point x∗ when the vector ﬁeld is tangent to the switching boundary
there. Thus, x∗ is a grazing point if the following conditions (see [24]) have met for i = 1, 2,
H (x∗) = 0, (A.57)
Hx (x
∗) 6= 0, (A.58)
vi (x
∗) = LFiH (x∗) = 0, (A.59)
ai (x
∗) =
∂2
∂t2
H (Φi (x
∗, 0)) = L2FiH (x∗) =
〈
Hx (x
∗) ,
∂Fi (x
∗)
∂x
Fi (x
∗)
〉
+
〈
∂2H
∂x2
Fi (x
∗) , Fi (x∗)
〉
> 0.
(A.60)
Appendix B
Monodromy Matrices of the ET, ST, and EPT models
B.1 Monodromy Matrix of the ET Model
Let us recall to the ET model in Ch. 3 as follows,
dθ
dt
= f1 (θ (t) , ω (t)) = ω,
dω
dt
= f2 (θ (t) , ω (t)) = −θ + c− ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) . (B.1)
Here we can have the following linearization of the system (B.1) about a periodic orbit p (t) based
on the equation (2.12) in 2.1.2,
δ˙x (t) = A (t) δx (t) , δ˙θ (t)
δ˙ω (t)
 = A (t)
 δθ (t)
δω (t)
 , (B.2)
where
A (t) =
 ∂f1∂θ ∂f1∂ω
∂f2
∂θ
∂f2
∂ω
 =
 0 1
−1 + g cos (θ) + β sin (Ωt+ φ) sin (θ) −ζ
 . (B.3)
The two linearly independent solutions,
 (δθ)1 (0)
(δω)1 (0)
 =
 1
0
 and
 (δθ)2 (0)
(δω)2 (0)
 =
 0
1
, will
be used to ﬁnd the fundamental matrix solution Φ (t, 0). Thus the monodromy matrix of the ET
model (B.1) is
M = Φ (T, 0) =
 (δθ)1 (T ) (δθ)2 (T )
(δω)1 (T ) (δω)2 (T )
 , (B.4)
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where T = 2piΩ and the vectors
 (δθ)1 (t)
(δω)1 (t)
 ,
 (δθ)2 (t)
(δω)2 (t)
 can be found by solving the following
diﬀerential equations simultaneously, θ˙ (t)
ω˙ (t)
 =
 f1 (θ (t) , ω (t))
f2 (θ (t) , ω (t))
 ,

(
δ˙θ
)
1
(t)(
δ˙ω
)
1
(t)
 = A (t)
 (δθ)1 (t)
(δω)1 (t)
 , (B.5)

(
δ˙θ
)
2
(t)(
δ˙ω
)
2
(t)
 = A (t)
 (δθ)2 (t)
(δω)2 (t)
 ,
with the following initial conditions, θ (0)
ω (0)
 =
 θ0
ω0
 ,
 (δθ)1 (0)
(δω)1 (0)
 =
 1
0
 ,
 (δθ)2 (0)
(δω)2 (0)
 =
 0
1
 . (B.6)
B.2 Monodromy Matrix of the ST and EPT Models
Similarly, we can ﬁnd the monodromy matrices of the ST and EPT models with the same
process explained in B.1. Here are the ST and EPT models in Ch. 4, respectively,
dθ
dt
= f1 (θ (t) , ω (t) , τ (t)) = ω,
dω
dt
= f2 (θ (t) , ω (t) , τ (t)) = −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) , (B.7)
dτ
dt
= f3 (θ (t) , ω (t) , τ (t)) = ω − µ
[
τ +
1
2
(√
(τ − τy)2 + 4ε2 −
√
(τ + τy)
2 + 4ε2
)]
,
and
dθ
dt
= f1 (θ (t) , ω (t) , τ (t)) = ω,
dω
dt
= f2 (θ (t) , ω (t) , τ (t)) = −τ − ζω + g sin (θ)− β sin (Ωt+ φ) cos (θ) , (B.8)
dτ
dt
= f3 (θ (t) , ω (t) , τ (t)) = ω − µmax (|τ | − τy, 0) sign (τ) .
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The pattern of the linearization of the systems (B.7) and (B.8) about a periodic orbit p (t) is the
same which it is of the following form,
δ˙x (t) = A (t) δx (t) ,
δ˙θ (t)
δ˙ω (t)
δ˙τ (t)
 = A (t)

δθ (t)
δω (t)
δτ (t)
 , (B.9)
where
A (t) =

∂f1
∂θ
∂f1
∂ω
∂f1
∂τ
∂f2
∂θ
∂f2
∂ω
∂f2
∂τ
∂f3
∂θ
∂f3
∂ω
∂f3
∂τ
 . (B.10)
The three linearly independent solutions,

(δθ)1 (0)
(δω)1 (0)
(δτ )1 (0)
 =

1
0
0
,

(δθ)2 (0)
(δω)2 (0)
(δτ )2 (0)
 =

0
1
0
, and

(δθ)3 (0)
(δω)3 (0)
(δτ )3 (0)
 =

0
0
1
 will be used to ﬁnd the fundamental matrix solution Φ (t, 0). Thus the
monodromy matrix of the ST and EPT models is of the same form as follows,
M = Φ (T, 0) =

(δθ)1 (T ) (δθ)2 (T ) (δθ)3 (T )
(δω)1 (T ) (δω)2 (T ) (δω)3 (T )
(δτ )1 (T ) (δτ )2 (T ) (δτ )3 (T )
 , (B.11)
where T = 2piΩ and the vectors

(δθ)1 (t)
(δω)1 (t)
(δτ )1 (t)
 ,

(δθ)2 (t)
(δω)2 (t)
(δτ )2 (t)
 ,

(δθ)3 (t)
(δω)3 (t)
(δτ )3 (t)
 can be found by solving
the following diﬀerential equations simultaneously,
θ˙ (t)
ω˙ (t)
τ˙ (t)
 =

f1 (θ (t) , ω (t))
f2 (θ (t) , ω (t))
f3 (θ (t) , ω (t))
 ,
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(
δ˙θ
)
1
(t)(
δ˙ω
)
1
(t)(
δ˙τ
)
1
(t)
 = A (t)

(δθ)1 (t)
(δω)1 (t)
(δτ )1 (t)
 ,

(
δ˙θ
)
2
(t)(
δ˙ω
)
2
(t)(
δ˙τ
)
2
(t)
 = A (t)

(δθ)2 (t)
(δω)2 (t)
(δτ )2 (t)
 , (B.12)

(
δ˙θ
)
3
(t)(
δ˙ω
)
3
(t)(
δ˙τ
)
3
(t)
 = A (t)

(δθ)3 (t)
(δω)3 (t)
(δτ )3 (t)
 ,
with the following initial conditions,
θ (0)
ω (0)
τ (0)
 =

θ0
ω0
τ0
 ,

(δθ)1 (0)
(δω)1 (0)
(δτ )1 (0)
 =

1
0
0
 ,

(δθ)2 (0)
(δω)2 (0)
(δτ )2 (0)
 =

0
1
0
 ,

(δθ)3 (0)
(δω)3 (0)
(δτ )3 (0)
 =

0
0
1
 .
(B.13)
Even though the algorithm of computing the monodromyM of the ST and EPT models is the same
but their matrices A (t) are diﬀerent.
B.2.1 Matrix A (t) for the ST Model
The following elements are contained in the matrix A (t) (B.10) for the ST model,
∂f1
∂θ
= 0, ∂f1∂ω = 1,
∂f1
∂τ
= 0,
∂f2
∂θ
= g cos (θ) + β sin (θ) sin (Ωt+ φ) , ∂f2∂ω = −ζ,
∂f2
∂τ
= −1, (B.14)
∂f3
∂θ
= 0, ∂f3∂ω = 1, and
∂f3
∂τ
= −µ
1 + 1
2
 τ − τy√
(τ − τy)2 + 4ε2
− τ + τy√
(τ + τy)
2 + 4ε2
 .
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B.2.2 Matrix A (t) for the EPT Model
The following elements are contained in the matrix A (t) (B.10) for the EPT model,
∂f1
∂θ
= 0, ∂f1∂ω = 1,
∂f1
∂τ
= 0,
∂f2
∂θ
= g cos (θ) + β sin (θ) sin (Ωt+ φ) , ∂f2∂ω = −ζ,
∂f2
∂τ
= −1, (B.15)
∂f3
∂θ
= 0, ∂f3∂ω = 1, and
∂f3
∂τ
=
 0, |τ | < τy−µ, |τ | > τy .
However, we must note that ∂f3∂τ does not exist at τ = ±τy.
Appendix C
Supplementary Pictures
C.1 Phase Portraits of the EPT Model for Ω = 1.83 and β = −1.5521
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Figure C.1: Phase portraits of a stable periodic solution for the EPT model that starts from
(θ(0), ω(0), τ(0)) = (0, 0, 0). The parameter values are: ζ = 0.1, g = 0.75, τy = 0.5, β =
−1.5521,Ω = 1.83, φ = 1.5118, µ = 1000. This periodic orbit is the one close to a grazing pe-
riodic solution of this system.
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C.2 Additional Pictures of the ST Model
In this section, we give more evidences of phase portraits θ vs. τ for the speciﬁc intervals
of the bifurcation diagrams of the ST model (4.9) as explained in 4.3, so that we can see when
period-n orbits have |τ(t)| ≤ τy or |τ(t)| > τy where t ∈ [0, T ], T = n
(
2pi
Ω
)
, and τy = 0.5. Fig. C.2-
Fig. C.5 subsequently correspond to Fig. 4.15-Fig. 4.18 in 4.3. We can see that if |τ(t)| > τy for
some values of t, then the phase portraits θ vs. τ have the parallelogram shape.
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Figure C.2: Enlarged poor-man bifurcation diagram and its phase portraits θ vs. τ of the ST
model in (4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.1, 0.822]. The following
phase portraits are period-1 orbits and symmetric about (θ, τ) = (pi, 0). (b) At Ω = 0.137. (c) At
Ω = 0.161. (d) At Ω = 0.193. (e) At Ω = 0.272. (f) At Ω = 0.315. (g) At Ω = 0.475. (h) At
Ω = 0.701.
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Figure C.3: Enlarged poor-man bifurcation diagram and its phase portraits θ vs. τ of the ST model
in (4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.23, 1.6]. (b) At Ω = 1.254 (period-4
orbit). (c) At Ω = 1.268 (period-2 orbit). (d) At Ω = 1.35 (nonsymmetric period-1 orbit). (e) At
Ω = 1.495 (period-1 orbit and symmetric about (θ, τ) = (−pi, 0)).
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Figure C.4: Enlarged poor-man bifurcation diagram and its phase portraits θ vs. τ of the ST model
in (4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2.12, 3]. The following phase portraits
are period-1 orbits. (b) At Ω = 2.148. (c) At Ω = 2.158. (d) At Ω = 2.257. (e) At Ω = 2.354. (f)
At Ω = 2.559. (g) At Ω = 2.601. (h) At Ω = 2.93.
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Figure C.5: Enlarged poor-man bifurcation diagram and its phase portraits θ vs. τ of the ST
model in (4.9) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2.41, 3]. (b) At Ω = 2.45
(nonsymmetric period-1 orbit). (c) At Ω = 2.8 (period-1 orbit and symmetric about (θ, τ) = (0, 0)).
C.3 Additional Pictures of the EPT Model
In this section, we give more evidences of phase portraits, θ vs. ω and θ vs. τ , for the speciﬁc
intervals of the bifurcation diagrams of the EPT model (4.1) as explained in 4.6, so that we can
see when period-n orbits have |τ(t)| ≤ τy or |τ(t)| > τy where t ∈ [0, T ], T = n
(
2pi
Ω
)
, and τy = 0.5.
However, the following pictures give the similar results to that for the ST model (see 4.3 and C.2).
We can see from Fig. C.6-Fig. C.11 that if |τ(t)| > τy for some values of t, then the phase portraits
θ vs. τ have the parallelogram shape.
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Figure C.6: Poor-man bifurcation diagram Ω vs. θ and its phase portraits θ vs. ω of the EPT model
in (4.1) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.1, 3]. The following phase portraits
are period-1 orbits. (b) At Ω = 0.344, it is symmetric about (θ, ω) = (pi, 0). (c) At Ω = 0.52,
it is symmetric about (θ, ω) = (pi, 0). (d) At Ω = 2.45. (e) At Ω = 2.51, it is symmetric about
(θ, τω) = (0, 0).
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Figure C.7: Poor-man bifurcation diagram Ω vs. θ and its phase portraits θ vs. τ of the EPT model
in (4.1) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [0.1, 3]. The following phase portraits
are period-1 orbits. (b) At Ω = 0.344, it is symmetric about (θ, τ) = (pi, 0). (c) At Ω = 0.52,
it is symmetric about (θ, τ) = (pi, 0). (d) At Ω = 2.45. (e) At Ω = 2.51, it is symmetric about
(θ, τ) = (0, 0).
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Figure C.8: Poor-man bifurcation diagram Ω vs. θ and its phase portraits θ vs. ω of the EPT
model in (4.1) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.2, 1.6]. (b) At Ω = 1.254
(nonsymmetric period-4 orbit). (c) At Ω = 1.264 (nonsymmetric period-2 orbit). (d) At Ω = 1.358
(nonsymmetric period-1 orbit). (e) At Ω = 1.481 (period-1 orbit and symmetric about (θ, ω) =
(−pi, 0)).
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Figure C.9: Poor-man bifurcation diagram Ω vs. θ and its phase portraits θ vs. τ of the EPT
model in (4.1) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [1.2, 1.6]. (b) At Ω = 1.254
(nonsymmetric period-4 orbit). (c) At Ω = 1.264 (nonsymmetric period-2 orbit). (d) At Ω = 1.358
(nonsymmetric period-1 orbit). (e) At Ω = 1.481 (period-1 orbit and symmetric about (θ, τ) =
(−pi, 0)).
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Figure C.10: Poor-man bifurcation diagram Ω vs. θ and its phase portraits θ vs. ω of the EPT
model in (4.1) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2.1, 2.6]. The following phase
portraits are period-1 orbits. (b) At Ω = 2.116, it is symmetric about (θ, ω) = (−pi, 0). (c) At
Ω = 2.15, it is symmetric about (θ, ω) = (−pi, 0). (d) At Ω = 2.499. (e) At Ω = 2.587.
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Figure C.11: Poor-man bifurcation diagram Ω vs. θ and its phase portraits θ vs. τ of the EPT
model in (4.1) are simulated by MATLAB. (a) Bifurcation for Ω ∈ [2.1, 2.6]. The following phase
portraits are period-1 orbits. (b) At Ω = 2.116, it is symmetric about (θ, ω) = (−pi, 0). (c) At
Ω = 2.15, it is symmetric about (θ, ω) = (−pi, 0). (d) At Ω = 2.499. (e) At Ω = 2.587.
