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Photoionization fronts play a dominant role in many astrophysical environments, but remain difficult to
achieve in a laboratory experiment. Recent papers have suggested that experiments using a nitrogen medium
held at ten atmospheres of pressure that is irradiated by a source with a radiation temperature of TR ∼ 100 eV
can produce viable photoionization fronts. We present a suite of one-dimensional numerical simulations using
the Helios multi-material radiation hydrodynamics code that models these conditions and the formation of
a photoionization front. We study the effects of varying the atomic kinetics and radiative transfer model
on the hydrodynamics and ionization state of the nitrogen gas, finding that more sophisticated physics,
in particular a multi-angle long characteristic radiative transfer model and a collisional-radiative atomics
model, dramatically changes the atomic kinetic evolution of the gas. A photoionization front is identified
by computing the ratios between the photoionization rate, the electron impact ionization rate, and the total
recombination rate. We find that due to the increased electron temperatures found using more advanced
physics that photoionization fronts are likely to form in our nominal model. We report results of several
parameter studies. In one of these, the nitrogen pressure is fixed at ten atmospheres and varies the source
radiation temperature while another fixes the temperature at 100 eV and varied the nitrogen pressure. Lower
nitrogen pressures increase the likelihood of generating a photoionization front while varying the peak source
temperature has little effect.
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I. INTRODUCTION
Photoionization fronts play an essential role in the evo-
lution of the Universe at all scales.1 The Universe was
plunged into the so-called Dark Ages, a time after hy-
drogen and helium recombined after the Big Bang and
no sources of emission existed. It is during this time
that the first structures began to form.2 Comprised of
mostly dark matter with virial masses of Mvir ∼106M3,
not only are these minihalos the fundamental building
blocks of larger structures, they are the birthplace of the
first stars.4–9 These Population III stars have masses of
M∗ ∼100 M and are more compact, have higher sur-
face temperatures, and produce many more UV photons
compared to present-day stars.10 These first stars also
provided the first metals that enriched the intergalactic
medium.11,12
The first galaxies formed through the hierarchical
merging of these minihalos. Once the mass of the dark
matter halo reaches ∼108 M, the virial temperature of
the minihalo is greater than the atomic hydrogen cooling
limit and a population of stars can form.3,6,13–18 These
stars were then essential in heating and ionizing the sur-
rounding gas, forming photoionization fronts that cre-
ated additional structure within these “minihalos”. The
end of the Dark Ages then came about as these stars, in
collaboration with black holes, proceeded to reionize the
universe.
Photoionization fronts also play an important role
in the present day universe. Massive stars, M∗ >20
M(e.g., O-type stars), have high surface temperatures
and produce a large number of ionizing photons. H II
regions are created as these photons ionize the gas sur-
rounding these stars.19–22 These photoionization fronts
have important effects on the surrounding gas, from de-
stroying giant molecular clouds, affecting future star for-
mation, and even limiting the final stellar mass of a high
mass protostellar object.23 Photoionization fronts are
also important in the transition between “pre-planetary”
to “planetary” nebula during the late-stage evolution of
intermediate mass stars (∼0.8-8 M).24–27
Until recently there have only been a handful of labo-
ratory experiments potentially relevant to photoioniza-
tion fronts. Most have made use of carbon foams or
low-density plastics illuminated by x-ray sources. In the
experiments by Willi and collaborators28–31 used low-
density triacrylate foams irradiated by a soft x-ray source
generated by laser irradiation of a gold ‘burn-through’
foil. The authors used x-ray spectroscopy and radiog-
raphy to infer density and temperature profiles through
the foam and were suggestive of a supersonic ionization
front. Similarly, Zhang et al.32 used a low-density plas-
tic (C8H8) foam with x-rays generated by irradiating the
interior of a gold cylinder. Using time-resolved x-ray ra-
diography the authors measured ionization and shock po-
sitions within their foams. These were then compared to
numerical simulations and an ionization front was found
to precede the shock front at early time. Drake et al.33,
however, showed that these experiments did not produce
photoionization fronts, but rather heat fronts where the
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2energy is transported through electron heat conduction.
Drake et al.33 outlined the theoretical requirements
for an authentic laboratory photoionization front exper-
iment. Although a variety of materials were studied,
nitrogen gas held at high pressure was found to be an
appropriate medium for a photoionization front experi-
ment. Their study suggested from analytical calculations
that a radiation source of finite diameter and a temper-
ature of TR=100 eV irradiating nitrogen gas held at ten
atmospheres is sufficient to generate a photoionization
front. The high temperature is necessary to produce the
large photon flux needed in a laboratory setting. A con-
sequence is that the photon spectrum required in the
laboratory is much harder than that of the ionizing stel-
lar radiation in nature. Gray et al.34 followed this up by
using two-dimensional CRASH35 simulations to study
the proposed photoionization front experiment. These
authors studied two experimental setups, one where the
x-ray source is generated from a laser heated foil and a
pulse powered source where the source is generated from
the implosion of current carrying wires. They found that
a photoionization front is formed in the laser heated foil
for moderate nitrogen pressures (five to ten atm) and
high radiation source temperatures TR >90 eV. In the
pulsed power simulations, the radiation source tempera-
ture is fixed at TR =90 eV and lower nitrogen pressures
are favored, two to five atmospheres. However, these
simulations are limited to flux limited diffusion radiation
transport and a local thermodynamic equilibrium atomic
kinetics model to compute the ionization states.
As mentioned in Drake et al.33 the primary photoab-
sorption mechanism is photoelectric, that is, the freed
electron has an energy equal to the photon energy minus
the ionization energy. In astrophysical systems, stars pro-
viding the ionizing photons have temperatures of a few
eV and only the photons in the high-energy tail drive
the photoionization front. Therefore, the freed electrons
have an energy of only a few eV. In contrast, laboratory
sources have temperatures much higher than the char-
acteristic ionization energies, which translate to much
higher electron energies. However, as stressed in Drake et
al.33, even if these laboratory experiments fail to precisely
match the astrophysical conditions, a structured experi-
ment of a photoionization front is a meaningful first step.
In the present paper, we aim to expand on the simu-
lations presented in Gray et al.34 and study the effects
of more sophisticated radiation transport and atomic ki-
netics models. To that end, we present here a suite of
simulations using the one-dimensional Lagrangian code
Helios.36 We compare the effect of changing the radia-
tive transfer model and the atomic kinetics model. We
also perform a parameter study where the source radia-
tion temperature is varied for a fixed nitrogen pressure
and one where the nitrogen pressure is varied for a fixed
source radiation temperature.
The structure of the paper is as follows. In §2 we
present the simulation framework and initial conditions.
In §3 we present the results of varying the atomic kinet-
FIG. 1. Schematic view of the experiment setup. The energy
input on the left boundary is parameterized by TR while the
gas cell is parameterized by the nitrogen pressure, NP. The
length of the gas cell is fixed at 7 mm.
ics, particle resolution, and radiative transfer model. §4
presents the results of our parameter study, in particu-
lar whether or not a photoionization front is generated.
Summary and conclusions are given in §5.
II. MODEL FRAMEWORK AND INITIAL CONDITIONS
All of the simulations presented here are performed
using Helios (v7.4.0), a 1-D Lagrangian multi-material
radiation-hydrodynamics code developed by Prism Com-
putational Sciences Inc.36 A variety of atomic and radi-
ation physics options are available in Helios. Table I
gives a summary of the simulations run and the vari-
ous physics options used. In particular, we vary the ra-
diative transfer method between a flux limited diffusion
(FLD) model and a multi-angle long characteristic trans-
port model (Sn). In both cases multi-frequency radiative
transfer is used with thirty radiation groups. These are
set up using the default options as implemented by He-
lios; which puts 85% of the energy groups between 0.1
eV and 3 keV and the remaining 15% between 3 keV and
1 MeV.
Both flux limited diffusion and multi-angle long char-
acteristics model have their advantages and disadvan-
tages. The diffusion approximation is well suited to opti-
cally thick media and is computationally efficient. FLD
also makes use of a flux limiter that ensures the radiation
does not propagate faster than the speed of light. These
flux limiters also allow for an approximate way of moving
between optically thin and optically thick regimes.35,37
The long characteristics model does not do a diffusion
calculation, but instead directly solves the time indepen-
dent radiative transfer equation based on the method in-
troduced in Olson et al.38 As discussed in MacFarlane et
al.36, this solves these equations on a discretized grid of
optical depths. Thus, this method properly captures the
radiative transfer in optically thick, thin, and intermedi-
ate regimes. However, this complexity comes at a higher
computational cost.
3TABLE I. Simulation Summary
Name NP (atm) Peak TR (eV) Sn FLD nLTE LTE Resolution
Sn-nLTE (nominal) 10 100 X - X - 200
FLD-LTE 10 100 - X - X 200
Sn-LTE 10 100 X - - X 200
Sn-nLTE-05x 10 100 X - X - 100
Sn-nLTE-2x 10 100 X - X - 300
Sn-nLTE-80eV 10 80 X - X - 200
Sn-nLTE-90eV 10 90 X - X - 200
Sn-nLTE-120eV 10 120 X - X - 200
Sn-nLTE-140eV 10 140 X - X - 200
Sn-nLTE-2.5atm 2.5 100 X - X - 200
Sn-nLTE-5atm 5 100 X - X - 200
Sn-nLTE-20atm 20 100 X - X - 200
Sn-nLTE-40atm 40 100 X - X - 200
Notes: Synopsis of Helios models. The first column gives the simulation
name, the second column gives the initial uniform nitrogen pressure, and
the third column gives the peak radiation temperature used as the boundary
condition. The next four columns give the choice of physics packages where
a checkmark indicates the implemented option. The number of Lagrangian
particles used is given in the last column.
Two options are used for the atomic physics, local
(LTE) and non-local (nLTE) thermodynamic equilib-
rium. In the case of LTE, the opacities and equation
of state properties are provided by lookup tables gen-
erated by Propaceos (see Appendix A of MacFarlane
et al.36). In the non-LTE case, an in-line collisional-
radiative model is employed. Here, the atomic level pop-
ulations are computed using a coupled set of atomic rate
equations. Atomic cross section data is obtained from
the ATBASE39 suite of atomic codes. The total num-
ber of atomic levels computed by Helios can be varied,
here we employ standard “CR” atomic model provided by
ATBASE. Golovkin et al.40 showed that this model con-
verges to LTE conditions when it should.41 In addition,
a frequency grid is created that resolves the bound-bound
and bound-free transitions and the transport equation is
evaluated for each frequency point. We note that the
choice of radiative transfer model and atomic model are
independent. That is, it is possible to run Helios with
Sn radiative transfer and LTE atomic kinetics. The com-
bination of these options is explored below.
Figure 1 shows a schematic view of our initial condi-
tions. Several coordinate systems are available in He-
lios, we choose to run each simulation in a planar coor-
dinate system as it best matches the experimental design.
A radiation temperature boundary condition is imposed
on the left boundary. The initially zero radiation tem-
perature is linearly ramped up to a peak value over the
first nanosecond and then held fixed at the peak value,
TR, for the remaining simulation runtime. This profile
is chosen to model the results reported in Davis et al.42
These authors studied the back side emission from a laser
illuminated 0.5 µm gold foil, finding a rise time of about
one nanosecond and a peak radiation brightness tem-
perature of TR ∼100 eV. The gas cell is filled with nitro-
gen gas fixed at a target pressure, NP . Nominally, 200
Lagrangian points are used to resolve the gas cell with
default gridding provided by Helios. In addition, fixed
hydrodynamic boundary conditions are employed for the
first and last grid points, that is, they are held fixed at
their initial positions. Following the setup used in Gray
et al.34 the nitrogen gas cell is 7 mm in length.
The four sets of simulations performed are described in
Table I. The first set aims at determining the importance
4between the atomic kinetics model (LTE versus nLTE)
and radiation transfer method (FLD versus Sn). A res-
olution study is performed with a second set of simula-
tions. Finally, a parameter study is performed with the
last two sets of simulations. The first studies the impact
of changing the peak radiation boundary condition tem-
perature, from between 80 to 140 eV, while keeping the
nitrogen pressure constant at ten atmospheres. The final
set of simulations varies the nitrogen pressure from 2.5
to 40 atmospheres of nitrogen and using a peak radiation
temperature of 100 eV.
III. RESULTS
A. Nominal Model Results
We define our nominal model as a model with ten at-
mospheres of nitrogen, a peak radiation temperature of
100 eV, 200 Lagrangian points, Sn radiative transfer, and
non-LTE atomic kinetic physics. Each simulation is run
for a total of 3 nanoseconds, which allows for the radia-
tive temperature on the boundary to reach its peak value
and emit for 2 nanoseconds.
Figure 2 shows the evolution of hydrodynamic and
atomic physics variables as a function of time. The top
left panel shows ρ/ρ0 where ρ0 is the initial ambient nitro-
gen density. Importantly, the peak density is only ∼10%
greater than the initial density, which suggests that a
strong hydrodynamic shock does not form in the nitrogen
gas. This matches the both the analytic and numerical
results found in Drake et al.33 and Gray et al.34 In con-
trast to the mass density, both the radiation and electron
temperature evolve to very high values at relatively early
times. However, the radiation temperature evolves faster
and produces higher peak temperatures compared to the
electron temperature. Finally, the gas reaches a nearly
uniform ionization state of N VI and radiation temper-
ature, TR where TR is the temperature of a Planckian
spectrum whose energy density equals the energy density
of the radiation as found in the simulation (TR∼80 eV).
B. Atomic Model and Radiation Model Effects
In this section we study the effect that varying the
atomic model has on the hydrodynamics and atomic
properties. Two options are used for radiation transport,
flux limited diffusion, denoted as FLD, with the Larsen
flux limiter37 and a multi-angle long characteristic model
based on Olson et al.38, denoted as Sn. Similarly, two
options are used for the atomic physics; local (LTE) and
non-local (nLTE) thermodynamic equilibrium. LTE ion-
ization state level populations can be precomputed and
are provided via table lookup. nLTE ionization state val-
ues are computed using the in-line collisional radiative
model described above. The choice of radiative transfer
model (FLD or Sn) and atomic kinetics model (LTE or
nLTE) therefore describes each simulation. We note that
only the radiative transfer model and the atomic kinetics
model are varied here. Each model uses the same ini-
tial nitrogen pressure and radiation temperature bound-
ary condition (i.e., same peak radiation temperature and
same temporal profile).
Figure 3 shows the results for this set of simulations.
In order of increasing complexity they are FLD-LTE, Sn-
LTE, and Sn-nLTE. Each simulation is compared at four
times, at t = 0.5 ns when the source is half way to its
peak value, at t = 1.0 ns when it has reached its peak,
and at t = 2.0 ns and t = 3.0 ns when the source is
emitting at full strength. We note that while the source
temperature reaches its peak value, the actual brightness
temperature at the opening to the gas cell is lower than
that of the source. This is due to radiative absorption
and the multi group nature of the radiative transfer.
The top left panel of Figure 3 shows the ratio of the
mass density to the ambient density. As expected for a
photoionization front33,34 there is little to no density evo-
lution over the length of the simulation. These density
profiles, including the density peaks, are nearly identical
for these models, amounting to a difference of only a few
percent. Neither the atomic physics or radiation trans-
port method has much influence on the hydrodynamics
for these simulations.
The top right panel shows the electron temperature in
units of eV for each simulation. At early times, t <1
ns, all three simulations match well. However, by 2
ns, a clear separation between the different models is
found. First consider the impact of the radiation trans-
port method. The Sn model produces a much shallower
electron temperature profile when compared to the FLD
model. Importantly, the FLD model produces a much
hotter environment compared to the long characteristic
simulation. This difference is in the direction one would
expect. The radiation mean free path, as a fraction of
the temperature scale length near the front, is not small
enough to make FLD strictly valid. In this regime, it
would be expected to create an excessive amount of ra-
diation transport, and this is what has occurred.
Now consider the effect of the choice of atomic model
while using Sn radiation transport. This produces a dras-
tic difference in the electron temperature. Although Sn-
nLTE shares the same shallow electron temperature pro-
file as Sn-LTE, it produces appreciably higher tempera-
tures further into the nitrogen gas cell, ∼ 5 mm. In fact,
in regions where the electron temperature is negligible in
Sn-LTE, the electron temperature can be as high as 40 eV
in Sn-nLTE. This is a natural result of the difference in
atomic kinetics. When photoionization is larger than it
would be in an LTE plasma with the given electron tem-
perature, the consequence is that the plasma becomes
more ionized than it would be in LTE at that electron
temperature. This has the effect of reducing the opac-
ity at the energies relevant to thermal ionization, which
in turn allows the radiation to penetrate farther. Both
Figure 4 below and our later analysis of ionization rates
5FIG. 2. Atomic and hydrodynamic evolution of the nominal model. Top left: shows the normalized mass density, top right:
shows the electron temperature in eV, bottom left: shows the radiation temperature in eV, and bottom right: shows the average
atomic ionization state. Note that the mass density uses a top axis which extends to 1 mm while all other variables are plotted
using an axis that extends to 7 mm. The mass is normalized by the initial ambient nitrogen gas density.
FIG. 3. Comparison of simulations that vary the atomic physics and radiation transport. Top Left: Ratio of the mass density
to the ambient density, Top Right: electron temperature in units of eV, Bottom Left: radiation temperature in units of eV, and
Bottom Right: the average ionization state. Note that the mass density uses a top axis which extends to 1 mm while all other
variables are plotted using an axis that extends to 7 mm. The legend gives the models considered and are described in Table I.
below supports this interpretation.
The bottom left panel shows the radiation tempera-
ture in units of eV for each simulation. The variations
seen here are consistent with our interpretation of the
variations in electron temperature. When using the LTE
atomic kinetics model, the results do not vary strongly
with the radiation transport method. Both FLD-LTE
and Sn-LTE largely track each other with FLD-LTE per-
meating slightly further into the nitrogen gas when com-
pared at the same times. Similarly the peak radiation
temperatures are very similar. The effect the collisional-
radiative modeling on the radiation temperature is very
6FIG. 4. Comparison of the Rosseland mean opacities. The
line style represents each model and is given by the legend.
t=0.5 ns is shown by the red line, t=1.0 ns is shown by the
blue, t=2.0 ns is shown by the green, and t=3.0 ns is shown
by the purple line. The x-axis gives the position along the
gas cell while the y-axis gives the logarithm of the opacity.
similar to that found in the electron temperature. At
nearly all times, Sn-nLTE predicts that the radiation has
penetrated all the way through the nitrogen gas, produc-
ing temperatures of up to ∼30 eV at the end of the gas
cell. Just as in the case of the electron temperature, this
is a natural result of the affect of strong photoionization
on the opacity.
Finally, the bottom right compares the average charge
for each simulation. The ionization state for all three
models is similar across most of the heated region. This
suggests that the equation of state of the ionized material
is not the main origin of differences between the mod-
els. Instead, we attribute the differences in ionization
profiles to the differences in opacity whose origin is de-
scribed above. As found for the other variables discussed
above, Sn-nLTE shows the largest difference compared
to the other the methods. In particular, ionized gas is
found up to 2 mm farther down the gas cell in Sn-nLTE
compared to either Sn-LTE or FLD-LTE. All three sim-
ulations produce a quick rise in ionization state and a
plateau near the N VI state. However, in Sn-nLTE this
plateau is much more pronounced, stretching from 1 to
5.5 mm at t =3 ns.
These models highlight the dramatic differences seen
when using a non-equilibrium atomic kinetics model. In
particular, the radiation is able to penetrate much farther
down the gas cell when compared to the LTE model.
The Helios code provides the Rosseland mean opacity as
an available output parameter. Figure 4 shows profiles
from the various models at various times. It confirms our
expectations from the discussion above. At later times,
at the locations where opacity in the the LTE models is
near its peak, the value from the nLTE model is smaller
by up to a few orders of magnitude. Our interpretation is
that this is a result of the increase of the ionization state
by photoionization, beyond the level that corresponds to
LTE behavior at the local electron temperature. This in
turn enables deeper penetration of the radiation energy
flux.
C. Resolution Study
To ensure that our results are not resolution depen-
dent, we have run a set of models that vary the number
of Lagrangian particles. Two additional models are run,
one with 100 particles and one with 300 particles using
the same parameters as Sn-nLTE. We find negligible dif-
ferences runs with 300 and 200 particles and small differ-
ences between the 200 and 100 particle runs.The nominal
value of 200 particles is therefore sufficient to resolve the
hydrodynamics and important physics considered here.
IV. PHOTOIONIZATION FRONT
The ultimate goal of this work and the companion
experimental campaign43 is the creation and study of
a photoionization front. In a previous work, Gray et
al.34, we presented results using the multi-material radi-
ation hydrodynamics code CRASH.35 There we showed
that photoionization fronts are possible over a wide range
of peak radiation source temperatures and nitrogen gas
pressures. Here we perform similar analysis as done in34
in order to determine if and when a photoionization front
is formed when more sophisticated radiation transport
and atomic kinetics methods are employed. The simula-
tions are described in Table I.
A. Dimensionless Parameters for Photoionization Fronts
As discussed in Drake et al.33 and Gray et al.34, a pho-
toionization front can be described by two dimensionless
quantities initially defined, for a simple two-state model,
as,
αi = Ri+1,inT /Γi,i+1 (1)
βi = σi,i+1/Ri+1,i + 1, (2)
where Ri+1,i is the total recombination rate coefficient,
defined in Eq. 7 below, nT is the total number density of
the gas, and σi,i+1 and Γi,i+1 is the electron ionization
rate coefficient and local photoionization rate between
state i and i + 1 respectively. For multi electron atoms,
there is a unique α and β for any two adjacent energy
7FIG. 5. Ray trace results showing the left panel: radiation energy density, middle panel: radiation temperature in units of
eV, and the right panel: photon flux. Helios results are shown by the red and blue lines for Sn-nLTE and Sn-LTE models
respectively. The black line shows the absorption only results while the light gray line shows the thermal emission of the
nitrogen gas. The sum of these two components is shown by the green line. Note that the absorption component dominates
over the thermal emission and causes the total emission line to lie on top of the absorption line. The dashed black line shows
the neutral nitrogen ionization fraction where everything to the left of this line is ionized. A photoionization front may exist
for neutral nitrogen at the region where this line slopes steeply upward and to the left. The purple curve for photon flux is
explained in the text.
FIG. 6. Top left: Ionization states of nitrogen, Top right:
α, Bottom left: β, and Bottom right: γ values as a function
of position for our nominal model at 2 ns. The black star
represents the position where N VI is maximum. Line color
is consistent in each panel and represents a given ionization
state. The horizontal bars above the maximum of each ioniza-
tion state is represents the mean free path for that ionization
state.
levels. In the case of nitrogen, there are seven distinct α
and β values.
These definitions proved useful in simplifying the an-
alytic expressions found in Drake et al.33 and Gray et
al.34, but do not fully capture the physics involved. The
time rate of change for a given ionization state is given
by
dni
dt
= −σi,i+1neni − Γi,i+1ni +Ri+1,ineni+1, (3)
with variable definitions given above. It is apparent
where the definitions of α and β are derived from. How-
ever, we note that the original definitions of α and β do
not have the number density factors as shown in Eq. 3.
More physically relevant definitions are defined as
αi =
ni+1
ni
neRi+1,i
Γi,i+1
(4)
βi =
ni
ni+1
σi,i+1
Ri+1,i
+ 1. (5)
Finally, an additional dimensionless quantity can be con-
structed from α and β, defined as
γi = αi(βi − 1) = neσi,i+1
Γi,i+1
, (6)
which relates the electron impact ionization rate to the
photoionization rate. We make use of these definitions in
the analysis and discussion presented below.
A photoionization front exists when α << 1, β ∼1 and
γ << 1. That is, we strive for an environment where the
photoionization rate is much larger than the total re-
combination rate and the nitrogen is progressively more
ionized. In addition, we want an environment where the
rate of electron impact ionization is smaller than the to-
tal recombination rate. In astrophysical systems, typical
8FIG. 7. Normalized ionization state fractions for left panel: the nominal run and right panel: FLD-LTE at t=2 ns.
The smaller upper panels show the electron temperature and radiation temperature. The legend gives the line color for each
ionization state. The black stars show the positions where each ionization state is maximum.
values might be α = γ =10−4 and β=1. In laboratory
systems typical values are likely closer to α = γ =10−1-
10−2 and β ∼1. As we will show below, many ionization
states have α values near 0.1 and β values between 1 and
3. However, as discussed above β should be nearly iden-
tical to one. This highlights the importance of γ as it
compares the electron impact ionization rate to the pho-
toionization rate. If γ < 1, then ionization by photons
dominates while electron impact ionization dominates for
γ > 1. For nearly all of the cases explored below, we find
that when β ∼ 1 − 3, γ is ∼10−1 which suggests that
photons dominate the atomic kinetics of the gas.
We follow the procedure discussed in Gray et al.34 to
compute α and β, which we summarize here. The total
recombination rate from ionization state i to state j is
given by
Rij = Kij +Dij + Tijne, (7)
where Kij is the two body radiative recombination coeffi-
cient, Dij is the two-body dielectronic recombination co-
efficient, Tij is the three-body recombination coefficient,
and ne is the number density of electrons. Radiative
recombination coefficients are computed using the rates
presented in Badnell et al.44, dielectronic recombination
rate coefficients are computed using results from a series
of papers that generated the dielectronic recombination
coefficients for use in the study of astrophysical and lab-
oratory plasmas.4544,46–5051 showed that for high-density
plasmas, ne >10
10cm−3, dielectronic recombination rates
are highly suppressed. As all the models presented here
are above this threshold, we compute Eq. 7 with and
without the dielectronic contribution and comment be-
low on its importance. Three-body recombination rate
coefficients are taken from Drake et al.33 and Lotzet al.52
Drake et al.33 showed that for laboratory photoionization
front experiments that three-body recombination is not a
dominant source of recombinations. We therefore choose
to slightly overstate the three-body contribution by re-
placing the electron number density with ZnT , where
Z = 7 for nitrogen and nT is the initial nitrogen number
density within the gas cell. Electron impact ionization
coefficients are computed using fits presented in Voronov
et al.53
B. Photoionization Rate
Before presenting results for α and β, it is prudent
to discuss how the photoionization rate should be com-
puted. In our previous work,34, the photoionization rate
was computed as
Γ = σγFγ , (8)
where σγ is the spectrally averaged photoionization cross
section and Fγ is the photon flux. The photon flux was
computed using a FLD approximation using the ‘square
root limiter’.35 This was appropriate as the simulations
presented in Gray et al.34 employed the same FLD ap-
proximation. However, the simulations presented here
make use of a multi-angle long characteristic model and
instead we seek a model that is more physically accurate.
The local photoionization rate, Γ(z), is given by the
following integral:
Γ(z) =
∫ ∞
0
ER,ν(z)c
hν
σνdν, (9)
9FIG. 8. α, β, and γ values for the nominal model at four times.top panel: at t=0.5 ns, upper middle panel: t=1.0 ns,
bottom middle panel: t=2.0 ns, and bottom panel: t=3.0 ns. For each time the left panel shows the α value, the middle panel
shows β, and the right panel shows the γ value. The black symbols represent results from Sn-nLTE, the blue symbols represent
FLD-LTE, and the gray symbols in the bottom right panel show Sn-nLTE results including dielectronic recombination. Gray
lines in each panel highlight α=1, β=1, and γ=1 and are there to guide the eye. Note that α and γ are plotted logarithmically
while β is linear.
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in which σν is the photoionization cross section of inter-
est at frequency ν, the spectral radiation energy density
at ν and z is ER,ν(z), h is the Planck constant, and c
is the speed of light. In the limit that the radiation is
beamlike, the quantity ER,νc = FR, is the radiation flux.
The radiation energy density develops in consequence of
photon emission followed by absorption en route to any
given location of interest.
Our goal in the present section is to find a way to ob-
tain a reasonable estimate for the photoionization rate
as defined in Eq. 9. We will use this for a comparison of
the rates of atomic processes, to find ratios that establish
the regime of a given physical system. We will be inter-
ested in variations of these ratios across several orders of
magnitude.
We begin with the total radiation energy density, ER.
The total radiation energy density is
ER(z) =
∫ ∞
0
ER,ν(z)dν, (10)
Typical code output, including that from Helios pro-
vides TR, as shown in the figures above, inferred from
ER on the assumption of thermal equilibrium. However,
the local spectrum often is not Planckian. In the present
case, we can find a more accurate approximation of the
spectrum of the radiation by considering some fundamen-
tal aspects of radiation transport.
Given a distribution of plasma parameters, including
local electron temperature Te(z), and a source tempera-
ture Ts, the radiation energy density produced at z by
the source is
ER,ν,s(z) = 2pi
∫ 1
0
Iν,µ(z)dµ, (11)
in which µ = cos θ and, for this case of forward going
radiation only, the integral is from 0 to 1. Here the spec-
tral intensity reaching the plane at z from the source,
and propagating with angle variable µ = cos θ, is
Iν,µ(z) = Bν(Ts) exp
[
− ∫ z
0
κν,z′
µ dz
′
]
, (12)
in which Bν is the thermal spectral intensity and κν,z is
the opacity at frequency ν and location z, based on the
plasma parameters.
We anticipate that the photon density resulting from
thermal emission throughout the plasma is small, as the
plasma is either cold or optically thin. But it can be
calculated as the sum of downstream and upstream con-
tributions. This is
Iν,µ,th(z) =
∫ z
0
Bν(Te(zo)) exp
[
− ∫ z
zo
κν,z′
µ dz
′
]
κν,zo
dzo
µ (13)
for µ > 0, plus
Iν,µ,th(z) =
∫∞
z
Bν(Te(zo)) exp
[∫ zo
z
κν,z′
µ dz
′
]
κν,zo
dzo
µ (14)
for radiation from upstream having µ < 0. From these,
the radiation energy density from thermal emission is
ER,ν,th(z) = 2pi
∫ 1
−1
Iν,µ,th(z)dµ. (15)
In general, we now have ER,ν(z) = ER,ν,s(z)+ER,ν,th(z),
but the thermal emission does indeed turn out to be neg-
ligible, as shown by the light gray curve in Fig. 5.
We want to use Eqns. 10 to 15 to evaluate the radia-
tion energy densities, in order to understand the origin
of the results from Helios. To do so, one needs plasma
parameters and opacities. We obtain the plasma param-
eters from Sn-nLTE at t =1 ns, where we have the spatial
profiles for the radiation temperature, electron temper-
ature, and mass density. However, we must find some
approximation for the opacities, as we do not have the
many, frequency-dependent values calculated by the in-
line model in the code.
To obtain opacities for the calculation, we interpolate a
table provided by Propaceos for LTE conditions. This
table is defined on 50 points in number density between
4×1018 and 4×1021 cm−3 and 150 points in electron tem-
perature ranging between 0.01 and 120 eV. Fifty radia-
tion groups are defined between 0.1 and 120 eV. Finally,
µ is defined on a grid of 21 points ranging between 0 and
1. We anticipate that the results of calculations using
this opacity table will diverge strongly from those of the
nLTE runs when TR begins to significantly exceed Te,
producing opacities that diverge strongly from the LTE
values.
Figure 5 shows the results of this procedure. The left
and middle panel shows the radiation energy density and
radiation temperature respectively, from the calculation
just described and from the Sn-nLTE and Sn-LTE models
from Helios. For the Helios models, radiation energy
density is computed as ER = aT
4
R, where a is the radia-
tion constant. We find that our ray tracing procedure is
able to reproduce the Helios results to within a factor
of two over the region of interest, which extends from
the left boundary to the dashed black line. This line
shows the ionization fraction of neutral nitrogen. Every-
thing to the right of this line is completely neutral while
everything to the left is ionized. We also find that the
self-emission of the gas, shown by the gray curve, is small
compared to the absorbed component. We also find the
expected divergence of the approximate model from the
Sn-LTE model as one enters the region where TR begins
to significantly exceed Te.
The point of this exercise is that is demonstrates that
the radiation energy density at a given location in the
Helios Sn-nLTE models is produced by the gradual at-
tenuation of the emission from the source. This confirms
what one would expect from simple calculations.
The photoionization rate was defined above in Eq. 9.
Since the ray trace procedure shows that the radiation
present at any given location is produced by transmission
from the source, we can infer that the spectral temper-
ature of this radiation will approximately equal that of
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the source. We correspondingly approximate cER,ν as
cER,ν = 4pi
(
TR,l
TR,s
)4
Bν(TR,s), (16)
where TR,s is the radiation temperature at the source
of the emission, TR,l is the local radiation temperature
from the Helios output, and Bν is the Planckian ther-
mal intensity. This has the effect of defining the spectral
shape by the source radiation temperature and scaling
the energy density by the local radiation temperature.
Then, to calculate the local photoionization rate Eq. 9 is
computed numerically with Eq. 16 and photoionization
cross sections taken from Verner et al.54,55
For comparison with our previous results, we evaluated
the radiation flux as a function of frequency, computed
as
FR,ν(z) = 2pi
∫ 1
−1
Iν,µ(z)µdµ, (17)
and the total radiation flux from
FR(z) =
∫ ∞
0
FR,ν(z)dν. (18)
The right panel of Figure 5 shows the radiation photon
flux as computed by Eq. 17 and Eq. 18 using the same pa-
rameters as for the prior calculations. The photon flux for
the Helios models is estimated as Fγ = 2.36×1023 T3R
cm−2s−1, as reported by Drake et al.33 The result from
our ray trace procedure is comparable to the results from
Sn-nLTE, until the LTE opacity becomes inaccurate as
discussed above. The purple line shows, for comparison,
the flux computed using a flux-limited diffusion approx-
imation, shown as the purple line. This calculation used
a ‘square-root’ limiter35 with Rosseland mean opacities
from Sn-nLTE. As shown in the figure, the FLD flux
drastically under predicts the radiation flux in the sys-
tem. This is the main origin of the differences between
the results shown below and those of Gray et al.34
C. Location of the Photoionization Front
There is no clear ideal method of determining where
the photoionization front is located. The method de-
scribed in Gray et al.34 was to find the location where a
given ionization state has fallen to 50% of its maximum
value. Here we use a slightly different method. The top
left panel of Figure 6 shows the ionization state fractions
where the black star represents the maximum value for
the N VI ionization state. The top right panel shows α,
the bottom left shows β, and the bottom right shows γ
for each ionization state.
For a given ionization state there are three distinct re-
gions are seen in the profiles of α, a region of high values
near the source, a region where α reaches a minimum,
and a region where α rises toward the end of the gas cell.
The first region is due to the high recombination rate as
the ratio of ionization state densities (ni+1/ni) is small
and the very high electron densities. The second region is
where the ionization state ratio is dominated by ni that
drives down α. Once the ratio equalizes and ni+1 domi-
nates α rises and begins to plateau. Farther down the gas
cell the ionization state ratio again becomes unimportant
and is driven by the relatively low recombination rates
at lower electron temperatures.
Due to the inverse dependence on ni and ni+1, β shows
a slight inverse profiles as found in α. That is, where a
minimum is found in α, there is slight maximum found in
β. However, we find that the range over which β varies
is much smaller than that found in α. In fact, for most
ionization states β does not exceed ∼3. Only N V shows a
dramatic rise in β that is attributed to the wide ionization
state distribution.
γi is shown in the bottom right panel of Figure 6. Since
this value does not depend on the ratio of ionization
states, it does not contain the minimum or maximum
found in α or β. For each ionization state, γ is very
large toward the source and is due to both the increase
in the electron number density and the strong tempera-
ture dependence on the electron impact ionization rate
coefficients. However, even when the ionization fractions
are at their peak γ is less than one and shows that each
ionization state is photoionized at some point within the
gas cell. For example, for N V at is peak, we find that
photoionization accounts for two out of every three ion-
ization events.
Finally, the color-coded bars above each ionization
state in Figure 6 represent the mean free path (`i =
1/niσi) at the peak of each ionization state. As discussed
in Drake et al.33, a successful photoionization experiment
will consist of a system with tens to hundreds of mean
free paths. Except for N VII, all ionization state show
mean free paths that are small compared to the system
size. The computed mean free paths are on the order of
`i ∼0.03-0.3 mm, equaling 30 to 300 mean free paths and
satisfy above condition on the system size.
Figure 7 shows the results of using the maximum value
at t=2 ns for both the nominal model (Sn-nLTE) and
FLD-LTE. The difference between LTE and nLTE in
terms of the distribution of ionization states is quite strik-
ing. The nLTE model produces a much broader distribu-
tion for each ionization state compared to the LTE model.
In addition, the nitrogen gas has begun to ionize much
further into the gas cell, with N II appearing at 5 mm
down the cell. FLD-LTE, on the other hand, does not
have N II appearing until 3 mm within the cell. Shown
above each panel is the electron and radiation tempera-
ture for each simulation. At each of these points all the
required physical data needed to compute α, β, and γ is
either defined or computed using the above definitions.
If a given ionization state is unpopulated α and β are
set to large values. This can occur for high ionization po-
tential states early in time or for low ionization potential
states late in time if the gas is ionized beyond a given
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ionization state.
D. Photoionization Front Results
Figure 8 shows the α, β, and γ values for Sn-nLTE
and FLD-LTE as a function of position in the gas cell
at four times. The location of each point is chosen as
described above, that is, we choose the location where
each ionization state is at a maximum. At early times,
t =0.5 ns and shown in the top panel, both Sn-nLTE
or FLD-LTE have α, β, and γ values that are consistent
with a photoionization front. Only N I produces α values
that are near one. For all populated ionization states, β
is near 1. γ shows values near 0.1, which suggests that
most ionization events are due to photons. In addition,
Sn-nLTE and FLD-LTE produce α and β values that are
roughly consistent with each other.
This remains largely true at t =1.0 ns which is shows
in the upper middle panel. α values between 10−1 and 1
are found for all ionization states except for N I and N II.
In all cases, β remains near between one and two. Except
for N I γ remains less than one. Here we start to see a
difference between Sn-nLTE and FLD-LTE with higher
ionization states appearing deeper into the gas cell for
Sn-nLTE. However, α, β, and γ values are still roughly
consistent between the two models.
The bottom middle panel of Figure 8 shows the α and
β values at t =2.0 ns. Ionization states between N II and
N VIII have α < 1, β ∼1-1.5, and γ <1 and is indicative
of a photoionization front. Slightly lower values of α are
found for Sn-nLTE compared to FLD-LTE while β and
γ values remain consistent. The separation between Sn-
nLTE values and FLD-LTE values continues to widen.
Values of α, β, and γ at t =3.0 ns are shown in the
bottom panel of Figure 8. As in the previous panels,
we find α, β, and γ values that are consistent with a
photoionization front for moderately ionized species of
nitrogen. In most cases, α lies between 10−1 and one,
β values near one, and γ values near 10−1. The gray
symbols in Figure 8 show the results when dielectronic
recombination is included. For most ionization states,
this has little to no effect on either α, β, or γ. The
inclusion of dielectronic rates tends to slightly increase
the total recombination rate that slightly raises α and
slightly lowers β. However, this effect is minor and does
not drastically change the interpretation of α or β.
Taken together, Figs 7 and 8 show that the dominant
ionization state, N VI, is photoionized between t =1-3
nanoseconds with β∼1, α ∼10−1, and γ ∼10−1. This is
true even at late times, t =3 ns, even though the flux has
begun to drop due to optical effects through the gas. In
the following two subsections, we study the importance
of the drive temperature and the nitrogen gas pressure
on the creation of a photoionization front.
E. Effect of Drive Temperature
Four simulations were performed that varied the peak
radiation temperature boundary condition between 80
eV and 140 eV. The nitrogen pressure is kept constant
at ten atmospheres. We concentrate on three atomic
transitions, N III→N II, N V→N IV, and N VI→N V.
N III→N II and N V→N IV are chosen to represent tran-
sitions for the 2p subshell and 2s subshell. N VI→N V
is chosen since N VI is the dominant ionization state
reached in the nominal simulation. Four times were cho-
sen: t =0.5 ns as the source temperature ramps up,
t =1.0 ns where the source reaches peak, and t =2 and
t =3 ns where the source is emitting at its full potential.
Figure 9 shows the α, β and γ results for these simu-
lations. A four-by-three panel describes each simulation
with time running along the x-axis and atomic transition
running along the y-axis. The value of α, β, and γ is
given by the color bar. Each column represents a differ-
ent peak radiation temperature boundary that is given
in the title.
The N III→N II transition has favorable β and γ values
and marginal α values for all peak radiation temperatures
at t =0.5 ns. At later times electron impaction ionization
begins to become more important, producing values of α
near one. This is due to the fact that N II has a very high
electron impact ionization rate even at very low electron
temperatures. For very high peak temperatures the front
is able to ionize the entire gas cell beyond N III that
accounts for the large values of α, β, and γ at late times.
N V→N IV, on the other hand, produces α values con-
sistent with a photoionization front over the range of
peak radiation temperatures. β values alway remain near
one. As seen in the N III→N II case, for high radiation
temperatures no front is produced. This is due to the gas
cell being completely ionized beyond the these ionization
states. γ is also consistent with a photoionization front,
with values near 10−1.
N VI→N V is very similar to N V→N IV but with
slightly more favorable α values. In fact, over a wide
range of boundary radiation temperatures and times, we
find that α ∼10−1. β values are slightly higher than in
the N V→N IV, with values closer to two. However, γ
suggests that most ionization events are driven by pho-
ton, with values close to 10−1.
Across Fig 9 one sees large variations in α, β, and γ.
Under some circumstances, the calues are large (shown
in blue), indicating that photoionization is negligible. At
early times, for TR up to 100 eV, the N VI has yet to be
excited. At late times and high radiation drive temper-
atures, this occurs when the entire gas cell has become
ionized above N VI.
One important experimental consideration presented
by Figure 9 is that whether or not a photoionization front
is produced is not strongly dependent on the peak radi-
ation temperature at the entrance to the nitrogen gas
cell. In fact, for nearly every transition there is a time
where the conditions are favorable for a photoionization
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FIG. 9. Results from varying the peak radiation temperature at the boundary. α is shown in the top panel, β is shown in the
middle panel, and γ is shown in the bottom panel. Each simulation is given by a four by three panel with time given along
the x-axis and atomic transition given along the y-axis. Each column gives the results for a given simulation with the peak
temperature given as the column label. α and β values are color coded by the given color bars. Note that the logarithm of α
and γ is plotted while β is linear.
front. This is particularly important for N VI which is
the dominant species formed.
F. Effect of Nitrogen Pressure
An additional four simulations are run in order to
study the effect of the nitrogen pressure on the forma-
tion of a photoionization front. As described in Table I,
the nitrogen pressure is varied between 2.5 and 40 at-
mospheres with the peak radiation temperature at the
boundary fixed at 100 eV.
Figure 10 shows the results of these models. As in
figure 9 each 4 by 3 panel shows the α, β, and γ values
for several ionization state transitions at different times.
Ionization state transition is given along the y-axis and
time along the x-axis. The nitrogen pressure is given in
the title above each column.
At low pressures, between 2.5 and 5 atmospheres, the
front quickly moves through the gas cell. The front ve-
locity is given by vf = Fγ/n where Fγ is the photon
flux and n is the particle number density. For a given
flux the front moves faster for lower nitrogen pressures
and quickly ionizes the gas. The transitional length of
the photoionization front is a few mean free paths for
the initial photoionization, where the mean free path is
given by λmfp = 1/nσ where n is the particle number
density and σ is the photoionization cross section. As
discussed above, an ideal experiment would then require
the ratio of the experiment size to the mean free path
to be large. As shown in figure 10 it is likely that 2.5
and 5 atmospheres provides too few mean free paths for
a photoionization experiment on a facility such as Omega
where the spatial extent of the system can only be a few
mm.
Nitrogen pressures of 10 and 20 atmospheres, on the
other hand, provide a more ideal environment for the
creation of a photoionization front. For N V→N IV α < 1
at all time for 10 atmospheres and before 1 ns in the
20 atmosphere case. Lower ionization states aren’t as
favored as recombinations start to dominate. For higher
pressures the larger ionization states are favored for an
photoionization front. At very high nitrogen pressures
it becomes very difficult to form a photoionization front.
This is due to three-body recombination rates and their
strong dependence on the electron number density.
Similar to the radiation drive temperature comparison,
large values of α, β, and γ are found in some cases. At
low pressures, 2.5<P<5 atm, this occurs at late times
because the ionization front has quickly swept through
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FIG. 10. Results from varying the initial nitrogen gas pressure. α is shown in the top panel, β is shown in the middle panel,
and γ is shown in the bottom panel. Each simulation is given by a four by three panel with time given along the x-axis and
atomic transition given along the y-axis. Each column gives the results for a given simulation with the initial gas pressure given
as the column label. α, β, and γ values are color coded by the given color bars. Note that the logarithm of α and γ is plotted
while β is linear.
the gas cell and ionized beyond those transitions. At
high pressures, 10<P<40 atm, N V→N IV shows these
large values early in time because these ionization states
are not yet excited. In addition, N III→N II also shows
large values of α at high pressure, which is due to large
recombination rates and low photoionization rates.
When compared to varying the peak radiation drive
temperature the nitrogen pressure is more important in
the formation of a photoionization front. For low nitro-
gen pressures the front moves very quickly through the
gas cell as there are too few mean free paths to resolve
the photoionization front. At very high pressures three-
body recombinations dominate and a electron heat front
is generated. For the proposed photoionization front ex-
periment, a nitrogen pressure between 5 and 20 atmo-
spheres is feasible while a pressure between 5 and 10 at-
mospheres is ideal.
V. SUMMARY AND CONCLUSION
We have presented a suite of one-dimensional Helios
simulations in order to study the formation of a pho-
toionization front in a nitrogen gas cell. This work builds
upon the theoretical analysis done by Drake et al.33 and
the two dimensional numerical simulations of Gray et
al.34 By using Helios we are able to study the effect
of changing the complexity of the physics in the forma-
tion of a photoionization front, which we were unable to
do in the previous two-dimensional models. Specifically,
we are able to study the effect of changing the radiation
transport method between a flux limited diffusion model
and a more complex multi-angle long characteristics (Sn)
model. The atomic kinetics model is also varied between
a local thermodynamics equilibrium model (LTE) and a
collisional-radiative model (nLTE).
The mass density, radiation temperature, electron tem-
perature, and nitrogen ionization state were compared
for different radiative transfer and atomic kinetics mod-
els. We find that there is little difference between Sn
and FLD radiative transfer models when run with LTE
conditions. The atomic kinetics model, however, has a
dramatic effect on the ionization state of the nitrogen
gas. In particular, the radiation and electron tempera-
tures are higher deeper within the nitrogen gas for Sn-
nLTE compared to either FLD-LTE or Sn-LTE models.
This creates higher average ionization states within this
warmer gas.
To determine whether or not a photoionization front is
formed in our simulations we compute three dimension-
15
less values: α, which relates the total recombination rate
to the photoionization rate, β, which relates the electron
impact ionization rate to the total recombination rate,
and γ which relates the electron impact ionization rate
to the photoionization rate. We find that for our nominal
model with ten atmospheres of nitrogen and a radiation
source temperature of 100 eV that a photoionization front
is formed for several ionization states of nitrogen up to 3
ns after the source is turned on.
We also present a suite of simulations that vary the
source radiation temperature and nitrogen pressure to
determine if a photoionization front forms. One set
of simulations fixed the nitrogen pressure at ten at-
mospheres and varied the source radiation temperature
while the other fixed the temperature at 100 eV and var-
ied the nitrogen pressure. We find that the source radia-
tion temperature does not strongly impact the formation
of a photoionization front, with photoionization fronts
forming for peak radiation temperatures between 80 and
100 eV. The nitrogen pressure plays a more dominant role
with nitrogen pressures between 5 and 20 atmospheres
being ideal.
We find that the results presented here match those
presented in Gray et al.34 In the simulation presented
there, the photoionization front experiment was modeled
in two dimensions and employed flux limited diffusion
and local thermodynamic equilibrium for its radiative
transfer and atomic kinetics respectively. In this pre-
vious work, we found that a photoionization front was
expected for radiation temperature above 90 eV and ni-
trogen pressure between 5 and 20 atm. Although the
specific values of α and β differ between the two studies,
we find similar results here.
The simulations presented here provide important in-
sight into the creation of photoionization fronts in nitro-
gen gas and future laboratory experiments. We conclude
that with the inclusion of more detailed physics that pho-
toionization fronts likely to form in the proposed labora-
tory experiment. Future work and simulations will be
able to provide a more favorable parameter space where
photoionization fronts can be formed.
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