In this paper, we show that the performance measures P k [1] and WindowDiff [2], commonly used for discourse, topic, and story segmentation evaluation, are biased in favor of segmentations with fewer or adjacent segment boundaries. By analytical and empirical means, we show how this results in a failure to penalize substantially defective segmentations. Our novel unbiased measure k-κ corrects this, providing a single score that accounts for chance agreement. We also propose additional statistics that may be used to characterize important properties of segmentations such as boundary clumping. We go on to replicate a recent spoken-language topic segmentation experiment [3] , drawing conclusions that are substantially different from previous studies concerning the effectiveness of state-of-the-art topic segmentation algorithms.
INTRODUCTION
One of the fundamental problems in natural language processing is the automatic segmentation of a stream of text, speech, or video into useful discourse-level units, such as topics in a meeting or stories in a news broadcast. The main body of work on this problem concerns segmentations that are linear (non-hierarchical) and coarse-grained (defined here as cases where a boundary occurs at fewer than half of the potential segmentation points). Work on topic segmentation of meetings, for example, usually considers the set of word or sentence boundaries as possible segmentation points, labeling a small number of these as actual boundaries.
For the past decade, most coarse-grained segmentation studies have mainly used P k [1] and WindowDiff (WD) [2] as performance measures [3, 4, 5, 6, 7] . Instead of evaluating each boundary decision independently, P k and WD accommodate near-miss boundaries by evaluating several adjacent decisions together. This provides a tolerance that is useful for segmentations where boundaries are rare, precision placement is unreliable, and partial credit is warranted.
Recent studies, however, have noted problems with P k and WD, including a biased treatment of boundaries near the beginning or end of a discourse [8] and a bias apparently related to the number of segments [9] . Some recent publications have therefore supplemented results with segment counts [10] or suggested novel measures [8, 9, 11] .
In this paper, we provide our own account of the aforementioned problems, going beyond others' in three principal ways. First, we provide a rigorous analytical explanation of the measures' biases. Second, we replicate a recently published topic segmentation experiment [3] , showing that segmentations produced by some state-of-the-art algorithms exhibit properties whereby they benefit significantly from the biases. Third, we provide a comprehensive unbiased evaluation procedure where previous proposals have addressed only part of the problem. By replicating the topic segmentation experiment with our novel measures, we come to substantially different conclusions about the efficacy of some state-of-theart algorithms. Our work thus raises questions about the validity of many previous evaluations.
DEFINITIONS AND NOTATION
P k and WD are designed to tolerate near-miss boundaries. They do this by iterating a short window through the discourse from beginning to end. At each iteration, the number of boundaries contained within the window is evaluated as either correct or incorrect, with a penalty of 1 for incorrect answers. The total number of errors is then normalized by the total number of assessed windows to produce an empirical probability of error. The difference between the two measures is that P k does not distinguish between non-zero window sums, whereas WD does. In the rest of this section, we formalize these definitions and the required notation.
We refer to the object of a segmentation as a discourse, used generically to signify any linear object such as a text or speech recording. Each discourse is associated with an M -length sequence t 1 , t 2 , ..., t M of potential boundaries, which specify M +1 contiguous minimal segments
A segmentation X is defined as a sequence of Boolean variables X 1 , X 2 , ..., X M corresponding to potential boundaries, such that X m =1 if there is a boundary at t m , and X m =0 otherwise. Let X j i denote a subsequence of X from i 1 The original definitions for both measures are ambiguous as to the values and units of the potential boundaries. In practice, studies have employed a variety of specifications. This has no affect on the analytical findings presented in this paper, though it does have a significant influence on the measures' results. We plan to present our findings on this issue in another paper.
to j inclusive, referred to as a window, and let ΣX j i denote its sum. Let B X = ΣX M 1 denote the total number of boundaries in X. The total number of segments is thus B X +1. Finally, let rand(m, b) denote a random permutation of a m-length segmentation with b boundaries.
We now define the two evaluations measures P k and WD. Let R be a reference segmentation, and let H be an hypothesis segmentation. Let δ(X, i, k) be the Boolean boundary presence indicator function, indicating whether a boundary is present in a k-length window starting at i:
Let the measure
where k denotes the window length 2 and 1 [x] is an indicator function for non-zero numbers, evaluating to 1 if x = 0, and 0 otherwise. WD replaces P k 's boundary presence indicator function with a sum. For each window, the number of boundaries in the window is compared. Any disagreement gets a penalty of 1.
3 Let WD(R,
BIASES IN P K AND WD
We now investigate previous suggestions that P k and WD have a bias related to the number of hypothesized segments [9] , a property we refer to as count bias. We also study the problem of edge bias, where boundaries placed at the beginning or end (i.e., edges) of a discourse are counted less often [8] . Our analysis covers two common types of segmentation experiments: (1) where the number of hypothesized segments B H is unconstrained, and (2) where the experiment assumes a fixed prior B H . Our goal here is to derive the best-scoring naive hypothesis for each experiment type. This serves the purpose of identifying the properties of segmentations that cause them to benefit from the biases.
Experiment type 1: Unconstrained B H
Consider a random segmentation Y = rand(M, b) of length M with b boundaries. We begin by considering the probabil- 2 We specify k as half the average reference segment length, for which we use the formula max(1, (M +1)/(2 (B R +1)) ), where x denotes the floor function. This definition is consistent with the description in Beeferman et al. [1] , though it resolves ambiguities in that original definition. These ambiguities have prompted discrepancies in the implementation of k and the windowing procedure in previous work. Our survey and a study of the effects of these discrepancies is reserved for later work. 3 The analysis of WD in Lamprier, et al. [11] is based upon an incorrect definition where the assessed penalty is defined as the absolute value of the difference itself, rather than 1 as specified in the original definition [2] . ity of the number of boundaries in a randomly selected window of Y containing k elements. This may be modeled as an urn problem without replacement, and has the distribution ΣY
The probability of n boundaries in a randomly chosen k-length window is thus
This probability is independent of i, so we simplify the notation as P Y n,k . Next, given two independent random segmentations R and H representing a reference and hypothesis segmentation, we formulate the expected value of P k 's summand term (i.e., for a randomly selected window, the probability of disagreement between the segmentations), defining it in terms of the probability of zero boundaries in a window
Now, if we assume a coarse-grained segmentation (i.e., B R < M 2 ), then by Equation (4) and the definition of the window length k, P R 0,k > 1 2 . Given this, the value of Equation (5) is monotonically decreasing as P H 0,k increases, or equivalently, as B H decreases. In other words, as the probability of a zero-sum window in the hypothesis increases, the expectation of P k 's summand decreases, thus improving P k . We therefore conclude that in experiments with an unconstrained number of hypothesized segments, the optimal random hypothesis w.r.t. P k has zero boundaries (i.e., the null baseline).
We can perform a similar analysis for WD. The expected value of the summand in Equation (3) may be computed by summing, for each possible value n of the number of boundaries in a window, the probability of that number occurring in both segmentations (i.e., obtaining a correct answer), and then subtracting this result from 1, so that
, and given the definition of k, the value of the left side of the product is monotonically increasing as n decreases, such that n=0 has the greatest value. As each side is a probability distribution over n independently summing to 1, reducing B H focuses the probability mass of the right side toward 0 and monotonically increases the product. In other words, reducing B H reduces the expectation of WD's summand. We thus conclude that the null baseline is the optimal random hypothesis w.r.t. WD.
Experiment type 2: Fixed B H
It would appear from the previous section that P k and WD favor a reduced number of hypothesized segments B H , but this is not entirely correct. Rather, it is the probability P H 0,k which is the principal factor in count bias. This can be demonstrated through the design of the optimal naive hypothesis for experiments with a fixed positive number of boundaries B H >0.
Our analysis above considered random segmentations, for which P H 0,k is derived from Equation (4). But considering arbitrary segmentations and the empirical probabilitŷ
we can exploit the fact thatP H 0,k can be increased while maintaining fixed B H by placing boundaries close to one another. We call this property clumping. We can also exploit the fact that the window iteration procedure causes boundaries at the edges of a discourse to appear in fewer windows. We can thus increaseP H 0,k further while maintaining fixed B H by moving all boundaries to the edges of the discourse.
We thus propose a fixed-B H baseline we call the edgeclump baseline. We define edge-clump as a segmentation
for i>B H . This segmentation simply places the required B H boundaries in the first B H possible locations. Because no other segmentation can further increase the probabilitŷ P H 0,k of zero boundaries in a window, we conclude that for fixed-B H experiments, the edge-clump baseline is the optimal naive hypothesis w.r.t. both P k and WD.
Empirical confirmation and implications
The bottom of Table 1 shows the results of applying the null, edge-clump, and random (B R =B H ) baselines in a replication of an experiment described in Eisenstein and Barzilay [3] , henceforth EB08. 4 The results support our analysis -the null baseline performs better than random, and edgeclump performs nearly equivalently to the null baseline. This raises questions about evaluations that use P k and WD but do not consider clumping and edge bias in their analysis. It also confirms that reporting boundary counts [10] is inadequate for addressing the count bias problem.
AN EMPIRICAL RE-EVALUATION
We now investigate how much the measures' biases affect evaluation of segmentations produced by state-of-the-art algorithms. To do this, we replicate and expand the EB08 experiment comparing unsupervised lexical-semantic topic 4 We provide full details of the experiment in Section 4. All results in this paper are means over discourse-dependent scores, with standard deviations given if space allows. We compute expected values for the random baselines and empirical values for all others. segmentation algorithms: BayesSeg [3] , LCseg [5] , MinCutSeg [6] , and U00 [4] , to which we add C99 [12] . 5 The data comprises topic segmentations [5] of 25 meetings from the ICSI meeting corpus [13] . These data are preprocessed by a script [3] which removes two types of segments that are unique to the corpus: those containing recited digits (used by the corpus designers for a speech recognition task), and those segments at the beginning of the meetings where seating or preparation of the recording takes place. This results in a total of 112 segment boundaries for the corpus. The script produces minimal segments based upon transcription units in the corpus .mrt files, though it also adds any unit-internal sentence boundaries as potential boundaries. The experiment is a fixed-B H experiment, where the algorithms are given a known number of segments B H =B R .
The results are shown in Table 1 . We note there are differences with the originally reported results, which we attribute to the use of our own evaluation code. All the algorithms except C99 are significantly better than the random baseline for both P k and WD.
6 Only BayesSeg's P k score is significantly better than edge-clump.
These results are clearly problematic. The edge-clump score is much better than random, confirming the potential influence of clumping and edge bias. Since we have not confirmed whether the algorithms' output exhibits these properties as well, and since most of the scores are not significantly better than edge-clump, the question arises whether these algorithms are indeed better than a naive baseline. Our next goal is thus to estimate how much of the algorithms' results are attributable to clumping and edge bias and how much is due to accurate boundary placement. To do this we develop some useful novel statistics and an experiment involving random reference segmentations.
Statistics for clumping and edge bias
We propose two statistics that are useful for identifying clumping. 
where lower values indicate more edge bias. We also propose a generally useful statistic for measuring index bias, which is a tendency for boundaries to occur in some locations more often than others. For this, we calculate the standard deviation σ(I) of the values of the binned frequency distribution (i.e., histogram) of the normalized boundary indices I for the entire corpus (we use 40 bins in this paper). For each statistic other than I, we compute a value for each discourse and provide the sample mean.
Measuring the influence on P k and WD
We measure the effect of clumping and edge bias on scores by evaluating each hypothesis against a random reference segmentation. We then report the difference, denoted Δ rand Pk , between this score and the score obtained by a random hypothesis (all values are expected values). Lack of a difference is an indication that clumping and edge bias are not a factor. A negative difference indicates they are benefiting the result while a positive difference indicates the opposite -that even spacing or a lack of edge bias is hurting the score. Table 2 shows our results. For conciseness, we show only P k scores for the random reference experiment but we have confirmed the effect on WD is similar. As expected, the statistical measures are consistent with the results of the random reference experiment. The results indicate that LCseg and BayesSeg produce clumped boundaries, and that their scores benefit from this. The others' appear to produce more evenlyspaced boundaries, which hurts their scores.
One of the most notable results is that BayesSeg seems to use extreme clumping as indicated by σ( 1 L ), but with less benefit to its scores than LCseg. While the results suggest this is due to lack of edge bias in BayesSeg, to understand this further we employ a histogram. Figure 1 shows the distribution of normalized segment lengths L produced by BayesSeg. The histogram shows that BayesSeg produces a high density of extremely short segments. However, there are clearly sev- eral non-clumped segments, which explains why σ(L) is not high. BayesSeg seems to effectively divide the discourse into fewer than the specified number of segments, making up the difference by placing any remaining required boundaries immediately adjacent to the others. Its good score suggests it is acting like a high-precision, low-recall boundary detector.
Another notable result is that LCseg exhibits extreme edge bias. Figure 2 makes this even more clear by showing the distribution of normalized boundary indices I for LCseg. Its segmentations appear to be very similar to the edge-clump baseline which suggests that LCseg achieves much of its good score by virtue of clumping and edge bias. 
OUR PROPOSAL
It is helpful to recall that P k and WD count the number of boundaries within each window, comparing the reference to the hypothesis. The sign of the comparison term reflects one of two possible types of error. A negative value indicates a false positive boundary, a.k.a. false alarm, and a positive value indicates a false negative boundary, a.k.a. miss. P k and WD simply sum the false alarms and misses, and then normalize by the total number of windows. Our analysis has shown that since the opportunity of a miss is inherently less probable due to the setting of k, hypotheses improve by reducing their number of zero-sum windows.
To try to address this, several modified versions of P k and WD have been proposed. A variant of P k was used in the TDT pilot evaluation [14] that weighted error types independently according to the a priori probability of a zeroboundary window in the reference. A similar version called C seg was used in the TDT2 evaluations that instead used a WD-like boundary count distinction [15] . Finally, a modification of the WD-like version was recently proposed [9] . The idea that all of these proposals share is to independently normalize the error types. All of them, however, have problems still remaining. The Georgescul and TDT2 measures, employing WD's count-dependent error function, gives no partial credit to multiple adjacent boundaries, even when they are in the correct location. (Note that BayesSeg, which produces such segmentations, has a much greater difference between P k and WD in Table 1.) 7 Both TDT alternatives, because they employ no normalization with respect to the hypothesis, are unable to treat random hypotheses equally. These measures are biased to favor, for random segmentations, those with the same proportion of zero-sum windows. Other alternatives include a detection-error-tradeoff (DET) curve, which requires a range of miss-to-false-alarm ratios at various sensitivity settings. One can also use points on that curve, such as the equal error ratio (EER). These methods, however, are only applicable when sensitivity is adjustable, and this is not always the case with segmentation.
An unbiased summary measure k-κ
What is needed is a summary measure that is robust and unbiased toward naive hypotheses and gives partial credit where appropriate. For this purpose, we propose the novel measure k-κ (k-kappa), which explicitly corrects for chance agreement, thus ameliorating our problems with count bias. k-κ is simply P k , corrected for chance agreement (and additively inverted so that good scores are positive): 7 We note an that the argument supporting WD is problematic. In Section 2.1, Pevzner and Hearst [2] suggest that P k penalizes false negatives more than false positives. This argument is invalidated by switching hypothesis and reference in their examples.
where chance agreement C is defined
Cohen's κ [16] is commonly used for measuring agreement between annotators on categorical data. The benefit of applying κ in this way is that it explicitly factors out change agreement between windows. This means that segmentations are evaluated in a way that is robust to variation in the number of boundaries as well as clumping. This importantly allows application in experiments with either fixed or unconstrained B H (experiments for which B H is unconstrained should therefore report B H ). For k-κ, a score of 0 reflects chance agreement, 1 is perfect agreement, and −1 is perfect disagreement.
It should be noted that we have not yet fixed the problem of edge bias. For this, we borrow Sherman and Liu's [8] extended windowing procedure. This involves appending 0's to each end of a segmentation so that each original boundary appears in the same number of windows. Formally, each segmentation X of length M is extended into a sequence X of length M +2k−2 such that X i =0 for i<k or i>M +k−1 and X i+k−1 =X i for 1≤i≤M . This extended segmentation should be used as the input to our recommended measures.
k-precision and k-recall
An adequately unbiased summary measure is useful for making broad claims about segmentation performance, but it should not be used alone. An evaluation should also give an independent account of performance in relation to both types of error (i.e., false positives and false negatives). We therefore propose that evaluations also use windowed variants of precision and recall, which we call k-precision and k-recall. While using miss and false alarm probabilities would satisfy our need as well (recall is in fact the inverse of the probability of a miss), precision and recall are more widely used and well-understood. (The clumping, edge, and index bias statistics are also useful in further characterizing segmentations).
The k-precision and k-recall measures are calculated by computing, for each extended segmentation X , a sequence
This is the sequence of Booleans resulting from applying the boundary presence indicator function to each window. The precision and recall of a positive value (i.e., a boundary within the window) is then calculated in the usual way according to a comparison of W H against W R .
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In Table 3 . EB08 results using k-precision, k-recall, and k-κ with the findings from our prior analysis and suggest novel, more informative conclusions about algorithm performance. The main difference is that LCseg shows a severely diminished performance, and (along with C99) is not significantly better than random in terms of k-κ. Another notable result is the difference between precision and recall for BayesSeg. Our previous analysis of BayesSeg suggested that it performs as a high-precision classifier, and these results support this conclusion. In terms of k-κ, BayesSeg and U00 are the only algorithms that are significantly better than all others, though the difference between the two is not significant.
SUMMARY
Our analysis of P k and WD has shown that both favor segmentations with fewer segments, clumping, and/or edge bias, while disfavoring those with more segments and/or even spacing. Backed by an empirical demonstration that these biases have a major impact on results for state-of-the-art topic segmentation algorithms, we have raised serious questions about whether previously published experimental results accurately reflect algorithm effectiveness. In response, we have proposed k-κ -an unbiased evaluation measure which corrects for chance agreement, kprecision and k-recall as near-miss tolerant correlates to precision and recall, and several useful statistical measures of segmentation properties. Provided that the method for unitization, iteration, and computation of the window and its length k is unambiguously defined, these measures provide a unified yet flexible framework for evaluating segmentations with and without near-miss tolerance, and with and without constraints on the number of segments.
