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EXISTENCE OF CR SECTIONS FOR HIGH POWER OF
SEMI-POSITIVE GENERALIZED SASAKIAN CR LINE
BUNDLES OVER GENERALIZED SASAKIAN CR MANIFOLDS
CHIN-YU HSIAO
Abstract. Let X be a compact generalized Sasakian CR manifold of dimen-
sion 2n− 1, n > 2, and let L be a generalized Sasakian CR line bundle over X
equipped with a rigid semi-positive Hermitian fiber metric hL. In this paper
we prove that if hL is positive at some point of X and conditions Y (0) and
Y (1) hold at each point of X, then L is big.
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1. Introduction and statement of the main results
Let X be a compact CR manifold of dimension 2n − 1, n ≥ 2. When X is
strongly pseudoconvex and dimension of X is greater than five, a classical theorem
of L. Boutet de Monvel [4] asserts that X can be globally CR embedded into CN ,
for some N ∈ N. For a strongly pseudoconvex CR manifold of dimension greater
than five, the dimension of the kernel of the tangential Cauchy-Riemmann operator
∂b is infinite and we can find many CR functions to embed X into complex space.
When the Levi form of X has negative eigenvalues, global embedding problems for
X are a very important subject in CR geometry, see Andreotti-Siu [1], Epstein-
Henkin [8] and Marinescu [14]. In this case, the dimension of the kernel of ∂b is
2010 Mathematics Subject Classification. 32V30, 32W10, 32W25.
The author is supported by the DFG funded project MA 2469/2-1.
1
2finite and could be zero and in general, X can not be globally CR embedded into
complex space. Inspired by Kodaira, we introduced in [11] (see also [14]) the idea
of embedding CR manifolds by means of CR sections of tensor powers Lk of a CR
line bundle L→ X . If the dimension of the space H0b (X,Lk) of CR sections of Lk is
large, when k →∞, one should find many CR sections to embed X into projective
space. In analogy to the Kodaira embedding theorem, it is natural to ask if X can
be globally embedded into projective space when it carries a CR line bundle with
positive curvature? To understand this question, it is crucial to be able to know if
dimH0b (X,L
k) ∼ kn, for k large? The following conjecture was implicit in [14]
Conjecture 1.1. If L is positive and the Levi form of X has at least two negative
and two positive eigenvalues, then
dimH0b (X,L
k) ∼ kn,
for k large.
The difficulty of this conjecture comes from the presence of positive eigenvalues
of the curvature of the line bundle and negative eigenvalues of the Levi form of X
and this causes the associated Kohn Laplacian to have no semi-classical spectral
gap. This problem is also closely related to the fact that in the global L2-estimates
for the ∂b-operator of Kohn-Ho¨rmander there is a curvature term from the line
bundle as well from the boundary and, in general, it is very difficult to control the
sign of the total curvature contribution.
In complex geometry, Demailly’s holomorphic Morse inequalities [7] handled
the corresponding analytical difficulties in a new way. Inspired by Demailly, we
established analogues of the holomorphic Morse inequalities of Demailly for CR
manifolds (see [11])
Theorem 1.2. [Hsiao-Marinescu, 2009] We assume that the Levi form of X has
at least two negative and two positive eigenvalues. Then as k →∞,
− dimH0b (X,Lk) + dimH1b (X,Lk)
6
kn
2(2π)n
(
−
∫
X
∫
Rφ(x),0
∣∣det(Mφx + sLx)∣∣ ds dvX(x)
+
∫
X
∫
Rφ(x),1
∣∣det(Mφx + sLx)∣∣ ds dvX(x)) + o(kn),
(1.1)
where Mφx is the associated curvature of L at x ∈ X(see Definition 1.9), H1b (X,Lk)
denotes the first ∂b cohomology group with values in L
k, dvX(x) is the volume form
on X, Lx denotes the Levi form of X at x ∈ X, and for x ∈ X, q = 0, 1,
Rφ(x),q = {s ∈ R; Mφx + sLx has exactly q negative eigenvalues
and n− 1− q positive eigenvalues}.(1.2)
From (1.1), we see that if
(1.3)∫
X
∫
Rφ(x),0
∣∣det(Mφx + sLx)∣∣ dsdvX(x) > ∫
X
∫
Rφ(x),1
∣∣det(Mφx + sLx)∣∣ dsdvX(x)
then L is big, that is dimH0b (X,L
k) ∼ kn. This is a very general criterion and it is
desirable to refine it in some cases where (1.3) is not easy to verify. The problem
still comes from the presence of positive eigenvalues ofMφx and negative eigenvalues
of Lx.
For the better understanding, let’s see a simple example. We consider compact
analogues of the Heisenberg group Hn. Let λ1, . . . , λn−1 be given non-zero integers.
3We assume that λ1 < 0, . . . , λn− < 0, λn−+1 > 0, . . . , λn−1 > 0. Let CHn =
(Cn−1 × R)/∼ , where (z, θ) ∼ (z˜, θ˜) if
z˜ − z = (α1, . . . , αn−1) ∈
√
2πZn−1 + i
√
2πZn−1,
θ˜ − θ − i
n−1∑
j=1
λj(zjαj − zjαj) ∈ πZ .
We can check that ∼ is an equivalence relation and CHn is a compact manifold of
dimension 2n− 1. The equivalence class of (z, θ) ∈ Cn−1×R is denoted by [(z, θ)].
For a given point p = [(z, θ)], we define the CR structure T 1,0p CHn of CHn to be
the space spanned by { ∂∂zj + iλjzj ∂∂θ , j = 1, . . . , n− 1}. Then (CHn, T 1,0p CHn) is
a compact CR manifold of dimension 2n−1. With a suitable choose of a Hermitian
metric on the complexified tangent bundle of CHn, the Levi form of CHn at p ∈
CHn is given by Lp =
∑n−1
j=1 λjdzj ∧ dzj . Let L = (Cn−1 × R × C)/≡ where
(z, θ, η) ≡ (z˜, θ˜, η˜) if
(z, θ) ∼ (z˜, θ˜), η˜ = η exp(
n−1∑
j,t=1
µj,t(zjαt +
1
2
αjαt)) , for (α1, . . . , αn−1) = z˜ − z,
where µj,t = µt,j , j, t = 1, . . . , n − 1, are given integers. We can check that ≡
is an equivalence relation and L is a CR line bundle over CHn. For (z, θ, η) ∈
C
n−1 × R × C we denote [(z, θ, η)] its equivalence class. Take the pointwise norm∣∣[(z, θ, η)]∣∣2
hL
:= |η|2 exp ( −∑n−1j,t=1 µj,tzjzt) on L. Then the associated curvature
of L is given by Mφx =
∑n−1
j,t=1 µj,tdzj ∧ dzt, ∀x ∈ CHn. In this simple example,
Conjecture 1.1 becomes
Question 1.3. If n− ≥ 2, n − 1 − n− ≥ 2, and the matrix (µj,t)n−1j,t=1 is positive
definite, then dimH0b (CHn, L
k) ∼ kn ?
If µj,t = |λj | δj,t, j, t = 1, . . . , n−1, and n− ≥ 2, n−1−n− ≥ 2, where δj,t = 1 if
j = t, δj,t = 0 if j 6= t, then it is easy to see that Rφ(x),1 = ∅, where Rφ(x),1 is given
by (1.2). Combining this observation with Morse inequalities for CR manifolds(see
(1.1)), we get
Theorem 1.4. If n− ≥ 2, n− 1− n− ≥ 2, and µj,t = |λj | δj,t, j, t = 1, . . . , n− 1,
then dimH0b (CHn, L
k) ∼ kn.
The assumptions in Theorem 1.4 are somehow restrictive. It is clearly that we
cannot go much further from Morse inequalities. By using Morse inequalities to
approach Conjecture 1.1, we always have to impose extra conditions linking the
Levi form and the curvature of the line bundle L. Similar problems also appear
in the works of Marinescu [14] and Berman [3] where they studied the ∂-Neumann
cohomology groups associated to a high power of a given holomorphic line bundle
on a compact complex manifold with boundary. In order to get many holomorphic
sections, they also have to assume that, close to the boundary, the curvature of the
line bundle is adapted to the Levi form of the boundary. In this work, by carefully
studying semi-classical behaviour of microlocal Fourier transforms of the extreme
functions for the spaces of lower energy forms of the associated Kohn Laplacian, we
could solve Conjecture 1.1 under rigidity conditions on X and L without any extra
condition linking the Levi form of X and the curvature of L. As an application,
we solve Question 1.3 completely. The proof of our main result presents a new way
to overcome the analytic difficulty mentioned in the discussion after Conjecture 1.1
under rigidity conditions. By using this new method, it is possible to remove the
assumptions linking the curvatures of the line bundle and the boundary in the works
4of Marinescu [14] and Berman [3] under rigidity conditions on the boundary and
the line bundle.
The rigidity conditions we used in this work are inspired by the work of Baouendi-
Rothschild-Treves [2]. They introduced rigidity condition on CR structure and
proved that such a manifold can always be locally CR embedded in complex space
as a generic submanifold. From their work, rigidity condition on CR structure
seems suitable for our purpose. Initially, it is reasonable to first assume that X
can be locally embedded and study global embeddability of X . We can expect that
the curvature of the line bundle and its transition functions have to satisfy some
rigidity conditions (see Definition 1.7 and Definition 1.12). Moreover, with these
geometric conditions, it is possible to establish a micolocal asymptotic expansion
of the Szego¨ kernel and extend Kodaira embedding theorem to this situation.
The geometric objects introduced in this paper form large classes of CR manifolds
and CR line bundles. We hope that these geometric objects will be interesting for
CR geometers and will be useful in CR geometry.
1.1. Some standard notations. We shall use the following notations: R is the
set of real numbers, R+ := {x ∈ R; x ≥ 0}, N = {1, 2, . . .}, N0 = N
⋃ {0}. An
element α = (α1, . . . , αn) of N
n
0 will be called a multiindex and the length of α is:
|α| = α1+ · · ·+αn. We write xα = xα11 · · ·xαnn , x = (x1, . . . , xn), ∂αx = ∂α1x1 · · · ∂αnxn ,
∂xj =
∂
∂xj
, Dαx = D
α1
x1 · · ·Dαnxn , Dx = 1i ∂x, Dxj = 1i ∂xj . Let z = (z1, . . . , zn),
zj = x2j−1 + ix2j , j = 1, . . . , n, be coordinates of Cn. We write zα = zα11 · · · zαnn ,
zα = zα11 · · · zαnn , ∂
|α|
∂zα = ∂
α
z = ∂
α1
z1 · · ·∂αnzn , ∂zj = ∂∂zj = 12 ( ∂∂x2j−1 − i ∂∂x2j ), j =
1, . . . , n. ∂
|α|
∂zα = ∂
α
z = ∂
α1
z1
· · · ∂αnzn , ∂zj = ∂∂zj = 12 ( ∂∂x2j−1 + i ∂∂x2j ), j = 1, . . . , n.
Let Ω be a C∞ paracompact manifold. We let TΩ and T ∗Ω denote the tangent
bundle of Ω and the cotangent bundle of Ω respectively. The complexified tangent
bundle of Ω and the complexified cotangent bundle of Ω will be denoted by CTΩ
and CT ∗Ω respectively. We write 〈 · , · 〉 to denote the pointwise duality between
TΩ and T ∗Ω. We extend 〈 · , · 〉 bilinearly to CTΩ× CT ∗Ω. Let E be a C∞ vector
bundle over Ω. The fiber of E at x ∈ Ω will be denoted by Ex. Let F be another
vector bundle over Ω. We write E⊠F to denote the vector bundle over Ω×Ω with
fiber over (x, y) ∈ Ω× Ω consisting of the linear maps from Ex to Fy .
1.2. Generalized Sasakian CR manifolds and generalized Sasakian CR
line bundles. Let (X,T 1,0X) be a CR manifold of dimension 2n−1, n > 2, where
T 1,0X is a CR structure of X . That is, T 1,0X is a complex n − 1 dimensional
subbundle of the complexified tangent bundle CTX , satisfying T 1,0X
⋂
T 0,1X =
{0}, where T 0,1X = T 1,0X, and [V ,V ] ⊂ V , where V = C∞(X,T 1,0X). In this
section, we denote Y := X × R and we write t to denote the standard coordinate
of R. We need
Definition 1.5. We say that (X,T 1,0X) is a generalized Sasakian CR manifold if
there exists an integrable almost complex structure J : TY → TY , CTY → CTY ,
such that Ju = iu, ∀u ∈ T 1,0X .
Let (X,T 1,0X) be a CR manifold of dimension 2n − 1, n > 2, and let J :
TY → TY , CTY → CTY , be an almost complex structure. We say that J is a
canonical complex structure on Y if J is integrable and Ju = iu, ∀u ∈ T 1,0X .
Thus, (X,T 1,0X) is a generalized Sasakian CR manifold if and only if there exists
a canonical complex structure on Y .
Let (X,T 1,0X) be a generalized Sasakian CR manifold and let J : TY → TY ,
CTY → CTY be any canonical complex structure on Y . From the Newlander-
Nirenberg theorem, J defines a complex structure T 1,0Y ⊃ T 1,0X . Put T = J ∂∂t .
5Then, T ∈ C∞(X,TX), T is a global real vector field on X . Since J is integrable,
it is easy to see that
CTX = T 1,0X ⊕ T 0,1X ⊕ {λT ; λ ∈ C} ,
[T,V ] ⊂ V , V := C∞(X,T 1,0X).(1.4)
Conversely, let (X,T 1,0X) be a CR manifold of dimension 2n − 1, n > 2. We
assume that there exists a global real vector field T ∈ C∞(X,CTX) such that (1.4)
hold. Then one can define a canonical complex structure on Y by the rule:
J : TY → TY, CTY → CTY
Ju = iu, ∀u ∈ T 1,0X, Jv = −iv, ∀v ∈ T 0,1X, J ∂
∂t
= T.
Thus, (X,T 1,0X) is a generalized Sasakian CR manifold if and only if there exists
a global real vector field T ∈ C∞(X,CTX) such that (1.4) hold. We call T a rigid
global real vector field.
Let’s see some examples
Example 1.6. (I) Let M be an open subset with C∞ boundary ∂M of a complex
manifold M ′ of dimension n. If for every x0 ∈ ∂M , we can find local holomorphic
coordinates (z1, . . . , zn) defined in some neighborhood of x0, such that near x0, ∂M
is given by the equation
Im zn = f(z1, . . . , zn−1), f ∈ C∞ is real valued,
then ∂M is a generalized Sasakian CR manifold of dimension 2n− 1.
(II) LetM be a complex manifold and (E, hE) be a holomorphic Hermitian line bun-
dle on M , where the Hermitian fiber metric on E is denoted by hE . Let (E∗, hE
∗
)
be the dual bundle of E. We denote
G := {v ∈ L∗; |v|hL∗ < 1} , ∂G = {v ∈ L∗; |v|hL∗ = 1} .
The domain G is called Grauert tube associated to E. It is easy to see that ∂G is
a generalized Sasakian CR manifold.
(III) The hypersurface(z1, . . . , zn) ∈ Cn;
n∑
j=1
λj |zj |2 = R

is a generalized Sasakian CR manifolds, where λj ∈ R, j = 0, 1, . . . , n, R ∈ R.
(IV) Heisenberg groups and compact Heisenberg groups (see section 9.1) are gen-
eralized Sasakian CR manifolds.
From now on, we assume that (X,T 1,0X) is a compact generalized Sasakian CR
manifold and we let π : Y → X denote the standard projection.
Definition 1.7. Let L be a complex line bundle over X . (L, J) is a generalized
Sasakian CR line bundle over X , where J is a canonical complex structure on Y if
the pull-back π∗L is a holomorphic line bundle over Y with respect to J .
We need
Definition 1.8. Let T ∈ C∞(X,TX) be a rigid global real vector field on X . Let
U ⋐ X be an open set. A function u ∈ C∞(U) is said to be a T -rigid CR function
on U if Tu = 0 and Zu = 0 for all Z ∈ C∞(U, T 0,1X).
From now on, we let (L, J) be a generalized Sasakian CR line bundle over X and
we fix T = J ∂∂t . T is a rigid global real vector field. Since π
∗L is a holomorphic
line bundle over Y with respect to the canonical complex structure J on Y , it
6is easy to see that X can be covered with open sets Uj with trivializing sections
sj , j = 1, 2, . . ., such that the corresponding transtion functions are T -rigid CR
functions. In this paper, when trivializing sections s are used, we will assume that
they are of this special form.
Fix a Hermitian fiber metric hL on L and we will denote by φ the local weights
of the Hermitian metric hL. More precisely, if s is a local trivializing section of
L on an open subset D ⊂ X , then the local weight of hL with respect to s is the
function φ ∈ C∞(D,R) for which
(1.5) |s(x)|2hL = e−φ(x) , x ∈ D.
We write hpi
∗L to denote the pull-back of hL by the projection π. Then, hpi
∗L is
a Hermitian fiber metric on the holomorphic line bundle π∗L. Let Rpi
∗L be the
canonical curvature induced by hpi
∗L. Let ∂J and ∂J be the (0, 1) and (1, 0) part
of the exterior differential operator d on functions with respect to J . If s is a local
trivializing section of L on an open subset D ⊂ X , |s|2hL = e−φ(x), then
(1.6) Rpi
∗L(y) = ∂J∂Jφ(π(y)) on D × R.
We need
Definition 1.9. For p ∈ X we define the Hermitian quadratic form Mφp on T 1,0p X
by
(1.7) Mφp (U, V ) =
〈
U ∧ V ,Rpi∗L(y)
〉
, π(y) = p, U, V ∈ T 1,0p X.
Remark 1.10. Let s be a local trivializing section of L on an open subset D ⊂ X
and φ the corresponding local weight as in (1.5). Let ∂b denote the tangential
Cauchy-Riemann operator on functions (see chapter 7 in [5]). It is not difficult to
see that for every p ∈ D, we have
(1.8) Mφp (U, V ) =
1
2
〈
U ∧ V , d(∂bφ− ∂bφ)(p)〉, U, V ∈ T 1,0p X,
where d is the usual exterior derivative and ∂bφ = ∂bφ.
For p ∈ X , let Lp be the Levi form (with respect to T ) at p (see Definition 1.14,
for the precise meaning).
Definition 1.11. We say that hL is positive at x0 ∈ X if the Hermitian quadratic
form Mφx0 is positive, h
L is semi-positive if there is a positive constant δ > 0 such
that for every x ∈ X and s ∈ [−δ, δ], the Hermitian quadratic form Mφx + 2sLx is
semi-positive.
Since the transition functions are T -rigid CR functions, we can check that Tφ is
a well-defined global smooth function on X .
Definition 1.12. hL is said to be a T -rigid Hermitian fiber metric on (L, J) if
(1.9) Tφ = C on X , for some constant C,
where φ denotes the corresponding local weight as in (1.5).
Note that the constant C in (1.9) can be non-zero. (See section 9.1).
Definition 1.13. We say that (L, J, hL) is a rigid generalized Sasakian CR line
bundle over X if (L, J) is a generalized Sasakian CR line bundle over X and hL is
a T -rigid Hermitian fiber metric on (L, J), T = J ∂∂t .
71.3. Hermitian CR geometry and the main results. Fix a smooth Hermitian
metric 〈 · | · 〉 on CTX so that T 1,0X is pointwise orthogonal to T 0,1X , T is pointwise
orthogonal to T 1,0X ⊕ T 0,1X , 〈T |T 〉 := ‖T ‖2 = 1 and 〈u|v〉 is real if u, v are real
tangent vectors.
Define
T ∗1,0X :=
{
e ∈ CT ∗X ; 〈e, u〉 = 0, ∀u ∈ T 0,1X ⊕ {λT ; λ ∈ C}} ,
T ∗0,1X :=
{
f ∈ CT ∗X ; 〈f, v〉 = 0, ∀v ∈ T 1,0X ⊕ {λT ; λ ∈ C}} .
T ∗1,0X and T ∗0,1X are subbundles of the complexified cotangent bundle CT ∗X .
Define the vector bundle of (0, q) forms of X by Λ0,qT ∗X := ΛqT ∗0,1X . Let D ⊂ X
be an open set. Let Ω0,q(D) denote the space of smooth sections of Λ0,qT ∗X over
D. Similarly, if E is a vector bundle over D, then we let Ω0,q(D,E) denote the
space of smooth sections of Λ0,qT ∗X ⊗ E over D. Let Ω0,q0 (D,E) be the subspace
of Ω0,q(D,E) whose elements have compact support in D. Let
(1.10) ∂b : Ω
0,q(X)→ Ω0,q+1(X)
be the tangential Cauchy-Riemann operator (see chapter 7 in [5]).
The Hermitian metric 〈 · | · 〉 on CTX induces, by duality, a Hermitian metric on
CT ∗X and also on Λ0,qT ∗X the bundle of (0, q) forms of X . We shall also denote
all these induced metrics by 〈 · | · 〉. For f ∈ Ω0,q(X), we denote the pointwise norm
|f(x)|2 := 〈f(x)|f(x)〉. Locally there is a real 1-form ω0 of length one which is
orthogonal to T ∗1,0X ⊕ T ∗0,1X . The form ω0 is unique up to the choice of sign.
We choose ω0 so that 〈T, ω0〉 = −1. Therefore ω0 is uniquely determined. We call
ω0 the uniquely determined global real 1-form. We have the pointwise orthogonal
decompositions:
CT ∗X = T ∗1,0X ⊕ T ∗0,1X ⊕ {λω0; λ ∈ C} ,
CTX = T 1,0X ⊕ T 0,1X ⊕ {λT ; λ ∈ C} .(1.11)
We recall
Definition 1.14. For p ∈ X , the Levi form Lp is the Hermitian quadratic form on
T 1,0p X defined as follows. For any U, V ∈ T 1,0p X , pick U ,V ∈ C∞(X,T 1,0X) such
that U(p) = U , V(p) = V . Set
(1.12) Lp(U, V ) = 1
2i
〈[U ,V ](p) , ω0(p)〉 ,
where
[U ,V ] = U V − V U denotes the commutator of U and V . Note that Lp
does not depend of the choices of U and V .
Since Lp is a Hermitian form there is a local orthonormal basis {U1, . . . ,Un−1}
of T 1,0X with respect to 〈 · | · 〉 such that Lp is diagonal in this basis, Lp(Uj ,U t) =
δj,tλj(p), j, t = 1, . . . , n − 1, δj,t = 1 if j = t, δj,t = 0 if j 6= t, λj(p) ∈ R,
j = 1, . . . , n−1. The diagonal entries {λ1(p), . . . , λn−1(p)} are called the eigenvalues
of the Levi form at p ∈ X with respect to 〈 · | · 〉.
Given q ∈ {0, . . . , n − 1}, the Levi form is said to satisfy condition Y (q) at
p ∈ X , if Lp has at least either max (q + 1, n− q) eigenvalues of the same sign or
min (q + 1, n− q) pairs of eigenvalues with opposite signs. Note that the sign of
the eigenvalues does not depend on the choice of the metric 〈 · | · 〉.
Let Lk, k > 0, be the k-th tensor power of the line bundle L. We write ∂b,k to
denote the tangential Cauchy-Riemann operator acting on forms with values in Lk,
defined locally by:
(1.13) ∂b,k : Ω
0,q(X,Lk)→ Ω0,q+1(X,Lk) , ∂b,k(sku) := sk∂bu,
8where s is a local trivialization of L on an open subset D ⊂ X and u ∈ Ω0,q(D).
We obtain a ∂b,k-complex (Ω
0,•(X,Lk), ∂b,k) with cohomology
(1.14) H•b (X,L
k) := ker ∂b,k/ Im∂b,k.
We assume that X is compact and Y (0) holds. By [13, 7.6-7.8], [9, 5.4.11-12], [5,
Props. 8.4.8-9], condition Y (0) implies that dimH0b (X,L
k) <∞.
Our main result is the following
Theorem 1.15. Let (X,T 1,0X) be a compact generalized Sasakian CR manifold
of dimension 2n − 1, n > 2 and let (L, J, hL) be a rigid generalized Sasakian CR
line bundle over X. Assume that hL is semi-positive and positive at some point of
X. Suppose conditions Y (0) and Y (1) hold at each point of X. Then, for k large,
there is a constant c > 0 independnet of k, such that
dimH0b (X,L
k) ≥ ckn.
It should be mentioned that the Levi curvature assumptions in Theorem 1.15
are a bit more general than the ones in Conjecture 1.1.
Remark 1.16. It should be mention that Theorem 1.15 implies the famous Grauert-
Riemenschneider conjecture in complex geometry. Let M be a compact complex
manifold of complex dimension n and let E → M be a holomorphic line bundle
with a Hermitian fiber metric hE . Let RE denotes the canonical curvature on E
induced by hE . We assume that RE is semi-positive and positive at some point
of M . Then Grauert-Riemenschneider conjecture claims that L is big, that is,
dimH0(M,Ek) ∼ kn, where H0(M,Ek) denotes the space of global holomorphic
sections of Ek the k-th power of E. This conjecture was first solved by Siu [15].
Let’s see how to obtain this conjecture from Theorem 1.15. With the notations
used above, let (X˜, T 1,0X˜) be a compact generalized Sasakian CR manifold of
dimension 2m−1,m > 2, such that the Levi form of X˜ has at least two negative and
two positive eigenvalues and let (L˜, J˜ , hL˜) be a rigid generalized Sasakian CR line
bundle over X˜ with hL˜ is positive at every point of X˜ . We can find such (X˜, T 1,0X˜)
and (L˜, J˜ , hL˜) (see setion 9). Consider X = M ⊕ X˜, T 1,0X := T 1,0M ⊕ T 1,0X˜ ,
where T 1,0M denotes the holomorphic tangent bundle ofM . Then, (X,T 1,0X) is a
compact generalized Sasakian CR manifold of dimension 2(m+n)− 1 and the Levi
form of X has at least two negative and two positive eigenvalues. Thus, conditions
Y (0) and Y (1) hold at each point of X . Put L := E ⊗ L˜. Then, L is a complex
line bundle over X . Let J be the canonical complex structure on X × R induced
by J˜ and the complex structure on M . It is obviously that (L, J) is a generalized
Sasakian CR line bundle over X . Put hL = hE ⊗ hL˜. Then hL is a Hermitian fiber
metric on L and (L, J, hL) is a rigid generalized Sasakian CR line bundle over X .
Moreover, it is easy to check that hL is semi-positive and positive at some point of
X . From Theorem 1.15, we conclude that for k large, there is a constant C0 > 0
such that
(1.15) dimH0b (X,L
k) ≥ C0kn+m.
We notice that dimH0b (X,L
k) = dimH0(M,Ek) × dimH0b (X˜, L˜k) and it is well-
known that there is a constant C1 > 0 such that dimH
0
b (X˜, L˜
k) ≤ C1km (see [11]).
Combining this observation and (1.15), we conclude that there is a constant c > 0
such that dimH0(M,Ek) ≥ ckn.
We investigate Theorem 1.15 on generalized torus CR manifolds. Let Φt(x) be
the T -flow. That is, Φt(x) is a differentiable mapping:
t→ Φt(x) ∈ X : I → X,
9I is an open interval in R, 0 ∈ I, such that Φ0(x) = x, ∀x ∈ X , and dΦt(x)dt =
T (Φt(x)). We need
Definition 1.17. We say that (X,T 1,0X) is a generalized torus CR manifold if
there is a constant γ0 > 0 such that Φ
t(x) is well-defined, ∀ |t| ≤ γ0, ∀x ∈ X , and
Φγ0(x) = x for every x ∈ X .
Definition 1.18. We say that (L, J) is an admissible generalized Sasakian CR line
bundle over a compact generalized torus CR manifold X if we can find an open
covering {Uj}Nj=1 of X such that L is trivial on Uj , for each j, and
{
Φt(x); x ∈ Uj , |t| ≤ γ0
}
= Uj ,
for each j, where γ0 > 0 is as in Definition 1.17.
Let (L, J) be an admissible generalized Sasakian CR line bundle over a compact
generalized torus CR manifold (X,T 1,0X). Take any Hermitian fiber metric hL on L
and let φ denotes the corresponding local weight as in (1.5). Let hL1 be the Hermitian
fiber metric on L locally given by |s|2hL1 = e
−φ1 , where φ1 = 1γ0
∫ γ0
0
φ(Φt(x))dt,
γ0 > 0 is as in Definition 1.17, s is a local trivializing section of L with the special
form in Definition 1.18. It is easy to check that hL1 is well-defined and Tφ1 = 0.
Thus, (L, J, hL1 ) is a rigid generalized Sasakian CR line bundle over (X,T
1,0X).
Moreover, we can show that if Mφx is positive on X then M
φ1
x is positive on X (see
Proposition 3.3, for the proof). Combining this with Theorem 1.15, we obtain
Theorem 1.19. Let (X,T 1,0X) be a compact generalized torus CR manifold of
dimension 2n − 1, n > 2 and let (L, J) be an admissible generalized Sasakian CR
line bundle over X with a Hermitian fiber metric hL. We assume that hL is positive
on X and conditions Y (0) and Y (1) hold at each point of X. Then, for k large,
there is a constant c > 0 independnet of k, such that
dimH0b (X,L
k) ≥ ckn.
1.4. The outline of the proof of Theorem 1.15. Let 
(q)
b,k denote the Kohn
Laplacian with values in Lk (see section 2). Fix q = 0, 1, . . . , n − 1. We assume
that Y (q) holds. It is well-known that 
(q)
b,k has a discrete spectrum, each eigenval-
ues occurs with finite multiplicity and all eigenforms are smooth and Ker
(q)
b,k :=
H
q
b (X,L
k) ∼= Hqb (X,Lk). For λ ≥ 0, let H qb,≤λ(X,Lk) denote the space spanned
by the eigenforms of 
(q)
b,k whose eigenvalues are bounded by λ. Now, we assume
that Y (0) and Y (1) hold and (L, hL) is semi-positive and positive at some point of
X . Take δ0 > 0 be a small constant so that M
φ
x + 2sLx ≥ 0, ∀ |s| ≤ δ0, ∀x ∈ X .
Take ψ(η) ∈ C∞0 (] − δ0, δ0[,R+) so that ψ(η) = 1 if − δ02 ≤ η ≤ δ02 . Take χ(t) ∈
C∞0 (]− 2, 2[,R+) so that 0 ≤ χ(t) ≤ 1 and χ(t) = 1 if −1 ≤ t ≤ 1 and χ(−t) = χ(t)
for all t ∈ R. Fix M > 0. Under the rigidity assumptions in Theorem 1.15, we
can construct global continuous operators Q
(0)
M,k : C
∞(X,Lk) → C∞(X,Lk) and
Q
(1)
M,k : Ω
0,1(X,Lk)→ Ω0,1(X,Lk) such that
(1.16) ∂b,kQ
(0)
M,k = Q
(1)
M,k∂b,k on C
∞(X,Lk)
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and Q
(0)
M,k, Q
(1)
M,k are formally given by the following. Let s be a local section of L
on D ⊂ X , |s|2hL = e−φ, and let Φt(x) be the T -flow. Then,
(Q
(0)
M,kf)(x) = s
ke
k
2φ(x)
∫
e−itηψ(η)χ(
t
M
)e−
k
2φ(Φ
t
k (x))f˜(Φ
t
k (x))dtdη on D,
(Q
(1)
M,kg)(x) = s
ke
k
2φ(x)
∫
e−itηψ(η)χ(
t
M
)e−
k
2φ(Φ
t
k (x))g˜(Φ
t
k (x))dtdη on D,
(1.17)
where f = skf˜ ∈ C∞0 (D,Lk), g = skg˜ ∈ Ω0,10 (D,Lk). (See section 5, for the precise
definitions of the operatorsQ
(0)
M,k, Q
(1)
M,k.) Let 〈 · | · 〉hLk denote the Hermitian metric
on Λ0,qT ∗X ⊗Lk induced by hL and 〈 · | · 〉. Let dvX = dvX(x) be the volume form
on X induced by 〈 · | · 〉 and let ( · | · )hLk be the L2 inner product on Ω0,q(X,Lk)
induced by 〈 · | · 〉hLk and dvX . For λ ≥ 0, define
(Q
(0)
M,kΠ
(0)
k,≤λ)(x) :=
mk∑
j=1
〈Q(0)M,kfj(x)|fj(x)〉hLk ,
(Q
(1)
M,kΠ
(1)
k,≤λQ
(1)
M,k)(x) :=
pk∑
j=1
〈Q(1)M,kgj(x)|Q(1)M,kgj(x)〉hLk ,
(1.18)
where fj(x) ∈ C∞(X,Lk), j = 1, . . . ,mk, is an orthonormal frame for the space
H 0b,≤λ(X,L
k) with respect to ( · | · )hLk , gj(x) ∈ Ω0,1(X,Lk), j = 1, . . . , pk, is an
orthonormal frame for H 1b,≤λ(X,L
k) with respect to ( · | · )hLk . It is straightforward
to see that the definitions (1.18) are independent of the choices of orthonormal
frames. The point of our proof is that there exists a sequence νk > 0 with νk → 0
as k →∞, such that
(1.19) For each x ∈ X , limk→∞ k−n(Q(0)M,kΠ (0)k,≤kνk)(x) exists and is real valued,
lim
k→∞
k−n(Q(0)M,kΠ
(0)
k,≤kνk )(x)
≥ (2π)1−n
∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ −
C1
M2
, ∀x ∈ X,
(1.20)
(1.21) lim sup
k→∞
k−n(Q(1)M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x) ≤
C1
M2
, ∀x ∈ X,
and
sup
{
k−n
∣∣∣(Q(0)M,kΠ (0)k,≤kνk)(x)∣∣∣ ; k > 0, x ∈ X} <∞,
sup
{
k−n(Q(1)M,kΠ
(0)
k,≤kνkQ
(1)
M,k)(x); k > 0, x ∈ X
}
<∞,
(1.22)
where Rx,0 is given by (2.15) and 1Rx,0(ξ) = 1 if ξ ∈ Rx,0, 1Rx,0(ξ) = 0 if ξ /∈ Rx,0
and C1 > 0 is a constant independent of k and M .
From (1.22), we can apply Lebesgue dominate Theorem and Fatou’s lemma and
we get by using (1.20) and (1.21),
∣∣∣∣∫
X
(Q
(0)
M,kΠ
(0)
k,≤kνk)(x)dvX (x)
∣∣∣∣
≥ kn
(
(2π)1−n
∫
X
( ∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)− C2
M2
)
+ o(kn),
(1.23)
(1.24)
∫
X
(Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)dvX(x) ≤ kn
C2
M2
+ o(kn),
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where C2 > 0 is a constant independent of M and k.
Let f1,k, f2,k, . . . , fdk,k be an orthonormal basis for H
0
b (X,L
k), where dk =
dimH 0b (X,L
k). Let f˜1,k, f˜2,k, . . . , f˜nk,k be an orthonormal basis for the space
H 0b,0<µ≤kνk (X,L
k). From (1.23) and (1.18), we see that if M is large enough, then
dk∑
j=1
∣∣∣∣∫
X
〈Q(0)M,kfj,k|fj,k〉hLk (x)dvX (x)
∣∣∣∣+ nk∑
j=1
∣∣∣∣∫
X
〈Q(0)M,kf˜j,k|f˜j,k〉hLk (x)dvX(x)
∣∣∣∣
≥ k
n
2
(2π)1−n
∫
X
( ∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)
(1.25)
for k large. From (1.16) and (1.18), it is not difficult to check that
nk∑
j=1
∣∣∣∣∫
X
〈Q(0)M,kf˜j,k|f˜j,k〉hLk (x)dvX(x)
∣∣∣∣
≤
(∫
X
(Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)dvX (x)
) 1
2
( nk∑
j=1
∫
X
〈f˜j,k|f˜j,k〉hLk (x)dvX(x)
) 1
2
.
(1.26)
It is well-known (see [11]) that
(1.27) sup
k−n
nk∑
j=1
〈f˜j,k|f˜j,k〉hLk (x); k > 0, x ∈ X
 <∞.
From (1.27), (1.24), (1.26) and (1.25), it is straightforward to see that if M is large
enough, then
dk∑
j=1
∣∣∣∣∫
X
〈Q(0)M,kfj,k|fj,k〉hLk (x)dvX (x)
∣∣∣∣
≥ k
n
4
(2π)1−n
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)
(1.28)
for k large. Moreover, it is straightforward to see that there is a constant CM > 0 in-
dependent of k such that
∣∣∣∫X〈Q(0)M,ku|u〉hLk (x)dvX (x)∣∣∣ ≤ CM ∫X〈u|u〉hLk (x)dvX (x),
for all u ∈ C∞(X,Lk). Combining this with (1.28), we have
CMdk = CM
dk∑
j=1
∫
X
〈fj,k|fj,k〉hLk (x)dvX (x) ≥
dk∑
j=1
∣∣∣∣∫
X
〈Q(0)M,kfj,k|fj,k〉hLk (x)dvX (x)
∣∣∣∣
≥ k
n
4
(2π)1−n
∫
X
( ∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x).
Theorem 1.15 follows.
The paper is organized as follows. In section 2, we review the results in [11]
about the asymptotic behaviour of the Szego¨ kernel for lower energy forms in order
to prove (1.19), (1.20) and (1.22). We introduce the extremal function for the space
of lower energy forms with respect to a given continuous operator and relate it to
the function Q
(1)
M,kΠ
(1)
k,≤λQ
(1)
M,k (see Lemma 2.2). This result will be used in the proof
of (1.21). In section 3, we introduce canonical coordinates on generalized Sasakian
CR manifolds and prove that locally we can always find canonical coordinates
and local section such that the corresponding local weight has a simple form (see
Proposition 3.2). Canonical coordinates will be used in the constructions of the
operaorsQ
(0)
M,k and Q
(1)
M,k and Proposition 3.2 will be used in section 4 and the proofs
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of (1.19), (1.20) and (1.21). In section 4, we modify the scaling technique developed
in [11] in order to establish the semi-classical Kohn estimates(see Propositions 4.2)
and a result about the asymptotic behaviour of a sequence of forms with small
energy(see Proposition 4.3). These results play important roles in the proofs of
(1.19), (1.20) and (1.21). In section 5, we construct the operators Q
(0)
M,k and Q
(1)
M,k.
In section 6, we prove (1.22), (1.19), (1.20) and (1.23). In section 7, we prove
(1.21) and (1.24). In section 8, we first prove the inequality (1.26) and then we
complete the proof of Theorem 1.15. In section 9, we exemplify our main result in
two concrete examples, one of a quotient of the Heisenberg group and the other of
a Grauert tube over the torus.
Acknowledgements. The author is grateful to Prof. Raphae¨l Ponge for comments and
useful suggestions on an early draft of the manuscript.
2. Szego¨ kernels for lower energy forms
We will use the same notations as section 1. From now on we assume that
(L, J, hL) is a rigid generalized Sasakian CR line bundle over X .
The Hermitian fiber metric on L induces a Hermitian fiber metric on Lk that we
shall denote by hL
k
. If s is a local trivializing section of L then sk is a local trivializ-
ing section of Lk. The Hermitian metrics 〈 · | · 〉 on Λ0,qT ∗X and hLk induce Hermit-
ian metrics on Λ0,qT ∗X ⊗ Lk. We shall denote these induced metrics by 〈 · | · 〉hLk .
For f ∈ Ω0,q(X,Lk), we denote the pointwise norm |f(x)|2
hLk
:= 〈f(x)|f(x)〉hLk .
As (1.13), let
(2.1) ∂b,k : Ω
0,q(X,Lk)→ Ω0,q+1(X,Lk)
denote the tangential Cauchy-Riemann operator acting on forms with values in
Lk. We denote by dvX = dvX(x) the volume form on X induced by the fixed
Hermitian metric 〈 · | · 〉 on CTX . Then we get natural global L2 inner products
( | )hLk , ( | ) on Ω0,q(X,Lk) and Ω0,q(X) respectively. We denote by L2(0,q)(X,Lk)
the completion of Ω0,q(X,Lk) with respect to ( | )hLk . For f ∈ Ω0,q(X,Lk), we
denote ‖f‖2hLk := (f | f)hLk . Similarly, for f ∈ Ω0,q(X), we denote ‖f‖2 := (f | f).
Let
(2.2) ∂
∗
b,k : Ω
0,q+1(X,Lk)→ Ω0,q(X,Lk)
be the formal adjoint of ∂b,k with respect to ( | )hLk . The Kohn-Laplacian with
values in Lk is given by
(2.3) 
(q)
b,k = ∂
∗
b,k∂b,k + ∂b,k∂
∗
b,k : Ω
0,q(X,Lk)→ Ω0,q(X,Lk).
We extend ∂b,k to L
2
(0,r)(X,L
k), r = 0, 1, . . . , n− 1, by
(2.4) ∂b,k : Dom ∂b,k ⊂ L2(0,r)(X,Lk)→ L2(0,r+1)(X,Lk) ,
where Dom ∂b,k := {u ∈ L2(0,r)(X,Lk); ∂b,ku ∈ L2(0,r+1)(X,Lk)}, where for any
u ∈ L2(0,r)(X,Lk), ∂b,ku is defined in the sense of distribution. We also write
(2.5) ∂
∗
b,k : Dom∂
∗
b,k ⊂ L2(0,r+1)(X,Lk)→ L2(0,r)(X,Lk)
to denote the Hilbert space adjoint of ∂b,k in the L
2 space with respect to ( | )hLk .
Let 
(q)
b,k also denote the Gaffney extension of the Kohn Laplacian given by
Dom
(q)
b,k ={s ∈ L2(0,q)(X,Lk); s ∈ Dom ∂b,k ∩Dom ∂
∗
b,k,
∂b,ku ∈ Dom ∂ ∗b,k, ∂
∗
b,ku ∈ Dom ∂b,k} ,
(2.6)
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and 
(q)
b,ks = ∂b,k∂
∗
b,ks + ∂
∗
b,k∂b,ks for s ∈ Dom(q)b,k. We notice that (q)b,k is a
positive self-adjoint operator. For a Borel set B ⊂ R we denote by E(B) the
spectral projection of 
(q)
b,k corresponding to the set B, where E is the spectral
measure of 
(q)
b,k (see section 2 in Davies [6], for the precise meanings of spectral
projection and spectral measure). We notice that the spectrum of 
(q)
b,k is contained
in R+. For λ ≥ 0, we set
H
q
b,≤λ(X,L
k) := RangeE
(
(−∞, λ]) ⊂ L2(0,q)(X,Lk) ,
H
q
b,>λ(X,L
k) := RangeE
(
(λ,∞)) ⊂ L2(0,q)(X,Lk).(2.7)
It is well-known (see section 2 in [6]) that for all λ > 0,
(2.8) L2(0,q)(X,L
k) = H qb,≤λ(X,L
k)⊕H qb,>λ(X,Lk)
and
(2.9) ‖u‖2hLk ≤
1
λ
(
(q)
b,ku | u)hLk , ∀u ∈ H qb,>λ(X,Lk)
⋂
Dom
(q)
b,k.
For λ = 0, we denote
(2.10) H qb (X,L
k) := H qb,≤0(X,L
k) = Ker
(q)
b,k .
Now, fix q ∈ {0, 1, . . . , n− 1} and until further notice we assume that Y (q) holds.
By [13, 7.6-7.8], [9, 5.4.11-12], [5, Props. 8.4.8-9], we know that 
(q)
b,k is hypoelliptic,
has compact resolvent, the strong Hodge decomposition holds and 
(q)
b,k has a dis-
crete spectrum, each eigenvalues occurs with finite multiplicity and all eigenforms
are smooth. Hence, for any λ ≥ 0,
(2.11)
dimH qb,≤λ(X,L
k) <∞, H qb,≤λ(X,Lk) ⊂ Ω0,q(X,Lk), H qb (X,Lk) ∼= Hqb (X,Lk).
Let gj(x) ∈ Ω0,q(X,Lk), j = 1, . . . , dk, dk = dimH qb,6λ(X,Lk), be any orthonormal
frame for the space H qb,≤λ(X,L
k) with respect to ( · | · )hLk . The Szego¨ kernel
function Π
(q)
k,≤λ(x) of the space H
q
b,6λ(X,L
k) is given by
(2.12) Π
(q)
k,6λ(x) :=
dk∑
j=1
|gj(x)|2hLk .
Let
A : Ω0,q(X,Lk)→ Ω0,q(X,Lk)
be a continuous operator. We define
(2.13) (AΠ
(q)
k,6λ)(x) :=
dk∑
j=1
〈Agj(x)|gj(x)〉hLk ,
(2.14) (AΠ
(q)
k,6λA)(x) :=
dk∑
j=1
|Agj(x)|2hLk .
It is straightforward to see that the definitions (2.12), (2.13) and (2.14) are inde-
pendent of the choices of orthonormal frame gj , j = 1, . . . , dk.
For q = 0, 1, . . . , n− 1 and x ∈ X , set
Rx,q =
{
s ∈ R; Mφx + 2sLx has exactly q negative eigenvalues
and n− 1− q positive eigenvalues} ,(2.15)
where Mφx is given by (1.8) and the eigenvalues of the Hermitian quadratic form
Mφx + 2sLx, s ∈ R, are calculated with respect to the Hermitian metric 〈 · | · 〉. It
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is not difficult to see that if Y (q) holds at each point of X then there is a constant
C > 0 such that
(2.16) Rx, q ⊂ [−C,C] for all x ∈ X .
Denote by det(Mφx + 2sLx) the product of all the eigenvalues of Mφx + 2sLx. As-
suming (2.16) holds, the function
(2.17) X −→ R , x 7−→
∫
Rx,q
∣∣det(Mφx + 2sLx)∣∣ ds
is well-defined. Since Mφx and Lx are continuous functions of x ∈ X , we conclude
that the function (2.17) is continuous.
The following is well-known (see Theorem 1.6 in Hsiao-Marinescu [11])
Theorem 2.1. Assume that condition Y (q) holds at each point of X. Then for any
sequence νk > 0 with νk → 0 as k →∞, there is a constant C0 > 0 independent of
k, such that
(2.18) k−nΠ (q)k,6kνk(x) 6 C0
for all x ∈ X. Moreover, there is a sequence µk > 0, µk → 0 as k →∞, such that
for any sequence νk > 0 with limk→∞ µkνk = 0 and νk → 0 as k→∞, we have
(2.19) lim
k→∞
k−nΠ (q)k,6kνk(x) = (2π)
−n
∫
Rx,q
∣∣det(Mφx + 2sLx)∣∣ ds,
for all x ∈ X.
We introduce some notations. For p ∈ X , we can choose a smooth orthonormal
frame e1, . . . , en−1 of T ∗0,1X over a neighborhood U of p. We say that a multiindex
J = (j1, . . . , jq) ∈ {1, . . . , n− 1}q has length q and write |J | = q. We say that J is
strictly increasing if 1 6 j1 < j2 < · · · < jq 6 n− 1. For J = (j1, . . . , jq) we define
eJ := ej1 ∧ · · · ∧ ejq . Then {eJ ; |J | = q, J strictly increasing} is an orthonormal
frame for Λ0,qT ∗X over U .
For f ∈ Ω0,q(X,Lk), we may write
f |U =
∑′
|J|=q
fJeJ , with fJ = 〈f |eJ〉 ∈ C∞(U,Lk) ,
where
∑′
means that the summation is performed only over strictly increasing
multiindices. We call fJ the component of f along eJ . It will be clear from the
context what frame is being used. For q > 0, the extremal function S
(q)
k,≤λ,J for the
space H qb,≤λ(X,L
k) along the direction eJ is defined by
(2.20) S
(q)
k,≤λ,J(y) = sup
α∈H q
b,≤λ
(X,Lk), ‖α‖
hL
k=1
|αJ (y)|2hLk ,
where αJ denotes the component of α along eJ . Let
A : Ω0,q(X,Lk)→ Ω0,q(X,Lk)
be a continuous operator. For |J | = q, J is strictly increasing, we define
(2.21) (AS
(q)
k,6λ,JA)(y) := sup
α∈H q
b,≤λ
(X,Lk), ‖α‖
hL
k=1
|(Aα)J (y)|2hLk ,
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where (Aα)J denotes the component of Aα along eJ . Similarly, when q = 0, we
define
S
(0)
k,≤λ(y) = sup
α∈H 0
b,≤λ
(X,Lk), ‖α‖
hL
k=1
|α(y)|2hLk ,
(AS
(0)
k,6λA)(y) := sup
α∈H 0
b,≤λ
(X,Lk), ‖α‖
hL
k=1
|(Aα)(y)|2hLk .
(2.22)
We need the following
Lemma 2.2. Fix λ ≥ 0. Let A : Ω0,q(X,Lk) → Ω0,q(X,Lk) be a continuous
operator. For every local orthonormal frame
{eJ(y); |J | = q,J strictly increasing}
of Λ0,qT ∗X over an open set U ⊂ X, we have when q > 0,
(2.23) (AΠ
(q)
k,≤λA)(y) =
∑′
|J|=q
(AS
(q)
k,≤λ,JA)(y),
for every y ∈ U .
Similarly, when q = 0, we have
(2.24) (AΠ
(0)
k,≤λA)(y) = (AS
(0)
k,≤λA)(y),
for every y ∈ U .
We remind that AΠ
(q)
k,≤λA is given by (2.14).
Proof. Let (fj)j=1,...,dk be an orthonormal frame for the space H
q
b,≤λ(X,L
k). Let
s be a local section of L on U , |s|2hL = e−φ. On U , we write
Afj = s
kg˜j, g˜j ∈ Ω0,q(U), j = 1, . . . , dk,
g˜j =
∑′
|J|=q
g˜j,JeJ , j = 1, . . . , dk.
On U we write
(2.25) (AΠ
(q)
k,≤λA)(y) =
∑′
|J|=q
(AΠ
(q)
k,≤λ,JA)(y),
where
(AΠ
(q)
k,≤λ,JA)(y) := e
−φ(y)∑
j
|g˜j,J(y)|2 .
It is easy to see that (AΠ
(q)
k,≤λ,JA)(y) is independent of the choice of the orthonormal
frame (fj)j=1,...,dk . Take α ∈ H qb,≤λ(X,Lk) of unit norm. Since α is contained in
an orthonormal base, obviously |(Aα)J (y)|2hLk 6 (AΠ
(q)
k,≤λ,JA)(y), where (Aα)J
denotes the component of Aα along eJ . Thus,
(2.26) (AS
(q)
k,≤λ,JA)(y) 6 (AΠ
(q)
k,≤λ,JA)(y) , for all strictly increasing J , |J | = q.
Fix a point p ∈ U and a strictly increasing multiindex J with |J | = q. We may
assume that
∑dk
j=1 |g˜j,J(p)|2 6= 0. Put
u(y) =
(∑dk
j=1 |g˜j,J(p)|2
)−1/2
·∑Nj=1 g˜j,J(p)fj(y) .
We can easily check that u ∈ H qb,≤λ(X,Lk) and ‖u‖hLk = 1. Hence,
|(Au)J (p)|2hLk 6 (AS
(q)
k,≤λ,JA)(p),
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therefore
(AΠ
(q)
k,≤λ,JA)(p) =
dk∑
j=1
e−φ(p) |g˜j,J(p)|2 = |(Au)J (p)|2hLk 6 (AS
(q)
k,≤λ,JA)(p) .
From this and (2.26), we conclude that AΠ
(q)
k,≤λ,JA = AS
(q)
k,≤λ,JA for all strictly
increasing multiindices J with |J | = q. Combining this with (2.25), (2.23) follows.
The proof of (2.24) is the same. The lemma follows. 
3. Canonical coordinates of generalized Sasakian CR manifolds
In this work, we need the following beautiful result due to Baouendi-Rothschild-
Treves [2, section1]
Theorem 3.1. We recall that we work with the assumption that (X,T 1,0X) is a
generalized Sasakian CR manifold and we fix a rigid global real vector field T = J ∂∂t .
For every point x0 ∈ X, there exists local coordinates x = (x1, . . . , x2n−1) = (z, θ) =
(z1, . . . , zn−1, θ), zj = x2j−1 + ix2j, j = 1, . . . , n − 1, θ = x2n−1, defined in some
small neighborhood U of x0 such that
T =
∂
∂θ
,
Zj =
∂
∂zj
+ i
∂ϕ
∂zj
(z)
∂
∂θ
, j = 1, . . . , n− 1,
(3.1)
where Zj(x), j = 1, . . . , n− 1, form a basis of T 1,0x X, for each x ∈ U , and ϕ(z) ∈
C∞(U,R) independent of θ.
Let x = (x1, . . . , x2n−1) be local coordinates of X defined in some open set
in X . In this paper, when we write x = (x1, . . . , x2n−1) = (z, θ) we mean that
z = (z1, . . . , zn−1), zj = x2j−1 + ix2j , j = 1, . . . , n − 1, θ = x2n−1. We call x
canonical coordinates if x satisfies (3.1).
We also need
Proposition 3.2. For a given point p ∈ X, we can find cannonical coordinates
x = (x1, . . . , x2n−1) = (z, θ) and local section s, |s|2hL = e−φ, defined in some small
neighborhood D of p such that
x(p) = 0,
Zj =
∂
∂zj
+ iλjzj
∂
∂θ
+O(|z|2) ∂
∂θ
, j = 1, . . . , n− 1,
∂
∂z1
, . . . , ∂∂zn−1 is an orthonormal frame for T
1,0
p X,
φ(z, θ) = βθ +
n−1∑
j,t=1
µj,tzjzt +O(|z| |θ|) +O(|θ|2) +O(|(z, θ)|3),
(3.2)
where Z1(x), . . . , Zn−1(x) form a basis of T 1,0x X varying smoothly with x in a neigh-
borhood of p, λ1, . . . , λn−1 are the eigenvalues of Lp with respect to 〈 · | · 〉, β ∈ R,
µj,t ∈ C, µj,t = µt,j, j, t = 1, . . . , n− 1.
Proof. Fix p ∈ X . Let x˜ = (x˜1, . . . , x˜2n−1) = (z˜, θ˜) = (z˜1, . . . , z˜n−1, θ˜), z˜j =
x˜2j−1 + ix˜2j , j = 1, . . . , n− 1, θ˜ = x˜2n−1 be canonical coordinates of X defined in
some small neighborhood D of p. We have
T =
∂
∂θ˜
,
Zj =
∂
∂z˜j
+ i
∂ϕ˜
∂z˜j
(z˜)
∂
∂θ˜
, j = 1, . . . , n− 1,
(3.3)
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where Zj(x˜), j = 1, . . . , n − 1, form a basis of T 1,0x˜ X , for each x˜ ∈ D, and ϕ˜(z˜) ∈
C∞(D,R) independent of θ˜. It is easy to see that we can take x˜ so that x˜(p) = 0.
Near p, we write
(3.4) ϕ˜(z˜) = a+
n−1∑
j=1
(αj z˜j + αj z˜j) +O(|z˜|2),
where a ∈ C, αj ∈ C, j = 1, . . . , n − 1. Let zˆ = z˜, θˆ = θ˜ −
∑n−1
j=1 (iαj z˜j − iαj z˜j).
Then, (zˆ, θˆ) form canocical coordinates of X near p and we can check that
∂
∂θˆ
=
∂
∂θ˜
,
∂
∂zˆj
=
∂
∂z˜j
+ iαj
∂
∂θ˜
, j = 1, . . . , n− 1.
(3.5)
From (3.5), (3.4) and (3.3), we see that
T =
∂
∂θˆ
,
Zj =
∂
∂zˆj
+ i
∂ϕˆ
∂zˆj
(zˆ)
∂
∂θˆ
, j = 1, . . . , n− 1,
(3.6)
where
ϕˆ(zˆ) = ϕ˜(zˆ)−
n−1∑
j=1
(αj zˆj + αj zˆj) = a+O(|zˆ|2).
Thus, ∂∂zˆ1 , . . . ,
∂
∂zˆn−1
is a basis of T 1,0p X . By taking some linear transformation, we
can take zˆ so that ∂∂zˆj , j = 1, . . . , n− 1, is an orthonormal frame for T 1,0p X and the
Levi form is diagonal at p with respect to ∂∂zˆj , j = 1, . . . , n− 1. We write
(3.7) ϕˆ(zˆ) = α+
n−1∑
j,t=1
(βj,tzˆj zˆt + βj,tzˆj zˆt) +
n−1∑
j,t=1
γj,tzˆj zˆt +O(|zˆ|3),
where βj,t ∈ C, γj,t ∈ C, γj,t = γt,j , j, t = 1, . . . , n − 1. Since the Levi form is
diagonal at p with respect to ∂∂zˆj , j = 1, . . . , n− 1, we can check that
(3.8) γj,t = λjδj,t, j, t = 1, . . . , n− 1,
where λ1, . . . , λn−1 are the eigenvalues of Lp with respect to 〈 · | · 〉. Let z = zˆ,
θ = θˆ −∑n−1j,t=1 i(βj,tzˆj zˆt − βj,tzˆj zˆt). Then, (z, θ) form canonical coordinates of X
near p and we can check that
∂
∂θ
=
∂
∂θˆ
,
∂
∂zj
=
∂
∂zˆj
+ i
n−1∑
t=1
βj,tzˆt
∂
∂θˆ
, j = 1, . . . , n− 1.
(3.9)
From (3.6), (3.7), (3.8) and (3.9), we can check that
T =
∂
∂θ
,
Zj =
∂
∂zj
+ iλjzj
∂
∂θ
+O(|z|2) ∂
∂θ
, j = 1, . . . , n− 1.
Since ∂∂zj , j = 1, . . . , n − 1, is an orthonormal frame of T 1,0p X , we conclude that
x = (z, θ) satisfies the first three properties in (3.2).
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Let sˆ be a local section defined in some neighborhood of p, |sˆ|2hL = e−φˆ. Near p,
we write
(3.10) φˆ(z, θ) = c+ βθ +
n−1∑
j=1
(ajzj + ajzj) +O(|(z, θ)|2),
where c ∈ R, β ∈ R and aj ∈ C, j = 1, . . . , n− 1. Let
(3.11) g(z) = e
c
2 (1 +
n−1∑
j=1
ajzj).
Then, g(z) is a rigid CR function. We may replace sˆ by gsˆ := s˜. We have
(3.12) |s˜|2hL = e−φ˜ = |g|2 e−φˆ = e2 log|g|−φˆ.
From (3.11), we can check that
2 log |g| = c+
n−1∑
j=1
(ajzj + ajzj) +O(|z|2).
Combining this with (3.12) and (3.10), we conclude that
φ˜(z, θ) = βθ +O(|(z, θ)|2).
Near p, we write
φ˜(z, θ) = βθ +
n−1∑
j,t=1
(cj,tzjzt + cj,t zjzt) +
n∑
j,t=1
µj,tzjzt
+O(|z| |θ|) +O(|θ|2) +O(|(z, θ)|3),
(3.13)
where cj,t ∈ C, µj,t ∈ C, µj,t = µt,j, j, t = 1, . . . , n− 1. Let
(3.14) g1(z) = 1 +
n−1∑
j,t=1
cj,tzjzt.
Then, g1(z) is a rigid CR function. We may replace s˜ by g1s˜ := s. We have
(3.15) |s|2hL = e−φ = |g1|2 e−φ˜ = e2 log|g1|−φ˜.
From (3.14), we can check that
2 log |g1| =
n−1∑
j,t=1
(cj,tzjzt + cj,t zjzt) +O(|z|3).
Combining this with (3.15) and (3.13), we conclude that
φ(z, θ) = βθ +
n−1∑
j,t=1
µj,tzjzt +O(|z| |θ|) +O(|θ|2) +O(|(z, θ)|3).
The proposition follows. 
Proposition 3.3. We assume that X is a generalized torus CR manifold and (L, J)
is an admissible generalized Sasakian CR line bundle over X (see Definition 1.17
and Definition 1.18). Let φ and φ1 be as in the discussion after Definition 1.18. If
Mφx is positive on X, then M
φ1
x is positive on X.
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Proof. Let {W1 ⊂W ′1, . . . ,WN ⊂W ′N} be open sets of X such that X =
⋃N
j=1Wj
and there exist canonical coordinates on W ′j , for each j and there is a constant
ǫ0 > 0 such that for each x ∈ X , Φt(x) is well-defined, ∀ |t| ≤ ǫ0, and{
Φt(x); x ∈Wj , |t| ≤ ǫ0
} ⊂W ′j ,
for each j, where Φt(x) is the T -flow. Fix t0 ∈ [−ǫ0, ǫ0]. Put φ˜(x) = φ(Φt0x). It is
obviously that φ˜(x) also define a Hermitian fiber metric on L. By using canonical
coordinates (3.1), we can check that
d(∂bφ˜− ∂bφ˜)(x) = d(∂bφ− ∂φ)(Φt0x), ∀x ∈ X.
Thus,
M φ˜x =M
φ
Φt0 (x), ∀x ∈ X.
Similarly, fix t1 ∈ [−ǫ0, ǫ0] and put φˆ(x) = φ˜(Φt1x) = φ(Φt0+t1x). We have
M φˆx =M
φ˜
Φt1 (x) =M
φ
Φt0+t1(x)
, ∀x ∈ X.
Continuing in this way, we obtain for any t ∈ [0, γ0], Mφ(Φ
t(x))
x = M
φ
Φt(x), ∀x ∈ X ,
where γ0 is as in Definition 1.17. Thus,
Mφ1x =
1
γ0
∫ γ0
0
MφΦt(x)dt, ∀x ∈ X.
The proposition follows. 
4. The scaling technique
In this section we modify the scaling technique developed in [11] in order to
prove (1.19), (1.20) and (1.21).
Fix a point p ∈ X . Let x = (x1, . . . , x2n−1) = (z, θ) be canonical coordinates of
X defined in some small neighborhood D of p and let s be a local section of L on
D, |s|2hL = e−φ. We take x and s so that
x(p) = 0,
Zj =
∂
∂zj
+ iλjzj
∂
∂θ
+O(|z|2) ∂
∂θ
, j = 1, . . . , n− 1,
∂
∂z1
, . . . , ∂∂zn−1 is an orthonormal frame for T
1,0
p X,
φ(z, θ) = βθ +
n−1∑
j,t=1
µj,tzjzt +O(|z| |θ|) +O(|θ|2) +O(|(z, θ)|3),
(4.1)
where Z1(x), . . . , Zn−1(x) form a basis of T 1,0x X varying smoothly with x in a
neighborhood of p, λ1, . . . , λn−1 are the eigenvalues of Lp with respect to 〈 · | · 〉,
β ∈ R, µj,k ∈ C, µj,t = µt,j, j, t = 1, . . . , n− 1. By Proposition 3.2, this is always
possible. Fix q ∈ {0, 1, . . . , n− 1}. In this section, we work on (0, q) forms and we
work with this local coordinates x = (z, θ).
Let ( | )kφ be the inner product on the space Ω0,q0 (D) defined as follows:
(f | g)kφ =
∫
D
〈f |g〉e−kφdvX ,
where f, g ∈ Ω0,q0 (D). Let ∂
∗,kφ
b : Ω
0,q+1(D)→ Ω0,q(D) be the formal adjoint of ∂b
with respect to ( | )kφ. Put

(q)
b,kφ = ∂b∂
∗,kφ
b + ∂
∗,kφ
b ∂b : Ω
0,q(D)→ Ω0,q(D) .
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Let u ∈ Ω0,q(D,Lk). Then there exists u˜ ∈ Ω0,q(D) such that u = sku˜ and we have
(4.2) 
(q)
b,ku = s
k
(q)
b,kφu˜.
Let U1(z, θ), . . . , Un−1(z, θ) be an orthonormal frame of T
1,0
(z,θ)X varying smoothly
with (z, θ) in a neighborhood of p. We take U1, . . . , Un−1 so that Uj(0, 0) = ∂∂zj ,
j = 1, . . . , n− 1. Put
(4.3) Uj(z, θ) =
n−1∑
t=1
aj,t(z, θ)Zt, j = 1, . . . , n− 1,
where aj,t ∈ C∞, j, t = 1, . . . , n− 1, Z1, . . . , Zn−1 are as in (4.1). Then, we have
(4.4) aj,t(z, θ) = δj,t +O(|(z, θ)|), j, t = 1, . . . , n− 1.
Let (ej(z, θ))j=1,...,n−1 denote the basis of T
∗0,1
(z,θ)X , dual to (U j(z, θ))j=1,...,n−1. If
w ∈ T ∗0,1z X , let (w∧)∗ : Λ0,q+1T ∗zX → Λ0,qT ∗zX, q > 0, be the adjoint of the left
exterior multiplication w∧ : Λ0,qT ∗zX → Λ0,q+1T ∗zX , u 7→ w ∧ u :
(4.5) 〈w ∧ u|v〉 = 〈u|(w∧)∗v〉 ,
for all u ∈ Λ0,qT ∗zX , v ∈ Λ0,q+1T ∗zX . Notice that (w∧)∗ depends C-anti-linearly
on w. It is easy to see that
(4.6) ∂b =
n−1∑
j=1
ej ∧ U j +
n−1∑
j=1
(∂bej) ∧ (ej∧)∗
and correspondingly
(4.7) ∂
∗,kφ
b =
n−1∑
j=1
(ej∧)∗U ∗,kφj +
n−1∑
j=1
ej ∧ (∂bej∧)∗,
where U
∗,kφ
j is the formal adjoint of U j with respect to ( | )kφ, j = 1, . . . , n − 1.
We can check that for j = 1, . . . , n− 1,
(4.8) U
∗,kφ
j = −Uj + k(Ujφ) + sj(z, θ),
where sj ∈ C∞(D), sj is independent of k, j = 1, . . . , n− 1.
For r > 0, let Dr =
{
x = (z, θ) ∈ R2n−1; |xj | < r, j = 1, . . . , 2n− 1
}
. Let Fk
be the scaling map: Fk(z, θ) = (
z√
k
, θk ). From now on, we assume that k is large
enough so that Fk(Dlog k) ⊂ D. We define the scaled bundle F ∗kΛ0,qT ∗X on Dlog k
to be the bundle whose fiber at (z, θ) ∈ Dlog k is
F ∗kΛ
0,qT ∗(z,θ)X :=
{∑′
|J|=q aJeJ(
z√
k
, θk ); aJ ∈ C, |J | = q
}
.
We take the Hermitian metric 〈 · | · 〉F∗
k
on F ∗kΛ
0,qT ∗X so that at each point (z, θ) ∈
Dlog k , {
eJ
(
z√
k
, θk
)
; |J | = q, J strictly increasing
}
,
is an orthonormal basis for F ∗kΛ
0,qT ∗(z,θ)X . For r > 0, let F
∗
kΩ
0,q(Dr) denote
the space of smooth sections of F ∗kΛ
0,qT ∗X over Dr. Let F ∗kΩ
0,q
0 (Dr) be the
subspace of F ∗kΩ
0,q(Dr) whose elements have compact support in Dr. Given
f ∈ Ω0,q(Fk(Dlog k)) we write f =
∑′
|J|=q fJeJ . We define the scaled form F
∗
k f ∈
F ∗kΩ
0,q(Dlog k) by:
(4.9) F ∗k f =
∑′
|J|=q
fJ
( z√
k
,
θ
k
)
eJ
( z√
k
,
θ
k
)
.
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Let P be a partial differential operator of order one on Fk(Dlog k) with C
∞
coefficients. We write P = a(z, θ) ∂∂θ +
∑2n−2
j=1 aj(z, θ)
∂
∂xj
, a, aj ∈ C∞(Fk(Dlog k)),
j = 1, . . . , 2n− 2. The partial diffferential operator P(k) on Dlog k is given by
(4.10)
P(k) =
√
kF ∗k a
∂
∂θ
+
2n−2∑
j=1
F ∗k aj
∂
∂xj
=
√
ka
( z√
k
,
θ
k
) ∂
∂θ
+
2n−2∑
j=1
aj
( z√
k
,
θ
k
) ∂
∂xj
.
Let f ∈ C∞(Fk(Dlog k)). We can check that
(4.11) P(k)(F
∗
k f) =
1√
k
F ∗k (Pf).
The scaled differential operator ∂b,(k) : F
∗
kΩ
0,q(Dlog k) → F ∗kΩ0,q+1(Dlog k) is
given by (compare to the formula (4.6) for ∂b):
∂b,(k) =
n−1∑
j=1
ej
( z√
k
,
θ
k
)
∧ U j(k)
+
n−1∑
j=1
1√
k
(∂bej)
( z√
k
,
θ
k
)
∧
(
ej
( z√
k
,
θ
k
)
∧
)∗
.
(4.12)
From (4.6) and (4.11), we can check that if f ∈ Ω0,q(Fk(Dlog k)), then
(4.13) ∂b,(k)F
∗
k f =
1√
k
F ∗k (∂bf).
Let ( | )kF∗
k
φ be the inner product on the space F
∗
kΩ
0,q
0 (Dlog k) defined as follows:
(f | g)kF∗
k
φ =
∫
Dlog k
〈f |g〉F∗
k
e−kF
∗
k φ(F ∗km)(z, θ)dv(z)dθ ,
where dvX = mdv(z)dθ is the volume form, dv(z) = 2
n−1dx1 · · · dx2n−2. Note that
m(0, 0) = 1. Let ∂
∗,kφ
b,(k) : F
∗
kΩ
0,q+1(Dlog k) → F ∗kΩ0,q(Dlog k) be the formal adjoint
of ∂b,(k) with respect to ( | )kF∗k φ. Then, we can check that (compare the formula
for ∂
∗,kφ
b , see (4.7) and (4.8))
∂
∗,kφ
b,(k) =
n−1∑
j=1
(
ej
( z√
k
,
θ
k
)
∧
)∗(
− Uj(k) +
√
kF ∗k (Ujφ) +
1√
k
F ∗k sj
)
+
n−1∑
j=1
1√
k
ej
( z√
k
,
θ
k
)
∧
(
(∂bej)
( z√
k
,
θ
k
)
∧
)∗
,
(4.14)
where sj ∈ C∞(Dlog k), j = 1, . . . , n− 1, are independent of k. We also have
(4.15) ∂
∗,kφ
b,(k)F
∗
k f =
1√
k
F ∗k (∂
∗,kφ
b f), f ∈ Ω0,q+1(Fk(Dlog k)) .
We define now the scaled Kohn-Laplacian:
(4.16) 
(q)
b,kφ,(k) := ∂
∗,kφ
b,(k)∂b,(k) + ∂b,(k)∂
∗,kφ
b,(k) : F
∗
kΩ
0,q(Dlog k)→ F ∗kΩ0,q(Dlog k).
From (4.13) and (4.15), we see that if f ∈ Ω0,q(Fk(Dlog k)), then
(4.17) (
(q)
b,kφ,(k))F
∗
k f =
1
k
F ∗k (
(q)
b,kφf).
From (4.3), (4.4) and (4.1), we can check that
(4.18) U j(k) =
∂
∂zj
− iλjzj ∂
∂θ
+ ǫkZj,k , j = 1, . . . , n− 1,
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onDlog k, where ǫk is a sequence tending to zero with k →∞ and Zj,k is a first order
differential operator and all the derivatives of the coefficients of Zj,k are uniformly
bounded in k on Dlog k, j = 1, . . . , n− 1. Similarly, from (4.3), (4.4) and (4.1), it is
straightforward to see that
− Ut(k) +
√
kF ∗k (Utφ) +
1√
k
F ∗k st
= − ∂
∂zt
− iλtzt ∂
∂θ
+ iλtztβ +
n−1∑
j=1
µj, t zj + δkVt, k , t = 1, . . . , n− 1,
(4.19)
onDlog k, where δk is a sequence tending to zero with k →∞ and Vt,k is a first order
differential operator and all the derivatives of the coefficients of Vt,k are uniformly
bounded in k on Dlog k, t = 1, . . . , n − 1. From (4.19), (4.18) and (4.16), (4.14),
(4.12), it is straightforward to obtain the following
Proposition 4.1. We have that

(q)
b,kφ,(k) =
n−1∑
j=1
[(
− ∂
∂zj
− iλjzj ∂
∂θ
+ iλjzjβ +
n−1∑
t=1
µt, j zt
)( ∂
∂zj
− iλjzj ∂
∂θ
)]
+
n−1∑
j, t=1
ej
( z√
k
,
θ
k
)
∧
(
et
( z√
k
,
θ
k
)
∧
)∗((
µj, t + iλjδj, tβ
)
− 2iλjδj, t ∂
∂θ
)
+ εkPk,
on Dlog k, where εk is a sequence tending to zero with k →∞, Pk is a second order
differential operator and all the derivatives of the coefficients of Pk are uniformly
bounded in k on Dlog k.
Let D ⊂ Dlog k be an open set and let W skF∗
k
φ(D,F
∗
kΛ
0,qT ∗X), s ∈ N0, denote
the Sobolev space of order s of sections of F ∗kΛ
0,qT ∗X over D with respect to the
weight e−kF
∗
k φ. The Sobolev norm on this space is given by
(4.20) ‖u‖2kF∗
k
φ,s,D =
∑′
α∈N2n−10 , |α|6s
|J|=q
∫
D
|∂αx uJ |2 e−kF
∗
kφ(F ∗km)(z, θ)dv(z)dθ,
where u =
∑′
|J|=q uJeJ
(
z√
k
, θk
) ∈ W skF∗
k
φ(D,F
∗
kΛ
0,qT ∗X) and m is the volume
form. If s = 0, we write ‖·‖kF∗
k
φ,D to denote ‖·‖kF∗
k
φ,0,D. The following is well-
known (see Proposition 2.4 and Lemma 2.6 in [11])
Proposition 4.2. Assume that Y (q) holds at each point of X. For every r > 0
with D2r ⊂ Dlog k and s ∈ N0, there are constants Cr,s > 0, Cr > 0, Cr,s and Cr
are independent of k, such that
(4.21)
‖u‖2kF∗
k
φ,s+1,Dr
6 Cr,s
(
‖u‖2kF∗
k
φ,D2r
+
∥∥(q)b,kφ,(k)u∥∥2kF∗
k
φ,s,D2r
)
, u ∈ F ∗kΩ0,q(Dlog k)
and
sup
x∈Dr
|u(x)|2
6 Cr
(
‖u‖2kF∗
k
φ,D2r
+
n∑
m=1
∥∥((q)b,kφ,(k))mu∥∥2kF∗
k
φ,D2r
)
, u ∈ F ∗kΩ0,q(Dlog k) .
(4.22)
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We pause and introduce some notations. We identify R2n−1 with the Heisenberg
group Hn := C
n−1 × R. We also write (z, θ) to denote the coordinates of Hn,
z = (z1, . . . , zn−1) ∈ Cn−1, zj = x2j−1 + ix2j , j = 1, . . . , n− 1, and θ ∈ R. Then{
Uj,Hn =
∂
∂zj
+ iλjzj
∂
∂θ
; j = 1, . . . , n− 1
}
,{
Uj,Hn , U j,Hn , T =
∂
∂θ
; j = 1, . . . , n− 1
}
are orthonormal bases for the bundles T 1,0Hn and CTHn respectively. Then
{
dzj , dzj , ω0 = −dθ +
n−1∑
j=1
(iλjzjdzj − iλjzjdzj) ; j = 1, . . . , n− 1
}
is the basis of CT ∗Hn which is dual to {Uj,Hn , U j,Hn ,−T ; j = 1, . . . , n − 1}. We
take the Hermitian metric 〈 · | · 〉 on Λ0,qT ∗Hn such that
{dzJ ; |J | = q, J strictly increasing}
is an orthonormal basis of Λ0,qT ∗Hn. The Cauchy-Riemann operator ∂b,Hn on Hn
is given by
(4.23) ∂b,Hn =
n−1∑
j=1
dzj ∧ U j,Hn : Ω0,q(Hn)→ Ω0,q+1(Hn).
Put φ0(z, θ) = βθ+
∑n−1
j,t=1 µj, tzjzt ∈ C∞(Hn,R), where β and µj, t, j, t = 1, . . . , n−
1, are as in (4.1). Note that
(4.24) sup
(z,θ)∈Dlog k
|kF ∗kφ− φ0| → 0, as k →∞.
Let ( | )φ0 be the inner product on Ω0,q0 (Hn) defined as follows:
(f | g)φ0 =
∫
Hn
〈f |g〉e−φ0dv(z)dθ , f, g ∈ Ω0,q0 (Hn) ,
where dv(z) = 2n−1dx1dx2 · · · dx2n−2. Let ∂ ∗,φ0b,Hn : Ω0,q+1(Hn) → Ω0,q(Hn) be the
formal adjoint of ∂b,Hn with respect to ( | )φ0 . We have
(4.25) ∂
∗,φ0
b,Hn =
n−1∑
t=1
(dzt∧)∗ U ∗,φ0t,Hn : Ω0,q+1(Hn)→ Ω0,q(Hn),
where
(4.26) U
∗,φ0
t,Hn = −Ut,Hn + Ut,Hnφ0 = −Ut,Hn +
n−1∑
j=1
µj, tzj + iλtztβ .
The Kohn-Laplacian on Hn is given by
(4.27) 
(q)
b,Hn
= ∂b,Hn∂
∗,φ0
b,Hn + ∂
∗,φ0
b,Hn∂b,Hn : Ω
0,q(Hn)→ Ω0,q(Hn) .
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From (4.23), (4.25) and (4.26), we can check that

(q)
b,Hn
=
n−1∑
j=1
U
∗,φ0
j,HnU j,Hn +
n−1∑
j, t=1
dzj ∧ (dzt∧)∗
[(
µj, t + iλjδj, tβ
)
− 2iλjδj, t ∂
∂θ
]
=
n−1∑
j=1
[(
− ∂
∂zj
− iλjzj ∂
∂θ
+ iλjzjβ +
n−1∑
t=1
µt,jzt
)( ∂
∂zj
− iλjzj ∂
∂θ
)]
+
n−1∑
j,t=1
dzj ∧ (dzt∧)∗
[(
µj, t + iλjδj, tβ
)
− 2iλjδj, t ∂
∂θ
]
.
(4.28)
Now, we can prove
Proposition 4.3. Assume that Y (q) holds at each point of X. For each k, let
αk ∈ F ∗kΩ0,q(Dlog k). We assume that ‖αk‖kF∗
k
φ,Dlog k
6 1 for each k, and there is
a sequence νk > 0, νk → 0 as k →∞, such that for each k,∥∥∥((q)b,kφ,(k))mαk∥∥∥kF∗
k
φ,Dlog k
≤ νmk , ∀m ∈ N.
Identify αk with a form on Hn by extending it with zero and write
αk =
∑′
|J|=q
αk,JeJ(
z√
k
,
θ
k
).
Then there is a subsequence
{
αkj
}
of {αk} such that for each strictly increasing mul-
tiindex J , |J | = q, αkj , J converges uniformly with all its derivatives on any compact
subset of Hn to a smooth function αJ . Furthermore, if we put α =
∑′
|J|=q αJdzJ ,
then 
(q)
b,Hn
α = 0.
Proof. From (4.21) and using induction, we get for any r > 0 and for every s ∈ N0,
there is a constant Cr,s > 0 independent of k, such that
‖αk‖2kF∗
k
φ,s+1,Dr
6 Cr,s
(
‖αk‖2kF∗
k
φ,D2r
+
s+1∑
m=1
∥∥∥((q)b,kφ,(k))mαk∥∥∥2
kF∗
k
φ,D2r
)
≤ Cr,s(1 +
∞∑
m=1
νmk ) ≤ C˜r,s
(4.29)
for k large, where C˜r,s > 0 is independent of k. Fix a strictly increasing multiindex
J , |J | = q, and r > 0. Combining (4.29) with Rellich ’s compactness theorem
[16, p. 281], we conclude that there is a subsequence of {αk,J}, which converges in
all Sobolev spaces W s(Dr) for s > 0. From the Sobolev embedding theorem [16,
p. 170], we see that the sequence converges in all Cl(Dr), l > 0, l ∈ Z, locally un-
formly. Choosing a diagonal sequence, with respect to a sequence of Dr exhausting
Hn, we get a subsequence
{
αkj ,J
}
of {αk,J} such that αkj ,J converges uniformly
with all derivatives on any compact subset of Hn to a smooth function αJ .
Let J ′ be another strictly increasing multiindex, |J ′| = q. We can repeat the
procedure above and get a subsequce
{
αkjs ,J′
}
of
{
αkj ,J′
}
such that αkjs ,J′ con-
verges uniformly with all derivatives on any compact subset of Hn to a smooth
function αJ′ . Continuing in this way, we get the first statement of the proposition.
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Now, we prove the second statement of the proposition. Let P = (p1, . . . , pq),
R = (r1, . . . , rq) be multiindices, |P | = |R| = q. Define
εPR =

0, if {p1, . . . , pq} 6= {r1, . . . , rq},
the sign of permutation
(
P
R
)
, if {p1, . . . , pq} = {r1, . . . , rq}.
For j, t = 1, . . . , n− 1, define
σjtPR =
{
0, if dzj ∧ (dzt∧)∗(dzP ) = 0,
εQR, if dzj ∧ (dzt∧)∗(dzP ) = dzQ, |Q| = q.
We may assume that αk,J converges uniformly with all derivatives on any com-
pact subset of Hn to a smooth function αJ , for all strictly increasing J , |J | = q.
As (4.29), we have for any r > 0 and for every s ∈ N0, there is a constant Cr,s > 0
independent of k, such that∥∥∥(q)k,kφ,(k)αk∥∥∥2
kF∗
k
φ,s+1,Dr
6 Cr,s
(∥∥∥(q)k,kφ,(k)αk∥∥∥2
kF∗
k
φ,D2r
+
s+1∑
m=1
∥∥∥((q)b,kφ,(k))m+1αk∥∥∥2
kF∗
k
φ,D2r
)
≤ Cr,s
∞∑
m=1
νmk → 0 as k →∞.
(4.30)
Put
βk := 
(q)
k,kφ,(k)αk =
∑′
|J|=q
βk,JeJ(
z√
k
,
θ
k
) ∈ F ∗kΩ0,q(Dlog k).
Combining (4.30) with Sobolev embedding theorem [16, p. 170], we conclude that
βk,J converges uniformly with all derivatives on any compact subset of Hn
to zero, for all strictly increasing J , |J | = q.
(4.31)
From the explicit formula of 
(q)
b,kφ,(k) (see Proposition 4.1), it is not difficult to
see that for all strictly increasing J , |J | = q, we have
n−1∑
j=1
U
∗,φ0
j,HnU j,Hnαk,J = −
∑′
|P |=q,
16 j , t6n−1
σjtPJ
[(
µj, t + iλjδj, tβ
)
− 2iλjδj, t ∂
∂θ
]
αk,P
+ ǫkPk,Jαk + βk,J
(4.32)
onDlog k, where ǫk is a sequence tending to zero with k →∞ , Pk,J is a second order
differential operator and all the derivatives of the coefficients of Pk,J are uniformly
bounded in k on Dlog k and βk,J is as in (4.31). By letting k →∞ in (4.32) we get
(4.33)
n−1∑
j=1
U
∗,φ0
j,HnU j,HnαJ = −
∑′
|P |=q,
16 j , t6n−1
σjtPJ
[(
µj, t+iλjδj, tβ
)
−2iλjδj, t ∂
∂θ
]
αP
on Hn, for all strictly increasing J , |J | = q. From this and the explicit formula of

(q)
b,Hn
(see (4.28)), we conclude that 
(q)
b,Hn
α = 0. The proposition follows. 
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5. The operators Q
(0)
M,k and Q
(1)
M,k
From now on, we assume that hL is semi-positive on X and positive at some
point of X and conditions Y (0) and Y (1) hold at each point of X .
Take δ0 > 0 be a small constant so that
(5.1) Mφx + 2sLx ≥ 0, ∀ |s| ≤ δ0, ∀x ∈ X.
Take ψ(η) ∈ C∞0 (] − δ0, δ0[,R+) so that ψ(η) = 1 if − δ02 ≤ η ≤ δ02 . Let ψˆ(t) =∫
e−itηψ(η)dη be the Fourier transform of ψ. Put
(5.2) C0 := sup
t∈R
t2
∣∣∣ψˆ(t)∣∣∣ .
Let E > 0 be a small constant so that√∫
X
E2dvX(x)
√
2(2π)−n
∫
X
( ∫
det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)
≤ (2π)
1−n
4
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x).
(5.3)
Fix M > 0 be a large constant so that
2C0
M
(2π)−n
∫
X
( ∫
det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)
<
(2π)1−n
2
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)
(5.4)
and
(5.5)
2C0
M
(
(2π)−n
∫ ∣∣det(Mφx + 2ξLx)∣∣1Rx,1(ξ)dξ) 12 < E√
n− 1 , ∀x ∈ X,
where 1Rx,1(ξ) = 1 if ξ ∈ Rx,1, 1Rx,1(ξ) = 0 if ξ /∈ Rx,1. Take χ(t) ∈ C∞0 (] −
2, 2[,R+) so that 0 ≤ χ(t) ≤ 1 and χ(t) = 1 if −1 ≤ t ≤ 1 and χ(−t) = χ(t), for all
t ∈ R. Put
(5.6) χM (t) := χ(
t
M
).
As before, let Φt(x) be the T -flow. The operator Q
(0)
M,k is a continuous operator
C∞(X,Lk)→ C∞(X,Lk) defined as follows. Let u ∈ C∞(X,Lk). LetD ⋐ D′ ⋐ X
be open sets of X and let s be a local section of L on D′, |s|2hL = e−φ. On D′, we
write u = sku˜, u˜ ∈ C∞(D′). Then,
(5.7) (Q
(0)
M,ku)(x) := s
ke
k
2φ(x)
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (x))u˜(Φ
t
k (x))dtdη on D.
We first notice that for k large, Φ
t
k (x) is well-defined for all t ∈ SuppχM , every
x ∈ X and Φ tk (x) ∈ D′ for all t ∈ SuppχM , every x ∈ D. We may assume that
Φ
t
k (x) is well-defined for all t ∈ SuppχM , every x ∈ X and Φ tk (x) ∈ D′ for all
t ∈ SuppχM , every x ∈ D. Now we check that the definition above is independent
of the choice of local sections. Let sˆ be another local section of L onD′, |sˆ|2hL = e−φˆ.
Then, we have sˆ = gs for some non-zero rigid CR function g. We can check that
φˆ = φ− 2 log |g| ,
e−
k
2 φˆ = e−
k
2φ |g|k .
(5.8)
Let u ∈ C∞(X,Lk). On D, we write u = sku˜ = sˆkuˆ. We have
(5.9) uˆ = g−ku˜.
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From (5.8) and (5.9), we can check that
(5.10) e−
k
2 φˆuˆ = e−
k
2φ |g|k g−ku˜.
Since Tg = 0, we have (|g|k g−k)(Φ tk x) = (|g|k g−k)(x) for all t ∈ SuppχM , x ∈ D.
From this observation and (5.10), it is easy to see that∫
e−itηψ(η)χM (t)e−
k
2 φˆ(Φ
t
k (x))uˆ(Φ
t
k (x))dtdη
= (|g|k g−k)(x)
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (x))u˜(Φ
t
k (x))dtdη on D.
(5.11)
Furthermore, we can check that
sˆke
k
2 φˆ = |g|−k gkske k2φ.
Combining this with (5.11), we obtain
sˆke
k
2 φˆ(x)
∫
e−itηψ(η)χM (t)e−
k
2 φˆ(Φ
t
k (x))uˆ(Φ
t
k (x))dtdη
= ske
k
2φ(x)
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (x))u˜(Φ
t
k (x))dtdη on D.
Thus, the definition of Q
(0)
M,k is well-defined.
We consider (0, 1) forms. The operator Q
(1)
M,k is a continuous operator
Q
(1)
M,k : Ω
0,1(X,Lk)→ Ω0,1(X,Lk)
defined as follows. Let D be an open set of X . We assume that there exist canonical
coordinates x defined in some neighborhood W of D and L is trivial on W . Let
ψ(η) and χM be as in (5.7). For k large, we have{
Φ
t
k (x) ∈W ; ∀x ∈ D, t ∈ SuppχM
}
.
Let s be a local section of L on W , |s|2hL = e−φ. Let x = (x1, . . . , x2n−1) = (z, θ)
be canonical coordinates on W . Then,
T =
∂
∂θ
,
Zj =
∂
∂zj
+ i
∂ϕ
∂zj
(z)
∂
∂θ
, j = 1, . . . , n− 1,
(5.12)
where Zj(x), j = 1, . . . , n − 1, form a basis of T 1,0x X , for each x ∈ D, and ϕ(z) ∈
C∞(D,R) independent of θ. We can check that dzj , j = 1, . . . , n − 1, is the basis
of T ∗0,1X , dual to Zj , j = 1, . . . , n− 1. Let u ∈ Ω0,1(X,Lk). On W , we write
u = sk
n−1∑
j=1
u˜j(x)dzj , u˜j ∈ C∞(D), j = 1, . . . , n− 1.
Then,
(Q
(1)
M,ku)(x)
:= ske
k
2φ(x)
n−1∑
j=1
(
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (x))u˜j(Φ
t
k (x))dtdη)dzj on D.
(5.13)
As before, we can show that the definition (5.13) is independent of the choices of
local sections. Now we check that the definition (5.13) is independent of the choice
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of canonical coordinates. Let y = (y1, . . . , y2n−1) = (w, γ), wj = y2j−1 + iy2j ,
j = 1, . . . , n− 1, γ = y2n−1, be another canonicl coordinates on W . Then,
T =
∂
∂γ
,
Z˜j =
∂
∂wj
+ i
∂ϕ˜
∂wj
(w)
∂
∂γ
, j = 1, . . . , n− 1,
(5.14)
where Z˜j(y), j = 1, . . . , n− 1, form a basis of T 1,0y X , for each y ∈ D, and ϕ˜(w) ∈
C∞(D,R) independent of γ. From (5.14) and (5.12), it is not difficult to see that
on W , we have
w = (w1, . . . , wn−1) = (H1(z), . . . , Hn−1(z)) = H(z), Hj(z) ∈ C∞, ∀j,
γ = θ +G(z), G(z) ∈ C∞,(5.15)
where for each j = 1, . . . , n− 1, Hj(z) is holomorphic. From (5.15), we can check
that
(5.16) dwj =
n−1∑
l=1
(
∂Hj
∂zl
)dzl, j = 1, . . . , n− 1.
From this observation, we have for u ∈ Ω0,1(X,Lk),
u = sk
n−1∑
j=1
u˜j(x)dzj = s
k
n−1∑
j=1
uˆj(y)dwj on W,
u˜l(x) =
n−1∑
j=1
uˆj(H(z), θ +G(z))
∂Hj
∂zl
(z), l = 1, . . . , n− 1.
(5.17)
On D, we have Φ
t
k (x) = (z, tk + θ), Φ
t
k (y) = (w, tk + γ) and
∂Hj
∂zl
(Φ
t
k (z)) =
∂Hj
∂zl
(z),
j, l = 1, . . . , n − 1, t ∈ SuppχM . From this observation and (5.17), (5.16), it is
straightforward to see that
ske
k
2φ(x)
n−1∑
l=1
(
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (x))u˜l(Φ
t
k (x))dtdη)dz l
= ske
k
2φ(y)
n−1∑
j=1
(
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (y))uˆj(Φ
t
k (y))dtdη)dwj .
Thus, the definition (5.13) is independent of the choice of canonical coordinates.
The operator Q
(1)
M,k is well-defined.
Now, we claim that
(5.18) Q
(1)
M,k∂b,ku = ∂b,kQ
(0)
M,ku, ∀u ∈ C∞(X,Lk).
We work with canonical coordinates x = (z, θ) as (5.12). For u ∈ C∞(X,Lk), we
can check that
(5.19) ∂b,ku = s
k
n∑
j=1
(Zj u˜)dzj = s
k
n−1∑
j=1
(
∂u˜
∂zj
− i ∂ϕ
∂zj
(z)
∂u˜
∂θ
)dzj
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on W , where u = sku˜ on W . Combining (5.19) with (5.13), (5.7) and notice that
∂u˜
∂θ (Φ
t(x)) = ∂∂θ
(
u˜(Φt(x))
)
, it is easy to see that
Q
(1)
M,k∂b,ku− ∂b,kQ(0)M,ku
= −k
2
ske
k
2φ(x)×
n−1∑
j=1
(
∫
e−itηψ(η)χM (t)e−
k
2φ(Φ
t
k (x))Zj
(
φ(x) − φ(Φ tk (x)))u˜(Φ tk (x))dtdη)dzj .
(5.20)
Since ∂bTφ = 0, we have Zjφ(x) = Zjφ(Φ
t
k (x)), j = 1, . . . , n − 1, t ∈ SuppχM .
From this and (5.20), (5.18) follows.
6. The asymptotic behaviour of (Q
(0)
M,kΠ
(0)
k,≤kνk)(x)
We will use the same notations as before. We recall that we work with the
assumption that Y (0) and Y (1) hold at each point of X . We first need
Theorem 6.1. For any sequence νk > 0 with νk → 0 as k →∞, there is a constant
C > 0 independent of k, such that
(6.1)
∣∣∣(Q(0)M,kΠ (0)k,6kνkQ(0)M,k)(x)∣∣∣ 6 Ckn
and
(6.2)
∣∣∣(Q(0)M,kΠ (0)k,6kνk)(x)∣∣∣ 6 Ckn,
for all x ∈ X, k > 0. Recall that (Q(0)M,kΠ (0)k,≤kνk)(x) and (Q
(0)
M,kΠ
(0)
k,≤kνkQ
(0)
M,k)(x)
are given by (2.13) and (2.14) respectively.
Proof. Let νk > 0 be any sequence with νk → 0 as k → ∞. Let fj ∈ C∞(X,Lk),
j = 1, . . . , dk, be an orthonormal frame for H
0
b,≤kνk (X,L
k). From (2.24), we see
that for each x ∈ X ,
(Q
(0)
M,kΠ
(0)
k,≤kνkQ
(0)
M,k)(x) =
dk∑
j=1
∣∣∣(Q(0)M,kfj)(x)∣∣∣2
hLk
= sup
α∈H 0
b,≤kνk
(X,Lk),‖α‖
hL
k=1
∣∣∣(Q(0)M,kα)(x)∣∣∣2
hLk
.
(6.3)
In view of (2.18), we see that there is a constant C > 0 independent of k such that
(6.4) Π
(0)
k,≤kνk (x) =
dk∑
j=1
|fj(x)|2hLk ≤ Ckn, ∀x ∈ X.
For α ∈ H 0b,≤kνk(X,Lk), ‖α‖hLk = 1, we have
(6.5) |α(x)|2
hLk
≤ Π (0)k,≤kνk(x) ≤ Ckn, ∀x ∈ X,
where C > 0 is a constant independent of k and α. From (6.5) and (5.7), it is easy
to see that there is a constant C1 > 0 independent of k such that
(6.6)
∣∣∣(Q(0)M,kα)(x)∣∣∣2
hLk
≤ C1kn, ∀x ∈ X, ∀α ∈ H 0b,≤kνk (X,Lk), ‖α‖hLk = 1.
From (6.6) and (6.3), (6.1) follows.
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We have∣∣∣(Q(0)M,kΠ (0)k,≤kνk)(x)∣∣∣ =
∣∣∣∣∣∣
dk∑
j=1
〈(Q(0)M,kfj)(x)|fj(x)〉hLk
∣∣∣∣∣∣
≤
( dk∑
j=1
∣∣∣(Q(0)M,kfj)(x)∣∣∣2
hLk
) 1
2
( dk∑
j=1
|fj(x)|2hLk
) 1
2
.
(6.7)
From (6.7), (6.4), (6.3) and (6.1), (6.2) follows. 
Fix a point p ∈ X . Let x = (x1, . . . , x2n−1) = (z, θ) be canonical coordinates
of X defined in some small neighborhood D of p and let s be a local section of L
on D, |s|2hL = e−φ. We take x and s so that (4.1) hold. Until further notice, we
work with the local coordinates x and the local section s and we will use the same
notations as section 4. We identify D with some open set in Cn−1 × R. Put
u(z, θ) = (2π)−
n
2
( ∫
Rp,0
det(Mφp + 2sLp)ds
)− 12
×
∫
eiθξ+
βθ
2 +(−ξ+ i2β)
∑n−1
j=1 λj |zj |2 det(Mφp + 2ξLp)1Rp,0(ξ)dξ.
(6.8)
u(z, θ) ∈ C∞(Cn−1 × R). We remind that Rp,0 is given by (2.15). Set
(6.9) αk = k
n
2 skχ1(
√
k
log k
z,
√
k
log k
θ)u(
√
kz, kθ) ∈ C∞0 (D,Lk),
where χ1 ∈ C∞, 0 ≤ χ1 ≤ 1,
Suppχ1 ⊂
{
(z, θ) ∈ Cn−1 × R; |z| ≤ 1, |θ| ≤ 1} ,
χ1(z, θ) = 1 if |z| ≤ 12 , |θ| ≤ 12 . We notice that
Suppαk ⊂
{
(z, θ) ∈ Cn−1 × R; |z| ≤ log k√
k
, |θ| ≤ log k√
k
}
.
Thus, for k large, Suppαk ∈ D and αk is well-defined. The following is well-known
(see section 5 in [11])
Proposition 6.2. With the notations used above, we have
(6.10) lim
k→∞
k−n |αk(0)|2hLk = (2π)−n
∫
Rp,0
det(Mφp + 2sLp)ds,
(6.11) lim
k→∞
‖αk‖hLk = 1,
(6.12) lim
k→∞
∥∥∥∥( 1k(0)b,kαk)m
∥∥∥∥
hLk
= 0, ∀m ∈ N,
and there is a sequence γk > 0, independent of the point p and tending to zero as
k →∞, such that
(6.13) (
1
k

(0)
b,kαk | αk)hLk ≤ γk, ∀k > 0.
We have the following
Proposition 6.3. Let νk > 0 be any sequence with limk→∞ γkνk = 0 and νk → 0 as
k →∞, where γk is as in (6.13). Let αk be as in (6.9). Let
αk = α
1
k + α
2
k,
α1k ∈ H 0b,≤kνk (X,Lk), α2k ∈ H 0b,>kνk (X,Lk).
(6.14)
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Then,
(6.15) lim
k→∞
∥∥α1k∥∥hLk = 1
and
(6.16) lim
k→∞
k−n
∣∣α1k(0)∣∣2hLk = (2π)−n ∫
Rp,0
det(Mφp + 2sLp)ds.
Moreover, on D, we put
(6.17) α2k = k
n
2 skβ2k, β
2
k ∈ C∞(D).
Fix r > 0. Then, for every ε > 0, there is a k0 > 0 such that for all k ≥ k0, we
have Fk(D2r) ⊂ D and
(6.18)
∣∣∣∣β2k( z√k , θk )
∣∣∣∣ ≤ ε, ∀(z, θ) ∈ Dr.
In particular,
(6.19) lim
k→∞
∣∣∣∣β2k( z√k , θk )
∣∣∣∣ = 0, ∀(z, θ) ∈ D.
Proof. From (2.9), we have∥∥α2k∥∥2hLk 6 1kνk ((0)b,kα2k ∣∣ α2k)hLk 6 1kνk ((0)b,kαk ∣∣ αk)hLk 6 γkνk → 0,
as k → ∞. Thus, limk→∞
∥∥α2k∥∥hLk = 0. Since ‖αk‖hLk → 1 as k → ∞, (6.15)
follows.
Now, we prove (6.18). As (6.17), on D, we write α2k = s
kk
n
2 β2k, β
2
k ∈ C∞(D).
From (4.22), we know that
sup
(z,θ)∈Dr
∣∣F ∗k β2k(z, θ)∣∣2 = sup
(z,θ)∈Dr
∣∣∣∣β2k( z√k , θk )
∣∣∣∣2
6 Cr
(∥∥F ∗k β2k∥∥2kF∗
k
φ,D2r
+
n∑
m=1
∥∥∥((q)k,kφ,(k))mF ∗k β2k∥∥∥2
kF∗
k
φ,D2r
)
,
(6.20)
where Cr > 0 is independent of k. Now, we have
(6.21)
∥∥F ∗k β2k∥∥2kF∗
k
φ,D2r
6
∥∥α2k∥∥2hLk → 0, as k →∞.
Moreover, from (4.17), it is easy to can check that for all m ∈ N,∥∥∥((q)b,kφ,(k))mF ∗k β2k∥∥∥2
kF∗
k
φ,D2r
6
∥∥∥( 1k(q)b,k)mα2k∥∥∥2
hLk
6
∥∥∥( 1k(q)b,k)mαk∥∥∥2hLk → 0 as k →∞.
(6.22)
Here we used (6.12). Combining (6.20) with (6.21) and (6.22), (6.18) follows.
From (6.18), we deduce
(6.23) lim
k→∞
∣∣F ∗k β2k(0)∣∣2 = lim
k→∞
∣∣β2k(0)∣∣2 = lim
k→∞
k−n
∣∣α2k(0)∣∣2hLk = 0.
From this and (6.10), (6.16) follows. 
Now, we can prove
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Theorem 6.4. Let δk = min {µk, γk}, where µk is as in Theorem 2.1 and γk is as
in (6.13). Let νk > 0 be any sequence with limk→∞ δkνk = 0 and νk → 0 as k →∞.
Then,
lim
k→∞
k−n(Q(0)M,kΠ
(0)
k,6kνk
)(x)
= (2π)−n
∫
eitξψˆ(t)χM (t) det(M
φ
x + 2ξLx)1Rx,0(ξ)dtdξ
(6.24)
for all x ∈ X, where ψ(η) is as in the discussion after (5.1) and χM (t) is given by
(5.6), ψˆ(t) =
∫
e−itηψ(η)dη. We remind that Suppψ
⋂
Rx,1 = ∅, for every x ∈ X.
Proof. Let νk > 0 be any sequence with limk→∞ δkνk = 0 and νk → 0 as k → ∞.
Fix a point p ∈ X . Let x = (x1, . . . , x2n−1) = (z, θ) be canonical coordinates
of X defined in some small neighborhood D of p and let s be a local section of
L on D, |s|2hL = e−φ. As before we take x and s so that (4.1) hold and let
α1k ∈ H 0b,≤kνk (X,Lk) be as in (6.14). We take
f1k :=
α1k
‖α1k‖hLk
, f2k , . . . , f
dk
k
to be an orthonormal frame for H 0b,≤kνk(X,L
k). From (6.15), (6.16) and (2.19), we
conclude that
(6.25)
lim
k→∞
k−n
∣∣f1k (0)∣∣2hLk = limk→∞ k−nΠ (0)k,≤kνk(0) = (2π)−n
∫
Rp,0
det(Mφp + 2sLp)ds.
Thus,
(6.26) lim
k→∞
k−n
dk∑
j=2
∣∣∣f jk(0)∣∣∣2
hLk
= 0.
Now,
(6.27) (Q
(0)
M,kΠ
(0)
k,≤kνk)(0) = 〈(Q
(0)
M,kf
1
k )(0)|f1k (0)〉hLk +
dk∑
j=2
〈(Q(0)M,kf jk)(0)|f jk(0)〉hLk .
From (6.1) and (6.26), we have
lim
k→∞
k−n
∣∣∣∣∣∣
dk∑
j=2
〈(Q(0)M,kf jk)(0)|f jk(0)〉hLk
∣∣∣∣∣∣
≤ lim
k→∞
k−n
√√√√ dk∑
j=2
∣∣∣(Q(0)M,kf jk)(0)∣∣∣2
hLk
√√√√ dk∑
j=2
∣∣∣f jk(0)∣∣∣2
hLk
→ 0, as k →∞.
(6.28)
Combining (6.28) with (6.27), we conclude that
(6.29) lim
k→∞
k−n(Q(0)M,kΠ
(0)
k,≤νk)(0) = limk→∞
k−n〈(Q(0)M,kf1k )(0)|f1k (0)〉hLk .
Let α2k be as in (6.14). From (6.18) and the definition of Q
(0)
M,k(see (5.7)) , it is not
difficult to see that
(6.30) lim
k→∞
k−n〈(Q(0)M,kα2k)(0)|α2k(0)〉hLk = 0.
Combining (6.30) with (6.29) and (6.15), we deduce
(6.31) lim
k→∞
k−n(Q(0)M,kΠ
(0)
k,≤νk)(0) = limk→∞
k−n〈(Q(0)M,kαk)(0)|αk(0)〉hLk ,
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where αk is as in (6.9). On D, we put
(6.32) Q
(0)
M,kαk = s
kqk, qk ∈ C∞(D).
By the definitions of Q
(0)
M,k and αk(see (5.7) and (6.9)), we can check that
qk(0)
= k
n
2 (2π)−
n
2
( ∫
Rp,0
det(Mφp + 2sLp)ds
)− 12×∫
e−itηψ(η)χM (t)e−
k
2φ(0,
t
k
)χ1(0,
t√
k log k
)eitξ+
β
2 t1Rp,0(ξ) det(M
φ
p + 2ξLp)dξdtdη.
(6.33)
We notice that k2φ(0,
t
k ) =
β
2 t + ǫk(t), where ǫk(t) → 0 as k → ∞, uniformly on
SuppχM and χ1(0,
t√
k log k
) → 1 as k → ∞, uniformly on SuppχM . Combining
this observation with (6.33), (6.9) and (6.8), we can check that
lim
k→∞
k−n〈(Q(0)M,kαk)(0)|αk(0)〉hLk
= lim
k→∞
k−
n
2 qk(0)u(0, 0)e
−kφ(0)
= (2π)−n
∫
e−itη+itξψ(η)χM (t)1Rp,0(ξ) det(M
φ
p + 2ξLp)dξdtdη
= (2π)−n
∫
eitξψˆ(t)χM (t)1Rp,0(ξ) det(M
φ
p + 2ξLp)dξdt,
(6.34)
where ψˆ(t) :=
∫
e−itηψ(η)dη, u is as in (6.8). From (6.34) and (6.31), (6.24) follows.
We get Theorem 6.4. 
We need
Theorem 6.5. Let δk > 0, δk → 0, as k →∞, be as in Theorem 6.4 and let νk > 0
be any sequence with limk→∞ δkνk = 0 and νk → 0 as k →∞. Then there is a k0 > 0
such that for all k ≥ k0,∣∣∣∣∫
X
(Q
(0)
M,kΠ
(0)
k,≤kνk )(x)dvX (x)
∣∣∣∣
≥ k
n
2
(2π)1−n
∫
X
( ∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x).
(6.35)
Proof. For each x ∈ X , put
(6.36) C(x) := (2π)−n
∫
eitξψˆ(t)χM (t) det(M
φ
x + 2ξLx)1Rx,0(ξ)dξdt.
From (6.2), (6.24) and the Lebesgue dominated Theorem, we conclude that∫
X
(Q
(0)
M,kΠ
(0)
k,≤kνk)(x)dvX (x) = k
n
∫
X
C(x)dvX(x) + o(k
n)
and hence
(6.37)
∣∣∣∣∫
X
(Q
(0)
M,kΠ
(0)
k,≤kνk )(x)dvX (x)
∣∣∣∣ ≥ kn ∣∣∣∣∫
X
C(x)dvX (x)
∣∣∣∣ + o(kn).
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We first claim that for each x ∈ X , C(x) is real. We notice that ψˆ(t) = ψˆ(−t) and
χM (t) = χM (−t). From this observation, we can check that
C(x) = (2π)−n
∫
e−itξψˆ(t)χM (t) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt
= (2π)−n
∫
e−itξψˆ(−t)χM (−t) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt
= (2π)−n
∫
eitξψˆ(t)χM (t) det(M
φ
x + 2ξLx)1Rx,0(ξ)dξdt = C(x).
Thus, C(x) is real.
Now, we claim that
∫
X
C(x)dvX (x) is positive and
(6.38)∫
X
C(x)dvX (x) >
1
2
(2π)1−n
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x).
We have
C(x) = (2π)−n
∫
eitξψˆ(t) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt
+ (2π)−n
∫
eitξψˆ(t)(χM (t)− 1) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt
= (2π)1−n
∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
+ (2π)−n
∫
eitξψˆ(t)(χM (t)− 1) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt.
(6.39)
Here we used Fourier’s inversion formula. Since 0 ≤ χM ≤ 1 and χM = 1 if
−M ≤ t ≤M , we have∣∣∣∣∫ eitξψˆ(t)(χM (t)− 1) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt∣∣∣∣
=
∣∣∣∣∣
∫
|t|≥M
eitξψˆ(t)(χM (t)− 1) det(Mφx + 2ξLx)1Rx,0(ξ)dξdt
∣∣∣∣∣
≤
∫
|t|≥M
∣∣∣ψˆ(t)∣∣∣ dt ∣∣∣∣∫ det(Mφx + 2ξLx)1Rx,0(ξ)dξ∣∣∣∣
≤ 2C0
M
∫
det(Mφx + 2ξLx)1Rx,0(ξ)dξ,
(6.40)
where C0 = supt∈R t
2
∣∣∣ψˆ(t)∣∣∣. Combining (6.40) with (6.39), we get
C(x) ≥ (2π)1−n
∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
− 2C0
M
(2π)−n
∫
det(Mφx + 2ξLx)1Rx,0(ξ)dξ.
Combining this with (5.4), (6.38) follows.
From (6.38) and (6.37), we obtain (6.35). 
7. The asymptotic behaviour of (Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)
We will use the same notations as before. Fix p ∈ X . Let x = (x1, . . . , x2n−1) =
(z, θ) be canonical coordinates of X defined in some small neighborhood D of p
and let s be a local section of L on D, |s|2hL = e−φ. We take x and s so that
(4.1) hold. Until further notice, we work with the local coordinates x and the
local section s. We also write t to denote the coordinate θ. We identify D with
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some open set in Hn = C
n−1 × R. Let νk > 0 be any sequence with νk → 0 as
k → ∞. We are going to estimate lim supk→∞ k−n(Q(1)M,kΠ (1)k,≤kνkQ
(1)
M,k)(p). For
the convenience of the reader we recall some notations we used before. Let ej(z, θ),
j = 1, . . . , n−1, denote the basis of T ∗(0,1)X , dual to U j(z, θ), j = 1, . . . , n−1, where
Uj , j = 1, . . . , n− 1, are as in (4.3). For f ∈ Ω0,1(X,Lk), we write f =
∑n−1
j=1 fjej ,
fj ∈ C∞(X,Lk), j = 1, . . . , n − 1. We call fj the component of f along ej . As
(2.21), for j = 1, . . . , n− 1, we define
(7.1) (Q
(1)
M,kS
(1)
k,6kνk,j
Q
(1)
M,k)(y) := sup
α∈H 1
b,≤kνk
(X,Lk), ‖α‖
hL
k=1
∣∣∣(Q(1)M,kα)j(y)∣∣∣2
hLk
,
where (Q
(1)
M,kα)j denotes the component of Q
(1)
M,kα along ej. From (2.23), we know
that
(7.2) (Q
(1)
M,kΠ
(1)
k,6kνk
Q
(1)
M,k)(y) =
n−1∑
j=1
(Q
(1)
M,kS
(1)
k,6kνk ,j
Q
(1)
M,k)(y), ∀y ∈ D.
We consider Hn. Let ψ(η) be as in the discussion after (5.1) and let χM (t) be
as in (5.6). The operator Q
(1)
M,Hn
is a continuous operator Ω0,1(Hn) → Ω0,1(Hn)
defined as follows. Let u ∈ Ω0,1(Hn). We write u =
∑n−1
j=1 ujdzj , uj ∈ C∞(Hn),
j = 1, . . . , n− 1. Then,
(Q
(1)
M,Hn
u)(z, θ) =
n−1∑
j=1
(
∫
e−itηψ(η)χM (t)e−
β
2 (t+θ)uj(z, t+ θ)dtdη)dzj
:=
∫
e−itηψ(η)χM (t)e−
β
2 (t+θ)u(z, t+ θ)dtdη.
(7.3)
We remind that β is as in (4.1). For j = 1, . . . , n− 1, put (Compare (7.1))
(Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0)
= sup
{∣∣∣(Q(1)M,Hnα)j(0)∣∣∣2 ; α ∈ Ω0,1(Hn),(1)b,Hnα = 0, ‖α‖φ0 = 1} ,(7.4)
where
(Q
(1)
M,Hn
α)(x) =
n−1∑
j=1
(Q
(1)
M,Hn
α)j(x)dzj , (Q
(1)
M,Hn
α)j ∈ C∞(Hn), j = 1, . . . , n− 1,
and
‖α‖2φ0 =
∫
|α(z, θ)|2 e−φ0(z,θ)dv(z)dθ, dv(z) = 2n−1dx1dx2 . . . dx2n−1.
We recall that φ0 is as in the discussion after (4.23). We first need
Theorem 7.1. We have
lim sup
k→∞
k−n(Q(1)M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(0) 6
n−1∑
j=1
(Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0).
Proof. Fix j ∈ {1, 2, . . . , n− 1}. We claim that
(7.5) lim sup
k→∞
k−n(Q(1)M,kS
(1)
k,≤kνk ,jQ
(1)
M,k)(0) 6 (Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0).
The definition (7.1) of (Q
(1)
M,kS
(1)
k,≤kνk,jQ
(1)
M,k)(0) yields a sequence
αks ∈ H 1b,≤ksνks (X,L
ks), k1 < k2 < . . . ,
36
such that ‖αks‖hLks = 1 and
(7.6) lim
s→∞
k−ns
∣∣∣(Q(1)M,ksαks)j(0)∣∣∣2hLks = lim supk→∞ k−n(Q(1)M,kS(1)k,≤kνk ,jQ(1)M,k)(0) ,
where (Q
(1)
M,ks
αks)j is the component of Q
(1)
M,ks
αks along ej . On D, we write
αks = s
ks α˜ks , α˜ks ∈ Ω0,1(D),
and on Dlog ks , put
γks = k
−n2
s F
∗
ks α˜ks ∈ F ∗ksΩ0,1(Dlog ks).
We recall that F ∗ks is the scaling map given by (4.9). It is not difficult to see that
‖γks‖ksF∗ksφ,Dlog ks 6 1.
Moreover, from (4.17) and (4.2), it is straightforward to see that∥∥∥((1)b,ksφ,(ks))mγks∥∥∥ksF∗ksφ,Dlog ks ≤ 1kms
∥∥∥((1)b,ks)mαks∥∥∥hLks ≤ νmks , ∀m ∈ N.
Proposition 4.3 yields a subsequence
{
γksu
}
of {γks} such that for each t in the
set {1, 2, . . . , n− 1}, γksu ,t converges uniformly with all derivatives on any compact
subset of Hn to a smooth function γt, where γksu ,t denotes the component of γksu
along et(
z√
k
, θk ). Set γ =
∑n−1
t=1 γtdzt. Then we have 
(1)
b,Hn
γ = 0 and, by (4.24),
‖γ‖φ0 6 1. Thus,
(7.7)
∣∣∣(Q(1)M,Hnγ)j(0)∣∣∣2 6
∣∣∣(Q(1)M,Hnγ)j(0)∣∣∣2
‖γ‖2φ0
6 (Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0),
where
Q
(1)
M,Hn
γ =
n−1∑
t=1
(Q
(1)
M,Hn
γ)tdzt, (Q
(1)
M,Hn
γ)t ∈ C∞(Hn), t = 1, . . . , n− 1.
We claim that
(7.8) lim
u→∞ k
−n
su
∣∣∣(Q(1)M,ksuαksu )j(0)∣∣∣2 = ∣∣∣(Q(1)M,Hnγ)j(0)∣∣∣2 .
We write
α˜ksu =
n−1∑
j=1
α˜ksu ,jej =
n−1∑
j=1
αˆksu ,jdzj .
Since et = dzt+O(|(z, θ)|, t = 1, . . . , n−1, we conclude that for all t = 1, . . . , n−1,
(7.9) lim
u→∞
k
−n2
su F
∗
ksu
α˜ksu ,t = limu→∞
k
−n2
su F
∗
ksu
αˆksu ,t = γt.
Moreover, from the definition of Q
(1)
M,ksu
(see (5.13)), it is easy to see that
(7.10)∣∣∣(Q(1)M,ksuαksu )j(0)∣∣∣hLk =
∣∣∣∣∫ e−itηψ(η)χM (t)e− ksu2 (F∗ksu φ)(0,t)F ∗ksu αˆksu ,j(0, t)dt
∣∣∣∣ .
Combining (7.10) with (7.9), (7.3) and notice that −k2 (F ∗k φ)(0, t) → −β2 t, as k →∞, uniformly on SuppχM , (7.8) follows. The claim (7.5) follows from (7.6), (7.7)
and (7.8). Finally, (7.5) and (7.2) imply the conclusion of the theorem. 
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In order to estimate
∑n−1
j=1 (Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0), we need the some prepara-
tion. Put
(7.11) Φ0 =
n−1∑
j,t=1
µj, tzjzt,
where µj,t, j, t = 1, . . . , n− 1, are as in (4.1). Note that
φ0(z, θ) = Φ0(z) + βθ.
For q = 0, 1, . . . , n − 1, we denote by L2(0,q)(Hn,Φ0) the completion of Ω0,q0 (Hn)
with respect to the norm ‖ · ‖Φ0 , where
‖u‖2Φ0 =
∫
Hn
|u|2 e−Φ0dv(z)dθ , u ∈ Ω(0,q)0 (Hn) .
Let u(z, θ) ∈ Ω0,1(Hn) with ‖u‖φ0 = 1, 
(1)
b,Hn
u = 0. Put v(z, θ) = u(z, θ)e−
β
2 θ.
We have ∫
Hn
|v(z, θ)|2 e−Φ0(z)dv(z)dθ = 1.
Choose χ(θ) ∈ C∞0 (R) so that χ(θ) = 1 when |θ| < 1 and χ(θ) = 0 when |θ| > 2
and set χj(θ) = χ(θ/j), j ∈ N. Let
(7.12) vˆj(z, η) =
∫
R
v(z, θ)χj(θ)e
−iθηdθ ∈ Ω0,1(Hn), j = 1, 2, . . . .
From Parseval’s formula, we have∫
Hn
|vˆj(z, η)− vˆt(z, η)|2 e−Φ0(z)dηdv(z)
= 2π
∫
Hn
|v(z, θ)|2 |χj(θ)− χt(θ)|2 e−Φ0(z)dθdv(z)→ 0, j, t→∞.
Thus, there is vˆ(z, η) ∈ L2(0,1)(Hn,Φ0) such that vˆj(z, η)→ vˆ(z, η) in L2(0,1)(Hn,Φ0).
We have
(7.13)
∫
|vˆ(z, η)|2 e−Φ0(z)dv(z)dη = 2π.
We call vˆ(z, η) the Fourier transform of v(z, θ) with respect to θ. Formally,
(7.14) vˆ(z, η) =
∫
R
e−iθηv(z, θ)dθ.
The following theorem is one of the main technical results in [11] (see section 3
in [11], for the proof)
Theorem 7.2. With the notations used above. Let u(z, θ) ∈ Ω0,1(Hn) with ‖u‖φ0 =
1, 
(1)
b,Hn
u = 0 and let vˆ(z, η) ∈ L2(0,1)(Hn,Φ0) be the Fourier transform of the
function u(z, θ)e−
β
2 θ with respect to θ(see the discussion before (7.14)). Then, for
almost all η ∈ R, we have vˆ(z, η) is smooth with respect to z and∫
Cn−1
|vˆ(z, η)|2 e−Φ0(z)dv(z) <∞
and
|vˆ(z, η)|2
≤ (2π)−n+1eΦ0(z)1Rp,1(η)
∣∣det(Mφp + 2ηLp)∣∣ ∫
Cn−1
|vˆ(w, η)|2 e−Φ0(w)dv(w)
(7.15)
for all z ∈ Cn−1.
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Now, we can prove
Proposition 7.3. Let u(z, θ) ∈ Ω0,1(Hn) with ‖u‖φ0 = 1, 
(1)
b,Hn
u = 0. We have
(7.16)
∣∣∣(Q(1)M,Hnu)(0)∣∣∣2 ≤ E2n− 1 ,
where E is as in (5.3).
Proof. Let ϕ ∈ C∞0 (Cn−1,R) such that
∫
Cn−1
ϕ(z)dv(z) = 1, ϕ > 0, ϕ(z) = 0 if |z| >
1. Put gm(z) = m
2n−2ϕ(mz)eΦ0(z), m = 1, 2, . . .. Then,
∫
Cn−1
gm(z)e
−Φ0(z)dv(z) =
1 and
(Q
(1)
M,Hn
u)(0) = lim
m→∞
∫
e−itηψ(η)χM (t)e−
β
2 te−Φ0(z)gm(z)u(z, t)dtdv(z)
= lim
m→∞
∫
ψˆ(t)χM (t)e
− β2 te−Φ0(z)gm(z)u(z, t)dtdv(z).
(7.17)
Choose χ(t) ∈ C∞0 (R) so that χ(t) = 1 when |t| < 1 and χ(t) = 0 when |t| > 2 and
set χj(t) = χ(t/j), j ∈ N. For each m, we have∫
ψˆ(t)χM (t)e
− β2 te−Φ0(z)gm(z)u(z, t)dtdv(z)
= lim
j→∞
∫
ψˆ(t)χM (t)e
− β2 te−Φ0(z)gm(z)u(z, t)χj(t)dtdv(z).
(7.18)
From Parseval’s formula, we can check that for each j,∫
ψˆ(t)χM (t)e
− β2 te−Φ0(z)gm(z)u(z, t)χj(t)dtdv(z)
=
1
2π
∫
α(η)vˆj(z, η)gm(z)e
−Φ0(z)dηdv(z),
(7.19)
where vˆj(z, η) is as in (7.12) and
(7.20) α(η) =
∫
e−itηψˆ(η)χM (t)dt.
From (7.19) and (7.18), we obtain for each m,∫
ψˆ(η)χM (t)e
− β2 te−Φ0(z)gm(z)u(z, t)dv(z)dt
=
1
2π
∫
vˆ(z, η)gm(z)α(η)e
−Φ0(z)dv(z)dη,
(7.21)
where vˆ(z, η) is as in (7.14). Now,
α(η) =
∫
e−itηψˆ(t)χM (t)dt
=
∫
e−itηψˆ(t)dt +
∫
e−itηψˆ(t)(χM (t)− 1)dt
= (2π)ψ(η) + α1(η),
where
α1(η) =
∫
e−itηψˆ(t)(χM (t)− 1)dt.
Combining this with (7.21), we have
∫
ψˆ(t)χM (t)e
− β2 tgm(z)u(z, t)e−Φ0(z)dv(z)dt
=
∫
vˆ(z, η)gm(z)ψ(η)e
−Φ0(z)dv(z)dη +
1
2π
∫
vˆ(z, η)gm(z)α1(η)e
−Φ0(z)dv(z)dη.
(7.22)
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Since vˆ(z, η) ∈ L2(0,1)(Hn,Φ0), it is easy to see that
(7.23)
∫
|ψ(η)| |vˆ(z, η)| |gm(z)| e−Φ0(z)dηdv(z) <∞, ∀m > 0.
From (7.15), we see that vˆ(z, η) = 0 almost everywhere on R \ Rp,1, for every
z ∈ Cn−1. Since Suppψ⋂Rp,1 = ∅(see the discussion after (5.1)), we conclude
that for each m > 0,
(7.24) z →
∫
ψ(η)vˆ(z, η)gm(z)e
−Φ0(z)dη = 0.
From (7.23), (7.24) and Fubini’s Theorem, we obtain
(7.25)
∫
vˆ(z, η)gm(z)ψ(η)e
−Φ0(z)dηdv(z) = 0
for every m > 0. From (7.25) and (7.22), we get for each m,∫
ψˆ(t)χM (t)e
− β2 tgm(z)u(z, t)e−Φ0(z)dv(z)dt
=
1
2π
∫
vˆ(z, η)gm(z)α1(η)e
−Φ0(z)dv(z)dη.
(7.26)
Since 0 ≤ χM ≤ 1 and χM = 1 if −M ≤ t ≤M , we have
(7.27)
|α1(η)| =
∣∣∣∣∣
∫
|t|≥M
e−itηψˆ(t)(χM (t)− 1)dt
∣∣∣∣∣ ≤
∫
|t|≥M
∣∣∣ψˆ(t)∣∣∣ dt ≤ 2C0
M
, ∀η ∈ R,
where C0 = supt∈R t
2
∣∣∣ψˆ(t)∣∣∣. Put
f(η) :=
∫
Cn−1
|vˆ(z, η)|2 e−Φ0(z)dv(z).
From (7.27) and (7.26), we have for each m,
∣∣∣∣∫ ψˆ(η)χM (t)e− β2 tgm(z)u(z, t)e−Φ0(z)dv(z)dt∣∣∣∣
≤ 2C0
M
1
2π
∫
|vˆ(z, η)| gm(z)e−Φ0(z)dv(z)dη = 2C0
M
1
2π
∫
|z|≤1
∣∣∣vˆ( z
m
, η)
∣∣∣ϕ(z)dv(z)dη
by(7.15)
≤ 2C0
M
(2π)−
n+1
2
∫
|z|≤1
eΦ(
z
m
)
1Rp,1(η)
∣∣det(Mφp + 2ηLp)∣∣ 12 √f(η)ϕ(z)dv(z)dη
≤ 2C0
M
(2π)−
n+1
2 sup{eΦ0( zm ); |z| ≤ 1}
(∫
Rp,1
∣∣det(Mφp + 2ηLp)∣∣ dη) 12( ∫ f(η)dη) 12
by(7.13)
=
2C0
M
(2π)−
n
2 sup{eΦ0( zm ); |z| ≤ 1}
(∫
Rp,1
∣∣det(Mφp + 2ηLp)∣∣ dη) 12 .
(7.28)
Combining (7.28) with (7.17) and (5.5), we get∣∣∣(Q(1)M,Hnu)(0)∣∣∣ ≤ 2C0M ((2π)−n
∫
Rp,1
∣∣det(Mφp + 2ηLp)∣∣ dη) 12 < E√
n− 1 ,
where E is as in (5.3). (7.16) follows. 
In view of Proposition 7.3, we have proved that for all u(z, θ) ∈ Ω0,1(Hn) with
‖u‖φ0 = 1, 
(1)
b,Hn
u = 0, we have∣∣∣(Q(1)M,Hnu)(0)j∣∣∣2 ≤ ∣∣∣(Q(1)M,Hnu)(0)∣∣∣2 < E2n− 1 ,
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for all j = 1, . . . , n− 1, where (Q(1)M,Hnu)(0) =
∑n−1
j=1 (Q
(1)
M,Hn
u)j(0)dzj and E is as
in (5.3). Thus, for every j = 1, . . . , n− 1, we have
(Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0) <
E2
n− 1
and
(7.29)
n−1∑
j=1
(Q
(1)
M,Hn
S
(1)
j,Hn
Q
(1)
M,Hn
)(0) < E2.
From (7.29) and Theorem 7.1, we obtain the main result of this section
Theorem 7.4. Let νk > 0 be any sequence with νk → 0 as k → ∞. For each
x ∈ X, we have
(7.30) lim sup
k→∞
k−n(Q(1)M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x) < E
2,
where E is as in (5.3).
The proof of the following theorem is essentially the same as the proof of (6.1).
We omit the proof.
Theorem 7.5. For any sequence νk > 0 with νk → 0 as k →∞, there is a constant
C > 0 independent of k, such that
(7.31)
∣∣∣(Q(1)M,kΠ (1)k,6kνkQ(1)M,k)(x)∣∣∣ 6 Ckn, ∀x ∈ X.
Now, we can prove
Theorem 7.6. Let νk > 0 be any sequence with νk → 0 as k →∞. Then there is
a k0 > 0 such that for all k ≥ k0,
(7.32)
∫
X
(Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)dvX (x) ≤ kn
∫
X
E2dvX(x),
where E is as in (5.3).
Proof. In view of Theorem 7.5, supk k
−nQ(1)M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(·) is integrable on X .
Thus, we can apply Fatou’s lemma and we get by using Theorem 7.4:
lim sup
k→∞
k−n
∫
X
(Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)dvX (x)
≤
∫
X
lim sup
k→∞
k−n(Q(1)M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)dvX (x)
<
∫
X
E2dvX(x).
The theorem follows. 
8. The proof of Theorem 1.15
Let δk > 0, δk → ∞ as k → ∞, be as in Theorem 6.4 and let νk > 0
be any sequence with limk→∞ δkνk = 0 and νk → 0 as k → ∞. Let γ1,k <
γ2,k < · · · < γmk,k be all the distinct non-zero eigenvalues of (0)b,k between 0 and
kνk. Thus, γ1,k > 0 and γmk,k ≤ kνk. We notice that γj,k, j = 1, . . . ,mk, are
also eigenvalues of 
(1)
b,k. For µ ∈ R, let H qb,µ(X,Lk) denote the space spanned
by the eigenforms of 
(q)
b,k whose eigenvalues are λ. For each j ∈ {1, . . . ,mk},
let f1j,k, f
2
j,k, . . . , f
dj,k
j,k be an orthonormal basis for H
0
b,γj,k
(X,Lk), where dj,k =
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dimH 0b,γj,k(X,L
k). Let f10,k, f
2
0,k, . . . , f
d0,k
0,k be an orthonormal basis for H
0
b (X,L
k),
where d0,k = dimH
0
b (X,L
k).
Let Q
(0)
M,k and Q
(1)
M,k be as in (5.7) and (5.13) respectively. By the definition of
(Q
(0)
M,kΠ
(0)
k,≤kνk )(x)(see (2.13)), we have
(Q
(0)
M,kΠ
(0)
k,≤kνk)(x)
=
d0,k∑
t=1
〈(Q(0)M,kf t0,k)(x)|f t0,k(x)〉hLk +
mk∑
j=1
dj,k∑
t=1
〈(Q(0)M,kf tj,k)(x)|f tj,k(x)〉hLk .
(8.1)
From (8.1) and (6.35), we conclude that
d0,k∑
t=1
∣∣∣(Q(0)M,kf t0,k | f t0,k)hLk ∣∣∣+ mk∑
j=1
dj,k∑
t=1
∣∣∣(Q(0)M,kf tj,k | f tj,k)hLk ∣∣∣
≥ k
n
2
(2π)1−n
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x),
(8.2)
for k large. For j = 1, . . . ,mk, we put
gtj,k =
1∥∥∥∂b,kf tj,k∥∥∥
hLk
∂b,kf
t
j,k =
1√
γj,k
∂b,kf
t
j,k ∈ H 1b,γj,k(X,Lk), t = 1, . . . , dj,k.
For each j = 1, . . . ,mk,
(Q
(1)
M,kg
t
j,k | gtj,k)hLk =
1
γj,k
(Q
(1)
M,k∂b,kf
t
j,k | ∂b,kf tj,k)hLk
=
1
γj,k
(∂b,kQ
(0)
M,kf
t
j,k | ∂b,kf tj,k)hLk here we used (5.18)
=
1
γj,k
(Q
(0)
M,kf
t
j,k | (0)b,kf tj,k)hLk
= (Q
(0)
M,kf
t
j,k | f tj,k)hLk , t = 1, . . . , dj,k.
(8.3)
Hence,
mk∑
j=1
dj,k∑
t=1
∣∣∣(Q(0)M,kf tj,k | f tj,k)hLk ∣∣∣
=
mk∑
j=1
dj,k∑
t=1
∣∣∣(Q(1)M,kgtj,k | gtj,k)hLk ∣∣∣
≤
√√√√mk∑
j=1
dj,k∑
t=1
∥∥∥Q(1)M,kgtj,k∥∥∥2
hLk
√√√√mk∑
j=1
dj,k∑
t=1
∥∥∥gtj,k∥∥∥2
hLk
.
(8.4)
Since
∥∥∥gtj,k∥∥∥2
hLk
=
∥∥∥f tj,k∥∥∥2
hLk
= 1, for every j and t, it is obviously that
√√√√mk∑
j=1
dj,k∑
t=1
∥∥∥gtj,k∥∥∥2
hLk
=
√√√√mk∑
j=1
dj,k∑
t=1
∥∥∥f tj,k∥∥∥2
hLk
.
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Combining this with (8.4) and (8.2), we get
d0,k∑
t=1
∣∣∣(Q(0)M,kf t0,k | f t0,k)hLk ∣∣∣+
√√√√mk∑
j=1
dj,k∑
t=1
∥∥∥Q(1)M,kgtj,k∥∥∥2
hLk
√√√√mk∑
j=1
dj,k∑
t=1
∥∥∥f tj,k∥∥∥2
hLk
≥ k
n
2
(2π)1−n
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x),
(8.5)
for k large.
We can check that for each j = 1, . . . ,mk, g
t
j,k, t = 1, . . . , dj,k is an orthonormal
basis of the space ∂b,kH
0
b,γj,k
(X,Lk) ⊂ H 1b,γj,k(X,Lk). From this observation and
the definition of (Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)(see (2.14)), we conclude that
(8.6)
mk∑
j=1
dj,k∑
t=1
∣∣∣Q(1)M,kgtj,k∣∣∣2
hLk
(x) ≤ (Q(1)M,kΠ (1)k,≤kνkQ
(1)
M,k)(x).
Thus,
(8.7)
mk∑
j=1
dj,k∑
t=1
∥∥∥Q(1)M,kgtj,k∥∥∥2
hLk
≤
∫
X
(Q
(1)
M,kΠ
(1)
k,≤kνkQ
(1)
M,k)(x)dv(x).
Combining (8.7) with (7.32), we get
(8.8)
mk∑
j=1
dj,k∑
t=1
∥∥∥Q(1)M,kgtj,k∥∥∥2
hLk
≤ kn
∫
X
E2dvX(x)
for k large, where E is as in (5.3).
From (2.19) and (2.18), we conclude that
(8.9)∫
X
Π
(0)
k,6kνk
(x)dvX(x) = k
n(2π)−n
∫
X
( ∫
Rx,0
∣∣det(Mφx + 2sLx)∣∣ ds)dvX(x)+o(kn),
for k large. It is obviously the case that
mk∑
j=1
dj,k∑
t=1
∥∥f tj,k∥∥2hLk ≤ ∫
X
Π
(0)
k,6kνk
(x)dvX (x).
Combining this with (8.9), we get
mk∑
j=1
dj,k∑
t=1
∥∥f tj,k∥∥2hLk
≤ kn2(2π)−n
∫
X
(∫
det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x)
(8.10)
for k large. From (8.8), (8.10), (8.5) and (5.3), we obtain
Theorem 8.1. Let f10,k, f
2
0,k, . . . , f
d0,k
0,k be an orthonormal basis for H
0
b (X,L
k),
where d0,k = dimH
0
b (X,L
k). Then, for k large, we have
d0,k∑
t=1
∣∣∣(Q(0)M,kf t0,k | f t0,k)hLk ∣∣∣
≥ k
n
4
(2π)1−n
∫
X
( ∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x).
(8.11)
The following is straightforward
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Lemma 8.2. For k large, there is a constant C > 0 independent of k, such that∥∥∥Q(0)M,ku∥∥∥2
hLk
≤ C ‖u‖2hLk , ∀u ∈ C∞(X,Lk).
Proof. Let D ⋐ D′ ⋐ D′′ ⋐ X be open sets of X and let s be a local section of L on
D′′. We assume that there exist canonical coordinates x = (x1, . . . , x2n−1) = (z, θ)
on D′′. Let χM be as in (5.6). For k large, we have{
Φ
t
k (x) ∈ D′; ∀x ∈ D, t ∈ SuppχM
}
and Supp f(Φ
t
k x) ⊂ D′, ∀t ∈ SuppχM , ∀f ∈ C∞0 (D,Lk). In cannonical coordi-
nates x = (z, θ), we have Φ
t
k (x) = (z, tk+θ). Letm(z, θ)dv(z)dθ be the volume form
on D′′, where dv(z) = 2n−1dx1dx2 . . . dx2n−2. Since m(z, θ) is strictly positive, for
k large, there is a constant C1 > 0 independent of k, such that
(8.12) m(z, θ) ≤ C1m(z, θ + t
k
), ∀(z, θ) ∈ D′, t ∈ SuppχM .
Let u ∈ C∞0 (D,Lk). On D′′, we write u = sku˜, u˜ ∈ C∞0 (D). From the definition
of Q
(0)
M,k (see (5.7)), we can check that for k large,∫ ∣∣∣(Q(0)M,ku)(x)∣∣∣2
hLk
dvX(x)
=
∫
D′
∣∣∣∣∫ e−itηψ(η)χM (t)e− k2φ(z,θ+ tk )u˜(z, θ + tk )dtdη
∣∣∣∣2m(z, θ)dv(z)dθ
≤ C˜
∫
(z,θ)∈D′
χM (t)e
−kφ(z,θ+ t
k
)
∣∣∣∣u˜(z, θ + tk )
∣∣∣∣2m(z, θ)dtdθdv(z)
≤ C˜C1
∫
(z,θ)∈D′
χM (t)e
−kφ(z,θ+ t
k
)
∣∣∣∣u˜(z, θ + tk )
∣∣∣∣2m(z, θ + tk )dtdθdv(z)
= C˜C1
∫
(z,λ− t
k
)∈D′
χM (t)e
−kφ(z,λ) |u˜(z, λ)|2m(z, λ)dtdλdv(z)
≤ C
∫
e−kφ(z,θ) |u˜(z, θ)|2m(z, θ)dv(z)dθ = C ‖u‖2hLk .
(8.13)
where C˜ > 0, C > 0 are independent of k and u and C1 is as in (8.12). From (8.13)
and by using partition of unity, the lemma follows. 
Proof of Theorem 1.15. From Lemma 8.2 and (8.11), we see that for k large,
√
Cd0,k =
√
C
d0,k∑
t=1
∥∥f t0,k∥∥2hLk ≥ d0,k∑
t=1
∣∣∣(Q(0)M,kf t0,k | f t0,k)hLk ∣∣∣
≥ k
n
4
(2π)1−n
∫
X
(∫
ψ(ξ) det(Mφx + 2ξLx)1Rx,0(ξ)dξ
)
dvX(x),
where C > 0 is the constant as in Lemma 8.2 and d0,k = dimH
0
b (X,L
k). Theo-
rem 1.15 follows. 
9. Examples
In this section, some examples are collected. The aim is to illustrate the main
results in some simple situations.
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9.1. Compact Heisenberg groups. Let λ1, . . . , λn−1 be given non-zero integers.
Let CHn = (C
n−1 × R)/∼ , where (z, θ) ∼ (z˜, θ˜) if
z˜ − z = (α1, . . . , αn−1) ∈
√
2πZn−1 + i
√
2πZn−1,
θ˜ − θ − i
n−1∑
j=1
λj(zjαj − zjαj) ∈ πZ.
We can check that ∼ is an equivalence relation and CHn is a compact manifold of
dimension 2n− 1. The equivalence class of (z, θ) ∈ Cn−1×R is denoted by [(z, θ)].
For a given point p = [(z, θ)], we define T 1,0p CHn to be the space spanned by{
∂
∂zj
+ iλjzj
∂
∂θ , j = 1, . . . , n− 1
}
.
It is easy to see that the definition above is independent of the choice of a represen-
tative (z, θ) for [(z, θ)]. Moreover, we can check that T 1,0CHn is a CR structure
and T := ∂∂θ is a rigid global real vector field. Thus, (CHn, T
1,0CHn) is a compact
generalized Sasakian CR manifold of dimension 2n− 1. Let J denote the canonical
complex structure on X × R given by J ∂∂t = T , where t denotes the coordinate of
R. We take a Hermitian metric 〈 · | · 〉 on the complexified tangent bundle CTCHn
such that {
∂
∂zj
+ iλjzj
∂
∂θ ,
∂
∂zj
− iλjzj ∂∂θ ,− ∂∂θ ; j = 1, . . . , n− 1
}
is an orthonormal basis. The dual basis of the complexified cotangent bundle is{
dzj , dzj , ω0 := −dθ +
∑n−1
j=1 (iλjzjdzj − iλjzjdzj); j = 1, . . . , n− 1
}
.
The Levi form Lp of CHn at p ∈ CHn is given by Lp =
∑n−1
j=1 λjdzj ∧ dzj .
Now, we construct a generalized Sasakian CR line bundle (L, J) over CHn. Let
L = (Cn−1 × R× C)/≡ where (z, θ, η) ≡ (z˜, θ˜, η˜) if
(z, θ) ∼ (z˜, θ˜),
η˜ exp(θ˜ + i
n−1∑
j=1
λj |z˜j |2) = η exp(θ + i
n−1∑
j=1
λj |zj|2) exp(
n−1∑
j,t=1
µj,t(zjαt +
1
2
αjαt)),
where α = (α1, . . . , αn−1) = z˜− z, µj,t = µt,j , j, t = 1, . . . , n− 1, are given integers.
We can check that ≡ is an equivalence relation and (L, J) is a generalized Sasakian
CR line bundle over CHn. For (z, θ, η) ∈ Cn−1 × R × C we denote [(z, θ, η)] its
equivalence class. It is straightforward to see that the pointwise norm∣∣[(z, θ, η)]∣∣2
hL
:= |η|2 exp (2θ −∑n−1j,t=1 µj,tzjzt)
is well-defined. In local coordinates (z, θ, η), the weight function of this metric is
φ = −2θ +
n−1∑
j,t=1
µj,tzjzt.
We can check that Tφ = −2. Thus, (L, J, hL) is a rigid generalized Sasakian CR
line bundle over CHn. Note that
∂b =
∑n−1
j=1 dzj ∧ ( ∂∂zj − iλjzj ∂∂θ ) , ∂b =
∑n−1
j=1 dzj ∧ ( ∂∂zj + iλjzj ∂∂θ ).
Thus d(∂bφ− ∂bφ) = 2
∑n−1
j,t=1 µj,tdzj ∧ dzt and for any p ∈ CHn,
Mφp =
n−1∑
j,t=1
µj,tdzj ∧ dzt.
From this and Theorem 1.15, we obtain
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Theorem 9.1. If the matrix (µj,t)
n−1
j,t=1 is positive definite and Y (0), Y (1) hold on
CHn, then for k large, there is a constant c > 0 independent of k, such that
dimH0b (CHn, L
k) ≥ ckn.
9.2. Holomorphic line bundles over a complex torus. Let
Tn := C
n/(
√
2πZn + i
√
2πZn)
be the flat torus. Let λ = (λj,t)
n
j,t=1, where λj,t = λt,j , j, t = 1, . . . , n, are given
integers. Let Lλ be the holomorphic line bundle over Tn with curvature the (1, 1)-
form Θλ =
∑n
j,t=1 λj,tdzj ∧ dzt. More precisely, Lλ := (Cn ×C)/∼ , where (z, θ) ∼
(z˜, θ˜) if
z˜− z = (α1, . . . , αn) ∈
√
2πZn+ i
√
2πZn , θ˜ = exp
(∑n
j,t=1 λj,t(zjαt+
1
2αjαt )
)
θ .
We can check that ∼ is an equivalence relation and Lλ is a holomorphic line bundle
over Tn. For [(z, θ)] ∈ Lλ we define the Hermitian metric by∣∣[(z, θ)]∣∣2 := |θ|2 exp(−∑nj,t=1 λj,tzjzt)
and it is easy to see that this definition is independent of the choice of a representa-
tive (z, θ) of [(z, θ)]. We denote by φλ(z) the weight of this Hermitian fiber metric.
Note that ∂∂φλ = Θλ.
Let L∗λ be the dual bundle of Lλ and let ‖ · ‖L∗
λ
be the norm of L∗λ induced by
the Hermitian fiber metric on Lλ. Consider the compact CR manifold of dimension
2n + 1: X = {v ∈ L∗λ; ‖v‖L∗
λ
= 1}; this is the boundary of the Grauert tube
associated to L∗λ. The manifold X is equipped with a natural S
1-action. Locally
X can be represented in local holomorphic coordinates (z, η), where η is the fiber
coordinate, as the set of all (z, η) such that |η|2 eφλ(z) = 1. The S1-action on X
is given by eiθ ◦ (z, η) = (z, eiθη), eiθ ∈ S1, (z, η) ∈ X . Let T be the global real
vector field on X determined by Tu(x) = ∂∂θu(e
iθ ◦ x)∣∣
θ=0
, for all u ∈ C∞(X). We
can check that T is a rigid global real vector field on X . Thus, X is a compact
generalized Sasakian CR manifold of dimension 2n+1. Let J denote the canonical
complex structure on X × R given by J ∂∂t = T , where t denotes the coordinate of
R.
Let π : L∗λ → Tn be the natural projection from L∗λ onto Tn. Let µ = (µj,t)nj,t=1,
where µj,t = µt,j , j, t = 1, . . . , n, are given integers. Let Lµ be another holo-
morphic line bundle over Tn determined by the constant curvature form Θµ =∑n
j,t=1 µj,tdzj ∧ dzt as above. The pullback line bundle π∗Lµ is a holomorphic line
bundle over L∗λ. If we restict π
∗Lµ on X , then we can check that (π∗Lµ, J) is a
generalized Sasakian CR line bundle over X .
The Hermitian fiber metric on Lµ induced by φµ induces a Hermitian fiber metric
on π∗Lµ that we shall denote by hpi
∗Lµ . We let ψ to denote the weight of hpi
∗Lµ .
The part of X that lies over a fundamental domain of Tn can be represented in
local holomorphic coordinates (z, ξ), where ξ is the fiber coordinate, as the set of
all (z, ξ) such that r(z, ξ) := |ξ|2 exp(∑nj,t=1 λj,tzjzt)−1 = 0 and the weight ψ may
be written as ψ(z, ξ) =
∑n
j,t=1 µj,tzjzt. From this we see that (π
∗Lµ, J, hpi
∗Lµ) is
a rigid generalized Sasakian CR line bundle over X . It is straightforward to check
that for any p ∈ X , we have Mψp = 12d(∂bψ − ∂bψ)(p)|T 1,0X =
∑n
j,t=1 µj,tdzj ∧ dzt.
From this observation and Theorem 1.15, we obtain
Theorem 9.2. If the matrix (µj,t)
n−1
j,t=1 is positive definite and Y (0), Y (1) hold on
X, then for k large, there is a constant c > 0 independent of k, such that
dimH0b (X, (π
∗Lµ)k) ≥ ckn+1.
46
References
[1] A. Andreotti and Y.-T, Siu, Projective embedding of pseudoconcave spaces, Ann. Scuola
Norm. Sup. Pisa(3), 24 (1970), 231–278.
[2] M.-S. Baouendi and L.-P. Rothschild and F.-Treves, CR structures with group action and
extendability of CR functions, Invent. Math., 83 (1985), 359–396.
[3] R. Berman, Holomorphic Morse inequalities on manifolds with boundary, Ann. Inst. Fourier
(Grenoble) 55 (2005), no. 4, 1055–1103.
[4] L. Boutet de Monvel, Inte´gration des e´quations de Cauchy-Riemann induites formelles,
Se´minaire Goulaouic-Lions-Schwartz 1974–1975; E´quations aux derive´es partielles line´aires
et non line´aires, Centre Math., E´cole Polytech., Paris, 1975, Exp. no. 9, pp. 13.
[5] S-C. Chen and M-C. Shaw, Partial differential equations in several complex variables,
AMS/IP Studies in Advanced Mathematics. 19. Providence, RI: American Mathematical
Society (AMS). Somerville, MA: International Press, xii, 380 p., (2001).
[6] E.-B. Davies, Spectral Theory and Differential Operators, Cambridge Stud. Adv. Math., vol.
42, (1995).
[7] J.-P. Demailly, Champs magne´tiques et inegalite´s de Morse pour la d′′–cohomologie, Ann.
Inst. Fourier (Grenoble) 35 (1985), 189–229.
[8] E. Epstein and G. Henkin, Stability of embeddings for pseudoconcave surfaces and their
boundaries, Acta Math.,185 (2000), no. 2, 161–237.
[9] G. B. Folland and J. J. Kohn, The Neumann problem for the Cauchy-Riemann complex,
Annals of Mathematics Studies. No.75. Princeton, N.J.: Princeton University Press and
University of Tokyo Press, 146 p. (1972).
[10] C-Y. Hsiao, Projections in several complex variables, Me´m. Soc. Math. France, Nouv. Se´r.,
123 (2010), 131 p.
[11] C-Y. Hsiao and G. Marinescu, Szego¨ kernel asymptotics and Morse inequalities on CR mani-
folds, Math. Z. 271 (2012), Page 509–553.
[12] C-Y. Hsiao, Existence of CR sections for high power of semi-positive rigid Heisenberg line
bundles over compact Heisenberg manifolds, preprint available at arXiv:1204.4810.
[13] J.J. Kohn, Boundaries of complex manifolds., Proc. Conf. Complex Analysis, Minneapolis
1964, 81-94, (1965).
[14] G. Marinescu, Asymptotic Morse Inequalities for Pseudoconcave Manifolds, Ann. Scuola
Norm. Sup. Pisa Cl. Sci. 23 (1996), no. 1, 27–55.
[15] Y. T. Siu, A vanishing theorem for semipositive line bundles over non–Ka¨hler manifolds, J.
Differential Geom. 20 (1984), 431–452.
[16] K. Yosida, Functional Analysis, Repr. of the 6th ed. Berlin: Springer-Verlag. xiv, 506 p.,
(1994).
Universita¨t zu Ko¨ln, Mathematisches Institut, Weyertal 86-90, 50931 Ko¨ln, Germany
E-mail address: chinyu.hsiao@gmail.com
