Introduction
In recent years, speech recognition systems have been used in a wide variety of environments, including automobile internal systems. Speech recognition plays a major role in the dialogue-type marine engine operation support system [1] currently under investigation. In this system, speech recognition would come from the engine room, which contains the engine apparatus, electric generator, and other equipment, and control support would also be performed within the engine room. Therefore, operations with a 0-dB signal-to-noise ratio (SNR) or less are required. To date, noise has been determined to be a portion of the speech in such low SNR environments, and the speech recognition rates have been remarkably low. This has prevented the introduction of recognition systems, and to the present date, almost no research has been performed on speech recognition systems that operate within low SNR environments. In this study, we investigated a recognition system that uses body-conducted speech, that is, types of speech that are conducted within a physical body rather than speech signals themselves [2]-[4]. In this study, this knowledge database is accessed by speech recognition. This system can be used to educate sailors, and make it possible to check the ship's engines. After a search is made for a response to these commands or questions, speech recognition results, and confirmation as to whether or not it is best to reflect such commands within the control system are speech-synthesized and then outputted to a monitor. The speech-synthesized sounds are replayed in an ear protector/speaker unit, and while continuing communications, work can be performed as safety is continuously confirmed.
The present research is concerned with the development of the body-conducted speech recognition portion of this system. In this portion of the study, a system was created based on a recognition engine that is itself based on an Table   3 . The model which added the noise to the speech recorded in the anechoic room had the highest recognition rate. 64% recognition was achieved for the speech, and 49% for the body-conducted speech. These percentages were not sufficient for practical use. Therefore, adaptation processing was applied to the construction of a new model.
The Effect of Adaptation Processing
The recognition test results in the cases where adaptive processing was performed for room-interior speech and engine-room interior speech are shown in Table 4 , Figures 3 and 4. The underlined portions show the results of the tests performed in each stated environment. From these results, it can be observed that in tests of recognition and signal adaptation via speech within the machine room, there was almost no operation whatsoever. That result is shown in Figure 3 , and is thought to have been due to the fact that, as the engine room noise was louder than the speech sounds, extraction of the speech features failed. Conversely, with room interior speech, signal adaptation was performed, and in the case where the environments for performing signal adaptation and recognition were equivalent, an improvement of the recognition rate of 27.66 % was achieved, as shown in Figure 4 . In this case, there was also a 12.99 % improvement of the recognition rate for body-conducted speech within the room interior; however, that recognition rate was around 20 %, and thus would be unable to withstand practical use. Nevertheless, based on these results, we found that using this method enabled recognition rates exceeding 90% with just one iteration of the leaming samples. The results of cases where adaptive processing was performed for room-interior body-conducted speech and engine-room interior body-conducted speech are shown in Table 5 , Figures 5 and 6 . Similarly to the case where adaptive processing was performed using speech, when the environment where adaptive-processing and the environment where recognition was performed were equivalent, high recognition rates of around 90 % were obtained, as shown in Figure 5 . In Figure 6 It can be observed that signal adaptation using engine-room interior body-conducted speech and the recognition results were 95 % and above, with 50 % and above improvements, and that we had thus attained the level needed for practical usage.
Journal of the JIME Vol. 41, Special Issue (2006) Study of Adaptive 4.3 Investigation of the effects of making the system wireless We next investigated the effects of making the system wireless. The specification of the wireless system used for this experiment is shown in Table 7 . This data consisted of 100 terms read by a male aged 20 (a different man than the person who read the terms in the earlier experiment), and for each one environment, the terms were uttered three times.
For the body-conducted speech, the man who read the terms wore a helmet, and the terms were thus extracted from the top of his head (calvaria) portion. The effectiveness of this position has been confirmed in the documentation [4] . The initial dictionary model to be used for learning was, as in the previous tests, a model for an unspecified speaker. Here, the noise was white noise generated by a speaker, and was set so as to be in the vicinity of 0 dB SNR. The results for this experiment are shown in Table 8 . From these results we concluded that if adaptive processing is performed when wired, the recognition rate becomes high, and thus the usefulness is confirmed. However, for speech transmitted wirelessly, the recognition rate was lower. The reason for 
