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ABSTRACT
In this work we consider the problem of distributed detec-
tion with spatially correlated measurements at each sensor. A
cooperative distributed detection algorithm is considered for
reducing the number of communications between sensors and
thus make an efficient use of the energy budget of a wireless
sensor network (WSN). The problem is formulated as a com-
posite hypothesis test with unknown parameters leading nat-
urally to the use of the Generalized Likelihood Ratio (GLR).
As the sensors of the network observe statistically spatial de-
pendent samples modeled by a general pdf, which leads to se-
vere difficulties in implementing a fully distributed detection
procedure, some simplifications are proposed which allow to
run a simple consensus algorithm for making a decision about
the state of nature. We also compute the asymptotic distribu-
tion of the proposed statistic to characterize its performance.
Interestingly, despite the fact that our proposal is more simple
and efficient to implement that the GLR test, we find non-
trivial scenarios for which it outperforms the latter, even in
finite length regimes.
1. INTRODUCTION
In the near past, Wireless Sensor Networks (WSN) have re-
ceived considerable attention from the research and industrial
community because of their remote monitoring and control
capabilities [1, 2]. More recently, they have become an es-
sential part of the emerging technology of Internet of Things
(IoT) [3, 4]. Among the different tasks to be done by WSNs,
distributed detection is an active research topic [5–7].
In a distributed detection problem, geographically dis-
tributed sensors collect measurements from the phenomenon
of interest, make some processing, exchange information
with their neighbors and, finally, execute some consensus or
diffusion algorithm to achieve a common final decision. This
option is robust against node failures, and the communica-
tions between nodes are done locally, over typically short
distances, saving energy and also bandwidth, by employing
spatial reuse of the frequency bands.
Many works have considered fully distributed detection
architectures [7–9]. Nevertheless, most of the works found in
the literature assumes that the spatial measurements are inde-
pendent [10–13]. However, in many applications of interest,
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the measurements taken by spatially distributed nodes are sta-
tistically dependent.
In this work we deal with a composite hypothesis test-
ing problem where sensors take spatially dependent observa-
tions under each hypothesis, described by a general proba-
bility density function (pdf). We consider the approach of
the generalized likelihood ratio (GLR) test, frequently used in
these cases where some parameters of pdf of the observations
are unknown. In the classical GLR statistic, the unknown pa-
rameter is estimated using the maximum likelihood estimator
(MLE). It is possible to implement a MLE in a decentralized
scenario but it generally requires a high number of messages
exchanges between the network nodes, resulting in a elevated
energy, bandwidth or delay costs to achieve a decision about
the nature of the data. To alleviate this cost, we propose a
statistic cooperatively built with the product of the marginal
pdfs at each node that uses only local measurements.
In order to characterize its performance and evaluate pos-
sible penalties introduced by the proposed strategy, we derive
the theoretical asymptotic distribution of the statistic which
allows us to compute the error probabilities (type I or II) of
the test. Although these results are strictly valid in the asymp-
totic scenario, we show with numerical examples that they
offer good results also in the finite length regime.
2. MODEL
We consider a composite binary hypothesis testing problem
in a WSN with N nodes Assume that each sensor takes L
observations, which are statistically independent and identi-
cally distributed (iid) in time, but possible dependent across
the sensors. Let zl ≡ [z1(l), . . . , zN (l)]T ∈ RN be the obser-
vations taken by all nodes at the l-th slot time, l ∈ [1 : L], and
z ≡ {z1, . . . ,zL} which includes all the network measure-
ments. We assume that the hypothesis testing problem can
be expressed as a parameter test [14]. We let the joint pdf of
zl under Hi be p(zl;θi), where θi ∈ RM is the true vector
parameter under the hypothesisHi, i = 0, 1. The test is{
H0 : zl iid∼ p(zl;θ0)
H1 : zl iid∼ p(zl;θ1), l ∈ [1 : L],
(1)
where we assume that θ0 is known, and θ1 6= θ0 is unknown.
Next we define the local parameter θlock ∈ RMk , k ∈
[1 : N ], as the subset of parameters θlock ⊆ θ that com-
pletely describes de marginal pdf of the k-th node, i.e.,∫ · · · ∫ p(zl;θ)dz1(l) . . . dzk−1(l)dzk+1(l) . . . dzN (l) =
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pk(zk(l);θ
loc
k ).We assume that two different local parameters
do not have parameters in common, i.e., θlock ∩θlocj = ∅, k 6= j.
We also group all the local parameters in θloc ≡ ∪Nk=1θlock ⊆
θ, θloc ∈ RP , P = ∑Nk=1Mk ≤ M . Note that, according to
these definitions, θloc is the set of parameters that are observ-
able at individual nodes and can be estimated locally without
knowledge of the samples taken at other nodes.
3. PROPOSED STATISTICS
To perform the test (1) we consider the generalized likeli-
hood ratio (GLR) test approach, frequently used in the lit-
erature and whose asymptotic performance can be computed
analytically [14, 15]. The classical GLR statistic is TG(z) ≡
p(z;θ=θˆG-MLE)
p(z;θ=θ0)
, where θˆG-MLE is the (global) MLE1 of θ1.
Local MLE estimate: In many cases the global MLE is
difficult to compute in a distributed scenario. The reason for
this is two-fold. In first place, depending of the structure of
p(zl;θ), the maximization problem can be very hard from a
computational point of view, even in a centralized scenario.
On the other hand, computing the global MLE would require
in general a large number of sensor communications (of the
sensor measurements or some statistics of them) imposing
a serious practical constraint in terms of energy, bandwidth
and/or delay. Looking for a simpler approach to compute the
MLE we consider a local MLE in the sensor node k which
only use the locally sensed values {zk(l)}Ll=1, whose distri-
bution under H1 is
∏L
l=1 pk(zk(l),θ
loc
1k). Thus, the k-th local
parameter estimate θˆ
loc
k of θ
loc
1k is defined as, k ∈ [1 : N ],
θˆ
loc
k ≡ arg maxθlock
1
L
∑L
l=1 log pk(zk(l);θ
loc
k ). (2)
It is important to note that θˆ
loc
k is still an asymptotically
consistent estimator of the true parameter θloc1k [16, Lem.
1] although it loses the property of asymptotic efficiency of
the global MLE [17] for the same set of parameters {θlock }.
Clearly, this estimation loss could impact negatively in the
detection performance of a test that uses this local estimation.
A fully distributed statistic: From a point of view of
the distributed implementation of an algorithm, it would
be beneficial to factorize the joint pdf of the observations
such that each node can compute a part of the whole statis-
tic using only local measurements and then, use a sim-
ple cooperative scheme to compute the final statistic, ex-
changing only a reduced amount of information between
nodes. Therefore, we propose to build a statistic using
the marginal distributions instead of the joint distribution
of the data. Specifically, we define the following statistic:
TL−MP(z) ≡ Π
N
k=1pk({zk(l)}Ll=1;θk=θˆ
loc
k )
ΠNk=1pk({zk(l)}Ll=1;θk=θloc0k)
where the subscript
refers to the statistic that uses the local estimation of the
parameters (L) and the joint pdf is replaced by the product
of the marginal (MP) pdfs under each hypothesis. In the
1We call this estimator global MLE to differentiate it from the local one
θˆL-MLE to be defined next.
next section we will obtain the asymptotic distribution of this
statistics. In Section 5 we present some examples for which
TL−MP has better performance than the full GLR statistic
TG. Although surprising at first, this can be explained by the
fact that the widely used GLR statistic, in general, has not
optimality guarantees for composite hypothesis testing prob-
lems [14, 15], despite de fact that it uses the full dependence
structure of p(z;θ).
Additionally, the structure of TL−MP opens opportunities
to save valuable resources in a WSN such as energy and band-
width for communicating the quantities required to run the
detection algorithms. Considering log TL−MP(z) we see that
each sensor is able to compute its corresponding term in the
sum and then, share this quantity to the rest of the sensors to
obtain log TL−MP via a simple consensus algorithm.
Spatial averaging: The statistic log TL−MP requires the
computation of a spatial sum
∑N
k=1(·) over all the sensors in
the network. Next a¯ ≡ ∑Nk=1 ak will represent the previous
sum. Each sensor node generates locally a scalar value ak ∈
R, k ∈ N ≡ [1 : N ] and it is desired to compute the average
a˜ = 1N
∑N
k=1 ak (or the sum a¯ = Na˜) at each node in a
distributed manner and with minimal resources allocated to
the exchanges between the nodes.
The spatial averages can be computed via a consensus
procedure such as in [9, 18, 19]. Consider a network (mod-
eled as a connected graph) G = (N , E) consisting of a set of
nodes N and a set of edges E , where each edge {i, j} ∈ E is
an unordered pair of distinct nodes. The set of neighbors of
node i is denoted by Ni = {j ∈ N|{i, j} ∈ E}. The average
value a˜ can be computed iteratively as, t ∈ N:
ak(t) = Wkkak(t−1)+
∑
j∈Nk Wkjaj(t−1), k ∈ N , (3)
where ak(t) is the average after t iterations (or message ex-
changes between the nodes), ak(0) = ak is the initial value
andWkj is the weight on aj(t−1) at the node k. Considering
local transmissions only, i.e., each node broadcasts its local
value at iteration t only to the nodes in its neighborhood, we
have that for each k ∈ N , Wkj = 0 for j /∈ Nk and j 6= k.
Among all the existing possibilities for selecting the
weights, we will consider a simple but effective algorithm
called local-degree weights distributed averaging algorithm
[18]. Its convergence to the required average is guaran-
teed given that graph is not bipartite. Assuming symmetric
weights, Wkj = Wjk = 1/max(dk, dj), dk is the degree of
node k, i.e., the number of neighbors of node k. Algorithm
1 summarizes the steps required to compute the statistic
TL−MP. Several stopping criteria can be considered for the
iterative computation of the spatial average (3). Here we
consider a fixed number of exchanges Nit.
4. ASYMPTOTIC PERFORMANCE ANALYSIS
The asymptotic pdf of TL−MP is presented next.
Lemma 1. Assume that i) the first and second-order deriva-
tives of the log-likelihood function are well defined and con-
Algorithm 1 Distributed implementation of TL−MP
1: for k = 1, . . . , N do (simultaneously at each sensor)
2: Compute the local estimate θˆ
loc
k using eq. (2).
3: Compute Tk ≡ log pk({zk(l)}
L
l=1;θk=θˆ
loc
k )
pk({zk(l)}Ll=1;θk=θ0k)
.
4: TL−MP,k = SPATIALSUM(Tk)
5: if TL−MP,k < γ then Sensor k decidesH0,
6: else Sensor k decidesH1.
7: end if . γ is the predefined threshold of the test.
8: end for
9: function SPATIALSUM(ak) . Compute a¯k.
10: t = 0, ak(0) = ak . Initial condition for t = 0.
11: while t < Nit do
12: t = t+ 1
13: Compute the spatial average ak(t) using (3).
14: end while
15: return Nak(t) . Return the sum a¯k
16: end function
tinuous functions. ii) E[∂ log pk(zk(l);θk)/∂θk] = 0, k ∈
[1 : N ], ∀l. Then, the asymptotic distribution of θˆloc under
Hi, i = 0, 1 is
θˆ
loca∼N
(
θloci ,
1
LD
−1
i i˜(θ
loc
i )D
−1
i
)
, (4)
where the (k, j) Mk ×Mj sub-matrix of i˜(θloci ) is defined by
[˜i(θloci )]kj ≡ Ei(
∂ log pk(zk(l);θk)
∂θk
∂ log pj(zj(l);θj)
∂θTj
)|θ=θloci
where Ei is the expectation underHi and Di ≡ diag(i˜(θloci ))
is a block diagonal matrix built it with the Mk ×Mk blocks
in the diagonal of i˜(θloci ), k ∈ [1 : N ]. Also, the asymptotic
distribution of TL−MP underHi is:
2 log TL−MP(z)
a∼ FP (µMP,i,ΣMP,i) i = 0, 1, (5)
where µMP,0 = 0, µMP,1 =
√
LD
1
2
1 (θ
loc
1 − θ0), and
ΣMP,i = D
− 12
i i˜(θ
loc
i )D
− 12
i . We also define FP (µ,Σ)
2
as the pdf of ‖n‖2 when n ∼ N (µ,Σ), n ∈ RP .
The pdf FP and its corresponding cumulative distribution
function have not closed form expressions but can be tightly
approximated using the Lugannani-Rice approximation [20].
We will use it next for evaluating some examples.
5. EXAMPLES
Consider the following hypothesis testing problem:{
H0 : zl iid∼ N (0,C)
H1 : zl iid∼ N (µ1,C), l ∈ [1 : L].
(6)
The parameter test consists in testing the mean θ = θ0 = 0 ∈
RN against θ 6= 0 with statistically dependent observations
across the sensors. In this case θ1 = µ1 is the unknown
2Note that FP (0P , IP ) (FP (µ, IP )) is the (non-central) chi-2 pdf with
P degrees of freedom (with non-centrality parameter ‖µ‖2).
vector parameter and θloc = θ ∈ RN and Mk = 1 ∀k. Note
that a similar model was considered in a WSN in a context
of spectrum sensing for cognitive radio [21, 22]. Next, we
analyze two cases.
Covariance matrix C known: It is easy to show that the
global MLE is the sample mean of the observations, and that
it coincides with the local MLE: θˆ
loc
= 1L
∑L
l=1 zl. Thus,
in this case, the correlation does not introduce a penalty in
estimating the parameter locally. Then,
2 log TG(z) = L(θˆ
loc
)TC−1θˆ
loc
. (7)
We now compute the parameters to characterize the asymp-
totic performance of TL−MP. It is easy to show that the global
Fisher information matrix is in this case i(θi) = C−1, inde-
pendently of θi, i = 0, 1. It can also be shown that i˜(θi) =
diag(C)−1C diag(C)−1 and that diag(i˜(θi)) = diag(C)−1.
Then, the asymptotic covariance of the local estimator given
in (4) is 1Ldiag(i˜(θi))
−1i˜(θi)diag(i˜(θi))−1 = 1LC
−1 and
coincides with that one of the global MLE. That is, the local
and global MLE are asymptotically equivalent, something ex-
pected given the equivalence of both estimators for finite data
size. The TL−MP statistic is easily computed as:
2 log TL−MP(z) = L(θˆ
loc
)T diag(C)−1θˆ
loc
, (8)
with asymptotic parameters µL−MP,1 =
√
Ldiag(C)−
1
2 θ1,
and ΣL−MP,i = diag(C)−
1
2 Cdiag(C)−
1
2 , independently if
i = 0, 1. The behavior of the statistics depends on the param-
eter vector θ1 and the covariance matrix C, fundamentally
through the variance in the direction of θ1 given by C. This
is clearly understood if we look at the corresponding deflec-
tion coefficients. The deflection coefficient of a statistic T
is D2T =
(E1(T )−E0(T ))2
Var0(T ) , where Var0 is the variance opera-
tor under H0. Using the asymptotic characterization of the
distributions of each statistic, we are able to compute each
deflection coefficient easily. They result in:
D2G =
(LθT1 C
−1θ1)2
2N
, D2L−MP =
(LθT1 diag(C)
−1θ1)2
2tr((Cdiag(C)−1)2)
.
The covariance matrix could be arbitrary but we set it as fol-
lows in order to be controlled by a single parameter ρ: C is a
symmetric Toeplitz matrix with first row [1, ρ, ρ2, . . . , ρN−1].
In Fig. 1a we plot the ratio D2L−MP/D
2
G as a function of φ,
with ρ as a parameter when N = 2 and using a polar decom-
position for θ1 = ‖θ1‖[cosφ, sinφ]T . When ρ = 0, both
statistics are equivalent and the ratio of the deflection coef-
ficients is 1 for any direction φ. When ρ grows, the perfor-
mance of the statistics depends on the direction we are look-
ing at: if φ = 45o, 225o, the performance difference is maxi-
mum in favor of TL−MP; if φ = 135o, 315o, the performance
difference is maximum in favor of TG. Note also that the an-
gles at which both statistics perform equal and the value of
the extremes of D2L−MP/D
2
G are a function of ρ.
Consider now the network represented through its graph
shown in the Fig. 1b with N = 10 nodes and |E| = 20 edges.
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(d)C unknown, L = 20.
To build the network, we randomly generated 10 nodes, uni-
formly distributed on a square of 100 × 100 m2. We impose
that two nodes are connected by an edge if their distance
is less than a predefined threshold. Then we increase the
threshold until the total number of edges is 20 and check that
the resulting graph is connected. Consider also Nit = 20,
ρ = 0.3, 105 Monte Carlo realizations of (6), and θ1 =
[0.24, 0.37, 0.24, 0.38, 0.30, 0.32, 0.35, 0.30, 0.26, 0.24]T was
uniformly randomly generated with components in [0.2, 0.4].
In Fig. 1c we plot the complementary receiver operating
characteristic (CROC). Note that the asymptotic theoretical
curves match perfectly the Monte Carlo simulations. The rea-
son is that in this case is the asymptotic distribution is also
valid for the finite length regime. A remarkable fact is that
the TL−MP statistic outperforms the GLR statistic as was an-
ticipated from the analysis with the deflection coefficients.
Covariance matrix C unknown: If the covariance is un-
known, it must be estimated, at least part of it, to implement
any of the statistics considered in this work. As this param-
eter is unknown but the same under each hypothesis it is a
nuisance parameter θs. The parameter test is, in this case:{ H0 : θr = θr0,θs
H1 : θr 6= θr1,θs, (9)
where θr0 = 0N and θr1 = µ1 ∈ RN and θloc = θ. Let
us begin with the GLR statistic. In this case all the elements
of C ∈ RN×N must be estimated. Considering that the co-
variance matrices are symmetric, it is sufficient to estimate
the lower diagonal and the diagonal elements of it. Thus,
the nuisance parameter is θs = vech(C) ∈ R 12N(N+1),
where the vech operator concatenates all but the supra di-
agonal elements of C. To evaluate the performance of the
test it is required to compute the Fisher information matrix
of the vector parameter θ ≡ [θTr ,θTs ]T ∈ RN+
1
2N(N+1).
For the Gaussian case, the (k, j)-th component of the Fisher
information matrix can be computed as [17] [i(θ)]kj =
∂µ1(θ)
T
∂θk
C(θ)−1 ∂µ1(θ)∂θj +
1
2 tr
[
C(θ)−1 ∂C(θ)∂θk C(θ)
−1 ∂C(θ)
∂θj
]
.
Then, i(θ) ∈ R(N+ 12N(N+1))×(N+ 12N(N+1)) is a block di-
agonal matrix where the first N × N matrix block is C−1.
The fact that i(θ) is a diagonal block makes the asymptotic
performance of the test with or without nuisance parameters
the same [14]. Something similar happens with the local
statistic and TL−MP in the sense that the asymptotic perfor-
mance does not change if there are or not nuisance parameter
for this example. The difference is that for these cases the
nuisance vector parameter θs ∈ RN has as components only
the diagonals element of C (which are the only parameters
that are observable at each sensor node).
In Fig. 1d we show the CROC. Note that the GLR statis-
tic asymptotic performance overestimate the performance for
the finite length data set. Nonetheless, the TL−MP statistic
asymptotic performance presents a good agreement with the
Monte Carlo estimation for this finite length data set. It is
also shown that the performance of TL−MP is better than that
of the GLR, also for this case.
Communication energy analysis: One of the tasks
which requires a substantial part of the energy budget of
a WSN is the communication between sensors for exchang-
ing information [23, 24]. The parameters of TL−MP are
estimated locally at each node without communicating with
other nodes. Thus, the network need to run only one time the
consensus algorithm to compute TL−MP as indicated in Algo-
rithm 1. Therefore, NNit transmissions in the whole network
are required for computing this statistic. This is general for
any parameter test. In the case of (6), it can be shown that the
implementation of TG requires a network energy budget scal-
ing with N2 in both cases (C known and unknown), while
the scaling factor of TL−MP is N , an order of magnitude less.
This is a notorious advantage in favor of TL−MP when the
performance achieved by it is adequate, specially for large
sensor networks.
6. CONCLUSIONS
We have proposed and characterized the asymptotic perfor-
mance of a fully distributed detection algorithm for a WSN
with statistically dependent observations. The proposed
statistic successfully reduce the amount of local transmis-
sions to build the statistic estimating the unknown parameters
locally, and thus, saving valuable resources as energy, band-
width or delay. The analytical and simulated results show
us that in some scenarios, the advantages of using TL−MP is
twofold: it performs better and its implementation is much
more efficient in terms of network resources. On the other
hand, we also found scenarios where the penalty of using
TL−MP is high. Anyway, the tools developed in this paper al-
low us to quantitatively characterize the improvement/penalty
introduced by discarding the statistical dependence of the
observations at both, estimating the parameter locally and
implementing a statistic using only the marginal pdfs.
A. APPENDIX: PROOF OF LEMMA 1
The proof of the lemma can be spitted in two parts: the
asymptotic distribution of the local MLE, and the asymptotic
distribution of the statistic TL−MP. We will refer to θloc* as
the true parameter of the distribution (θloc* = θloc0 under H0
and θloc* = θloc1 underH1). Before starting with the proof we
need to present the following result:
Theorem 1 (Mean value theorem). [25, Th. 12.9] Let B
be an open subset of RN and assume that f : B → RN is
differentiable at each point of B. Let x and y be two points
in B such that the segment S(x,y) = {tx + (1 − t)y : t ∈
[0, 1]} ∈ B. Then for every vector a in RN there is a point
z ∈ S(x,y) such that
aT (f(y)− f(x)) = aTJ(w)(y − x), (10)
where J(w) is the Jacobian matrix of f evaluated in w, i.e.,
[J ]i,j =
∂fi
∂xj
, where {fi} are the components of f . It is im-
portant to remark that w depends on a.
A.1. Asymptotic distribution of the local MLE
Let ψ(zl;θloc) ∈ RP be
=
[
∂ log p1(z1(l);θ
loc
1 )
(∂θloc1 )
T
, . . . ,
∂ log pN (zN (l);θ
loc
N )
(∂θlocN )
T
]T
.
By definition, the MLE must satisfy
1
L
L∑
l=1
ψ(zl; θˆ
loc
) = 0. (11)
Consider Theorem 1 with f(θloc) = 1L
∑L
l=1ψ(zl;θ
loc),
x = θloc* and y = θˆ
loc
, then we have
aT
(
1
L
L∑
l=1
ψ(zl; θˆ
loc
)− 1
L
L∑
l=1
ψ(zl;θ
loc*)
)
= aTJ(wL)(θˆ
loc − θloc*), ∀a ∈ RN
where wL belongs to the segment S(θˆ
loc
,θloc*) and depends
on a. Assuming that the Jacobian matrix of f(θloc), J(wL)
is invertible and using (11) in the previous equation,
aT
{
1√
L
J(wL)
(
J(wL)−1
1√
L
∑L
l=1ψ(zl;θ
loc*)
+
√
L(θˆ
loc − θloc*)
)}
= 0, ∀a. (12)
By consistency of the estimator θˆ
loc
(it is a maximum likeli-
hood estimator, and, therefore, it is consistent [17]), the seg-
ment S(θˆ
loc
,θloc*) becomes the point θloc* and wL
p→ θloc*
asL→∞. Thus, the expression inside the parenthesis in (12)
becomes independent of a as L → ∞, and therefore, it must
converge in probability to 0. Then, using the continuity of
the second-order partial derivatives of the log-likelihood func-
tion, we apply the Continuous Mapping Theorem (CMT) [26]
to obtain J(wL)
p→ J(θloc*), where the (i, j)-th Mi ×Mj
sub-matrix [J(θloc*)]ij is defined by
[J(θloc*)]ij = Eθloc*
[
∂2 log pi(zi(l);θ
loc
i )
∂θloci (∂θ
loc
j )
T
]
,
and the expectation is taken respect to the true marginal pdf
pi(zi(l),θ
loc*
i ). Clearly, J(θ
loc*) is a block diagonal matrix
given the fact that pi(zi(l);θloci ) is a function only of θ
loc
i and
θloci ∩ θlocj =, i 6= j. Additionally, by the multivariate central
limit theorem (CLT)
1√
L
L∑
l=1
ψ(zl;θ
loc*)
a∼ N (0, i˜(θloc*)),
where the mean of the Gaussian distribution is 0 by the first
assumption and its covariance matrix is defined in the body of
the lemma. Using the second assumption it easy to prove that
the Mi ×Mi sub matrix is [J(θloc)]ii = Eθloc*i
[
∂2 log pi
∂θi(∂θi)T
]
=
−Eθloci
[
∂ log pi
∂θloci
∂ log pi
(∂θloci )
T
]
= −[˜i(θloc*)]ii. Finally,
√
L(θˆ
loc − θloc*) a∼ −J(wL)−1 1√
L
L∑
l=1
ψ(zl;θ
loc*)
a∼ N
(
0, diag(i˜(θloc*))−1i˜(θloc*)diag(i˜(θloc*))−1
)
Solving for θˆ
loc
we obtain the first result of the lemma in Eq.
(4).
A.2. Asymptotic distribution of TL−MP
To prove this lemma we need fundamentally to show that the
following factorization is valid:
∂ log pMP(zl;θ
loc*)
∂θloc*
= iMP(θ
loc*)(θˆ
loc − θloc*), (13)
where pMP(zl;θloc*) ≡ ΠNk=1pk({zk(l)}Ll=1;θloc*k ) is the
product of the marginal pdfs used for building TL−MP,
iMP(θ
loc*) ≡ EMP(∂ log pMP(zl;θ
loc*)
∂θloc*
∂ log pMP(zl;θ
loc*)T
(∂θloc*
) is a
positive-definite matrix with the expectation taken respect
to pMP(·,θloc*), and θˆloc is the local MLE estimator. Note
that this is a similar factorization to that one found for es-
timators attaining the Cramer-Rao bound but with the true
joint pdf replaced by pMP(·,θloc*). We show next that this
equation is valid even when θˆ
loc
does not attain, in general,
the Cramer-Rao bound, asymptotically achieved by the global
MLE.
Hereafter we drop the supra index loc from θˆ
loc
and θloc*
and call them θˆ and θ∗, respectively, in order to clarify the
notation. Given that the local MLE θˆ is consistent, θ =
EMP(θˆ) =
∫
θˆpMP(z;θ
∗)dz is asymptotically satisfied when
L→∞. Then
∂θ
∂θ
= IN =
∫
θˆ
∂pMP(z;θ)
T
∂θ
dz
=
∫
θˆ
∂ log pMP(z;θ)
T
∂θ
pMP(z;θ)dz
=
∫ (
θˆ − θ
) ∂ log pMP(z;θ)T
∂θ
pMP(z;θ)dz
where in the last equality we used the second assumption.
Let a, b ∈ RN arbitrary vectors. After pre- and post-
multiplication of the last equation by aT and b, respectively,
we have:
aT b =
∫
aT (θˆ−θ)∂ log pMP(z;θ)
T
∂θ
b pMP(z;θ)dz. (14)
Then, we need the following Cauchy-Schwarz inequality[∫
w(z)g(z)h(z)dz
]2
≤
∫
w(z)g2(z)dz
∫
w(z)h2(z)dz,
where g(z) and h(z) are arbitrary scalar functions and
w(z) ≥ 0,∀z, and the equality holds if and only if g(z) =
c h(z). Let w(z) = pMP(z;θ), g(z) = aT (θˆ − θ) and
h(z) = ∂ log pMP(z;θ)
T
∂θ b and apply the Cauchy-Schwarz in-
equality to (14) to obtain
(aT b)2 ≤
∫
aT (θˆ − θ)(θˆ − θ)Ta pMP(z,θ)dz (15)
×
∫
b
∂ log pMP(z;θ)
∂θ
∂ log pMP(z;θ)
T
∂θ
b pMP(z,θ)dz
=aTCMPa b
T iMP(θ)b (16)
=aTCMPa a
T b (17)
where in (16) we defined CMP = EMP((θˆ−θ)(θˆ−θ)T ), and
in (17) we select b = i−1MP(θ)a. Given that i
−1
MP(θ) is positive-
definite, abT ≥ 0, and from (17) we have that aT (CMP −
i−1MP(θ))a ≥ 0,∀a. Now, the equality in (15) holds if and
only if aT (θˆ − θ) = caT i−1MP(θ)∂ log pMP(z;θ)∂θ . As this is
satisfied ∀a, we finally obtain (13) given that the constant c is
proved to be 1.
The second part of the proof is as follows: by consistency
of θˆ, (13) is also satisfied with θˆ instead of θ∗ when L→∞.
Then, using a first-order Taylor expansion of i(θ) around θ
and discarding the second order terms as L→∞, we have
∂ log pMP(z;θ
∗)
∂θ∗
= LiMP(θˆ)
(
θˆ − θ∗
)
. (18)
Integrating this equation with respect to θ∗:
log pMP(z;θ
∗) = −L
2
(θˆ − θ∗)T iMP(θˆ)(θˆ − θ∗) + c(θˆ),
(19)
where the integration constant must be c(θˆ) = log pMP(z; θˆ)
given that (19) is satisfied asymptotically by the consistence
of θˆ when L→∞. Therefore,
pMP(z;θ
∗) = pMP
(
z; θˆ
)
e−L
1
2 (θˆ−θ∗)
T
iMP(θˆ)(θˆ−θ∗).
Using the previous equation in the expression of TL−MP and
replacing θ∗ by θ0, we obtain
TL−MP(z) =
pMP(z; θˆ)
pMP (z;θ0)
= eL
1
2 (θˆ−θ0)
T
iMP(θˆ)(θˆ−θ0),
or
2 log TL−MP(z) = L
(
θˆ − θ0
)T
iMP(θˆ)
(
θˆ − θ0
)
Using again the CMT and the continuity of the second-order
partial derivatives, the following is satisfied when L→∞:
iMP(θˆ)
(
θˆ − θ0
)
= iMP(θi)
(
θˆ − θ0
)
underHi, i = 0, 1.
Finally, we have
2 log TL−MP(z) = L
(
θˆ − θ0
)T
iMP(θi)
(
θˆ − θ0
)
(20)
= ‖
√
Li
1
2
MP(θi)
(
θˆ − θ0
)
‖2 (21)
a∼ FP (µMP,i,ΣMP,i) underHi. (22)
where the parameters µMP,i and ΣMP,i of the asymptotic dis-
tribution FP are the mean and the covariance matrix of the
multivariate Gaussian vector inside the square norm. They
are obtained using (4) and are presented in the lemma.
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