We present a technique to estimate the pose of a three-dimensional object from a two-dimensional view. We first compute the correlation between the unknown image and several synthetic-discriminantfunction filters constructed with known views of the object. We consider both linear and nonlinear correlations. The filters are constructed in such a way that the obtained correlation values depend on the pose parameters. We show that this dependence is not perfectly linear, in particular for nonlinear correlation. Therefore we use a two-layer neural network to retrieve the pose parameters from the correlation values. We demonstrate the technique by simultaneously estimating the in-plane and out-of-plane orientations of an airplane within an 8-deg portion. We show that a nonlinear correlation is necessary to identify the object and also to estimate its pose. On the other hand, linear correlation is more accurate and more robust. A combination of linear and nonlinear correlations gives the best results.
Introduction
To recognize an object, it is necessary to acquire some data about the object. The most common and widely available medium is a two-dimensional ͑2D͒ view obtained with a camera. However, real objects are three-dimensional ͑3D͒, and their 2D projections depend strongly on their orientations. The changes of orientation therefore introduce distortions in the 2D projections, which can impair the recognition task. Thus it is essential to take into account these changes in orientation in any 3D object recognition problem. Moreover, it is sometimes desirable to know the orientation of the object under study, for instance, to know the direction a person is looking at or the place a vehicle is heading to. The problem of determining the 3D orientation of an object is known as pose estimation. Pose estimation has applications in many areas such as face recognition, 1-3 robotic vision, 4 biomedical 5, 6 and meteorological 6 imaging, and photogrammetry. 7 Many approaches for pose estimation involve the knowledge of a set of reference points 8, 9 or the detection of features followed by comparison with a known 3D model. 1, 3, 10 In this paper we focus on a different technique in which the reference object is not known through a geometrical model but rather as a collection of 2D projections obtained from various points of view. The pose is then estimated from a single unknown 2D view. The method we present here was originally motivated by the work of Monroe and Juday. 11 The starting idea of this technique is to determine the pose of an object by comparison of the 2D view under study with several views with known orientations. The comparison can be done through a correlation measurement. [12] [13] [14] However, because this method requires storing and comparing many views of each reference object, it is both storage and time consuming. To circumvent the problem, several reference views of each object can be combined into a single synthetic estimation filter, which is a special kind of synthetic-discriminant-function ͑SDF͒ filter. [15] [16] [17] [18] [19] [20] [21] The filter is constructed by weighting the views in such a way that the value of the correlation peak varies linearly with the pose parameters. By creating several such filters, it is possible to evaluate simultaneously several pose parameters such as rotation angles with respect to different axes.
The problem that arises is the retrieval of the pose parameters from the correlation-peak values. By construction of the filters, the correlation values for the reference views are well known. However, the interpolation for new orientations is not always straightforward. In Ref. 11 the relation between the pose parameters and the correlation values is assumed to be linear. We show in this paper that this assumption does not hold when a nonlinear correlation is used. Even for a linear correlation, it is only an approximation. We therefore propose to improve the pose estimation by feeding the correlation values into a neural network, which is initially trained with a set of reference views. As an illustration, we present the determination of two rotation angles ͑in-plane and out-of-plane͒ from actual pictures of a plane. In Section 2 we present the recognition of a target and estimation of its orientation by using linear correlation. In Section 3 we demonstrate the use of nonlinear correlation to perform the same tasks. Section 4 presents a discussion and a comparison between the uses of both types of correlation. Conclusions are presented in Section 5.
Pose Estimation by Use of Linear Correlation
In this section we explain the use of linear correlation filters to estimate the pose of an object. Although this is the easiest and most obvious way to apply the proposed technique, we show that linear correlation is not satisfactory if object recognition is needed in addition to pose estimation. To demonstrate the technique, we use images of a F-15 airplane, and we consider two pose parameters, which are in-plane and out-of-plane rotations. Out-of-plane rotation is a change of azimuth angle of the object, and in-plane rotation is a rotation in a plane parallel to the camera sensor.
A. Construction of the Composite Correlation Filter
We linearly combine several views of the reference object to create a SDF filter. [15] [16] [17] [18] [19] [20] [21] In that way, a single correlation is sufficient to compare an unknown image with several known orientations of the object. The set of views used to construct the filter is called the construction set. A basic SDF is given by
where T stands for matrix transpose and V const represents a matrix whose columns are the images of the construction set rearranged as column vectors. The vector c contains the desired correlation values for every image of the construction set. We consider the out-of-plane rotation and the in-plane rotation of the reference airplane, both over a 0 -8-deg angle. The construction set includes nine images corresponding to rotations of 0, 4, and 8 deg in both directions ͑see Fig. 1 and Subsection 4.B͒. Each image has 256 ϫ 256 pixels and contains a view of the reference F-15 airplane on a black background. This assumes that the object was previously extracted from its background ͑see Subsection 4.C͒. Figures 2͑a͒-2͑c͒ show three of the nine images of the construction set. Figures 2͑b͒ and 2͑c͒ , respectively, present an out-of-plane rotation and an in-plane rotation with respect to Fig. 2͑a͒ . Figure 2͑d͒ shows a false target. In addition to estimating the out-of-plane rotation and in-plane rotation , we want to be sure that the presented object is really the reference object. Otherwise, the estimated rotation angles make no sense. We therefore define the pose vector that we want to estimate as p ϭ ͓, , RF͔ T , where RF is a recognition flag and should be 1 when the tested object is the reference object. Because we want to retrieve three parameters, we need to obtain at least three independent measurements from an image. We therefore construct three different composite filters with the same construction set but different weights. Actually, we design the three SDF filters in such a way that the correlation values obtained for the construction images depend linearly on the corresponding pose parameters. Namely, we define a transformation matrix T ͑see Appendix A for details͒ so that
where P const is a matrix whose columns are the pose vectors for every construction image. Each row of the matrix C const contains the correlation values provided by one of the filters for the nine images of the construction set. The first filter h 1 is generated by one's taking the transpose of the first row of C const as the vector c required in Eq. ͑1͒. It is then converted back from a vector form into an image form. The filters h 2 and h 3 are generated in the same way, by use of rows 2 and 3, respectively, of matrix C const as the required vector c in Eq. ͑1͒.
B. Linear Estimation of the Pose
To evaluate the pose of an unknown image, we compute its correlation with each of the three composite filters h 1 , h 2 , and h 3 . For each filter, we retain the maximum value of the correlation plane as the correlation value. This value is independent of the location of the object and thus provides shift invariance. We combine the three values obtained with the three filters in a correlation vector. If we have several images to evaluate, we form a matrix C eval whose columns are the correlation vectors of every image. Now, the idea is that the correlation continues to vary linearly with the pose parameters, even in between the values used to construct the filters. If this is the case, we have, similar to Eq. ͑2͒,
where P eval is the matrix whose columns contain the pose vectors for every evaluation image. It can be retrieved easily as
However, Fig. 3 shows the relationship between one pose parameter ͑in-plane rotation ͒ and the correlation value given by a SDF filter. For this figure, we constructed a SDF filter with the two images corresponding to ϭ 0 and ϭ 8 deg. The out-of-plane rotation angle is fixed at ϭ 4 deg. The assigned correlation values are 0.8 and 1. It can be seen that the variation is not exactly linear in between the two reference views. Therefore the pose estimation can be slightly improved by substitution of the original conversion matrix T Ϫ1 with a matrix F that minimizes the pose estimation errors. To estimate these errors, we first use a training set composed of 41 images with known orientations ͑Fig. 1͒. Let V train be the matrix containing all the training images and P train be the matrix containing the corresponding known pose parameters. The matrix of correlation values provided by the filters is C train . Now we compute the conversion matrix F that realizes a least-squares fit, that is to say, it minimizes ʈP train Ϫ FC train ʈ 2 . It can be shown 22 that the solution is obtained by use of the Moore-Penrose pseudoinverse of C train . The final result is
and, similar to Eq. ͑4͒, the estimated pose parameters are Figure 4 shows the pose estimation results on the evaluation set that includes 81 images with rotations from 0 to 8 deg in steps of 1 deg in both and ͑Fig. 1͒. The estimated poses are located at the nodes of the grid. If the dashed curves were perfectly straight passing all the way through the dots, then the estimation would be exact. Here the estimation error on the out-of-plane rotation has a standard Fig. 2 . Some of the images used for the pose estimation and object recognition. ͑a͒ Reference object, an F-15 airplane. ͑b͒ Out-ofplane-rotated and ͑c͒ in-plane-rotated versions of the plane. ͑a͒, ͑b͒, and ͑c͒ are included in the construction set. ͑d͒ and ͑e͒ are false targets. 11 in which the least-squares fit is done for the transformation matrix T rather than for its inverse. The fitted matrix then has to be inverted to compute the poses. Our technique is therefore slightly more straightforward. Nevertheless, both methods give similar results. Now our proposition is to introduce a neural network to improve the estimation of the pose.
C. Pose Estimation by Use of a Two-Layer Neural Network
The errors in the pose estimation appear because the relationship between the pose parameters and the correlation values is not perfectly linear, as shown in Fig. 3 . To improve the estimation, we now use an artificial neural network ͑ANN͒. Actually, the pose estimation given in Eq. ͑6͒ can already be seen as the operation of a single-layer ANN in which the matrix F contains the weights of the ANN obtained from training with the correlation values of the training set. To obtain a better estimation, we need a nonlinear function. We therefore use a two-layer backpropagation neural network 23 trained with the Levenberg-Marquardt algorithm. 24 The hidden layer contains 20 neurons and the output layer contains 3, each of which corresponds to one parameter to estimate ͑Fig. 5͒. For the training of the network, the inputs are the maximum correlation values obtained for the three SDF filters for each image of the training set. The desired outputs are the corresponding known pose parameters. The learning stage uses 100 epochs. The number of epochs, as well as the number of hidden neurons, has been found heuristically. Figure 6 shows the pose estimation results. It is evident from this figure that the estimation is significantly improved compared with the previous linear estimation. The results slightly vary from one training to another because of the random initialization of the ANN. However, the error for the out-of-plane rotation typically has a standard deviation of 0.07 deg and a maximum of 0.25 deg. The error for the in-plane rotation typically has a standard deviation of 0.05 deg and a maximum of 0.15 deg.
D. Recognition Issue
We mentioned previously that the estimated orientation angles make sense only if the presented object is of the true class, namely, the reference object. To know whether this is the case, we included in the pose parameters a recognition flag that is supposed to be 1 only for views of the reference object. We thus achieve simultaneously the object recognition and the pose estimation. When the pose parameters for the evaluation set are retrieved with the two-layer ANN presented in Subsection 2.C, the estimated value of the recognition flag is between 0.99 and 1.01. This confirms that the images of the evaluation set correspond to the reference airplane. However, when we present to the system the false target shown in Fig.  2͑d͒ , the obtained recognition flag is between 0.95 and 1.05 in 82% of the cases ͑result obtained from 5000 trainings͒. For the false target presented in Fig. 2͑e͒ , the recognition flag is between 0.95 and 1.05 in 67% of the cases. The incapacity of the system to discriminate between the reference object and these false targets-including a very dissimilar oneshows that the procedure is not satisfactory. This problem is due to the low discrimination capability of linear correlation. Therefore we describe the use of nonlinear correlation for the pose estimation.
Pose Estimation by Use of Nonlinear Correlation
To improve the recognition capability of our technique, we replace the previous linear correlation with a kth-law nonlinear correlation. 25, 26 As we show next, the problem is then that the relation between the pose parameters and the correlation values becomes strongly nonlinear.
A. Composite Filter by Use of Fourier-Plane Nonlinear Filters
The optimum nonlinear filter is presented in Refs. 27 and 28. For simplicity, we use the kth-law nonlinearity, which is easily implemented in the Fourier domain and is an approximate of the optimum nonlinearity. For every image I, we compute its twodimensional Fourier transform Ĩ. The nonlinear operation consists of raising the modulus of this Fourier transform to the power k while keeping its original phase. The resulting matrix is
where ͉Ĩ͉ is the modulus of Ĩ and Ĩ is its phase. The nonlinear factor k is between 0 and 1. The nonlinearity is all the stronger as k is closer to 0; a value of 1 corresponds to the linear case. If k ϭ 0, the comparison is performed only on the phase information.
The following is similar to what we explained in Section 2, except that we substitute every image I of an object with its nonlinearly transformed Fourier transform Ĩ ͑k͒ . Thus the nonlinear SDF filter is obtained with
Here Ṽ const ͑k͒ contains the matrices Ĩ ͑k͒ of the construction-set images rearranged as column vectors. The symbol ϩ stands for the transpose conjugate. This Fourier-plane SDF filter is then converted back into matrix form and multiplied by the complex conjugate of the nonlinearly transformed Fourier transform of an unknown image. The result of the multiplication is inverse Fourier transformed to provide the correlation plane. Provided that the constraint vector c is real, it can be shown that, because the kth-law nonlinearity preserves Hermiticity, all the obtained correlation values are still real. The correlation result is the value of the maximum correlation peak. The shift invariance is thus preserved.
B. Pose Estimation and Recognition of the Object
We first evaluate the linearity of the correlation-pose transformation. As was done in Subsection 2.B, we construct a nonlinear SDF filter 25, 26 with the two images corresponding to ϭ 0 and ϭ 8 deg, where is fixed at 4 deg. The assigned correlation values are 0.8 and 1. We choose a medium nonlinear factor: k ϭ 0.5. Figure 7 shows the relationship between the in-plane rotation and the nonlinear correlation value. It can be seen that this time the variation is not linear at all in between the two reference views. We can therefore expect that a retrieval of the pose from the correlation values through a linear relation such as Eq. ͑6͒ will be incorrect, even with a leastsquares fit. This is confirmed by Fig. 8 , which presents the result of such an estimation for k ϭ 0.5. In the case of nonlinear correlation, it is hence necessary to use a two-layer neural network to retrieve the pose parameters.
We use an ANN similar to the one used in Subsection 2.C except that it has 40 hidden neurons. The training stage is stopped when the mean-square error reaches 3.10 Ϫ3 ͑approximately 100 epochs͒. Here also the parameters have been found heuristically. The error for the out-of-plane rotation typically has a standard deviation of 0.25 deg and a maximum of 0.9 deg. The error for the in-plane rotation typically has a standard deviation of 0.1 deg and a maximum of 0.5 deg. Figure 9 presents a typical example of pose estimation for the evaluation set. The results are less accurate than with a linear correlation but are nevertheless acceptable. They are approximately four times more accurate than the ones provided by linear fitting. The reason why we introduced the use of a nonlinear correlation is to get a better discrimination in the recognition of the object. To test this discrimination, we study the values of the recognition flag provided by the system when presenting various images. We use a nonlinear factor k ϭ 0.5. In this case, for the images of the reference airplane contained in the evaluation set, we obtain a recognition flag usually between 0.95 and 1.05. For the false target of Fig.  2͑d͒ , the value obtained for the recognition flag varies randomly between approximately Ϫ10 and ϩ10, depending on the random initialization of the network. According to a 5000-trial test, the probability that the recognition flag be between 0.95 and 1.05 is only 7%. Thus, by use of nonlinear correlations, the probability of a wrong classification of the false target is substantially lower than with the linear correlation case. Moreover, it can be further reduced to 0.5% when the result is cross checked with a second-independently trained-network. For the false target of Fig. 2͑e͒ , which is quite similar to the reference object, the probability that the recognition flag be between 0.95 and 1.05 is 21%. It can be reduced to 4.5% by one's cross checking with a second network.
C. Alternate Technique
If the shift-invariance property is not needed, the pose estimation results can be improved. Rather than using the maximum correlation value, the modified technique uses the value of the center of the correlation plane ͑corresponding to the inner product between the nonlinearly transformed filter and image͒. Indeed, the design of SDF filters imposes only the value of the inner product between the image and the filter. In the case of nonlinear correlation, the maximum correlation peak is not always obtained in the origin, and its value may therefore be different from the expected value. Actually, a further improvement can be obtained when the mean of a small window centered on the center of the correlation plane is taken as a correlation value. We found that a 5 ϫ 5 window gives the best results for our application.
This alternate method supposes that the studied object is exactly located at the same place as the reference object. This loss of shift invariance is the price to pay for the improved pose estimation. Note that this alternate technique can also be applied to the linear correlation. However, the gain in accuracy is less noticeable in that case.
Discussion

A. Linear versus Nonlinear Correlation
As we have shown, target recognition and pose estimation can be performed simultaneously, both with linear and with nonlinear correlations. In both cases, the shift-invariance property is achievable. However, there is a trade-off between discrimination capability and accuracy of the pose estimation. Discrimination is improved with nonlinear correlation, whereas pose estimation is more accurate with linear correlation. We showed that the accuracy of nonlinear correlation can be improved at the cost of losing the shift invariance. However, this requires that the position of the object be known with a pixel precision and is therefore of little practical interest in most cases. Actually, the precision achieved with the shift-invariant nonlinear technique is satisfactory ͑accuracy of 0.9 deg͒. If a greater accuracy is needed, one could separate the recognition stage from the pose estimation stage. The recognition alone could be performed with a nonlinear composite filter for high discrimination, and the pose estimation of the recognized target could then be performed with the linear correlation technique. Note that even if the recognition is performed separately the location of the object will not be known with a pixel precision, so it is still important that the pose estimation be shift invariant.
B. Choice of the Construction Set
In the case of nonlinear correlation, the nonlinearity of the response of a composite filter decreases when the angle between the construction images is smaller. We used an incremental angle of 4 deg between our construction images. The linearity, and therefore the pose estimation, might be improved by reduction of this angle. On the other hand, the number of reference images that can be included in a single composite filter without degrading its performance is limited. Thus decreasing the incremental angle between construction images results in reducing the total angular range covered by the filter. Because the full pose space is covered by being tiled with several composite filters, a trade-off has to be made between the total number of tiles and the accuracy of the pose estimation. To keep the total number of filters reasonably low, it is necessary to use filters constructed with a sufficient incremental angle. Our choice of an 8-deg range with an incremental angle of 4 deg between the construction images is not due to theoretical considerations. It is intended to show that the nonlinear response of the filters can be compensated for by the use of a neural network. The amount of tolerated nonlinearity can be used to increase the incremental angle between construction images and therefore to reduce the total number of filters. So, the choice of the incremental angles, the number of construction images, and the number of filters should be adapted to each particular application. The total number of filters could reach a few hundreds if we want to span the full pose space. However, the advantage of the correlation technique is that it can be performed optically, including the nonlinearity. 28 The computation time is thus strongly reduced.
C. Robustness and Limitations
Because our pose estimation relies on the values of the correlation peak, it is somewhat sensitive to factors, such as noise, that modify this value. We tested the influence of several types of distortion applied to the evaluation images. We used ͑1͒ an additive Gaussian white noise with a mean of 0 and a standard deviation of 20% of the maximum intensity of the image, ͑2͒ a multiplicative Gaussian white noise with a mean of 1 and a standard deviation of 0.2, and ͑3͒ a multiplicative Gaussian noise with a mean of 1, a standard deviation of 0.1, and a spatial correlation of 10 pixels to simulate changes in illumination. See Figure 11 for examples of noisy images. Table 1 sums up the results for the shift-invariant pose estimation with linear correlation and noisy images. It can be seen that these levels of noise are somewhat acceptable. However, the same experiment for shift-invariant pose estimation with nonlinear correlation gives unacceptable results: errors of more than 1 deg in standard deviation and several degrees as maximum. The nonlinear correlation tolerates only a couple of percents of noise. The pose estimation with linear correlation is thus more robust than the one with nonlinear correlation. This again pleads in favor of a separate recognition stage that uses nonlinear correlation followed by a pose estimation that uses linear correlation. For both cases of linear and nonlinear correlations, the pose estimation cannot be performed when there is a uniform change of illumination or when a cluttered background is present. The illumination problem might be solved by one's normalizing the input images in energy. In addition, the object would have to be extracted from the background by use of segmentation techniques. 29 -31 
Conclusions
In this paper we showed how to combine composite correlation filters and a neural network to estimate the pose of an object, given only a 2D view. The composite filters were constructed by use of views of the reference object with known orientations. It allowed us to obtain a correlation value that depends on the pose parameters. We have demonstrated that the relationship between the correlation values and the pose parameters is not linear. We therefore proposed to use a two-layer backpropagation neural network to retrieve the pose from the correlation values. This neural network improved the pose estimation results in both cases: linear and nonlinear correlations. We showed that nonlinear correlation is needed for a good discrimination but that linear correlation provides more robust pose estimation. Thus it might be profitable to separate the recognition stage from the pose estimation stage. Even if only linear correlation is considered, our technique provides a significant enhancement over a simple fitted pose estimation matrix. 11 As an illustration of the technique, we estimated the pose of a 3D airplane from 2D views. The pose estimation was performed for out-of-plane rotations and in-plane rotations within an 8-deg range. A larger range can be covered by one's tiling the desired pose space. It is also possible to estimate more than two distortion parameters by one's increasing the number of composite filters. 
