Kalman ¦lters are largely used in the jet engine community for condition monitoring purpose. This algorithm gives a good estimate of the engine condition provided that the residuals between the model prediction and the measurements are zero-mean, Gaussian random variables. In the case of sensor faults, this assumption does not hold anymore and consequently, the diagnosis is spoiled. This contribution presents a recursive estimation algorithm based on a Quadratic Programming (QP) formulation which provides robustness against sensor faults and allows constraints on the health parameters to be speci¦ed. The improvements in estimation accuracy brought by this new algorithm are illustrated on a series of typical test-cases that may be encountered on current turbofan engines.
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INTRODUCTION
Over the last decades, signi¦cant research e¨orts have been undertaken to improve schedule of the maintenance actions of jet engines. Many improvements can be brought by the application of condition-based maintenance where the actions are decided based on the actual health condition of the engine rather than on the sole basis of the number of operating hours. Of course, conditionbased maintenance is only achievable provided that the health of the engine is accurately monitored which involves the recording and the analysis of engine performances over a period of time.
Based on this trend analysis, signi¦cant changes in the mechanical conditions of the engine ¡ degradations ¡ can be detected which provides a means of deciding which maintenance action has to be carried out. Condition-based maintenance is intended to improve engine operability, to provide a longer lifetime and a better availability, but also to lower the cost of maintenance through a better prediction of overhaul actions. This context explains the stronger emphasis on turbine engine performance monitoring given over the last years by the engine manufacturers.
In the framework of performance monitoring applied to condition-based maintenance, degradations of interest are those that are neither directly measurable nor detectable without a deep inspection of the engine. Degradations are split up into progressive wear due to normal operations (erosion, rubbing wear, corrosion, fouling, mechanical wear) and damages due to accidental events (turbine overheatings, heavy landings, foreign object digestions). While the former vary very slowly, the latter are short events involving a brutal drift in engine performances.
These degradations are detected through the analysis of observable performance parameters, the set of which depends on the type and the mission of the engine. Engine instruments are used to monitor the operation of the engine and convey vital information on rotational spool speeds, engine pressure ratio (EPR) and exhaust gas temperature (EGT). Fuel §ow as well as oil quantity, pressure, temperature, and vibration indicators are also available on-board. Special devices are added to detect indications of trouble which may not be revealed by the engine instruments. However, as actual sensors remain intrusive, their integration is always limited by cost, weight, or other constraints due to engine operation and aircraft turbine-engine special instrumentation is usually kept to a minimum.
For on-wing maintenance, the test is carried out while keeping the engine installed in the aircraft (Fig. 1) . While this con¦guration is su©cient to decide whether the engine is acceptable or not, it turns out to be insu©cient to achieve a complete diagnostic (detect and isolate an engine fault) because of the lack of engine instruments available on-board. To overcome the lack of on-board instruments, the engine is unmounted from the aircraft for testing in a speci¦c ground test cell (Fig. 2) . The most striking argument which justi¦es speci¦c test cells is the availability of the thrust measurement which is the most meaningfull quantity of interest for an aircraft turbine engine and which cannot be measured on-board because it would require the engine to be freely-mounted. Depending on the situations, other instruments may also be installed (e.g., pressures, temperatures, air mass §ow rates, etc.) increasing the information available for a test bench diagnostic.
Even if ground testing is well adapted to the solving of the diagnosis problem, it must be kept to a minimum for economic reasons and for noise problems. It is often only carried out after engine installation or for overhaul and cannot provide an early detection of engine faults. With the advent of condition-based maintenance and the steadily rising emphasis on the underlying performance assessment, researches on on-board performance monitoring are encouraged, whose purpose is to detect, isolate, and quantify, at the earliest possible stage, a speci¦c component performance degradation.
Gas Path Analysis
In this contribution, Module Performance Analysis, also known as Gas Path Analysis (GPA), is considered. Its purpose is to assess the changes in engine module performance on the basis of measurements collected along the gas path of the engine [1] . This approach is intended to be relative, in the sense that it is based on a modi¦cation of the gas turbine performance rather than on the determination of their absolute value. This approach allows to track the evolution of a particular engine relative to its initial performance or relative to some nominal performance averaged on a number of similar engines. The GPA approach is illustrated on Fig. 3 , and its principles are the following: the state of the components (fan, lpc, hpc, hpt, lpt, nozzle) can be represented by a set of performance indicators called health parameters noted w which are typically correcting factors on their e©ciency and §ow capacity; a degradation (progressive or accidental) encountered by the engine components induce a modi¦cation of their performance, which, in turn, induces a drift of the global performance of the engine (thrust, fuel consumption) and of some measurements noted y collected along the gas path (temperatures, pressures, mass §ows, shaft speeds); and it is possible to derive a physical or mathematical model of the engine that relates the variation of the health parameters w to the drift of the quantities y measured along the gas path. Figure 3 The GPA approach of gas turbine diagnostic
As the GPA approach to diagnosis considers that the drifts of the observable signals from reference (healthy) values is described by a function of the health parameters w, the latter can be estimated by ¦nding the value w which minimizes the distance between the model prediction y w and the measured value y. Such a problem can be stated by the resolution of the following minimization problem:
where the form of the loss function ρ k (·) must be speci¦ed. The diagnosis problem can be thought of solving the inverse problem of prediction (see Fig. 3 , the health parameter estimation arrow). This inverse problem will be solved using a Kalman ¦lter, as it will be shown in the next section.
Robustness Against Sensor Faults
Besides component degradations, sensor faults may occur too. Loosely speaking, a sensor fault is a data generated by a device whose behavior does no longer follow the manufacturer characteristics. Instrumentation faults can be classi¦ed as systematic errors, such as biases and drifts, or as impulsive noise which are random ¤spikes¥ in the measured data. These instrumentation faults can spoil the estimation of the engine condition. It is therefore mandatory to make diagnosis tools robust against sensor faults. A variety of solutions have been studied in the community, as brie §y summarized below: data cleaning / ¦ltering: it is actually a preprocessing of the measurements, the purpose of which is to remove aberrant values from the samples before they are used in the monitoring algorithm [2, 3] ; banks of Kalman ¦lters have also been applied to cope with sensor faults: each ¦lter uses all sensors but one to estimate the health parameters. The ¦lter that does not rely on the faulty sensor is the only achieving an accurate estimation [7, 8] ; and robust estimation techniques: the concept is to include robustness against sensor faults within the estimation algorithm itself. The robustness is obtained by replacing the least-squares criterion by another one (to be de¦ned later), less sensitive to outliers [911] . In short, an outlier can be de¦ned as an observation that lies outside the overall pattern of a given distribution.
In the present contribution, the development of a new algorithm for performance monitoring based on robust estimation is reported. One of the drawbacks associated with robust estimation is that the estimation problem becomes nonlinear even in the case of a linear system model which increases the computational load. However, it has been shown that the robust estimation problem can be transformed into a QP problem [12] for which e©cient solvers are available. The authors have reported in a previous publication the development of a robust algorithm for performance monitoring using this QP formulation [13] , and have shown the bene¦t in terms of stability and accuracy brought by this robust diagnosis tool.
Sometimes, additional information about the health parameters is available, such as constraints based on physical considerations (e.g., aerodynamic e©cien-cies are not expected to improve over time). Yet, they are generally disregarded in the estimation process because they do not ¦t into the structure of the Kalman ¦lter. Some research [14, 15] has been dedicated to this issue and has shown improved accuracy on the estimated quantities at the price of a tedious inclusion of the constraints. The QP approach allows integration of these constraints in a relatively easy way.
In the light of these considerations, the present contribution reports the formulation of a recursive QP algorithm for robust and constrained engine performance monitoring. The novelty lies in the natural inclusion of constraints on the health parameters in the estimation problem and in a wise recursive implementation. The bene¦t in terms of stability and accuracy brought by this new methodology is illustrated for several sensor faults that may be encountered on a jet engine.
The scope of this section is to present the maximum a posteriori approach used to solve the diagnostic problem as well as the corresponding Kalman ¦lter. The sensitivity of the Kalman ¦lter with respect to outliers is underlined, and the approach to turn the robust estimation problem into a QP one is presented. Finally, the inclusion of constraints on the health parameters and the structure of the resulting algorithm are discussed.
Simulation Model
One of the master pieces of the GPA approach is a simulation model of the engine. These are generally nonlinear aerothermodynamic models based on mass, energy and momentum conservation laws applied to the engine §owpath. Equation
represents such an engine model where k is a discrete time index; u k are the parameters de¦ning the operating point of the engine (e.g., fuel §ow, altitude, Mach number); w k are the aforementioned health parameters; and y k are the gas path measurements. A random variable ǫ k ∈ N (0, R y ) which accounts for sensor inaccuracies is added to the deterministic part G(·) of the model.
The Maximum a Posteriori Approach
The maximum a posteriori approach is based on a Bayesian view of the diagnostic problem and allows one to answer the following question: According to the measurements y k , what is the con¦dence that w k falls in a certain range? In this Bayesian view, not only the measurements but also the health parameters w k to be determined are considered as Gaussian random variables * . Within this framework, the estimated health parameters are obtained by minimizing the following objective function:
The ¦rst term in the right-hand side of Eq. (2) forces the identi¦ed parameters to lie in a neighborhood of prior values w − k . The prior covariance matrix P − w,k speci¦es the shape of this region and summarizes the information contained in the measurement history up to time k − 1. The second term expresses a weighted-least-squares criterion. The residuals r k represent the distance between the parameters measured along the gas path and their prediction by the engine model. The residuals are approximated with a semilinear approach:
where
are respectively the a priori prediction of the measurements and the Jacobian matrix of the engine model around nominal values w hl of the health parameters. The residuals are weighted with a covariance matrix R r that takes into account the fact that both the measurements and the operating conditions are sensed ¡ and hence noisy:
is the in §uence matrix between the operating conditions and the measurements and R u is the covariance matrix of the noise on the measured operating conditions.
To generate the a priori values of the health parameter distribution (i.e., mean w − k and covariance P − w,k ), a model describing the temporal evolution of the parameters must be supplied as well. Generally, few information is available about the way the engine degrades which motivates the choice of a random walk model:
where ω k ∈ N (0, Q k ) is the so-called process noise that provides some adaptability to track a time-evolving fault. The update rule for the health parameters is found by deriving Eq. (2) with respect to w k and setting it to zero. The following equation is obtained:
Substituting Eq. (3) into Eq. (5) leads to the following result:
From this relation, an estimation of the health parameters is found:
which provides an update rule for the health parameters:
in which the matrix K is de¦ned as
The update rule is based on a prediction step (the a priori knowledge w − k ) followed by a correction step involving the distance between the measured values and those predicted by the engine model, as well as the distance between the a priori values of the health parameters and their reference (healthy) values.
Kalman Filter Implementation
The semilinear approach and the resulting predictioncorrection structure developed in the previous section can be naturally implemented through a Kalman ¦lter [16] . A number of researchers have used this recursive algorithm in order to assess the health parameters.
The matrix K de¦ned by the relation (7) will be the gain matrix of the Kalman ¦lter. Unfortunately, the calculation of K involves three matrix inversions which is costly in terms of calculation e¨ort. Using the following lemma: Figure 4 Kalman ¦lter logic for the sequential estimation of the health parameters
PROGRESS IN PROPULSION PHYSICS
Require:
acquire u k and y k 4: the gain matrix can be rewritten in a more e©cient way:
A Kalman ¦lter applied to the update rule for the health parameters (6) is represented in Fig. 4 . Algorithm 1 (Fig. 5 ) summarizes in a pseudocode style the predictorcorrector architecture of the Kalman ¦lter.
Prediction step:
the estimation of the health parameters at instant k − 1 is provided by the transition model (4) which gives an a priori value w − k and an a priori covariance matrix P − w,k (line 2); the data are acquired (line 3); the a priori value of the health parameters is provided to the engine model which delivers an estimation of the measurements y − k ; these estimated measurements are compared to the values measured on the engine and a priori residuals are formed r
the Kalman gain K is computed using Eq. (8) (line 5); the a priori residuals are used to correct the a priori values of the health parameters using the Kalman gain matrix K; the covariance matrix is also updated, providing the a posteriori distribution (line 6).
The Kalman gain matrix deserves a particular attention as far as the stability of the estimation procedure. The matrix GP − w,k G T represents the projection on the measurements space, of the a priori covariance of the heath parameters. This allows one to weight the uncertainty on the heath parameters to the uncertainty on the measurements. The Kalman gain may be thought as a weighting factor balancing the health parameters update with the a priori knowledge:
Kalman gain = a priori uncertainty a priori uncertainty + measurement uncertainty .
The interested reader may consult Ref. [17] for an extensive derivation and additional details, in particular, for the update rule for the covariance matrix P w,k .
From Kalman Filtering to Robust Quadratic Programming Estimation
One of the assumptions in the derivation of the Kalman ¦lter is the zero-mean Gaussian nature of the measurement noise. The quadratic penalization of the residuals in the objective function (2) is derived directly from this hypothesis and makes the algorithm very sensitive to large residuals. Consequently, even a small amount of outliers can strongly deteriorate the quality of the estimation. Robust estimation techniques aim at lowering the sensitivity with respect to large residuals by replacing the Gaussian probability density function by another noise distribution prone to outliers. Among the many candidate distributions, the so-called δ-contaminated function (also known as Huber£s function) has received much attention in the literature and is selected in this contribution. A detailed description of this function is beyond the scope of this paper but can be found in [18] . Basically, Huber£s function consists in a Gaussian random variable contaminated by a fraction δ of outliers.
Mathematically, the linear dependancy in the residuals r k in Eq. (5) is replaced with a function ψ(r k ) that lowers the in §uence of large residuals:
Huber£s weighting function is sketched in Fig. 6 for a scalar random variable ǫ. Mathematically, it can be written as:
where σ is the standard deviation of the ¤clean¥ Gaussian variable and the scalar -is a threshold depending on the contamination level δ (e.g., -= 1.399 for δ = 0.05). Adopting Huber£s function as the penalization function of the residuals leads to robustness against sensor faults but turns the simple linear function (5) for Figure 6 Huber£s weighting function for a scalar parameter update into a nonlinear one. No explicit update formula can be obtained and relation (9) must be solved numerically, with Newton£s method, for instance. This might be cumbersome for on-line applications.
PROGRESS IN PROPULSION PHYSICS
Nonetheless, it is shown in [12] that the nonlinear program resulting from the choice of a noise distribution following Huber£s law can be transformed into a quadratic program for which e©cient and fast solvers are available [19] . In [13] , the authors have derived a Sensor Fault Detection and Isolation module based on this formulation which has been integrated with a tool for engine performance monitoring. As a reminder, the milestones are reported below.
As a ¦rst step, a vector b k is introduced in the measurement Eq.
(1) to model the outliers:
The objective function of the robust estimation problem becomes * :
The equivalence between solving Eq. (9) for w k with Huber£s ψ function and minimizing the objective function (12) with respect to w k and b k is established in [12] . It should be pointed out that the criterion (12) is convex and therefore, admits a global optimum.
Finally, the quantities b k and |b k | are replaced with their positive and negative parts in order to transform the objective function (12) into a quadratic one:
With this change of variables, the objective function writes down:
Constraints Handling in the Kalman Filter and Quadratic Programming Frameworks
In the case of condition monitoring, additional information about the health parameters is generally available. For instance, assuming that no maintenance actions are undertaken, the aerodynamic e©ciencies of compressors and turbines are expected not to improve over time. These constraints actually increase in some way the a priori knowledge and should therefore be taken into account in the estimation problem. Unfortunately, the Kalman ¦lter algorithm does not allow such constraints to be easily integrated. Two solutions have been investigated in the literature.
On the one hand, the soft-constrained approach (see [15] ) modi¦es the objective function (2) by adding a third term analogous to the ¦rst one which forces the a posteriori values of the health parameters to stand in some neighborhood of the constrained values. While quite easy to understand, this technique ensures the respect of the constraints only on average. Moreover, from a user£s standpoint, it may turn di©cult to tune the various involved parameters (such as shape and size of the neighborhood).
On the other hand, the hard-constrained approach aims at enforcing the constraints at each time step. In [14] , a two-step procedure is proposed. First, a regular Kalman ¦lter estimates the parameters, which are seen as an unconstrained solution. Then, a QP problem is solved that projects the unconstrained solution inside the constraint boundary. The constrained solution possesses a number of interesting properties that are proved in [14] . This solution looks quite appealing but makes the algorithm more complex due to the addition of the projection problem.
The QP formulation introduced in the previous section for robust estimation o¨ers the required framework to include seamlessly constraints on the health parameters. Note that the variables b + k and b − k are already forced to be nonnegative through their very de¦nition, cf. Eq. (13) . Similarly, side constraints ¡ or even linear inequality constraints ¡ can be set on the health parameters. In the present application, only side constraints are considered. Bounds can be speci¦ed either for the parameter itself, or for its derivative as shown for the case of upper bounds in:
where j is the index of the constrained health parameter, w up and δw up are the upper bounds on the parameters and on their rates of variation, respectively.
Considering the performance tracking of a turbofan engine, it is known that the e©ciency of all components and the §ow capacities of the compressors decrease with usage. Accordingly, constraints of type (15) are set on the corresponding health parameters. Ideally, the bounds δw up on the rate of variation should be set to zero to re §ect the deterioration. Nonetheless, they are set in practice to a small positive value because the estimates may oscillate around the true value.
Practical Implementation of the Algorithm
As a result of the inclusion of robustness and constraints in the estimation problem, the updated parameters are obtained by solving the following quasiunconstrained Quadratic Problem: (16) where j ∈ the set of constrained parameters.
The Kalman ¦lter structure serves as a basis in order to derive a recursive algorithm based on the QP formulation. It can be seen in algorithm 1 that the
acquire u k and y k 4:
solve QP problem (16) to obtain w k 6: Kalman ¦lter propagates the mean and the covariance matrix of the health parameter distribution. Yet, it can also be noted that in the objective function (14) , the inverse of the covariance matrix appears. Therefore, the developed recursive QP algorithm rather updates this inverted covariance matrix, also known as the information matrix, • w,k = P −1 w,k (see [20] for further details). The pseudocode of the resulting algorithm is proposed in algorithm 2 (Fig. 7) . It can be noticed that the computation of the a priori information matrix requires a matrix inversion (line 2) while the update of the information matrix is a simple matrix addition (line 6). As previously mentioned, the explicit update rule for the health parameters is replaced with the solution of Eq. (16).
APPLICATION EXAMPLE

Engine Layout
The application considered as a test-case is a large bypass ratio, mixed- §ow turbofan. The engine performance model has been developed in the frame of the OBIDICOTE * project and is detailed in [21] . A schematic of the engine is sketched in Fig. 8 where the location of the eleven health parameters and the station numbering are also indicated. One command variable, namely, the fuel §ow rate fed in the combustor, is considered in the following.
The sensor suite selected for tracking the performance degradation is representative of the instrumentation available on-board contemporary turbofan engines and is detailed in Table 1 where the accuracy of each sensor is also reported. The upper four sensors de¦ne the operating conditions (fuel §ow, inlet total pressure and temperature, ambient pressure) and the remaining eight are the gas path sensors. In this con¦guration, the number of health parameters to estimate exceeds the number of gas path sensors. Therefore, if a sensor fault occurs, it is likely that several combinations of the health parameter deviations exactly reproduce the sensor fault, thus leading to a wrong diagnosis of the engine condition. To allow the simultaneous detection of sensor and component faults, the redundancy must consequently be increased.
In the present application, the redundancy is extended by taking into account the fact that, on modern engines, the instrumentation is generally ¤dual-channeled:¥ each of the eight probes is connected to two independent lanes (sensing element and signal processing hardware). As a result, 16 measurements are available which provides the necessary redundancy to perform the robust estimation problem. It must be pointed out that this trick does not modify the 
observability of the health parameters, which is linked to the variety in the sensor suite.
De¦nition of the Test-Cases
A series of test-cases has been designed to assess the e©ciency of the new robust and constrained estimation technique. Due to nonavailability of real data, simulated ones are used instead. Cruise conditions (Alt = 10800 m, Mach number = 0.82, -T ISA = 0 K) are assumed. The §ight sequence is 5000 s long and 
the sampling rate is set to 2 Hz. Gaussian noise, whose magnitude is speci¦ed in Table 1 is added to the generated measurements to make them closer to real ones. The engine wear is simulated from the component fault case proposed in [22] . It consists in a drift of nearly all health parameters, starting from a healthy engine (all parameters at their nominal values) at t = 0 s and with the following degradation at the end of the sequence (t = 5000 s): −1.5% on SW12R, −1.2% on SE12, −1.0% on SW2R, −1.0% on SE2, −2.3% on SW26R, −1.4% on SE26, +0.88% on SW41R, −1.6% on SE41, and −1.3% on SE49.
Three types of sensor faults are investigated in the test-cases: impulsive noise (spikes), sensor bias, and sensor drift. The sign of the sensor fault must also be accounted for, this results in six types of sensor faults which are summarized in Table 2 .
The level of impulsive noise per sensor is set to 5%, which means that on average, 5 out of 100 samples are aberrant. The magnitude is set to ±10 times the standard deviation. For the biases, only one sensor is simulated faulty at a time. The bias starts at t = 1000 s and does not evolve till the end of the sequence. Considering the drifts, only one sensor is simulated faulty at a time as well. The drift starts at time t = 1000 s with a magnitude of zero and reaches a magnitude of ±10 standard deviation at t = 5000 s. The magnitudes of the sensor faults have been selected according to contributions from members of the OBIDICOTE project.
Figure of Merit
It is proposed to compare the e©ciency of three estimation tools which are the standard Kalman ¦lter (KF), the robust Quadratic Programming (QPR) and the robust and constrained Quadratic Programming (QPRC). To this end, a ¦gure of merit consisting in the maximum Root Mean Squared Error (RMSE) over the whole sequence is de¦ned as:
where w hl are the nominal values of the health parameters. Given the stochastic nature of the measurement noise, each test-case has been run twenty times and the RMSEs reported in Tables 35 are the averages over those twenty runs. A test-case characterized by an averaged maximum RMSE below 0.25% is declared as successful which is indicated by a checkmark. This threshold corresponds to three times the standard deviation of the identi¦ed health parameters (i.e., the square root of the diagonal terms of the covariance matrix P w,k ).
Results ¡ Impulsive Noise
In Table 3 , the ¦gures of merit are reported for the test-cases involving no sensor fault and impulsive noise (fault types a and b). The three algorithms achieve roughly the same accuracy when none of the sensors is faulty. It can be seen that the standard Kalman ¦lter is unable to correctly track the engine condition when spikes pollute the data. This underlines the high sensitivity of least-square-based methods with respect to outliers. On the contrary, the robust QP algorithm, constrained or not, is not perturbed by the impulsive noise. For the present case, the inclusion of constraints on the health parameters does not improve the estimation.
Results ¡ Sensor Biases
The ¦gures of merit of the three algorithms in the case of a biased sensor are given in Table 4 . It can be noticed that the Kalman ¦lter is unable to perform an accurate diagnosis of the engine condition when only one of the sixteen sensors is biased. This is a further illustration of the sensitivity of the Kalman ¦lter to aberrant data. Considering both robust tools, they seem una¨ected by the biased sensor and have nearly the same e©ciency as for the no-fault case. The proposed robust estimation approach allows indeed the detection and isolation of the faulty sensor which results in an accurate assessment of the engine health.
Here again, the QPRC algorithm does not perform better than the unconstrained one (QPR). This can be explained by the fact that the robust criterion has a classi¦cation nature (see Huber£s function (10) and Fig. 6 ) and therefore, it isolates sensor biases quite naturally. The sensor fault being correctly identi¦ed, its contribution is removed from the estimation process. As a result, adding constraints on the health parameters does not provide any supplemental advantage. 
Results ¡ Sensor Drifts
The performance of the diagnosis tools when the data is contaminated by a drifting reading on one sensor is presented in Table 5 . As for the sensor bias cases, the regular Kalman ¦lter is totally fooled by the drifting sensor and the resulting health assessment is spoiled. It can also be seen that the QPR algorithm provides an accurate estimation in all but three cases which are a positive drift on fan bypass outlet pressure p 0 13 , and a negative drift on high pressure spool speed N lp and on exhaust gas temperature T 0 6 . For those three cases, the QPR algorithm erroneously assigns the sensor fault to the healthy lane. As a result, the health parameters are adapted so as to cope with the real engine condition and with the faulty sensor channel. This misclassi¦cation of the sensor fault is due to its nature. Indeed, the drift starts with a null magnitude and increases linearly with a soft slope. Hence, in the early moments after it appears, the drift has a magnitude lower than the threshold of the robust criterion. Moreover, classical Gaussian noise is superimposed to this drift which makes the detection task even more di©cult.
Correct isolation of every sensor drift might be achieved by enhancing the variety in the sensor suite. Another solution is to increase the available information by specifying constraints on the health parameters as has been discussed in a previous section. The ¦gures of merit related to the QPRC algorithm in e¨ect show that it is a wise solution which allows all test-cases to be accurately solved.
To conclude this short analysis of the results, Fig. 9 sketches the evolution of the identi¦ed health parameters in the case of a drift on p 0 13 . The left column is related to the QPR algorithm while the right column is related to the QPRC algorithm. Figure 9a shows the parameters of the compressors and Fig. 9b , the parameters of the turbines and nozzle. Figure 10a shows the sensor status (good = 1, faulty = 0) and Fig. 10b , the value of the sensor fault.
Looking at the QPR results, it can be noticed that the misclassi¦cation of the drifting sensor (channel 2 is declared faulty by the algorithm whereas it is actually channel 1) leads to an error in the estimation of all parameters and particularly SE12, SW41R, SW49R, and SE49. It is also interesting to point out that the fan e©ciency factor SE12 improves from about 2000 s which is not a physical solution.
The addition of constraints on the rate of variation on all e©ciency factors and on the compressor §ow factors solves this issue as can be seen from the QPRC results. Around 2000 s, the slope of SE12 and SE49 decreases as in the unconstrained case. However, the constraints limit this e¨ect which eases the identi¦cation of the true faulty sensor (channel 1). Then, the estimated health parameters track their actual values. A similar analysis can be conducted for the case of a drift on N lp and on T 
CONCLUDING REMARKS
In this contribution, an original algorithm for constrained and robust estimation of engine condition has been proposed based on a QP approach. The proposed methodology can be considered as a generalization of the Kalman ¦lter which brings robustness against sensor faults and allows constraints to be set easily on the estimated parameters. The improvement in estimation e©ciency have been illustrated on a number of simulated but realistic test-cases. The robust estimation tool can cope accurately with impulsive noise and sensor biases. By adding constraints which are physically meaningful, the robust and constrained estimation tool is made insensitive to sensor drifts.
Those results are promising, yet a number of issues have to be addressed in future research. The ¦rst question of practical interest is to determine the minimum level of bias for each sensor that can be e¨ectively isolated by the robust algorithm. The second point is to make the present algorithm, which is primarily dedicated to performance monitoring, capable to track abrupt variation of the engine condition. This is a challenging problem as an abrupt component fault could be interpreted as a combination of sensor biases.
