Abstract. A set of vertices D is a dominating set of a graph G (V, E) if every vertex in V D is adjacent to a vertex in D. The domatic number d(G) of a graph G (V, E) is the maximum number k such that Vcan be partitioned into k disjoint dominating sets D, Dk. The main purpose of this paper is to give linear algorithms for the domatic number problem in interval graphs. This paper also proves that d(G) 6(G) + for any interval graph G, where 6(G) is the minimum degree of a vertex in G.
Dk. The domination set problem and its variations have been extensively studied; however, the domatic number problem is much less well known.
Lower bounds and upper bounds for the domatic number were studied in 4 ]- 6 ], [9] -[1 1], and [13] . In particular, [6] showed that d(G) _-< t3(G) + for any graph G, where 6(G) is the minimum degree of a vertex in G. G is domatically full if d(G) 6(G) + 1. Cockayne and Hedetniemi [6] determined d(G) for some special classes of graphs; consequently, Kn, Kn, C3,, trees and maximal outerplanar graphs are domatically full.
The domatic number problem is NP-complete for general graphs [7] and circulararc graphs [2] . The problem is solved in O(n 2 log n) time for proper circular-arc The main purpose of this paper is to give linear algorithms for the domatic number problem in interval graphs. As a by-product we also prove that interval graphs are domatically full.
An intervalfamily is a set of intervals on the real line. An interval family is proper if no interval is properly contained within another interval. A graph is a (proper) interval graph if there is a one to one correspondence between the vertices of the graph and the intervals of a (proper) interval family such that two vertices are joined by an edge if and only if their corresponding intervals overlap.
Interval graphs have been extensively studied and used as models for many real world problems. In particular, they have applications in archaeology, genetics, ecology, psychology, traffic control, computer scheduling, storage information retrieval, and electronic circuit design (see 8 ] , 12 ]).
Booth and Lueker 3 gave a linear algorithm for deciding whether a given graph is an interval graph and constructing, in the affirmative case, the required interval family. In this paper we begin with the assumption that G is known to be an interval graph, and a corresponding interval family is given.
Received by the editors June 30, 1989; accepted for publication (in revised form) March 6, 1990 For the sake of simplicity we will denote an interval graph G as G(I) and deal with intervals instead of vertices. In this way, the closed neighborhood N[ i] of an interval is the set of all intervals that overlap with interval i. A dominating set for G(I) corresponds to a subset S of intervals in I such that every interval in I overlaps with at least one interval in S. 3. The algorithms. In this section we will give two efficient algorithms for the domatic number problem in interval graphs G(I). For technical reasons, we first augment I with two "dummy" intervals 0 and n + such that a0 -1, b0 0, an+ 2n + and bn + 2n + 2. We then construct an acyclic directed graph H as follows. Proof. Suppose io, il, ir) is a directed path from node 0 to node n + in H. By the definition of an arc in H, bi0 < bi, < < bir. 
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A dominating set of G(I) does not necessary correspond to a directed path from node 0 to node n + in H. So we cannot conclude immediately, as in [1 ] , that the domatic number of G(I) is equal to the maximum number of disjoint paths from node 0 to node n + in H. In fact our definition of directed graph H is different from that in [1 ] . The way our algorithms work is by means of the following duality relation. LEMMA 3.2 [6] (weak duality inequality), d(G) _-< 6(G) + for any graph G. The main idea of our algorithms is to find 6 + disjoint dominating sets in G(I), or equivalently 6 + disjoint paths from node 0 to node n + in H. We will present two algorithms for this purpose. The first algorithm finds the dominating sets one by one. The second algorithm finds all dominating sets simultaneously. Section 4 implements these algorithms and shows that their running times are linear. In the above implementation, each closed neighborhood is considered as an unsorted single linked list. To get some interval j in N[ next(i)] we simply get the first element of the list and delete it from the list. If its label is nonzero, we continue to get the first element from the remaining list until an interval with label zero is found. 
