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Angesichts st¨ andig zunehmender Werbeintensit¨ at ist die Aufmerksamkeitswirkung
eines Werbemittels, die in der Praxis haupts¨ achlich mit Hilfe ungest¨ utzter Recall-
tests gemessen wird, ein wesentliches Qualit¨ atsmerkmal. Die bisher g¨ angigen Aus-
wertungsmethoden beschr¨ anken sich auf die (univariate) Berechnung von Recallwer-
ten, die ¨ uber Referenzwerte mit konkurrierenden Werbemitteln verglichen werden.
Der vorliegende Artikel zeigt, wie Recall-Daten durch Anwendung multivariater Ver-
fahren, insbesondere zweimodaler Klassiﬁkationsverfahren, informativer ausgewertet
werden k¨ onnen. Der Informationsgewinn entsteht durch die Ber¨ ucksichtigung von
¨ Ahnlichkeitsbeziehungen zwischen Werbemitteln und durch Visualisierung von Zu-
sammenh¨ angen, die bei univariater Auswertung verborgen bleiben.
1 Zur Kontrolle der Aufmerksamkeitswirkung
von Werbemitteln
Die Werbeinvestitionen entsprechen im Jahr 1996 mit 56 Mrd. DM voraussicht-
lich etwas mehr als 1,55% des Bruttoinlandsproduktes in Deutschland (vgl. ZAW
1996, S. 10). Diese Zahl verdeutlicht, daß Unternehmen Werbung als einen wesentli-
chen Erfolgsfaktor der Wettbewerbswirtschaft auﬀassen. Unterst¨ utzt wird diese Hal-
tung durch die aktuellen Marktbedingungen - insbesondere im Konsumg¨ uterbereich.
Ges¨ attigte M¨ arkte, Verdr¨ angungswettbewerb, technisch weitgehend ausgereifte Pro-
dukte mit kaum erkennbaren Qualit¨ atsunterschieden und ohne wirklich innovative
Eigenschaften f¨ uhren dazu, daß immer mehr Marktkommunikation betrieben wer-
den muß, um auf Produkte aufmerksam zu machen und Konsumenten als Kunden
zu gewinnen.
Empirischen Untersuchungen zufolge betrug die gesamtgesellschaftliche Informati-
ons¨ uberlastung, d.h. der Prozentsatz angebotener Information, der den Empf¨ anger
nicht erreicht, bereits 1987 ¨ uber 98% (vgl. Kroeber-Riel 1987, S. 485ﬀ.). Zwar sind
in diesem Anteil auch die Streuverluste enthalten, also jener Teil an Informationen,
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1der an ein breites Publikum weitergegeben wird, aber nur f¨ ur eine spezielle Ziel-
gruppe bestimmt ist. Streuverluste sind aber nicht der ausschlaggebende Grund f¨ ur
den “information overload”; Tatsache ist vielmehr, daß selbst die Zielgruppe die f¨ ur
sie bestimmten Informationen nicht vollst¨ andig nutzt. Die Informations¨ uberlastung
wird in den kommenden Jahren zus¨ atzlich wachsen, weil neue Anbieter in den Markt
eintreten und durch technischen Fortschritt neue Medien zur Informations¨ ubertra-
gung einsetzbar werden. Die Informationsaufnahmef¨ ahigkeit der Empf¨ anger kann
dagegen aufgrund biologischer Restriktionen nicht nennenswert gesteigert werden.
Werbung muß folglich Aufmerksamkeit erregen, damit sie sich durchsetzen und ins
Bewußtsein oder Unterbewußtsein des Konsumenten vordringen kann. Der Kon-
trolle der Aufmerksamkeitswirkung wird daher in der einschl¨ agigen Literatur zur
Konsumentenforschung (vgl. hierzu bspw. Kroeber-Riel 1990 und 1992) ein erheb-
licher Stellenwert zugebilligt. Ungest¨ utzte Recalltests, die oft f¨ alschlicherweise zur
Ermittlung der Kommunikationsleistung eingesetzt und dann zu Recht als nicht
valide kritisiert wurden, eignen sich zur Analyse der Aufmerksamkeitswirkung im
Sinne der Durchsetzungsf¨ ahigkeit eines Werbemittels (1). Bei der Durchf¨ uhrung von
Recalltests wird durch Befragung festgestellt, an welche Werbemittel bzw. an wel-
che Teile eines Werbemittels sich die Testpersonen erinnern. Charakteristisch f¨ ur
den ungest¨ utzten Recall ist, daß auf Erinnerungshilfen (Abbildungen, Markenzei-
chen, Auswahllisten etc.) verzichtet wird, mithin also aktive Ged¨ achtnisinhalte der
Probanden abgerufen werden. Aus Platzgr¨ unden soll an dieser Stelle nicht auf einzel-
ne Varianten von ungest¨ utzten Recalltests eingegangen werden, der Leser wird auf
die einschl¨ agige Literatur verwiesen (vgl. z.B. Rehorn 1988). In der Praxis werden
¨ uberwiegend Folder-Tests f¨ ur Anzeigen bzw. Studiotests f¨ ur TV- und H¨ orfunkspots
eingesetzt. Beim Folder-Test wird den Probanden eine Mappe mit Anzeigen, ggf.
erg¨ anzt um redaktionelle Beitr¨ age, vorgelegt. Nach Durchsicht und R¨ uckgabe der
Mappe werden die Versuchspersonen befragt, an welche Anzeigen sie sich erinnern.
Der Prozentsatz der Befragten, die sich an eine bestimmte Anzeige erinnern, wird als
Kennzahl f¨ ur die relative Aufmerksamkeitswirkung der betreﬀenden Anzeige angese-
hen (vgl. Rehorn 1988, S. 27). In ¨ ahnlicher Weise wird beim Studiotest verfahren, nur
werden hier an Stelle der Pr¨ asentation eines Folders mit Printanzeigen Sequenzen
von TV- oder H¨ orfunkspots vorgef¨ uhrt.
G¨ angige Praxis ist es bis dato, lediglich den Anteil der Personen, die sich an den
Testspot oder die Testanzeige erinnern konnten, auszuweisen und mit kategoriespe-
ziﬁschen Referenzwerten zu vergleichen.
Um aussagef¨ ahige Ergebnisse im Hinblick auf die Durchsetzungsf¨ ahigkeit zu erhal-
ten, ist es jedoch realit¨ atsn¨ aher, zumindest die wichtigsten Konkurrenz-Werbemittel
in den Test mit aufzunehmen, und damit einer relativen Beurteilung eines Werbemit-
tels den Vorzug gegen¨ uber einer absoluten einzur¨ aumen. Ferner erscheint es sinnvoll,
nicht einen einzelnen Recallwert f¨ ur die gesamte Zielgruppe zu berechnen, sondern
die segmentspeziﬁsche Durchsetzungsf¨ ahigkeit zu ermitteln.
Ziel dieser Arbeit ist es zu zeigen, wie auf ungest¨ utzten Recalltests basierende Er-
gebnisse durch Anwendung multivariater Verfahren, insbesondere zweimodaler Clu-
steranalysen, informativer ausgewertet werden k¨ onnen. Durch die Ber¨ ucksichtigung
von ¨ Ahnlichkeitsbeziehungen zwischen konkurrierenden Werbemitteln und durch Vi-
sualisierung von strukturellen Zusammenh¨ angen, die bei univariater Auswertung
verborgen bleiben, gelingt es, einen h¨ oheren Anteil der Ursprungsinformation zu
konservieren.
22 Grundlagen der zweimodalen Klassiﬁkation
Aufgabe der Klassiﬁkationsverfahren allgemein ist die Zusammenfassung von Ele-
menten zu Klassen, so daß innerhalb der Klassen m¨ oglichst große ¨ Ahnlichkeit und
zwischen den Klassen m¨ oglichst große Un¨ ahnlichkeit besteht (vgl. Opitz 1980, S. 65ﬀ.).
Eine bestimmte Menge von Elementen wird dabei als Modus bezeichnet.
Elemente eines speziellen Modi k¨ onnen Objekte (z.B. Werbemittel), Merkmale (z.B. Items
zur Beschreibung von Objekten), Meßbedingungen oder Zeitpunkte sein. Sollen Ele-
mente verschiedener Modi, also beispielsweise Objekte und Merkmale, in einem Clu-
ster zusammengefaßt werden, so wendet man Verfahren der multimodalen, andern-
falls Verfahren der einmodalen Klassiﬁkation an.
In der hier angewandten, zweimodalen Clusteranalyse werden Zeilen- und Spalten-
elemente einer Datenmatrix simultan klassiﬁziert. Als Input wird eine Datenmatrix
X der Form











 , i = 1,...,n, j = 1,...,m
ben¨ otigt, wobei der Index i die Zeilenelemente und der Index j die Spaltenelemente
kennzeichnet. Im vorliegenden Fall wird xij den Anteil der Versuchspersonen aus
Zielgruppensegment i kennzeichnen, die sich an Werbemittel j erinnerten.
Die allgemeinen Vorteile des Einsatzes zweimodaler Clusteranalysen werden durch
den Vergleich mit einmodalen Verfahren deutlich: eine einmodale Klassiﬁkation lie-
fert idealerweise mehrere in sich homogene, untereinander jedoch heterogene Cluster
von Elementen eines Modi, in diesem Fall von Zielgruppensegmenten. Man weiß, daß
in einem Cluster zusammengefaßte Zielgruppensegmente im Hinblick auf die Struk-
tur der erzielten Recallwerte ¨ ahnlich sind; wie ein bestimmter Cluster zu beschreiben
ist, wie er sich von anderen Clustern unterscheidet, wird allerdings erst durch die
erneute Analyse der Ausgangsdaten klar.
Hier stellt die zweimodale Klassiﬁkation eine hervorragende Interpretationshilfe zur
Verf¨ ugung: dadurch, daß Zielgruppensegmente und Werbemittel simultan klassiﬁ-
ziert werden, l¨ aßt sich ein Cluster ohne R¨ uckgriﬀ auf Einzelwerte in der Datenbasis
und ohne Berechnung von Lage- und Streuungsparametern sofort treﬀsicher be-
schreiben, weil die Werbemittel, die von den Clusterobjekten vergleichsweise h¨ auﬁg
erinnert wurden, ebenfalls im Cluster enthalten sind.
Weitere Vorteile, wie etwa der aus der Analyse des Fusionsprozesses resultierende
Erkenntnisgewinn, werden sp¨ ater an den entsprechenden Stellen hervorgehoben.
Zweimodale Klassiﬁkationsverfahren lassen sich – grob vereinfacht – in hierarchi-
sche und nicht-hierarchische Verfahren unterteilen. W¨ ahrend letztere lediglich eine
fertige Klassiﬁkation liefern, zeigen hierarchische Verfahren den Fusionsprozeß als
Baumdiagramm (Dendrogramm) und liefern damit weitere, wertvolle Erkenntnisse.
2.1 Nicht-hierarchische zweimodale Klassiﬁkationsverfahren
Der von McCormick/Schweitzer/White (vgl. McCormick/Schweitzer/White 1972,
S. 993ﬀ.) entwickelte Bond-Energy-Algorithmus (BEA) permutiert die Zeilen und
3Spalten einer Datenmatrix X so, daß eine Matrix mit dichten Bl¨ ocken numerisch








xij (xi−1,j + xi+1,j + xi,j−1 + xi,j+1) , (1)
mit x0,j = xn+1,j = xi,0 = xi,m+1 = 0 .
Die zu den Bl¨ ocken geh¨ orenden Objekte und Merkmale bilden jeweils einen zwei-
modalen Cluster.
Als Hauptkritikpunkt am BEA ist das Fehlen einer eindeutigen Vorschrift zur Bil-
dung von Clustern zu nennen. Selbst eine optimal permutierte Matrix l¨ aßt un-
ter Umst¨ anden großen Spielraum bei der Interpretation, da die Abgrenzung von
“Bl¨ ocken numerisch hoher Werte” subjektiven Einﬂ¨ ussen unterworfen ist. Dar¨ uber
hinaus ist f¨ ur die G¨ ute der Klassiﬁkation keine Kennzahl vorgesehen (vgl. DeSarbo
1982, S. 450).
Eine weitere Gruppe nicht-hierarchischer Verfahren bilden die GENNCLUS-Varian-
ten, mit deren Hilfe zweimodale, disjunkte oder nicht-disjunkte Klassiﬁkationen er-
zeugt werden k¨ onnen.
Unter Verwendung der Datenmatrix X lautet das GENNCLUS-Modell
ˆ X = PWQ
T + C mit (2)
ˆ X = (ˆ xij)n×m = Matrix der gesch¨ atzen Auspr¨ agungen von Objekt
Oi bzgl. Merkmal Mj
i = 1,...,n, j = 1,...,m
P = (pir)n×k = Matrix der bin¨ aren Zugeh¨ origkeitszahlen von Ob-
jekt i zu Cluster r
i = 1,...,n, r = 1,...,k
Q = (qjr)m×k = Matrix der bin¨ aren Zugeh¨ origkeitszahlen von
Merkmal j zu Cluster r
j = 1,...,m, r = 1,...,k
W = (wrr′)k×k = Matrix der Beziehungen zwischen Cluster r und r′
(Clustergewichtungen)
r,r′ = 1,...,k
C = (c)n×m = Matrix mit konstanten Elementen.
Im Modell (??) sind die Matrizen P,W,Q und C zu sch¨ atzen. Hier wird unterstellt,
daß die ¨ Ahnlichkeit zweier Elemente als additives Maß der Gewichte jener Cluster
angesehen werden kann, denen beide Elemente angeh¨ oren.
Zur L¨ osung von (??) wurden verschiedene Algorithmen vorgeschlagen (vgl. DeSarbo
1982, S. 453ﬀ., Both/Gaul 1985, S. 2ﬀ., Gaul/Schader 1996, S. 20f.). Bei allen an-
gegebenen L¨ osungsverfahren muß die Klassenanzahl k a priori angegeben werden.
Idealerweise erh¨ oht man also – beginnend mit k0 = 2 – die Anzahl der Cluster
schrittweise um eins bis zu einer als sinnvoll erachteten Obergrenze kmax. Anhand
der G¨ utekriterien VAF oder TIC (2) ermittelt man diejenige Clusteranzahl, die die
Ausgangsdaten in X am besten reproduziert.
4Zusammenfassend kann festgehalten werden, daß der entscheidende Vorteil der GENN-
CLUS-Varianten darin liegt, daß der Anwender auch nicht-disjunkte Klassiﬁkationen
vornehmen, also Werbemittel oder Zielgruppensegmente ggf. mehreren Klassen zu-
ordnen kann.
Dabei darf nicht ¨ ubersehen werden, daß die L¨ osung von (??) mit Hilfe von Gra-
dientenprojektionsverfahren erfolgt, so daß das Auﬃnden globaler Extremalstellen
nicht gesichert ist. Je nach Beschaﬀenheit der Datenmatrix h¨ angt die G¨ ute der re-
sultierenden Klassiﬁkation in hohem Maße von der Startkonﬁguration, d.h. von der
Vorgabe der Matrizen P und Q ab.
2.2 Hierarchische zweimodale Klassiﬁkationsverfahren
Ziel der von Eckes/Orlik (vgl. Eckes/Orlik 1991 und 1993) entwickelten Zentroid-
Eﬀekt-Methode ist es, die Objekte und Merkmale der Datenmatrix X in zweimodale
Cluster mit minimaler innerer Heterogenit¨ at zusammenzufassen. Als Maßstab f¨ ur die
Heterogenit¨ at einer Klasse Kr dient das varianz¨ ahnliche Kriterium
MQAr = r + (¯ xr − µ)
2 , (3)
wobei r die Varianz der r−ten Klasse, ¯ xr den Mittelwert der Auspr¨ agungen in Klasse
r und µ den maximalen Eintrag in der Datenmatrix bezeichnen.
Eine v¨ ollig andere Vorgehensweise verwenden die sog. indirekten Verfahren der zwei-
modalen Klassiﬁkation, die durch folgende Vorgehensweise charakterisierbar sind.
1. Unter Verwendung der Ausgangsdaten der Matrix X(n×m) wird eine sog. Grand-
Matrix G(n+m)×(m+n) konstruiert, die folgende Distanzen enth¨ alt:
a) Distanzen zwischen den Zeilenelementen Oi und Oi′, i,i′ = 1,...,n, i < i′
(in Abb. ?? ist das der mit dii′ bezeichnete Block).
b) Distanzen zwischen den Spaltenelementen Mj und Mj′, j,j′ = 1,...,m,
j < j′ (Block djj′ in Abb. ??).
c) Distanzen zwischen den Zeilenelementen Oi und den Spaltenelementen
Mj, i = 1,...,n, j = 1,...,m (Block dij in Abb. ??).
2. Falls G die ultrametrische Ungleichung (3) nicht erf¨ ullt, sind geeignete Trans-
formationen f : G(n+m)×(m+n) → U(n+m)×(m+n) vorzunehmen, die die Ein-
haltung der Ultrametrik garantieren. Nur dann ist die exakte hierarchische
Repr¨ asentation der Klassiﬁkation in Form eines Dendrogrammes m¨ oglich.
3. G wird dann als Distanzmatrix mit den bekannten einmodalen hierarchischen
Verfahren der Clusteranalyse, die in der angegebenen Literatur gut dokumen-
tiert sind (vgl. z.B. Opitz 1980, S. 65ﬀ. und Bausch/Opitz 1993, S. 55ﬀ.),
bearbeitet.
Die vordringliche Aufgabe der indirekten Methoden zweimodaler Klassiﬁkation ist
also die Erzeugung einer Grand-Matrix, die die ultrametrische Ungleichung erf¨ ullt.
¨ Ublicherweise wird die Datenmatrix X mit ¨ Ahnlichkeitswerten zwischen Objekt i
und Merkmal j als Input verwendet.
Zur Ermittlung der Grand-Matrix bieten sich drei theoretisch denkbare Wege an









M1 ··· Mm O1 ··· On
Abbildung 1: Grand-Matrix
(1) Die Datenmatrix X wird zu einer vorl¨ auﬁgen Grand-Matrix G erg¨ anzt, die
anschließend in eine der ultrametrischen Ungleichung gen¨ ugende Grand-Matrix
U umgewandelt wird. Bis dato wurde diese Vorgehensweise allerdings nicht
aufgegriﬀen.
(2) Die Datenmatrix X wird zun¨ achst in eine ultrametrische Matrix T trans-
formiert, die X m¨ oglichst ¨ ahnlich ist. Erst dann erfolgt eine Erg¨ anzung zur
Grand-Matrix U, wobei die Einhaltung der Ultrametrik erneut zu ber¨ ucksich-
tigen ist. Diese Vorgehensweise wenden De Soete et al. im Two Mode Least
Squares Algorithmus (2MLS) an (4).
(3) Ein dritter Weg besteht darin, von X ausgehend sofort eine bestm¨ ogliche
Grand-Matrix U zu bestimmen. Zwei Ans¨ atze, die diese M¨ oglichkeit aufgreifen
werden nachfolgend kurz skizziert.
Das Grundprinzip der Missing-Value-Algorithmen zur zweimodalen Klassiﬁkation
(vgl. Espejo/Gaul 1986, S. 123) ist es, eine Datenmatrix Xn×m gem¨ aß der Vorschrift
dij = max
i,j xij − xij (4)
in eine Distanzmatrix D = (dij)n×m zu transformieren, die als bekannter, in Abb. ??
als Block der dij bezeichneter Teil einer Grand-Matrix angesehen wird. Die restlichen
Distanzwerte der Grand-Matrix werden als fehlend deﬁniert und im Algorithmus
nicht explizit ber¨ ucksichtigt. Auf D werden dann die aus der einmodalen Cluster-
analyse bekannten Linkage-Verfahren sinngem¨ aß ¨ ubertragen.
Die bisher dargestellten hierarchischen Verfahren ber¨ ucksichtigen ¨ Ahnlichkeiten in
einer Weise, die bisweilen – vor allem im Rahmen der Werbewirkungskontrolle – als
unzureichend angesehen werden muß. Der Grund daf¨ ur liegt in der Tatsache, daß
sie
1. als ¨ Ahnlichkeiten de facto nur (geringe) Distanzen oder (hohe) Assoziations-
werte zwischen den Zeilenelementen und den Spaltenelementen einer Daten-
matrix X verarbeiten und die ¨ Ahnlichkeitsbeziehungen der Zeilenelemente
6untereinander sowie der Spaltenelemente untereinander im wesentlichen ver-
nachl¨ assigen, und
2. auf niedrigstem Fusionsniveau stets die Zusammenlegung eines Zeilenelemen-
tes und eines Spaltenelementes verlangen. Dadurch werden unter Umst¨ an-
den identische Zeilenelemente oder identische Spaltenelemente nicht sofort,
d.h. zu Beginn des Fusionsprozesses, zu einem Cluster vereinigt. Das in der
Clusteranalyse allgemeing¨ ultige Prinzip, Elemente anhand beobachteter oder
gesch¨ atzter ¨ Ahnlichkeiten in homogene Gruppen zusammenzufassen, wird da-
mit verletzt.
Exakt diesen Punkt greift der ESOCLUS-Algorithmus (vgl. Schwaiger 1997) mit der
expliziten Ber¨ ucksichtigung der ¨ Ahnlichkeiten der Zeilenelemente (Objekte) und der
Spaltenelemente (Merkmale) einer Datenmatrix untereinander durch Berechnung
der paarweisen City-Block-Distanzen auf.







|xij − xi′j| , i,i
′ = 1,...,n, (5)






|xij − xij′| , j,j
′ = 1,...,m, (6)
berechnet. Die zur Vervollst¨ andigung der in Abb. ?? gezeigten Grand-Matrix ben¨ otig-
ten Distanzen zwischen Objekt i und Merkmal j werden durch
dij = max
i,j xij − xij , i = 1,...,n, j = 1,...,m. (7)
ermittelt.
Zur sinnvollen Anwendung dieses Algorithmus ist es erforderlich, daß die Daten
in X identisches Skalenniveau und ¨ ahnliche Gr¨ oßenordnungen in den Merkmals-
auspr¨ agungen aufweisen. Letzteres kann durch Standardisierung der Datenmatrix
gew¨ ahrleistet werden.
Mit (??)–(??) sind bis dato allerdings unterschiedliche Gr¨ oßenordnungen in den Di-
stanzbl¨ ocken der Grand-Matrix und damit unterschiedliche Einﬂ¨ usse der Distanzar-
ten (Objekt-Objekt, Merkmal-Merkmal und Objekt-Merkmal) zu bef¨ urchten.
Sofern keine begr¨ undete Absicht zur Hervorhebung der Bedeutung einzelner Distanz-
bl¨ ocke besteht, ist es zweckm¨ aßig, den Fusionsprozeß durch alle drei Distanzarten in
identischer Weise determinieren zu lassen. Hierzu m¨ ussen die nach (??)–(??) gebil-
deten Distanzwerte normiert werden, indem eine Division der einzelnen Distanzen
eines Blocks durch die jeweilige maximale Distanz innerhalb eines Distanzblocks
erfolgt.
73 Ein Anwendungsbeispiel
Die folgenden Abschnitte zeigen die Relevanz zweimodaler Klassiﬁkation anhand
einer Fallstudie. Dabei wird insbesondere der geforderten Bewertung eines Werbe-
mittels in Relation zu Konkurrenzwerbemitteln Rechnung getragen, indem einerseits
¨ Ahnlichkeitsbeziehungen zwischen Werbemitteln und zwischen einzelnen Segmenten
innerhalb der Zielgruppe ber¨ ucksichtigt und andererseits Kennzahlen der Aufmerk-
samkeitswirkung auf eben jene Zielgruppensegmente aufgeschl¨ usselt werden.
Kurz zusammengefaßt l¨ aßt sich die pr¨ asentierte Vorgehensweise am Beispiel des
ungest¨ utzten Recalltests wie folgt beschreiben:
1. Die im Rahmen einer Stichprobenerhebung ausgew¨ ahlten Versuchspersonen
werden in homogene Cluster aufgespalten. Hierzu k¨ onnen entweder Klassen-
merkmale vorgegeben (Geschlecht, regionale Herkunft, Alter etc.), oder ein-
modale Klassiﬁkationsverfahren zu deren Bildung angewandt werden.
Beispielsweise k¨ onnten vor Abfrage der Recallwerte den Testteilnehmern ge-
eignete Items vorgelegt werden, die auf einer Rating-Skala abzufragen sind und
die Bildung psychographischer Zielgruppen-Cluster erlauben.
2. Im Rahmen eines ungest¨ utzten Recalltests wird erhoben, an welche Werbe-
mittel sich die Testpersonen erinnern.
3. Pro Werbemittel werden die clusterspeziﬁschen Recallwerte gebildet.
4. Die Auswertung der Testergebnisse erfolgt mit Hilfe zweimodaler Klassiﬁka-
tionsverfahren, wobei das Hauptaugenmerk in erster Linie der Analyse des
Fusionsprozesses und erst in zweiter Linie der resultierenden Klassenstruktur
gilt.
Die wesentlichen Schritte dieser kurzen ¨ Ubersicht werden nachfolgend detailliert
erl¨ autert.
3.1 Die notwendige Datenbasis
Im Rahmen eines Foldertests wurden Print-Werbemittel f¨ ur die Parfums CASMIR,
GAULTIER, YPNO, CERRUTI, DOLCE VITA, TALISMAN, NIGHTFLIGHT,
ROMA und FEMME untersucht (5).
Im vorliegenden Fall wurden 50 BWL-Studenten beiderlei Geschlechts als Testperso-
nen ausgew¨ ahlt und unter Verwendung einmodaler Clusteranalysen anhand einiger
psychographischer Statements in vier Segmente unterteilt. Ohne n¨ aher auf die Vor-
gehensweise einzugehen beschreiben wir die Segmente als ‘Hedonisten’, ‘Karrierety-
pen’, ‘Frustrierte’ und ‘Unauﬀ¨ allige’. Zus¨ atzlich zu dieser Unterteilung haben wir in
der Folge das Geschlecht der Versuchspersonen als weiteres Gruppierungsmerkmal
verwendet. Die in Tab. ?? ausgewiesenen Segmente m¨ ussen also nicht paarweise ele-
mentfremd sein; selbst einer weiteren Unterteilung (nach Alter etc.) st¨ unden keine
Einw¨ ande gegen¨ uber.
Die werbemittelspeziﬁschen Recallwerte der eben beschriebenen sechs Klassen zeigt
Tab. ??, die zugleich als Datenmatrix X = (xij)6×9 die Ausgangsbasis f¨ ur zweimo-
dale Klassiﬁkationsverfahren liefert. xij bezeichnet dabei den Anteil der Personen
aus Cluster i (i = 1,...,6), die sich an Werbemittel j (j = 1,...,9) erinnerten.
8CAS- GAUL- YPNO CER- DOLCE TALIS- NIGHT- ROMA FEM-
MIR TIER RUTI VITA MAN FLIGHT ME
Unauﬀ¨ allige 0,57 0,57 0,50 0,50 0,14 0,07 0,64 0,50 0,64
Frustrierte 0,42 0,58 0,17 0,08 0,08 0,17 0,25 0,17 0,17
Karrieretypen 0,08 0,17 0,25 0,42 0,25 0,25 0,67 0,42 0,33
Hedonisten 0,50 0,25 0,25 0,42 0,00 0,17 0,42 0,33 0,33
M¨ anner 0,29 0,33 0,19 0,33 0,10 0,19 0,43 0,38 0,19
Frauen 0,48 0,45 0,38 0,38 0,14 0,14 0,55 0,34 0,52
Alle Segmente 0,40 0,40 0,30 0,36 0,12 0,16 0,50 0,36 0,38
Tabelle 1: Klassenspeziﬁsche Recallwerte
3.2 Die Auswertung der speziﬁschen Recallwerte
Eine genauere Betrachtung der Datenmatrix X zeigt, daß die Klasse der ‘Unauﬀ¨ alli-
gen’ insgesamt mit relativ hohen Recallwerten aufwarten kann, sieht man von den
allgemein wenig erinnerten Anzeigen f¨ ur DOLCE VITA und TALISMAN ab.
Ferner wird deutlich, daß die Anzeige f¨ ur NIGHTFLIGHT sich stark gegen die Kon-
kurrenten durchsetzen kann, also h¨ auﬁg erinnert wird.
Wie gut k¨ onnen solche (und weitere, nicht eben augenf¨ allige) Sachverhalte nun vi-
sualisiert werden? Zur Kl¨ arung dieser Frage vergleichen wir die Ergebnisse der in
Abschnitt ?? besprochenen Methoden. Die Klassenstrukturen der Zentroid-Eﬀekt-
Methode (ZEM), des Missing-Value-Average-Linkage Verfahrens (MV), des ESO-
CLUS-Algorithmus in der Average-Linkage-Variante (ESOCLUS) und des GENN-
CLUS sind aus Tab. ?? ersichtlich. Zur Festlegung der Klassenanzahl bei den hierar-
chischen Verfahren wurde jeweils das Ellenbogenkriterium herangezogen, das zeigt,
bei welchem ¨ Ubergang zur n¨ achstniedrigeren Klassenanzahl die Klassiﬁkationsbe-
wertung sich am deutlichsten verschlechtert. Bei GENNCLUS wurden, ausgehend
von verschiedenen Startkonﬁgurationen vier und f¨ unf Klassen umfassende L¨ osungen
erzeugt, wobei wir hier nur die 5-Klassen-L¨ osung mit den besten G¨ utemaßen (VAF
= 0,830 und TIC = 0,095) pr¨ asentieren.
Einige Ergebnisse sind teilweise unbefriedigend: So weisen ZEM/MV z.B. Hedoni-
sten der Klasse 1 mit NIGHTFLIGHT zu, obwohl deren Recallwert bzgl. CASMIR
deutlich h¨ oher liegt. Frauen beﬁnden sich ebenfalls in Klasse 1, obwohl sie relativ
hohe Recallwerte auch bzgl. FEMME und CASMIR aufweisen.
Im Gegensatz zu ZEM/MV werden die Hedonisten von ESOCLUS ‘richtig’ klassiﬁ-
ziert. Aufgrund der Ber¨ ucksichtigung von ¨ Ahnlichkeitsbeziehungen werden Karrie-
retypen und NIGHTFLIGHT separat ausgewiesen (Klasse 1), weil Karrieretypen
bzgl. ihrer Recallwerte sehr deutlich von allen anderen Gruppen abweichen und
NIGHTFLIGHT sich bzgl. der erzielten Recallwerte sehr deutlich von anderen An-
zeigen absetzt. Diese Klassiﬁkation ist stabil, da die Anwendung eines Austausch-
verfahrens die Klassen unver¨ andert l¨ aßt.
Eine v¨ ollig andere, trotz hoher G¨ utemaße nur mit erheblichen Schwierigkeiten in-
terpretierbare Klassiﬁkation liefert GENNCLUS. So sind insbesondere die Klas-
sen 3 (Frustrierte, DOLCE VITA, TALISMAN) und 4 (M¨ anner, YPNO, FEMME,
NIGHTFLIGHT) mit den Ausgangsdaten nicht in Einklang zu bringen. Gibt man
anstelle einer zuf¨ alligen Startpartition z.B.die ESOCLUS-L¨ osung vor, so wird ge-
gen¨ uber letzterer lediglich ROMA in Klasse 1 verschoben, weitere Ver¨ anderungen
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Tabelle 2: Aus zweimodaler Klassiﬁkation resultierende Klassen
ergeben sich nicht. Die VAF dieser Klassiﬁkation ist allerdings negativ. Die Proble-
matik der verwendeten G¨ utemaße, auf die wir in Abschnitt ?? detaillierter eingehen
werden, ist oﬀensichtlich.
Das noch fehlende Ergebnis des Bond-Energy-Algorithmus zeigt Tab. ??. Von der
Umrandung eingefaßt sind die Teile der Matrix, die nach Ansicht des Verfassers
“dichte Bl¨ ocke numerischer hoher Werte” darstellen.
TALIS- YPNO GAUL- CAS- FEM- NIGHT- CER- ROMA DOLCE
MAN TIER MIR ME FLIGHT RUTI VITA
M¨ anner 0,19 0,19 0,33 0,29 0,19 0,43 0,33 0,38 0,10
Karrieretypen 0,25 0,25 0,17 0,08 0,33 0,67 0,42 0,42 0,25
Frauen 0,14 0,38 0,45 0,48 0,52 0,55 0,38 0,34 0,14
Unauﬀ¨ allige 0,07 0,50 0,57 0,57 0,64 0,64 0,50 0,50 0,14
Hedonisten 0,17 0,25 0,25 0,50 0,33 0,42 0,42 0,33 0,00
Frustrierte 0,17 0,17 0,58 0,42 0,17 0,25 0,08 0,17 0,08
Tabelle 3: BEA-Endergebnis
Abgesehen davon, daß die Umrandung in Tab. ?? subjektiv gezogen wurde, f¨ allt die
Analyse des Ergebnisses nicht leicht. Auf jeden Fall sind die Klassen als ¨ uberlappen-
de Cluster zu sehen, weil klare Trennungen zwischen den Bl¨ ocken fehlen. Im Kern
sind die Klasse 2 der ZEM/des MV und des ESOCLUS (YPNO, CERRUTI, ROMA,
FEMME und Unauﬀ¨ allige) erkennbar, die hier wegen der m¨ oglichen ¨ Uberlappung
10um CASMIR, GAULTIER und NIGHTFLIGHT erweitert werden. Gleiches gilt f¨ ur
die Klasse 1 der ZEM/des MV, die von ESOCLUS allerdings aufgespalten wurde.
Die Zuordnung der Frustrierten zu GAULTIER (ZEM, MV, ESOCLUS) bzw. CAS-
MIR zu Hedonisten (ESOCLUS) ist ebenso nachvollziehbar, wie die Alleinstellung
der Anzeigen f¨ ur DOLCE VITA und TALISMAN.
Ohne Kenntnis der hierarchischen Klassiﬁkation bietet der Bond-Energy-Algorithmus
zumindest eine einfache Lesehilfe: Bl¨ ocke, die viele Zeilenelemente umfassen kenn-
zeichnen Werbemittel, die hohe Aufmerksamkeit erregen (hier CASMIR und NIGHT-
FLIGHT), und Bl¨ ocke, die viele Spaltenelemente umfassen kennzeichnen Zielgrup-
pensegmente, die insgesamt hohe Recallwerte zeigen (hier Frauen und Unauﬀ¨ allige).
Im ¨ ubrigen wird deutlich, daß die Interpretation der BEA-Ergebnisse um so schwie-
riger wird, je geringer die numerischen Unterschiede in den Auspr¨ agungen der Da-
tenmatrix sind. Speziell zur Auswertung ungest¨ utzter Recalltests ist aus diesem
Grund bei Anwendung des BEA eine gewisse Erfahrung im Umgang mit diesem
Algorithmus n¨ otig.
Betrachten wir abschließend eine ¨ uberlappende 5-Klassen-L¨ osung von GENNCLUS,
wobei wir als Startkonﬁguration die disjunkte Klassiﬁkation aus Tab. ?? vorgegeben




















CASMIR, GAULTIER, YPNO, CERRUTI, TALISMAN, NIGHT-
FLIGHT, ROMA, FEMME
Tabelle 4: ¨ Uberlappende GENNCLUS-L¨ osung mit 5 Klassen
also eine sehr ansprechende G¨ ute.
Zur Interpretation im ¨ okonomischen Sinne ermittelt man hier zweckm¨ aßiger Weise,
welche Werbemittel in den einzelnen Segmenten fehlen. Zun¨ achst f¨ allt auf, daß sich
DOLCE VITA nur in einer Klasse (K3) beﬁndet, w¨ ahrend TALISMAN immerhin 3
Klassen (K2, K3 und K5) zugewiesen wurde. Ferner wird deutlich, daß sich CASMIR
und GAULTIER mit Ausnahme der Klasse 3 in allen Klassen wiederﬁnden.
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