We present a meta-analysis of star-formation rate (SFR) indicators in the GAMA survey, producing 12 different SFR metrics and determining the SFR-M * relation for each. We compare and contrast published methods to extract the SFR from each indicator, using a well-defined local sample of morphologically-selected spiral galaxies, which excludes sources which potentially have large recent changes to their SFR. The different methods are found to yield SFR-M * relations with inconsistent slopes and normalisations, suggesting differences between calibration methods. The recovered SFR-M * relations also have a large range in scatter which, as SFRs of the targets may be considered constant over the different timescales, suggests differences in the accuracy by which methods correct for attenuation in individual targets. We then recalibrate all SFR indicators to provide new, robust and consistent luminosity-to-SFR calibrations, finding that the most consistent slopes and normalisations of the SFR-M * relations are obtained when recalibrated using the radiation transfer method of Popescu et al. These new calibrations can be used to directly compare SFRs across different observations, epochs and galaxy populations. We then apply our calibrations to the GAMA II equatorial dataset and explore the evolution of star-formation in the local Universe. We determine the evolution of the normalisation to the SFR-M * relation from 0 < z < 0.35 -finding consistent trends with previous estimates at 0.3 < z < 1.2. We then provide the definitive z < 0.35 Cosmic Star Formation History, SFR-M * relation and its evolution over the last 3 billion years.
INTRODUCTION
Measuring the rate at which new stars are forming in galaxies both in the local Universe and as a function of time is crucial to our understanding of the initial formation and subsequent evolution of galaxies. Galaxies form from overdense regions in clouds of molecular and atomic gas (e.g. see White & Frenk 1991; Kauffmann, White, & Guiderdoni 1993) , and then grow and evolve via both the formation of new stars (star formation, e.g. see summary in Kennicutt 1998b) and hierarchical merging over cosmic timescales (mergers, e.g. see summary in Baugh 2006 ). The former is intimately linked to internal physical characteristics of a specific galaxy: atomic and molecular gas mass and distribution (Kennicutt 1998b; Kereš et al. 2005) , stellar mass (e.g. Brinchmann et al. 2004; Noeske et al. 2007; Daddi et al. 2007; Elbaz et al. 2007 ), dust mass (da Cunha et al. 2010) , morphology (e.g. Kauffmann et al. 2003; Guglielmo et al. 2015) , active galactic nuclei (AGN) activity (Netzer 2009; Thacker et al. 2014 ) and metallicity (Ellison et al. 2008; Mannucci et al. 2010; Lara-López et al. 2013) . In contrast the latter (galaxy mergers) is fundamentally linked to external characteristics of the local environment, such as a galaxy's local mass density -i.e. the mass and distribution of matter in the galaxy's local environment: pairs, groups, clusters, etc (e.g. McIntosh et al. 2008; Ellison et al. 2010; de Ravel et al. 2011) .
However, these processes are not mutually exclusive as local galaxy interactions (e.g. Scudder et al. 2012; Robotham et al. 2014; Davies et al. 2015 Davies et al. , 2016 ) and large scale environment (Peng et al. 2010) can have a strong effect on a galaxy's growth via star-formation. In order to gain a clear picture of both the fundamental process of how galaxies grow in mass via forming new stars and the effects of local environment on these processes, we must accurately measure the current star formation rate (SFR) over a seemingly disparate range of galaxy types, environments and cosmic timescales.
A key diagnostic of both the distribution and evolution of star formation in the Universe is the so-called starforming galaxy main sequence (the SFR-M * relation, e.g. Brinchmann et al. 2004; Salim et al. 2007; Gilbank et al. 2011; Whitaker et al. 2012; Bauer et al. 2013; Grootes et al. 2014; Lee et al. 2015; Tomczak et al. 2016 ). This relation displays the tight correlation between stellar mass and star formation in actively star-forming galaxies and appears to evolve in normalisation out to high redshift (e.g. Noeske et al. 2007; Daddi et al. 2007; Elbaz et al. 2007 ; Lee et al. 2015) . The ubiquity of this relation over an extensive redshift range (e.g. Tomczak et al. 2016 ) and its relatively small scatter (e.g. Salim et al. 2007; Guo, Zheng, & Fu 2013) , make it a powerful tool in determining the changing rate at which galaxies of a fixed mass form stars as the Universe evolves (e.g. Lee et al. 2015) . The consensus interpretation for the physical processes underlying this relation, is that star-formation in the bulk of galaxies is produced by relatively stable processes, such as gas infall and accretion. This evolution in star formation is also traced by the global distribution of star formation in the Universe per unit volume, as a function of redshift (the Cosmic StarFormation History, CSFH, e.g. Madau & Dickinson, 2014) . This represents a fundamental measurement of the process of galaxy evolution, probing the changing density of star-formation as the Universe evolves (e.g. Baldry et al. 2002) . As such, this distribution contains invaluable information about the underlying processes which shape the evolution of galaxies. The CSFH has been well established over the past two decades from numerous studies, albeit with large scatter from different data sets (see summaries in Hopkins & Beacom 2006; Gunawardhana et al. 2013) -showing an increase in SFR density to z ∼ 2.5 and a slow decrease at later times. This distribution traces the initial formation of galaxies, their rapid growth via the conversion of neutral gas into stars and the slow decline of global star-formation.
In order to robustly probe the evolution of starformation via both the SFR-M * relation and the CSFH we need consistent measurements of star-formation across an extensive (∼ 13 Gyr) evolutionary baseline. However, this is problematic as the key observables required to determine the rate at which a galaxy is forming stars are specific to galaxy populations, the underlying physical processes occurring within a galaxy (most notably the absorption and scattering of starlight by interstellar dust grains) and the epoch at which the galaxies reside. For example, H-α emission is redshifted out of the optical bands at z > 0.5 and FIR observations become highly spatially confused at depths probing relatively modest SFRs outside of the local Universe. This variation in SFR measurements makes comparisons across multiple surveys, observations and epochs problematic.
However, it is possible to measure SFRs using multiple methods over a consistent and statistically robust sample of galaxies, which are selected to have relatively steadystate SFRs (i.e. not subject to recent changes to their starformation history) and calibrate all methods such that they produce the same measured SFR for the general population. These calibrations can then be applied to give consistent results across observations which probe fundamentally different SFR tracers. Once robustly calibrated, we can explore differences in SFRs derived using different methods as being representative of systems with non-steady-state SFRs. For example, once calibrated to the same baseline for the general population, we can explore variations between long-duration and short-duration star-formation methods (i.e. FIR to H-α) as being representative of recent changes to a galaxy's star-formation history (e.g. see Davies et al. 2015 ).
An ideal sample for this analysis is the Galaxy And Mass Assembly (GAMA) survey. GAMA is a highly complete multi-wavelength database (Driver et al. , 2015 and galaxy redshift (z) survey Hopkins et al. 2013; Liske et al. 2015) covering ∼280 deg 2 and containing ∼ 250, 000 spectroscopically confirmed sources. The GAMA data consist of 21-band photometric data (for UV, optical, MIR and FIR SF indicators), spectroscopic line emission measurements (for [OII] and Hα SF indicators) and multiple studies which can be used to derive SFR measurements (such as radiative transfer dust modelling to correct UV fluxes and full SED fits), for all ∼ 250, 000 galaxies.
In this work we use the extensive GAMA database to derive SFRs across all possible available methods. We use the SFR-M * relation as a fundamental diagnostic tool, and Figure 1 . The stellar mass distribution of GAMA II galaxies as a function of redshift. Points are coloured by observation band/emission line feature in which they are detected at > 2σ. The sample used in this work is bounded by the dashed box. Points are overlaid in colour, such that galaxies which are detected at multiple wavelengths only display one colours. This figure is intended to show that the Grootes et al sample is volume limited and covers detections over a range of our SFR methods. Note that > 2σ cuts are not applied to our sample.
compare and contrast the current literature SFR calibrations for all methods. We then use SFRs derived from all methods to produce new luminosity to SFR calibrations. We propose new robust and consistent calibrations which can be used to derive consistent SFRs across all methods and as such, can be used to compare SFRs across diverse galaxy populations, environments, epochs and surveys. We then apply our newly calibrated SFRs to the full GAMA sample and investigate the evolution of the SFR-M * relation and CSFH.
We refer the casual reader to our final Luminosity-SFR calibrations for the GAMA sample, which can be used to consistently measure SFR across multiple observables -outlined in Table 1 , and our discussion of the evolution of the SFR-M * relation and CSFH -in Section 7.
Throughout this paper we use a standard ΛCDM cosmology with H0 = 70 kms −1 Mpc −1 , ΩΛ = 0.7 and ΩM = 0.3.
DATA
The GAMA survey second data release (GAMA II) covers 286 deg 2 to a main survey limit of rAB < 19.8 mag in three equatorial (G09, G12 and G15) and two southern (G02 and G23 survey limit of iAB < 19.2 mag in G23) regions. The limiting magnitude of GAMA was initially designed to probe all aspects of cosmic structures on 1 kpc to 1 Mpc scales spanning all environments and out to a redshift limit of z ∼0.4. The spectroscopic survey was undertaken using the AAOmega fibre-fed spectrograph (Sharp et al. 2006; Saunders et al. 2004 ) in conjunction with the Two-degree Field (2dF, Lewis et al. 2002) positioner on the Anglo-Australian Telescope and obtained redshifts for ∼240,000 targets covering 0 < z 0.5 with a median redshift of z ∼ 0.2, and highly uniform spatial completeness (see Baldry et al. 2010; Robotham et al. 2010; Driver et al. 2011 , for summary of GAMA observations).
Full details of the GAMA survey can be found in Driver et al. (2011 Driver et al. ( , 2016 and Liske et al. (2015) . In this work we utilise the data obtained in the 3 equatorial regions, which we refer to here as GAMA IIEq. Stellar masses for the GAMA IIEq sample are derived from the ugriZY JHK photometry using a method similar to that outlined in Taylor et al. (2011) -assuming a Chabrier IMF (Chabrier 2003) .
As we aim to derive new SFR calibrations across multiple SFR methods, we require a well defined and constrained sample of star-forming galaxies.
Therefore, we use the low contamination and high completeness, volume limited sample of spiral galaxies outlined in Grootes et al (submitted) selected following the method presented in Grootes et al. (2014) . This sample and the method are defined in detail in these works. Briefly, the sample uses a non-parametric, cell-based, morphological classification algorithm to identify spiral galaxies at 0 < z < 0.13. Through subsequent visual inspection, the algorithm has been found to successfully identify such systems over this epoch and mass range. The morphological proxy parameters used in Grootes et al. are the r-band effective radius, i-band luminosity and single-sersic index, importantly avoiding observables which are themselves SFR indicators. We refer the reader to Grootes et al. (2014) and Grootes et al. (submitted) for further details. We also apply an initial lower stellar mass limit selection of log10[M * /M ] > 9.25 to avoid stellar masses where the Grootes et al. sample is likely to become incomplete.
Our sample selection in comparison to a number of our SFR tracers (outlined in the following section) is shown in Figure 1 . We display all sources which are detected at > 2σ in Hα, NUV, W3 and 100µm. Note that we do not apply these > 2σ cuts to our sample, they are purely used to display the distribution of sources over a sample of SFR methods. Red points display the Grootes et al sample, and the black dashed region displays our selection window. The Grootes et al. (2014) sample, with the above stellar mass cut, gives 5,311 sources. We then also remove sources which potentially contain an AGN, identified using their emission line diagnostics as in Davies et al. (2015) , and exclude sources identified to be in a pair/group using the GAMA group catalog (for further details see , leaving 3,749 galaxies. Davies et al. (2015 Davies et al. ( , 2016 and Grootes et al (submitted) find that the pair and group environment can strongly affect star formation in galaxies, even in noninteracting galaxies, and that these changes can occur on short timescales which induce scatter in the SFR-M * relation (e.g. Grootes et al., submitted) . Given that the SFR methods used in this work probe fundamentally different timescales, galaxies which have undergone recent changes to their star-formation, will have intrinsically different SFR when measured using different methods (e.g. see Davies et al. 2015) . By excluding pair/group galaxies, we aim to remove sources which have had recent changes to their star formation, and thus aim to restrict our sample to galaxies which have intrinsically the same SFR, irrespective of the timescale a particular SFR method probes. While there will still be sources within our sample that have undergone recent changes to their star formation (in particular remaining members of pairs where the other pair galaxy falls below our survey limit and thus the system is not identified as such), the general trends of the population should display consistent intrinsic SFRs. In fact, once calibrated to each other to remove systematic offsets (as we do here), scatter between SFRs from different indicators may potentially be a sign of short timescale variations in star formation history. To reveal such temporal variations would also require a high fidelity for correction of dust attenuation on an object-byobject basis, due to the very small intrinsic scatter of individual galaxies in the SFR-M * relation for the spiral galaxies used here.
Note that we do not exclude sources which are undetected in a particular indicator, but use the full sample defined above for our re-calibrations. The GAMA analysis provides a measurement for all indicators/methods for every source in the Grootes et al sample, albeit some which are consistent with zero, but with realistic errors. As such, some indicators (i.e. those using MIR-FIR data) will have derived SFRs with large errors (and consistent with zero SFR) at the low luminosity end. As detailed in the description of the fitting process in Section 3.10, we address this issue by raising the lower limit in stellar mass in the shallowest indicators (W4 and 100µm). This ensures that noise-dominated data never dominates the statistical analysis in any part of the stellar mass range.
Finally, it is important to note that the final sample encompasses a full range of objects with differing dust content and dust opacities. Thus it avoids bias in inter-comparing methods for determining SFR from dust-reradiated starlight with methods from direct measurements of starlight. Such bias would arise if one were to select the sample for statistical comparison according to detectability in the SFR indicators themselves, especially where disk opacity is a strong function of stellar mass and luminosity.
METHODS FOR DERIVING SFRS
In this work we use multiple methods for determining SFRs and derive new luminosity-SFR calibrations. Initially we explore all SFR methods available in the GAMA IIEq sample, using previously published (or in preparation) GAMA SFR calibrations. While there is a wide breadth of varying SFR calibrations for each observable in the literature (e.g. Kennicutt & Evans 2012), we limit ourselves to those used previously in GAMA, for the sake of clarity. Below we detail each method for determining SFRs, the observable emission from which it is derived, and the physical process from which the emission is produced. Ultimately, all the methods -irrespective of whether the observable is directly starlight, dust-reradiated starlight, or nebular line emission -quantitatively link the observable to the intrinsic emission from hot stars (i.e. as would be observed in the absence of dust). A major part of each method is therefore concerned with how the corrections for dust attenuation are made.
In this section, unless otherwise stated, we use photometry measured by the Lambda Adaptive Multi-Band Deblending Algorithm for R (lambdar Wright et al. 2016) , with rest-frame, k-corrected measurements derived from a refactored implementation of the interrest algorithm ), coupled with the empirical set of galaxy template spectra of Brown et al. (2014) . We also apply simple linear scalings, which are appropriate for young (<1 Gyr), high mass stars to ensure all SFRs are consistent with an assumed Chabrier IMF (e.g. see Table 1 of Driver et al. 2013) , and see Figure 3 of Courteau et al. (2014) for a comparison of IMFs. Potentially there are also differences in methods due to the assumed stellar population synthesis (SPS) models used to derive SFRs using a particular method (e.g. see Salim et al. 2007 , for a comparison of Hα and NUV SFRs, where differences between SFRs are attributed to the SPS models used). However, this variation is small and will be removed in our re-calibration process.
We define all of the SFR methods described below as 'base' calibrations, and refer to them as such in the text and figures.
Hα
Hα photons arise from gas ionised by the stellar radiation field, and only stars with ages <20 Myr can contribute significantly to this ionizing flux. Thus, Hα provides a direct measure of the current SFR in galaxies (<10-20 Myr) which is largely independent of SF history (e.g. see Kennicutt 1998a) .
For SFRHα we use emission line data from the GAMA IIEq spectroscopic campaign, where aperture, obscuration and stellar absorption corrected Hα luminosities following Hopkins et al. (2003) :
and EWHα denotes the Hα equivalent width, EWc is the equivalent width correction for stellar absorption (2.5Å for GAMA, Hopkins et al. 2013) , Mr is the galaxy r-band rest-frame absolute magnitude and FHα/F Hβ is the Balmer decrement (see Gunawardhana et al. 2011, for further details) . While the individual stellar absorption corrections will depend on star formation history, we opt to use a single value as in Gunawardhana et al. (2011 Gunawardhana et al. ( , 2015 and Hopkins et al. (2013) -please refer to these papers for further details. One caveat to using Hα as a star-formation rate indicator is that the aperture based spectroscopy only probes the central regions of nearby galaxies. However, the equation above aims to correct for this effect by applying a scaling based on the absolute r-band magnitude. Using this, SFRHα can be determined from Kennicutt (1998a) , which assuming a Salpeter IMF, with a conversion to Chabrier IMF using Table 1 of Driver et al. (2013) :
1.27 × 10 34 × 1.53.
Errors for SFRHα are estimated by propagating the 
[OII]
[OII] emission arises from similar nebular regions as Hα, and as such, can also be used to trace short timescale (<20 Myr) SF in galaxies (e.g. Gallagher, Hunter, & Bushouse 1989; Kennicutt 1998a; Kewley, Geller, & Jansen 2004 .
Note that we do not apply a stellar absorption correction (as it is not required) to the [OII] emission as we do with Hα. Unlike Hα, [OII] luminosity to SFRs calibrations can be strongly affected by metallicity (e.g. Kewley, Geller, & Jansen 2004) . As such, we apply a metallicity-dependent correction to the [OII] luminosity following Kewley, Geller, & Jansen (2004) , where: 
In this manner we essentially apply a stellar mass-dependant weighting to our [OII] luminosities. We then use the [OII] luminosity to SFR calibration of Wijesinghe et al. (2011) , with a conversion from Baldry & Glazebrook (2003) IMF to Chabrier IMF:
7.97 × 10 33 × 0.824.
Errors for SFR [OII] are also estimated by propagating the measurement errors associated with the EW, flux and u-band magnitude in Equation 3.
β−corrected GALEX-NUV and -FUV
UV continuum emission arises from hot, massive (M * > 3 M ) O and B stars, and as such is a good tracer of more recent SF in galaxies (e.g. Kennicutt & Evans 2012) , with luminosity-weighted mean ages for a constant SFR predicted to be ∼28 Myr for the GALEX FUV band, and ∼80 Myr for GALEX NUV (Grootes et al. submitted) . However, this emission is easily obscured by dust, which we must correct for to varying degrees depending on source type and inclination. In the most simplistic treatment of UV measurements, SFRs can be derived by correcting the observed GALEX-NUV and -FUV luminosity using a obscuration correction derived from the UV spectral slope (β). This method assumes an intrinsic UV spectral slope, and attributes any deviation from this slope to be caused by dust obscuration (see Meurer et al. 1999 ). We use lambdar-derived photometry, and calculate the UV spectral slope as:
we then obscuration-correct the observed both UV luminosities as:
and derive, UV SFRs using the Salim et al. (2007) relation for a Chabrier IMF:
Errors for UV-based SFR are estimated by propagating the measurement errors associated with the NUV and FUV lambdar-derived photometry (see Wright et al. 2016 , for details of lambdar errors).
u-band
Following Hopkins et al. (2003) we also consider SFRs derived using the rest-frame u-band (∼ 3500Å) emission. Flux observed at these wavelengths is thought to arise from the photospheres of young, massive stars and as such, traces star-formation on 100 Myr timescales. This emission is less strongly affected by dust obscuration than the UV, but has a more tenuous link to the emission arising purely from hot, young stars as it has a large contribution from older stellar populations, see below. Here we use k-corrected and obscuration-corrected rest-frame u-band photometry from lambdar/interrest.
Briefly, interrest is used to fit the lambdar photometry using the empirical stellar population template set from Brown et al. (2014) , with a single-screen Calzetti et al. (2000) dust attenuation law applied, where the degree of attenuation is characterised by the selective extinction between the B-and V-bands, E(B-V). The best fitting template is then used to derive the un-attenuated, rest-frame u-band photometry (see Taylor et al. 2011 , for further details of a similar process). As such, our u-band SFRs contain the implicit assumption that a Calzetti et al. (2000) extinction law is appropriate for all sources and that the Brown et al. (2014) templates cover the intrinsic properties of the full range of galaxies in our sample. We then apply the uband luminosity to SFR calibration derived in Hopkins et al. (2003) , with a conversion from Salpeter IMF to Chabrier IMF:
We note that the Hopkins et al. (2003) relation is calibrated to the Hα measurements of SDSS galaxies, which in turn are based on the the same SFR method as used in Section 3.1. This u-band SFR calibration contains a non-linear term which essentially accounts for the fact that, as noted above, not all u-band emission arises from young stars (i.e. there is a fraction of u-band emission that arises from older stellar populations). This will be discussed further in subsequent sections. However, in the recalibrations we use in this paper, we only derive linear relations between luminosity and SFR. Thus, we initially correct the u-band luminosity given in Eq. 11 to account for contributions from old stars. To do this we apply a colour dependant (as a proxy for stellar mass) scaling to the k-corrected and obscuration-corrected u-band luminosity as:
for sources with u − g >0.55. At u − g 0.55 (the very bluest galaxies) we assume all emission in the u-band arrises from star formation. This scaling is estimated from the fraction of u-band emission arising star formation given in Kennicutt (1998b) -see their Figure 2 . Applying this scaling is found to remove non-linearity in Lu to SFR relations. Errors for u-band SFR are estimated from the propagated interrestderived rest-frame photometry errors. In interrest, these errors are calculated from the formal uncertainty of the stellar population fits at a specific waveband.
100µm and WISE W3/W4
Infrared (IR) emission at 1-1000µm arising from 'normal' star-forming galaxies is produced from three sources: photospheres and circumstellar envelopes of old stars undergoing mass loss (e.g. Melbourne et al. 2012 ), interstellar gas and dust heated by either bright OB stars in star-forming regions (warm dust) or the general stellar radiation field throughout the interstellar medium (ISM, cool dust -'cirrus') -for example see the review by Sauvage, Tuffs, & Popescu (2005) , Popescu et al. (2000) or more recently Xilouris et al. (2012) and references therein. Stellar sources of IR emission dominate at short wavelengths < 3µm and interstellar gas emission makes up just a few percent of the total IR output of galaxies. At 22-100µm the bulk of the emission arises from warm dust locally heated by UV emission from young stars in star-forming regions, with cirrus emission dominating at >100 µm and between 3-22µm (see Popescu et al. 2011 ).
As such, probing IR flux from star-forming galaxies in the 3 − 100µm range gives a reliable estimate for the ongoing SF (e.g. Calzetti et al. 2007 , the amount of flux emitted in the IR is directly related to the UV emission from newly formed stars). However, IR emission from dust requires significantly long timescales to become apparent and subsides slowly when SF is suppressed (see Kennicutt 1998a) . In this paper we consider three IR continuum measures of SFR. Firstly, we determine the SFRs measured from the lambdar-derived 100µm flux. The 100µm data was provided to GAMA as part of the Herschel Astrophysical Terahertz Large Area Survey (H-ATLAS Eales et al. 2010) . The H-ATLAS 100µm data will be published in Valiante, in prep following updated data reduction from Ibar et al. (2010) . We convert 100µm fluxes to SFRs using the tight correlation derived in Davies et al. (2014) for Virgo cluster galaxies:
which compares 100µm emission to UV-derived SFRs using the method of Iglesias-Páramo et al. (2006) . Secondly, we estimate SFRs using lambdar/interrest photometry derived from the W ide − f ieldInf raredSurveyExplorer (W ISE) data outlined in Cluver et al. (2014) . We use W ISE 12µm (W3) and 22µm (W4) band fluxes, and the best-fit SFR correlations obtained in Cluver et al. (2014) , with a conversion from Salpeter IMF to Chabrier IMF:
SFRW4(M yr
Note that these calibrations are also based on the Hα derived SFRs for GAMA galaxies from Gunawardhana et al. (2011) , and thus are subject to the same assumptions as in Section 3.1. Errors in the MIR/FIR are estimated by propagating the measurement errors associated with the lambdar-derived photometry (see Wright et al. 2016 , for details of lambdar errors).
UV+TIR1
We also use the combination of UV and total IR (TIR) luminosities as a star formation rate proxy broadly probing the last ∼ 300 Myr of the galaxies star-formation history. As discussed above, UV emission arises directly from star-forming regions and probes star-formation on short timescales, while some fraction of this emission is absorbed and reprocessed by dust, being re-emitted in the FIR on longer timescales. As such, using a star-formation rate determination method which probes both the UV and FIR emission will give a relatively stable, but broad timescale, measure of star-formation in our sample galaxies. We therefore sum both UV and TIR luminosities to obtain a total star formation rate estimate, Figure 2 . A comparison of selected SFR indicators for the literature SFR calibrations described in Section 3. Both axes display SFR from 0.1 to 50 M yr −1 in log-log space and the grey central dashed line displays a 1:1 relation -shown in the offset panel. In each panel we display the slope, intercept and orthogonal intrinsic scatter (note this is the scatter not accounted for by error in the measurement -i.e. a very small scatter implies that the intrinsic scatter in the distribution is much smaller then the measurement error) of the best linear fit. Throughout this paper we assign a specific colour to each SFR indicator (shown in the axes labels). The colours in this figure represent a combination of the colours assigned to the indicators compared in each panel. Note that the statistical comparison was done on the full optically-defined sample selected as defined in Section 2. However, not all points can be displayed due to negative flux measurement in the plotted SFR indicator (see text for details).
based on the bolometric luminosity of OB stars. This is analogous to correcting the UV emission for the fraction of light absorbed and re-emitted in the FIR.
We use the method outlined in many high redshift studies (e.g. Bell et al. 2005; Papovich et al. 2007; Barro et al. 2011 ) of:
This prescription is the Bell et al. (2005) recalibration of the relation from Kennicutt (1998a) , scaled for a Chabrier (2003) stellar IMF.
Here we use the Brown et al. (2014) spectrophotometrically calibrated library of galaxy spectra to derive UV and TIR luminosities. We follow a Bayesian process, with uniform/uninformative priors on the templates (i.e. each template is assumed to be equally likely). For a particular template, the best fit/maximum likelihood value and the formal uncertainty are analytic (through the usual propagation of uncertainties). The posterior for the best-fit value template is given by marginalising over the full set of templates. By effectively marginalising over template number as a nuisance parameter, we fully propagated the errors, including uncertainties due to template ambiguities.
Note that the photometry used in this case is from the GAMA II panchromatic data release (Driver et al. 2015) and not that derived from lambdar.
UV+TIR2
In a similar approach to UV+TIR1, Wang et al (in prep) also calculate UV + total IR (TIR) SFRs for the GAMA IIEq sample. They use the GALEX-NUV measurements and combine with independent fits to the FIR data using the Chary & Elbaz (2001) templates. Final SFRs are calculated using:
Note that once again the photometry used in this case is from the GAMA II panchromatic data release (Driver et al. 2015) and not that derived from lambdar. For further details of this process, including how the UV and IR measurements were obtained, please refer to Wang et al. (in prep) .
For our luminosity to SFR calibrations we opt to use the same luminosity form as UV+TIR1. Hence, in the rest of this paper we define the following luminosity, using the LIR and LUV measurements outlined in Wang et al. (in prep) :
The errors on SFRUV +T IR2 are also calculated by a propagation of the combination of the UV and TIR errors. UV errors are once again derived from photometric errors from the GAMA II panchromatic data release and TIR errors are derived by marginalising over the effective dust temperature in the Chary & Elbaz (2001) template fits (see Wang et al. in prep for further details).
MAGPHYS
Spectral Energy Distribution (SED) fitting codes model the full UV-to-IR spectrum of a galaxy in a physical way and estimate recent star-formation. Here we use the full SED magphys (da Cunha et al. 2008) fits to the GAMA II galaxies (Driver et al in prep) . In this upcoming work, Driver et al obtain the best SED fits to the full 21-band photometric data available for all GAMA II sources, simultaneously fitting the UV through FIR flux. The magphys code provides an estimate of the galaxy SFR averaged over the last 100 Myr using a best fit energy balance model -where the obscuration corrected SED is determined by balancing energy absorbed in the UV/optical with that emitted in the IR for a set of physically plausible priors for SFH. As such, the magphys method applies a physically meaningful, SED derived, obscuration correction to determine SFRs (hereafter SFRmagphys).
Briefly, magphys uses the Bruzual & Charlot ( Fall (2000) . This is combined with an empirical NIR-FIR model accounting for PAH features and near-IR continuum emission, emission from hot dust and emission from thermal dust in equilibrium. The code defines a model library over a wide range of star formation histories, metallicities, and dust masses and temperatures, and fits the lambdar photometry -forcing energy balance between the observed TIR emission and the obscured flux in the UV-optical. Physical properties (SFR, SFH, metallicity, dust mass, dust temperature) for the galaxy are then estimated from the model fits, giving various percentile ranges for each parameter. Here we use the median SFR0.1Gyr parameter, which provides an estimate for the SFR averaged over the last 0.1 Gyrs. Errors on SFRmagphys are estimated from the 16th-84th percentile range of the SFR0.1Gyr parameter, which encompasses both measurement and fitting errors.
Radiative Transfer dust-corrected NUV
A more complex method which provides an attenuation corrected SFR measurements derived self-consistently using information from the whole range of the electromagnetic spectrum, from the UV to the FIR/submm, is the radiative transfer method (RT, see reviews by Kylafis & Misiriotis 2006; Buat et al. 2015) . This method is based on an explicit calculation of the radiation fields heating the dust (Popescu & Tuffs 2013) , consequently derived from the attenuated stellar populations ) in the galaxy under study. In addition, this method uses constraints provided by available optical information like morphology, disk-to-bulge ratio, disk inclination (when a disk morphology is present) and size.
Since RT methods are notorious for being computationally very time consuming, until recently they were used only for detailed calculations of a small number of galaxies. With the new developments resulting in the creation of libraries of RT models, they are now used to derive SFRs in statistical samples. To this end SFRs were derived by Grootes et al. (2013 Grootes et al. ( , 2014 ) using the RT model of Popescu et al. (2011) . Attenuation corrections were produced on an objectby-object basis, taking into account both the orientation of the galaxy and the disk opacity. The disk opacity was determined from the opacity -stellar mass surface density relation of Grootes et al. (2013) , making use of the GAMA single-Sersic morphological fits of Kelvin et al. (2012) . In principle once the intrinsic stellar SED is derived from deattenuating the observed data, it is relatively easy to derive a SFR using a calibration between the luminosity of the stellar photons from the young stars and their sources. We use the Grootes et al. RT-derived attenuation corrections and apply them to the newer k-corrected lambdrar GALEX-NUV luminosities, and use a luminosity to SFR calibration used in Section 3.3 for a Chabrier IMF:
The main sources of error on the RT-derived SFRs are outlined in Grootes et al (submitted) , and are discussed in detail in Appendix A.
Comparison of literature SFR methods
In Figure 2 we display a comparison of a selection of base SFRs for our sample. The relations are fit using the [r] package hyperfit 1 (Robotham & Obreschkow 2015) , which also provides a measurement for the scatter orthogonal to the linear best fit -fit parameters are displayed in each of the panels. On each figure, the scatter orthogonal to the linear best fit is a representation of the intrinsic scatter in the distribution, which is not accounted for by measurement error. As such, a small value suggests that the intrinsic scatter in the distribution is much smaller than the scatter in the measurements.
We note that for some indictors a small fraction of undetected sources have a negative flux measurement (from negative noise measurements at the source position). These sources can not be fit in log−log space. In our fitting process, and all other fitting in this paper, we assign these sources with an error range in log − log space which has its upper boundary defined using the upper error on the linear SFR measurement (which is always positive), and a lower boundary of log10(SFR)=-4 (well below the lower range of our SFRs in all indicators). Essentially assuming that these points have a log-normal error distribution, we then fit them over this error range.
These un-detected sources do not significantly contribute to the fitted distribution for the majority of SFR methods. However, there are specific stellar mass regimes for particular SFR indicators where non-detected sources dominate the distribution -more specifically, the MIR and FIR measurements at low stellar masses. To highlight this, Figure 3 shows the fraction of sources in our sample which are detected at S/N>1 (i.e. have a positive measurement at 1 http://hyperfit.icrar.org/ Figure 3 . The fraction of sources measured at S/N>1 as a function of stellar mass, for all SFR methods. We find that the W4 and 100µm measurements at S/N>1 drop significantly at lower stellar masses. In fitting the distributions for these indicators, we apply a sliding lower stellar mass limit defined by the point where the fraction of sources at S/N>1 drops below 0.6. These limits at log 10 (M * )=9.3 and 9.75 for W4 and 100µm respectively, shown as the dotted cyan and gold vertical lines. Our sample selection limit of log 10 (M * )=9.25 is shown as the vertical solid line. Note that the NUV and FUV measurements have a lower fraction of sources at S/N>1 than the RT method, which also uses the NUV measurements. This is due to the fact the NUV and FUV SFRs require a detection in both bands in order to apply obscuration corrections. The medium depth coverage of the GAMA survey footprint is incomplete in the FUV, due to to the failure of the GALEX-FUV detector, and about 30 percent of sources were only covered in the FUV at the shallower depth of the GALEX all-sky survey.
1σ away from zero) as a function of stellar mass. Here we find that the W4 and 100µm detections drop significantly at low stellar masses, and for the 100µm, less than 50% of sources are at S/N>1 at stellar masses below log10(M * )<9.5. As such, fitting the SFR distribution in these regions does not provide any further information, as the population is dominated by non detections; many with negative flux measurements. To account for this, we apply sliding lower stellar mass limits to the region where we fit the data in all of our analysis for these indicators. This mass limit is defined as the point where the fraction of sources detected at S/N>1 drops below 0.6. In practice, this means that we fit the distribution to galaxies down to our original selection limit of log10(M * )=9.25 in all SFR methods other than W4 and 100µm -which have a log10(M * )=9.3 and 9.75 lower stellar mass limit respectively. Note that this only applies to the line fitting, and in our figures we always show the distribution down to the original log10(M * )=9.25 selection limit.
Considering the resultant fits in Figure 2 , clearly many of these relations have a large scatter (e.g. Hα vs NUV), systematic offset (e.g. W3 vs NUV) or incorrect calibration slope (e.g. W3 vs UV+TIR1). These systematic differences in slope and normalisation suggest that the base SFRs are not well calibrated to each other. One of the major aims of this work is to both reduce scatter on these relations (which is not related to measurement error) and remove any systematic differences in slope and normalisation.
THE STAR-FORMING GALAXY MAIN SEQUENCE
As discussed previously, if a true fundamental relationship derived from the processes by which galaxies form and evolve, the SFR-M * relation should hold true for all SFR measurements, irrespective of method used. While there will be intrinsic scatter in the population (induced by measurement error and variations in SFR timescale), when using a consistent sample, with identical stellar mass estimates, any difference in slope and normalisation between different indicators is likely due to inconsistencies in the calculations of SFR. As such, differences in the slope and normalisation of these distributions can be used as a probe of inconsistencies in the SFR calibrations. As discussed previously, sources with short timescale variations to their star formation history may show scatter in this distribution, but systematic trends are likely to be due to differences in calibration. In order to compare and contrast this fundamental relation as viewed by different base SFRs, Figure 4 displays the SFR-M * relation for all base SFRs discussed in Section 3. Each panel shows an identical sample (described in Section 2), minus the small number of sources with negative flux measurement, as noted previously. We fit each relation using hyperfit and show the intrinsic orthogonal scatter (in dex) in each of the panels. Some of these scatters are exceptionally small, which highlights that all of the scatter in the data points is consistent with SFR errors, i.e. the intrinsic scatter in the distribution is smaller than the measurement error. A probable exception to this is the scatter in the relation for the SFR derived from NUV using the RT method, which is sufficiently small that a component of the scatter in SFR likely represents true variations in SFR at fixed M * , as discussed in Section 3.9.1. In order to reduce co-variance in the fit errors, we subtract a fiducial mass of M f =10 (log[M/M ]) from the distributions prior to fitting (the SFR fiducial point is already close to zero in log space). Fit parameters to the literature SFR-M * relations, m and C, can be found in Table A1 and take the form:
We also calculate the standard deviation divided by √ N at log10[M*/M ] = 10 ± 0.2 as a measure of the scatter of each distribution -also displayed in each panel.
In all of the SFR-M * relation fitting in this work, we opt to fit a linear relation. Many recent works have shown that there is in fact a mass dependant slope to the SFR-M * relation (e.g. Whitaker et al. 2014; Lee et al. 2015; Schreiber et al. 2015; Gavazzi et al. 2015; Tomczak et al. 2016) . These studies primarily target the slope of the SFR-M * relation at higher redshifts than those probed here (z > 0.5) and to higher stellar masses (to log10(M * ) 11.5). However, they consistently predict a linear relation (in log-log space) at log10(M * ) 10.25, and a flattening to higher stellar masses at their lowest redshifts (z ∼ 0.5) -and this is expected to continue to the more local Universe. Potentially this turnover in the SFR-M * relation is due to different morphological populations contributing to the relation at different stellar masses, with bulge-like systems increasingly flattening the relation at the high stellar mass end. As our sample is selected to target disk-like galaxies only, we potentially may not see this turnover (this will be the subject of an upcoming study). In addition, the bulk of our data lies in the largely linear region of this relation (log10(M * ) 10.25). However, it is nonetheless interesting to explore this further and asses whether it is appropriate to fit our SFR-M * relations linearly. Therefore, in Figure 4 we also show the running median of each SFR method as a function of stellar mass in ∆log10(M/M * )=0.2 bins. We then fit the median relation using a least squares regression. In a number of our SFR measurements we do see a suggestion of a flattening of the distribution at higher stellar masses. This is most obvious in the emission-line-derived SFRs (Hα and O[II] ), but can also be seen in the highest mass bin in the MIR-FIR indicators (W3, W4 and 100µm). However, in the region where the bulk of our data lies, log10(M * )=9.25-10.25 the running medians are well fit by a linear relation in all cases. As such, we deem it appropriate to fit our SFR-M * relations linearly. Note that the running medians are not always a good representation of the hyperfit fits as they do not consider errors or the spread of the data.
Comparison of Methods
There are a number of key observations we can derive from Figure 4 regarding both the physical process involved in producing the emission which is used to derived the SFR and potential errors in calibration:
• There is relatively large scatter in the Hα and [OII] relations. This is likely to either be due to the timescale over which the emission line SFR indicators probe or the relatively complex corrections applied to emission line-based measurements, such as obscuration, aperture, stellar absorption and/or metallicity corrections. In the former, as discussed previously, Hα and [OII] probe SF on very short timescales < 20 Myr. As such, they are much more sensitive to recent changes in a galaxy's star formation rate. This short timescale variation in SFR will cause increased scatter in both Hα and [OII] derived SFRs. If this is the primary driver of the scatter in the relations, it is not a failing of the calibration, but a true intrinsic property of the galaxy -which can potentially be used to determine a galaxy's recent star formation history. However, if the scatter is induced by the complex corrections, we may require more sophisticated corrections to determine true SFRs from our emission line measurements. This is potentially the case, as aperture corrections are likely to be larger for higher mass galaxies (due to their larger physical size) and the scatter on the Hα and [OII] relations increases with stellar mass. By contrast, short stochastic timescale variations in Hα and [OII] are likely to be most apparent in lower mass systems -where in fact the scatter is lowest. Figure 4 . The SFR-M * relation for all base SFR indicators available in the GAMA II sample described in Section 3. Note that all figures show an identical sample -that described in Section 2. The distributions are fit using the hyperfit package. The intrinsic orthogonal scatter (scatter in the distribution on top of measurement error) away from the best fit linear relation are given in each panel and also in Table A1 . We also display the standard deviation divided by √ N at log 10 [M*/M ] = 10 ± 0.2 as a measure of the full scatter of the distribution. The green dashed and dotted lines show the SFR-M * relation fits from SDSS at z=0 (Elbaz et al. 2007 ) and GAMA I + SDSS at z < 0.1 (Lara-López et al. 2013) respectively. A representative median error bar at SFR=1 M yr −1 is displayed in the left of each panel. The error bar for the base RT panel (top left) is 0.09dex, which is a lower limit to the total error as estimated in Appendix A. The large circular points in each panel display the running median of the distribution in log-log space (to be consistent with our line fitting). The running medians display a largely linear relation between SFR and M * over our sample, for all SFR indicators. To highlight this linearity, we fit the median points with a least squares regression and display the resultant fit as the dark grey dotted line. As such, we deem it appropriate to fit these distributions linearly. , highlighting that they are probing the same SFR. Both relations are also well calibrated with the RT SFR but deviate slightly in the highest SFR galaxies. For completeness we also show SFRs derived from the observed SDSS spectra (where available), using the same method as the GAMA analysis (gold points) -which are identical to the distribution from the GAMA observations.
• We also display the SDSS spectra-derived SFRs (using the GAMA analysis of SDSS spectra) which show similar slope, normalisation and scatter, suggesting that the observed scatter is not due to errors in the observed GAMA spectral flux calibration. Lastly, we also find that both emission line diagnostics are relatively well calibrated with the RT SFR, with a slight normalisation offset.
• The FUV and NUV relations have a large scatter. This is likely to be due to assumptions in the obscuration correction applied to the FUV/NUV SFRs. For these indicators we only apply a relatively simple and general βUV correction, which is likely to be inappropriate for a large number of sources. This is directly apparent when comparing to the base RT SFR, which uses the same NUV photometry but a vastly more sophisticated treatment of obscuration.
• The W3 relation has an offset slope with respect to all other broadband photometric relations. W3 and W4 are the only broad-band SFRs which are directly calibrated from the GAMA I Hα SFRs, as such the slope is likely to be more consistent with the Hα relation (as observed in W3). However, this is not apparent for W4. Potentially the W3 calibration has an in built systematic offset which is most dominant at the low mass end, as we will see such offsets will be removed during the analysis in this paper. Another possible explanation is a decline in the strength of PAH features (which is a function of both the strength of the UV radiation field and also of the abundance of PAH molecules) in lower mass galaxies driving the steep slope and large errors at the low mass end. A reduction in PAH abundance can be caused either chemical effects (e.g. a lowering in C/H abundance versus stellar mass) or physical effects (e.g. a more intense and harder UV interstellar radiation field in low mass disk galaxies as compared to high mass disk galaxies -increasing the rate PAH are destroyed in the interstellar medium). This can potentially be explored further using the GAMA dataset.
• The RT, u-band, W4, p100, UV+TIR1, UV+TIR2 and magphys relations all show a similar distribution with slightly varying normalisation and slope. This highlights that even prior to calibration these base SFRs are largely consistent and return similar SFR estimates across a broad range of stellar masses. Small offsets in slope and normalisation will be removed during our subsequent analysis.
• The u-band relation is linear and has a very small scatter. This is potentially due to the fact that the u-band luminosity is more closely correlated with stellar mass (and not SFR) than the other indicators. However, given the relation between u-band SFR and RT/Hα SFRs in Figure  2 , it is clear that u-band emission is also correlated with SF. As discussed previously, it is likely that the observed u-band luminosity has both a SF component and a component from older stellar populations (with produces a correlation with stellar mass). However, we have aimed to remove this from our u-band luminosity. Figure 6 . The relationship between observed luminosity and base RT star-formation. The distributions are fit using the hyperfit package. We repeat this process using all base SFR calibrations. The best-fit linear relations for all luminosities and base SFR methods, are given in Table A2 .
CONSISTENT SFRS ACROSS ALL INDICATORS

Deriving new calibrations
We now aim to recalibrate all of our SFR measurements to form robust and consistent SFR estimates across all methods. These calibrations can then be used to i) compare measurements of SFRs of heterogeneous samples of galaxies where each galaxy may be measured in a different SFR indicator and ii) extract the recent SFH of individual galaxies by comparing SFR indicators sensitive to star-formation histories on different timescales. In order to do this we use the following process:
• Select a base SFR discussed in Section 3.
• Assume this base SFR is representative of the true SFR in the galaxy.
• Scale all luminosity measurements to common units of Watts for luminosities and Watts Hz −1 for luminosity densities.
• For a given base SFR, investigate the relationship between the luminosity measurement used in each method, and that base SFR.
• Derive a new best fit linear relationship between luminosity and SFR.
• Repeat this process for all base SFRs.
In this manner we produce a luminosity to SFR calibration for every combination of luminosity measurement, calibrated to each base SFR. The parameters for all new calibrations are given in Table A2 . For ease of description, henceforth we only show figures for the RT SFR method in the main body of this paper. Figure 6 displays the observed luminosity for all indicators against the base RT SFR. We once again fit the distributions using the hyperfit package to derive the best fit linear relation -where scatter represents the excess intrinsic scatter not including the known error measurements. Note that we exclude the RT luminosity, as it is our base SFR measurement and we also exclude magphys, as we have no direct luminosity measurement with which to calibrate against. Table A2 shows the parameters of the hyperfit fits for all combinations of luminosities and base SFRs. Using this table, it is possible to convert between all SFR indicators using your desired base SFR. For example, if we wish to compare NUV derived SFRs to 100µm derived SFRs, we can simply re-cast the NUV SFR using the 100µm calibration or vice-versa. For our final recommended calibrations, please refer to Section 6 and Table 1 .
In Figure 7 we show all luminosity-measurement-tobase-SFR relations from Table A2 . Each panel displays the relations for a single luminosity measurement, when calibrated against each of the base SFRs. Colours represent each base SFR and are given in the top middle panel (i.e. the top left panel displays the relationship between the RT luminosity and all base SFRs using the calibrators given in Section 3 -for reference the fits in Figure 6 are now represented by the red lines in each panel of Figure 7 ). We also display the standard deviation of the slopes (SD[m]) and intercepts (SD[C]) for all fits -as such, a large spread in fit slope across base SFR indicators is represented by a combination of these values. Note that the x-axis range in Figure 7 is not the same for all luminosity measurements (with ranges defined by the spread of the data), such that a small value of SD[m] may not be apparent when visually comparing these figures. The SD [m] and SD[C] parameters display how robust a particular observable luminosity is against measuring SFRs using different methods (e.g. comparing W3 luminosity to SFRs derived using all other base methods, produces reasonably consistent results with ∼0.1 dex scatter).
Re-casting the SFR-M * relation
Using our new luminosity to SFR calibrations defined above, we now derive the SFR-M * relations, recalibrated using each base SFR (i.e. using all combinations of fits given in Table A2 ). We:
• Take all of the luminosity to SFR calibrations in Figure 7 .
• For each luminosity measurement, calculate a new SFR based on these calibrations (this essentially gives us > 100 SFR estimates for each galaxy)
• Produce a series of SFR-M * relation plots calibrated using each base SFR.
For example, for the RT SFR we use all of the red lines in Figure 7 and for W4 all of the blue lines. An example of the new SFR-M * relation using base RT SFR for recalibration is shown in Figure 8 . We find that using the RT base SFR to recalibrate produces a reduced orthogonal scatter for all SFR-M * relations (this is in fact true for the majority of base calibrators). Full parameters of all new SFR-M * relations are given in Table A1 .
In a similar manner to Figure 7 , Figure 9 displays all of our new recalibrated SFR-M * fits. Each panel now shows the SFR-M * fits for all SFR methods, re-calibrated using the base SFR tracer on the y-axis. For example, the RT panel (middle top row) shows all of the solid black lines from Figure 8 collapsed to a single figure. We also display the original fits using the base SFR with no re-calibration (top left panel). In order to give a measure of the difference in SFR-M * relations across each indicator, we highlight the standard deviation in both slope and normalisation of all of the fits.
Comparing all of our new calibrations to the original base SFR-M * fits (top left panel of Figure 9 ), we reduce the spread in slope and normalisation of the fits across all base SFRs. This highlights that we are now measuring SFRs in a much more consistent manner across all indicators and that our recalibrating process is improving consistency when measuring SFRs. It should be noted here that even though SFRs are measured more consistently across different methods for a given base SFR, this in general does not imply that the fidelity of a particular SFR method (corrected according to a different base SFR) has been improved. This will only be the case if the base SFR indicator itself can be shown to be a superior predictor of the true SFR in a galaxy. For example, the small spreads in the W3 luminosity corresponding to SFRs of all base methods means that although W3 will give a highly reproducible SFR measurement when used in conjunction with different SFRs, it will still have a systematic error, as discussed in Section 4.1.
RECOMMENDED LUMINOSITY TO SFR CALIBRATIONS
Here we aim to define a robust set of recommended luminosity to SFR calibrations. To do this we must select one of our Figure 7 . Compendium of all observed luminosity to base SFR calibrations given in Table A2 . In each panel we take a single observable luminosity, and show the hyperfit derived relation between this luminosity and all literature SFR indicators given in Section 3 (displayed by the different colours). For example, the lines fit in Figure 6 for the Grootes et al. NUV literature SFR calibrations are the red lines in each panel of this figure. base SFRs as a 'gold standard', with which to calibrate all methods against. This 'gold standard' calibrator must meet the following criteria:
1. The method has a direct, and quantitative link with young massive stars in galaxies. This criterion is met by indicators which probe either non-ionising continuum UV emitted short-wards of ∼3000Å(RT, FUV, NUV, UV+TIR1/2 and magphys) or ionising photon flux as probed with recombination lines (Hα or [OII] ). Care must be taken when using broad-band emission at wavelengths > 3000Å (u-band) where correlations in the SFR-M * relation can be driven by the fact that flux from older stellar populations may dominate the emission, and this is well correlated with stellar mass. This is discussed further is Section 7.1.
2. The method must probe integrated star-formation over the whole galaxy. For the GAMA sample there are no measurements of the spatially integrated Hα and [OII] recombination line fluxes as aperture-based measurements are obtained in a ∼2 arcsec aperture which misses large fractions of the line flux, depending on the angular size of the galaxy. While aperture corrections can be made, these are uncertain and may give rise to a scatter in the derived SFR.
3. The method must not be sensitive to short timescale variations in SFR. As discussed previously, emission line SFR methods are subjects to short timescale variations in SFR. Such variations will induce scatter in calibrations using these indicators as a 'gold standard' measurement. Following this, and point 2., we exclude Hα and [OII] as our potential 'gold standard' SFR.
4. After recalibration using the 'gold standard', it must show consistent slope and normalisation in the resultant SFR-M * relations. Through inspection of the panels in Figure 9 one sees clearly that using the RT SFR as the base method yields tighter distributions in both slope, m, and intercept, c, than any other SFR indicator used as the base. To highlight the reduction in spread of both m and c when using the RT SFR as our base calibrator, Figure  10 displays m vs c for the original SFR-M * ration fits (left) and our new fits recalibrated using the RT SFRs (right). We see a large reduction in the spread of both m and c, highlighting that using the RT method as a base calibrator produces consistent SFR-M * relations.
Given the above criteria, we select the RT base SFR as our 'gold standard'. This measurement is directly linked to the emission from young stars, is integrated over the whole galaxy, is measured over timescales which are unaffected by recent changes to the galaxies star-formation history, has a direct measurement for all galaxies in our sample and after recalibration, produces SFR-M * relations with reduced scatter, and consistent slopes and normalisation.
It should be noted that the use of the spread in slopes and normalisations of the relations in Figure 9 as a quantitative measure of the efficacy of the various methods used to derive SFRs (point 4, above), will always preferentially favour methods leading to a relation between log(SFR) and log(M * ) that has the same linear functional form assumed by hyperfit for the sample of spiral galaxies we use. In this sense our result that the RT method reduces the spread in slopes and normalisations more than the other methods is consistent with the analysis of the SFR-M * relation between specific SFR and M * by Grootes et al. (submitted) , also using the RT technique. That analysis revealed an almost perfect power law relation between 10 9−11 M for the same sample of disk-dominated spiral galaxies as used in the present work. As discussed in Section 4 and by Grootes et al. (submitted) , one reason for the linearity may be that this is a fundamental linear relation pertaining only to the disk component of spiral galaxies. The sample selection using the morphological proxies selects against early type spirals, with an increased fraction of bulge light affecting M * but contributing little to the UV output of the galaxies. Thus, the possible steepening of the SFR-M * relation at high mass measured in other samples (see for example Whitaker et al. 2014 ) may potentially be due to the increasing predominance of high mass spheroidal components in more massive spiral galaxies.
Another major factor influencing the linearity of the relation between log(SFR) and log(M * ) is the changing effect of dust attenuation as a function of stellar mass in spiral galaxies. This affects both the escape fraction of UV light as well as the appearance of dust-reradiated optical and UV starlight. These both depend on the geometrical distributions of stars and dust in the galaxy, as well as the amount of dust, as a function of M * . As a result, the transformation between raw measurements in any SFR indicator, and the true SFRs is not predicted to be well described by any simple functional form. The apparent high fidelity of the Popescu et al. (2011) radiation transfer model used here in predicting the variation of dust attenuation in the NUV as a function of M * along the SFR-M * relation, is consistent with the model itself and its associated empirical constraints, having predictive power for deattenuating spiral galaxies over all the range of M * considered here. In particular the Popescu et al. (2011) model makes use of the relative spatial distributions of old and young stellar populations and associated dust components derived from radiation transfer modelling of nearby highly resolved massive edge-on spiral galaxies (Xilouris et al. 1997 (Xilouris et al. , 1998 (Xilouris et al. , 1999 Popescu et al. 2000; Misiriotis et al. 2001; Popescu et al. 2004 ). These are combined here with the empirical calibration of face-on dust surface density as a function of stellar mass surface density by Grootes et al. (2013) , making use of measurements of disk size and orientation derived from single-Sersic fits to the optical images of each GAMA target galaxy in the sample In summary, our resultant recommended observed luminosity-to-SFR calibrations are those based on the RT method, and have the form :
where parameters for each indicator are given in Table 1 . We suggest that the reader use these calibrations to define SFRs for a particular galaxy or galaxy sample, and only refer to the numerous calibrations in Table A2 for a specific comparison between two SFR methods. Figure 10 . The slope, m, against intercept, c of our SFR-M * ration fits using the original SFRs given in Section 3 (left) and recalibrated using the RT SFRs as a base indicator (right). These values are representative of the fits displayed in the upper left and upper middle panels of Figure 9 . We see a large reduction in the spread of both m and c via our recalibration process. Table 1 . Recommended Luminoisty-to-SFR calibrations, based on the radiation transfer model of Popescu et al. (2011) in conjunction with the opacity -stellar surface mass density relation of Grootes et al. (2013) . The calibrators take the form: In order to highlight the improvements induced by our new calibrations, Figure 11 displays the same as Figure 2 , but now using the SFRs derived using our recommended calibrations. We find that the scatter is reduced in the majority of relations (potentially removing non-measurement errors), but more significantly, we have dramatically reduced differences in normalisation and slope bringing the majority of the comparisons close to an intercept of 0 and slope of 1 (as expected if SFRs are being measured consistently across indicators).
We have now derived new luminosity to SFR calibrations which produce the SFR-M * consistently across all SFR indicators (i.e. see the fits for our newly calibrated SFR-M * relations in the top middle panel of Figure 9 ). Thus, using these calibrations one can directly compare SFRs measured using any observable and obtain the same physical property of the observed galaxy.
EVOLUTION OF STAR-FORMATION IN
GAMA GALAXIES 7.1 Choice of SFR tracer and isolating the star-forming population
Using our re-calibrated luminosity to SFR relations, it is possible to derive new, robust SFRs for the full GAMA IIEq sample. As such, we apply our new SFR calibrations to all GAMA IIEq sources -excluding those spectroscopically identified as containing an AGN. In this section we will investigate the evolution of star-formation at z < 0.4 using the u-band derived SFR indicator. We select the uband as: i) the u-band calibrations discussed previously in this paper give a relatively tight linear relation (specifically with the robust SFR of the RT method -which is only derived for a sub-sample of GAMA, see Figure 11 ), ii) we have robust photometric measurements in the u-band for a sig- Figure 11 . Same as Figure 2 but for re-calibrated SFRs using the RT-derived luminosity to SFR calibrations -given in Figure 7 and Section 5.1. Both axes display SFR from 0.1 to 50 in log-log space. All SFR indicators show a tighter relation which more closely follows the 1:1 line.
nificant fraction of GAMA galaxies across all redshifts, iii) completeness corrections are much easier to estimate for a single band SFR measurement (in comparison to emission line measurements or full SED fits), and iv) de-blending in photometry from the relatively high resolution SDSS data is likely to have less error than measurements derived from other single bands with poorer resolution (such as GALEX, WISE and Herschel).
Furthermore, it is possible to use the radiative transfer models outlined in Popescu et al. (2011) and Grootes et al. (2013) to predict the most 'unbiased' band for estimating the total emission from young stars (and hence SF). We do not discuss this in detail here, as this analysis will be Figure 12 . The u − r colour distribution as a function of redshift for GAMA galaxies. Left: the measured colours, right: K-corrected and obscuration-corrected colours as used in Section 3. We fit a line to the peak of the blue population (blue lines) and the trough between blue and red populations (green lines). Galaxies which lie below the green line in the right panel are deemed to have their u-band emission dominated by young stars and are classed as star forming. In Figure 13 galaxies below the green line are shown in colour, while those above the green line are shown in grey.
further developed in a subsequent paper. However, such an analysis derives a figure of merit for observing un-biased SF by comparing the fraction of emission arising from young (<500 Myr) stars, to the relative attenuation correction as a function of wavelength. This figure of merit is designed to peak where one most directly measures the emission from young stars, without having to apply significant obscuration corrections. We find that this peaks between the NUV and u-bands, suggesting that these bands are optimal for measuring unbiased SFRs. Given this, and the details noted in the previous paragraph, we select the u-band SFRs to measure the evolution of star-formation in GAMA.
As discussed previously, an additional complication in using broad-band emission to determine global SFRs is that a significant fraction of this emission may arise from the underlying older stellar population, even in star-forming galaxies. However, via our initial colour scaling to the u-band luminosity and recalibration process, u-band emission which does not arise from star-formation is inherently removed. In the later, this is achieved by directly relating an observed u-band luminosity with the RT SFR (which we have assumed to be the true SFR). This allows us to estimate true SFR for a given observed u-band luminosity, irrespective of whether or not that u-band luminosity arises from SF. As we recalibrate in both slope and normalisation, we account for varying fractions of emission arising from older stellar populations at different u-band luminosities, with the assumption that this changes linearly.
However, this relation is defined for spiral galaxies (which are predominantly star-formers), and as such, may not be appropriate for passive (largely spheroidal) systems -where the bulk of their u-band emission will arise from old stellar populations. While our initial colour scaling should account for this, the corrections for red passive galaxies are large and potentially not robust. As such, to avoid any contribution from non-star-forming components, when estimating the evolution of star-formation in the GAMA IIEq sample we would ideally like to isolate the star-forming population. A potential solution to this is to use emission line derived SFR measurements (which are un-affected by the older stellar populations) as in Gunawardhana et al. (2013 Gunawardhana et al. ( , 2015 . However, this leads to further complications in estimating the appropriate completeness corrections for undetected sources (in addition to aperture and obscuration corrections). Additionally, while it is possible to isolate starforming and passive galaxies in the SFR-M * plane directly at low redshift, it becomes increasingly difficult at higher redshift where the populations overlap (see below for further details).
In order to make the distinction between sources where their u-band emission is dominated by star-formation and their emission is dominated by older stellar populations we use a simple u − r colour cut as a function of redshift. In Figure 12 we display the measured and kcorrected/obscuration-corrected u − r colours of all GAMA galaxies as a function of redshift. Obscuration-correction and k-correction are once again derived using the lambdar/interrest analysis outlined previously. To separate galaxies into those where their u-band emission is dominated by star-formation and those dominated by older stellar populations, we trace the trough point between the blue and red populations (green lines). To do this we bin the u − r colour distribution in ∆z = 0.05 bins, determine the peak of the star-forming and passive populations, and find the min-imum between these points. We find that the trough point in the k-corrected/obscuration corrected colour distribution is essentially constant with redshift, and opt for a constant u − r = 1.4 dividing line. We then define all galaxies below the green line in the k-corrected/obscuration corrected colour distribution as 'star-forming' in our subsequent analysis.
For galaxies whose u-band luminosity is dominated by recent SF we can use the calibrations derived here for relating luminosity to SFR. However, for those galaxies partially or fully affected by u-band emission from older stars (above the green line in Figure 12 ) these current calibrations cannot be used because the proportion of u-band luminosity attributable to recent SF is not known.
Evolution of the SFR-M * relation
We split the GAMA sample into four redshift bins between 0 < z < 0.35. For a direct comparison we use the same redshift binning as in the previous GAMA analysis of Gunawardhana et al. (2013 Gunawardhana et al. ( , 2015 , which uses Hα derived SFRs. The top two rows of Figure 13 display the SFR-M * (top) and sSFR-M * (middle) relations for galaxies in each redshift bin. We colour those sources which are defined as star-forming using the u−r colour cuts discussed previously. In both rows we see that the distribution of sources visually splits into two populations, and that the simple u−r cut isolates the star-forming population. The sharp cutoff between the coloured and grey distributions is representative of the obscuration and k-corrected u − r colour selection, which is close to a linear cut in sSFR. In the subsequent analysis in this paper we only use this star-forming population, but display the excluded passive population as grey points, where appropriate.
We use hyperfit to fit the slope and normalisation of star-forming galaxies at each redshift to parametrise the evolution of the SFR-M * relation. Table 2 displays the bestfit parameters at each redshift.
These fits show clear variation in slope and normalisation across our redshift range -with the normalisation increasing and slope appearing to flatten to higher redshifts. To compare this evolution to previous results at higher redshifts, we take the slope and normalisation at log10[M/M ]=10.0 and compare to the parameterisations of the SFR-M * relation given in Lee et al. (2015) -using data in the COSMOS region. We select log10[M/M ]=10.0 as our normalisation point, as it falls above the incompleteness limits in all of our redshift samples, and is largely in the linear region of the Lee et al. (2015) parameterisations. We then determine the Lee et al normalisation at this point using their equation 2.
The left panel of Figure 14 displays the combined evolution of the normalisation of the SFR-M * relation at log10[M/M ]=10.0 from our work and the Lee et al. (2015) study. Errors on the normalisation from our sample are estimated for the hyperfit fitting error and are smaller than the points. We also over-plot points derived from the sSFR evolution in Damen et al. (2009) This highlights that there is relatively smooth declining evolution in the SFR-M * relation since z ∼ 1.2, which is consistent with results from the evolution of the Cosmic StarFormation History (e.g. Hopkins & Beacom 2006) , which to first order, has been linearly decreasing since z ∼ 1.
We also plot the fit for the evolution of the SFR-M * relation from Speagle et al. (2014) , who use a detailed compilation of 25 different samples to evaluate the SFR-M * relation out to z ∼ 6. We use their best fit relation for at log10[M/M ]=10.0 and find that our results consistent with the Speagle et al. (2014) fits over the redshift range probed.
We also compare the power law slope of our SFR-M * evolution with that determined by Lee et al. (2015) -right panel of Figure 14 . While Lee et al propose an increasing slope with look-back time, we in fact find the opposite, with the SFR-M * relation becoming shallower to higher redshift. However, this is potentially due to Eddington Bias (Eddington 1913), due to increasing incompleteness in our samples at higher redshifts both in stellar mass and SFR. Similar effects have been discussed in Dunne et al. (2009) and Stringer et al. (2011) , who find that increasing incompleteness in high-z samples leads to a flattening of the SFR-M * relation. To test this, we take our z < 0.1 distribution, apply SFR cuts which are similar to the selection limits in the higher redshift bins and re-fit the distribution. We find that the slope of these fits decreases in a similar manner to the evolution of the slope seen at higher redshifts -as such, this is likely to be driven by Eddington Bias. However, deeper, higher redshift spectroscopic samples, such as the upcoming Wide Area VISTA Extragalactic Survey -Deep (Driver et al. 2015) , will be required to fully probe the changing slope of the SFR-M * relation at these epoch.
Evolution of the Cosmic SFR Density
Taking this further, we can also explore the global evolution of SFR in the local Universe. As discussed previously, the CSFH is a fundamental measurement of the process of galaxy evolution, probing the changing density of starformation as the Universe evolves (e.g. Baldry et al. 2002) . This distribution contains invaluable information about the underlying processes which shape the evolution of galaxies. The CSFH has been well established over the past two decades from numerous studies, albeit with large scatter from different data sets (see summaries in Hopkins & Beacom 2006; Gunawardhana et al. 2013) -showing an increase in SFR density to z ∼ 2.5 and a slow decrease at later times. Hopkins & Beacom (2006) have produced a robust parameterisation of the CSFH for both Salpeter-like and Baldry & Glazebrook (2003) IMFs using a compendium of measurements across the last 12.5 Gyr of Universal history. The u-band SFR-M * relation for GAMA galaxies in four different redshift bins. Coloured points in all panels display systems selected as 'star-forming' using our u−r cuts. Grey points display the passive population, which is not used in subsequent analysis. Coloured points are fit with a linear relation using hyperfit resulting in the navy dashed line -parameters given in Table 2 . The range of SFRs used in the SFRDF fitting are displayed as the shaded boxes. Second row: The same as the top row but displaying the sSFR-M * relation. Third row: Estimation of incompleteness in each sample. We display the k-corrected (not obscuration corrected as these are not appropriate for observability corrections) u − r vs u distribution of sources at each epoch. The diagonal line displays the GAMA r < 19.8 limit, the dashed horizontal line displays the modal u − r colour of the 'star-forming' population and the dashed vertical line displays the intercept of these two lines (see text for details). Bottom row: The SFRDF at each epoch. Data points display the 1/Vmax weighted distributions. We fit the 0 < z < 0.1 distribution using a spline and then apply a least squares regression to fit of the same shape to the normalisation and x-position at higher redshifts -using only the data in the shaded regions (once again see text for details). Table 2 . The evolution of star-formation in GAMA galaxies. We split our sample into four redshift bins and measure the slope and normalisation of the SFR-M * relation. We calculate the SFRD at epoch and estimate its error using the Cosmic Variance (CV) prescription of .
Redshift
Volume ×10 Lee et al. (2015) results at higher redshifts, observed in the COSMOS region, orange, and points derived from the sSFR evolution in Damen et al. (2009) , magenta. The fit using the compilation of data in Speagle et al. (2014) is shown as a the brown line. Right: The same but for the power law slope of the SFR-M * relation.
Completeness corrections
Due to both the selection of target sources in the GAMA survey (r < 19.8) and the u-band limits of the SDSS data used to derive our SFR, our star-forming samples are likely to be incomplete, and this incompleteness will vary as a function of redshift. To estimate this incompleteness, we use a similar method to that outlined in and Driver et al. (2013) .
Briefly, we first determine the appropriate u-band apparent magnitude limit of our samples at each redshift using the u − r vs u colour distributions shown in the third row of Figure 13 . Note that the u-r colours displayed in these panels are not obscuration corrected (but are k-corrected) as applying obscuration corrections is not appropriate when determining observability incompleteness. The dashed diagonal line in these figures displays the r < 19.8 GAMA selection limit. We identify the modal point of the star-forming distribution in u − r colour (dashed horizontal line) and find the intercept of this point with the r < 19.8 selection limit -giving the appropriate u-band limit for each epoch (dashed vertical line). We exclude sources at fainter absolute u-band magnitudes than this limit. For all remaining sources we calculate the standard 1/Vmax correction for both the r < 19.8 and derived u-band limits. Above/below the horizontal dashed u−r line our sample will be incomplete due to the u-band/r-band limits respectively. As such, we use the appropriate 1/Vmax for each galaxy depending on its u − r colour, and calculate the resultant star formation rate density function (SFRDF) at each epoch (bottom row of Figure  13 ). Volumes for each redshift are given in Table 2 . We find that the SFRDF is bounded in our three lowest redshift bins (i.e. the contribution to the SFR density rises to a peak and then decreases with decreasing SFR), but unbounded at the highest redshifts. This suggests that we cannot reasonably measure the SFR density in our highest redshift bin. Somewhat unsurprisingly, we also find that the dominant contribution to star-formation in the z < 0.15 universe arises from systems with moderate SFRs (∼ 1 − 10 M yr −1 ).
While the 1/Vmax method corrects to weight sources We apply a new fit to the CSFH using data in the 0.04 < z < 0.7 range and the same functional form as Hopkins & Beacom (2006) , to obtain the salmon coloured line.
that have been identified, it does not allow correction for sources which are completely undetected in our sample. To account for these sources, we assume that the star formation rate density function has a similar shape at all epochs. We fit the 0 < z < 0.1 SFRDF within the bounds of the red shaded region in the bottom left panel of Figure 13 , using a spline fit with 8 degrees of freedom (found to be a good representation of the data). We then retain the same shape as the 0 < z < 0.1 SFRDF, and apply a least squares fit for the x-offset and normalisation at higher redshifts, using only data points in the region where our SFRDF measurements are complete -the blue shaded regions. For reference, we also over-plot the red and blue shaded regions in the top row of Figure 13 to highlight that the fitted region is well within the bounds of the observed galaxy distribution prior to corrections. We note that we aim to fit our highest redshift bin, but highlight that as the distribution is unbounded, any derived measurement is not robust.
Cosmic Star Formation History
To calculate the Cosmic Star-formation History (CSFH) we integrate each of the SFRDF fits to obtain a total SFRD at each epoch -given in Table 2 . The dominant source of error in our SFDR measurements is likely to be Cosmic Variance (CV). We estimate the 1σ error induced by CV in the GAMA regions from as 13%, 11%, 8% and 5% in our four redshift bins respectively. Figure 15 shows a compendium of the CSFH using multiple different surveys and techniques. The grey points display the summary of results noted in Hopkins & Beacom (2006) , which we supplement with more recent results from Gunawardhana et al. (2015) , We over-plot the Hopkins & Beacom (2006) fits and find that our results are largely consistent with the previous parametrisation in the 0 < z < 0.35 range -we find that the Hopkins & Beacom (2006) relation slightly over predicts the CSFH at 0.1 < z < 0.8 in comparison to our new data and previous results. This is also consistent with the results of Behroozi, Wechsler, & Conroy (2013) , who find that the Hopkins & Beacom (2006) relation over predicts the data at these epochs. Lastly, we also display the fit to the CSFH from the summary of Madau & Dickinson (2014) , and find it is also largely consistent with our new measurements. For consistency, we also produce the CSFH in an identical manner using the Hα-calibrated uband SFRs, and find that we obtain SFRD measurements which are ∼0.1 dex higher than our current measurements. Highlighting that our SFRD measurements are not strongly sensitive to choice of 'gold standard' calibrator.
Given the additional data since the Hopkins & Beacom (2006) relation was fit, we now supplement the data used in Hopkins & Beacom (2006) with the more recent results (excluding the Gunawardhana et al. 2015 , points which are likely to suffer from incompleteness) and our own new SFRDs (excluding our highest redshift data point), and rederive the CSFH (for details of the datasets used in the previous fits, please refer to Hopkins & Beacom 2006) . We use the same functional form as Hopkins & Beacom (2006) 
where h0.7 = 0.7. We then perform a least squares regression to fit this relation to all data at 0.04 < z < 0.7 (where we have robust measurements of the SFRD) and derive parameters: a = 0.0253, b = 0.167, c = 3.40, d = 5.10.
Note that these fitting parameters are only reliable in the 0.04 < z < 0.7 range. We do not quote errors as they are extremely co-variant. Our fitted values do not deviate significantly for the Hopkins & Beacom (2006) relation, but marginally reduce the SFRD at 0.04 < z < 0.7 bringing the fitted relation into line with the more recent results.
CONCLUSIONS
We have investigated 12 different SFR methods available to the GAMA survey. By taking a well-defined sample of local spiral galaxies, we compare and contrast each SFR indicator/method against each other and find that they have large scatter, as well as normalisation and slope offsets -suggesting that they are not well calibrated to each other. To produce consistent SFR measurements across all indicators we re-calibrate all SFR metrics to a common relation.
We re-define all literature luminosity to SFR calibrations assuming each base SFR to be correct in turn. We find that the most consistent slopes and normalisations of the SFR-M* relations found using different SFR indicators are obtained when the indicators are recalibrated using SFRs derived from the radiation transfer method of Popescu et al. (2011) in conjunction with the opacity -stellar surface mass density relation of Grootes et al. (2013) . We use the SFR-M * relation as a metric of success of our calibrations, and find that our recommended calibrations reduce the scatter on the relation for all SFR indicators and produce consistent SFR-M * relation slopes and normalisation. We also show that our new calibrations reduce scatter and systematic offsets when comparing SFR measurements directlysuggesting that they are robust in directly comparing SFRs across multiple observables. For reference, we also provide luminosity to SFR calibrations for all possible combinations of base SFR and indicator.
These calibrations can now be used to compare SFRs over a broad range of different observations, probing different epochs, environments and galaxy populations, to return a consistent measure of star formation.
Using our newly derived SFRs we investigate the evolution of star-formation in the local Universe. We apply our new calibrations for u-band SFR to the full GAMA IIEq sample and investigate the evolution of the slope and normalisation of the SFR-M * relation. We compare this to results at higher redshift and find that the normalisation evolves linearly over the last 8.5 Gyr (0 < z < 1.2). We calculate the SFRD at four epochs and correct for incompleteness in our sample. We find that the SFRD derived from our new u-band SFR calibrations is largely consistent with the Hopkins & Beacom (2006) and Madau & Dickinson (2014) parameterisations of the CSFH. These results highlight that our new SFR calibrations are robust in deriving physical quantities of galaxy populations.
Lastly, we update the Hopkins & Beacom (2006) relation fits to include post-2006 data, including our new results, to find a slightly lower SFRD at z < 0.7 -this parameterisation now supersedes the previous relation. Our new relation is also consistent with the more recent results from Madau & Dickinson (2014) and Behroozi, Wechsler, & Conroy (2013) .
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are uncertainties in the fixed relative scale heights of the UVemitting star-forming disk and the dust disks -which in the model of Popescu et al. (2011) are based on resolved observations of nearby edge-on spiral galaxies by Xilouris et al. (1999) and on the thickness of the star-forming molecular layer in the Milky Way. Uncertainties in the scale heights will affect both the attenuation of UV light in disks seen face on, as well as the inclination dependence of the attenuation. Grootes et al. (2013) has verified that that the geometry calibrated in this way is consistent with the observed attenuation-inclination relation of spiral galaxies in the UV, including the dependence on stellar mass of this relation. This demonstrates that systematic errors may be limited. Nevertheless, random variations in the relative scale heights of the stellar and dust disks are expected, and these will contribute to a random error in attenuation, and hence SFR. If the observed range of scaleheight of optically emitting stars and associated dust layer derived through radiation transfer analysis of nearby highly resolved edge-on spiral galaxies by Xilouris et al. (1999) and by de Geyter et al. (2014) is also indicative of the range of scaleheights of UV-emitting stars and associated dust, variations of up to a factor of 2 from the mean relative scaleheights of UV-emitting stars to the associated dust layer may be possible. For a typical galaxy of stellar mass 2×10 10 M and τB=3, such a shift in the vertical geometry would change the measured NUV flux by ±0.04dex.
The final main component of the uncertainty in SFRs derived using the RT method relates to uncertainties in the escape fraction of observed emission in the NUV-band from massive stars arising from the birth clouds. In the present calculation, the escape fractions as a function of rest frame UV wavelength are taken from Table E.4 of Popescu et al. (2011) , corresponding to a clumpiness factor F =0.35 in the model. However, it is possible that the clumpiness factor varies between galaxies, which would induce a scatter in the returned values for SFR about their true values. Indeed, radiative transfer modelling of direct and dust-radiated light of spiral galaxies by Misiriotis et al. (2001) does show a variation of F by of order ±30% between galaxies. This would translate into a variation in derived SFR of ±0.04dex.
Summing these three components of uncertainties in SFR in quadrature, yields an estimate for the total uncertainty in the RT method to be around 0.09dex. This may be a lower limit to the total uncertainty if other effects are present that we have not taken into account, but cannot readily quantify, such as deviations in the radial distribution of dust with galactocentric radius in galaxies from the exponential functional form used in the Popescu et al. (2011) model. A conservative upper limit to the error is given by the residual scatter at fixed M * in the sSFR vs. M * for spiral galaxies of typically 0.27dex (1σ) found by Grootes et al. (2016, submitted) after having applied the same RT technique on the same sample of non-grouped non-interacting galaxies used in this work. However, the large difference between the residual scatter of 0.27dex and the estimated error of 0.09dex suggests that much of the residual scatter is in fact intrinsic, caused by real variations in the SFR at fixed M * , rather than being due to unaccounted uncertainties in the correction for dust attenuation.
Finally, it is instructive to compare this lower limit of 0.09dex in uncertainty in SFR with the reduction in scatter at fixed M * of the sSFR vs. M * relation for this galaxy sample, as effected by this implementation of the RT technique. This reduction is from 0.36dex to 0.27dex (Grootes et al. 2016 submitted) . From this, one may infer that the component of scatter in SFR at fixed M * in the uncorrected sSFR vs. M * relation due to dust attenuation in the NUV is at least 0.24dex for a spiral of stellar mass 2 × 10 10 M . 
