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SEMIDEFINITE PROGRAMMING BOUNDS FOR THE
AVERAGE KISSING NUMBER
MARIA DOSTERT, ALEXANDER KOLPAKOV,
AND FERNANDO MA´RIO DE OLIVEIRA FILHO
Abstract. The average kissing number of Rn is the supremum of the average
degrees of contact graphs of packings of finitely many balls (of any radii) in Rn.
We provide an upper bound for the average kissing number based on semidef-
inite programming that improves previous bounds in dimensions 3, . . . , 9.
A very simple upper bound for the average kissing number is twice the kissing
number; in dimensions 6, . . . , 9 our new bound is the first to improve on this
simple upper bound.
1. Introduction
A packing of balls in Rn is a finite set of interior-disjoint closed balls. The contact
graph of a packing P is the graph with vertex set P in which two balls X and Y
are adjacent if they intersect, that is, if they are tangent to each other.
Contact graphs of packings of disks on the plane are characterized by the Koebe-
Andreev-Thurston theorem [16]: they are precisely the (simple) planar graphs. In
higher dimensions, no such simple characterization is known (see the paper by
Glazyrin [10] for a nice discussion), and therefore research has been focused on
understanding the behavior of some specific parameters of contact graphs.
In this paper, we consider the average degree of contact graphs. More precisely,
we are interested in the average kissing number of Rn, namely
κn = sup{ δ(G) : G is the contact graph of a packing of balls in Rn },
where δ(G) denotes the average degree of G.
Lower bounds for κn can be obtained by constructions; a simple idea is to con-
sider lattice packings. Given a lattice Λ ⊆ Rn with shortest vectors of length d, we
consider the set of all balls of radius d/2 centered on the lattice points. These balls
have disjoint interiors and so we have a packing of infinitely many balls. Each ball
in this packing has the same number of tangent balls, called the kissing number
of the lattice Λ. The lattice kissing number of Rn, denoted by τ∗n, is the largest
kissing number of any lattice in Rn; immediately we have κn ≥ τ∗n. Conway and
Sloane [4, Table 1.2] list lower bounds for τ∗n, and hence for κn, for n up to 128.
For n = 3, a construction of Eppstein, Kuperberg, and Ziegler [7] gives κ3 ≥ 12.612,
while τ∗3 = 12.
On the side of upper bounds, it is easy to see that κn ≤ 2τn, where τn is the
kissing number of Rn, that is, the maximum number of interior-disjoint unit balls
that can simultaneously touch a central unit ball. Indeed, say P is a packing of
balls and let r(X) be the radius of the ball X ∈ P; let G = (P, E) be the contact
graph of P. In G, the number of neighbors of a ball X ∈ P that have radius at
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Dimension Lower bound Previous upper bound New upper bound
3 12.612 13.955 13.606
4 24 34.681 27.439
5 40 77.757 64.022
6 72 156 121.105
7 126 268 223.144
8 240 480 408.386
9 272 726 722.629
Table 1. Lower and upper bounds for the average kissing number.
The lower bound in dimension 3 was given by Eppstein, Kuper-
berg, and Ziegler [7]; all other lower are in listed by Conway and
Sloane [4, Table 1.2]. Upper bounds in dimensions 3, . . . , 5 are due
to Glazyrin [10]; all other upper bounds are twice the best known
upper bound for the kissing number; see Table 1 in Machado and
Oliveira [13].
least r(X) is at most the kissing number τn. So
|E| ≤
∑
X∈P
|{ {X,Y } ∈ E : r(X) ≤ r(Y ) }| ≤ τn|P|,
whence the average degree of G is 2|E|/|P| ≤ 2τn. Though simple, this bound is
still the best known for all n ≥ 10.
Kuperberg and Schramm [11] gave the first nontrivial upper bound for the av-
erage kissing number in dimension 3, proving that κ3 ≤ 8 + 4
√
3 = 14.928 . . ..
Glazyrin [10] refined their approach and showed that κ3 ≤ 13.955; he also extended
their result to higher dimensions and managed to beat the upper bound of 2τn
for n = 4 and 5. In this paper, we use semidefinite programming to refine Glazyrin’s
approach (see §§2 and 3 below), obtaining better upper bounds for n = 3, . . . , 9; see
Table 1. In §4 we discuss an alternative approach related to the linear programming
bound of Cohn and Elkies [3] for the sphere packing density.
1.1. Notation and preliminaries. The Euclidean inner product on Rn is denoted
by x · y = x1y1 + · · ·+ xnyn for x, y ∈ Rn. The (n− 1)-dimensional unit sphere is
Sn−1 = {x ∈ Rn : ‖x‖ = 1 }; the distance between points x, y ∈ Sn−1 is arccosx ·y.
The surface measure on the (n−1)-dimensional sphere of radius ρ is denoted by ωρ;
we write ω = ω1.
A spherical cap in Sn−1 of center x ∈ Sn−1 and radius α is the set of all points
in Sn−1 at distance at most α from x, namely
{ y ∈ Sn−1 : x · y ≥ cosα }.
The normalized area of this cap is
ω(Sn−2)
ω(Sn−1)
∫ 1
cosα
(1− u2)(n−3)/2 du.
Spherical caps are defined similarly for spheres of radius other than 1. Of course,
the normalized area of a cap of radius α is the same irrespective of the radius of
the sphere, and is given by the formula above. The area of a spherical cap can be
computed by a recurrence; see Appendix A.
Let V be a measure space. A kernel is a real-valued square-integrable function
on V ×V . If f : V → R is square integrable, then f⊗f∗ is the kernel that maps (x, y)
to f(x)f(y).
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Figure 1. If the central circle, drawn with full line, has radius 1,
if the circle drawn with dotted line has radius ρ > 1, and if the
smaller circle that touches the central circle has radius s, then the
law of cosines gives s2 = ρ2 + (1 + s)2 − 2ρ(1 + s) cosα.
2. Glazyrin’s upper bound
Glazyrin [10] refines and extends previous work by Kuperberg and Schramm [11]
and obtains as a result the best upper bounds on the average kissing number in
dimensions 3, . . . , 5. Here is a short description of Glazyrin’s approach, following
his presentation. In §3 we will see how Glazyrin’s bounds can be improved with
the help of semidefinite programming.
Fix ρ > 1 and the dimension n ≥ 3. For r > 0, let Br be a ball of radius r
tangent to the ball of radius 1 centered at the origin. The intersection of Br with
the sphere ρSn−1 of radius ρ centered at the origin, if nonempty, is a spherical cap
on ρSn−1. The normalized area of this spherical cap is denoted by An,ρ(r), that is,
An,ρ(r) =
ωρ(Br ∩ ρSn−1)
ωρ(ρSn−1)
,
which as a function of r is monotonically increasing.
Lemma 2.1. If n ≥ 3, ρ > 1, and r > 0, then An,ρ(r) +An,ρ(1/r) ≥ 2An,ρ(1).
Proof. If ρ ≥ 3, then An,ρ(1) = 0 and the result follows, so we assume ρ < 3.
For s > 0, let Bs be a ball of radius s tangent to the ball of radius 1 centered at the
origin. Let us assume first that both intersections Br ∩ ρSn−1 and B1/r ∩ ρSn−1
are nonempty and hence that both are spherical caps in ρSn−1; let α and β denote
their radii.
Using the law of cosines (see Figure 1) we can determine both cosα and cosβ
and as a consequence get
cosα+ cosβ =
ρ2 + 3
2ρ
.
Let C denote the right-hand side above, so C ∈ (1, 2) since 1 < ρ < 3. Write
x = cosα; then cosβ = C − x. Use the formula for the area of a spherical cap to
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get
An,ρ(r) +An,ρ(1/r) = K
∫ 1
x
(1− u2)(n−3)/2 du+K
∫ 1
C−x
(1− u2)(n−3)/2 du,
where K is a positive constant depending only on the dimension n.
From the above expression, if f(x) is such that An,ρ(r) + An,ρ(1/r) = Kf(x),
then
f ′(x) = −(1− x2)(n−3)/2 + (1− (C − x)2)(n−3)/2.
So f is monotonically decreasing when 1 − x2 ≥ 1 − (C − x)2, that is, when x ∈
[C − 1, C/2], and monotonically increasing when x ∈ [C/2, 1]. A global minimum
of f is therefore attained at x = C/2, which implies that α = β and so r = 1/r and
therefore r = 1, proving the theorem when both Br ∩ ρSn−1 and B1/r ∩ ρSn−1 are
nonempty.
Now say Br ∩ ρSn−1 is empty; then B1/r ∩ ρSn−1 is not empty. Note r < r′,
where r′ = (ρ − 1)/2; moreover Br′ ∩ ρSn−1 is a single point and so An,ρ(r′) = 0.
Since also B1/r′ ∩ ρSn−1 6= ∅, we know that An,ρ(r′) + An,ρ(1/r′) ≥ 2An,ρ(1) and
hence, since An,ρ is monotonically increasing, we get
An,ρ(r) +An,ρ(1/r) ≥ An,ρ(r′) +An,ρ(1/r′) ≥ 2An,ρ(1),
as we wanted. 
Fix ρ > 1 and consider a unit ball centered at the origin. Any configuration of
pairwise interior-disjoint balls (of any radii) tangent to the central unit ball covers
a certain fraction of the sphere ρSn−1 of radius ρ centered at the origin. The
supremum of this covered fraction taken over all possible configurations is denoted
by densn(ρ).
Theorem 2.2. If n ≥ 3 and 1 < ρ < 3, then
κn ≤ densn(ρ)
An,ρ(1)
.
Proof. Let G = (P, E) be the contact graph of a packing P of balls in Rn. Denote
by r(X) the radius of a ball X ∈ P. On the one hand, applying Lemma 2.1 we get∑
{X,Y }∈E
An,ρ(r(X)/r(Y )) +An,ρ(r(Y )/r(X)) ≥ 2An,ρ(1)|E|.
On the other hand, writing N(X) for the set of neighbors of X ∈ P, we get∑
{X,Y }∈E
An,ρ(r(X)/r(Y )) +An,ρ(r(Y )/r(X)) =
∑
X∈P
∑
Y ∈N(X)
An,ρ(r(Y )/r(X))
≤ densn(ρ)|P|.
Since ρ < 3, we have An,ρ(1) > 0. Putting it all together we then get
2|E|
|P| ≤
densn(ρ)
An,ρ(1)
,
finishing the proof. 
Note that An,ρ(1) is simply the normalized area of a spherical cap of radius α
such that
cosα =
ρ2 + 3
4ρ
,
and so we can compute An,ρ(1) explicitly for all n ≥ 3. By using in Theorem 2.2 the
trivial inequality densn(ρ) ≤ 1 and taking ρ =
√
3, we obtain upper bounds for κn:
for n = 3 we get the upper bound of 14.928 . . . from Kuperberg and Schramm [11];
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Figure 2. Here, all circles are tangent. If the central circle has
radius 1 and the other two have radii r and s, then the law of
cosines gives (r + s)2 = (1 + r)2 + (1 + s)2 − 2(1 + r)(1 + s) cosα.
for n = 4 and 5 we get the upper bounds 34.680 . . . and 77.756 . . . of Glazyrin [10].
The choice ρ =
√
3 is optimal when using the upper bound densn(ρ) ≤ 1.
Extending techniques of Florian [8, 9], Glazyrin [10] gives a better upper bound
for dens3(
√
3), and so obtains κ3 ≤ 13.955.
3. Refining Glazyrin’s approach using semidefinite programming
From Theorem 2.2 we see that better upper bounds for densn(ρ) have the poten-
tial to give us better upper bounds for the average kissing number. We will see now
how semidefinite programming can be used to provide upper bounds for densn(ρ);
these upper bounds lead to improved upper bounds for the average kissing number
for n = 3, . . . , 9 (see Table 1).
For fixed 1 < ρ < 3, the function An,ρ(r) is increasing in r and has a limit at
infinity, which we denote by An,ρ(∞). It is actually easy to compute this limit: as r
increases, the ball of radius r tangent to the central ball of radius 1 resembles more
and more a hyperplane tangent to the central ball, so An,ρ(∞) is the normalized
area of a spherical cap of radius α such that cosα = 1/ρ.
Say two interior-disjoint balls of radii r and s touch a central unit ball and let x
and y be the contact points between each of the balls and the central ball. Apply
the law of cosines (see Figure 2) to get
x · y ≤ 1 + r + s− rs
1 + r + s+ rs
. (1)
Denote the right-hand side above by ip(r, s).
If F : [0, 1]2 → R is a kernel and U ⊆ [0, 1] is a finite set, then the matrix(
F (u, v)
)
u,v∈U is a principal submatrix of F . We denote by P
n
k the Jacobi polyno-
mial of degree k and parameters α = β = (n− 3)/2, normalized so Pnk (1) = 1 (see
the book by Szego¨ [17] for background on Jacobi polynomials).
The following theorem is our basic tool to find upper bounds for densn(ρ).
Theorem 3.1. Let n ≥ 3 be an integer, ρ be such that 1 < ρ < 3, and R be such
that R > (ρ − 1)/2. Let r be an increasing bijection from [0, 1] to [(ρ − 1)/2, R]
and let a : [0, 1] → R be such that a(u) ≥ An,ρ(r(u))1/2 for all u ∈ [0, 1] and
a(1) ≥ An,ρ(∞)1/2.
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Fix an integer d > 0 and for every k = 0, . . . , d let Fk : [0, 1]
2 → R be a kernel;
write
f(t, u, v) =
d∑
k=0
Fk(u, v)P
n
k (t) for t ∈ [−1, 1] and u, v ∈ [0, 1]. (2)
If f and the kernels Fk are such that
(i) every principal submatrix of F0 − a⊗ a∗ is positive semidefinite,
(ii) every principal submatrix of Fk is positive semidefinite for k = 0, . . . , d,
and
(iii) f(t, u, v) ≤ 0 whenever −1 ≤ t ≤ ip(r(u), r(v)),
then densn(ρ) ≤ max{ f(1, u, u) : u ∈ [0, 1] }.
This theorem is very similar to Theorem 1.2 of de Laat, Oliveira, and Val-
lentin [12]. They consider configurations of spherical caps of different radii, but the
radii are taken from a finite list of possibilities; then the function f is matrix valued.
Here we work with configurations of balls of different radii, and the list of possible
radii is infinite, namely the interval [(ρ − 1)/2, R]. For this reason we work with
the function f as defined in the theorem above; f can be seen as a kernel-valued
function that assigns to each t ∈ [−1, 1] a kernel on [0, 1]2.
Proof. Consider any configuration P of interior-disjoint balls of any radii tangent to
the unit ball centered at the origin. Let ∆ be the normalized area of ρSn−1 covered
by this configuration and assume ∆ > 0. Since a ball of radius less than (ρ− 1)/2
tangent to the central unit ball does not intersect ρSn−1, we assume that each ball
in P has radius at least (ρ− 1)/2.
Given a ball B ∈ P, consider the point x ∈ Sn−1 where it touches the central
unit ball. If the radius of B is in the interval [(ρ − 1)/2, R], then let u ∈ [0, 1] be
such that r(u) is the radius of B; otherwise, set u = 1. Now B will be represented
by the pair (x, u); let I ⊆ Sn−1 × [0, 1] be the set of pairs representing each ball
in P.
We will need the following claim: if every principal submatrix of F : [0, 1]2 → R
is positive semidefinite and if k ≥ 0 is an integer, then the matrix(
F (u, v)Pnk (x · y)
)
(x,u),(y,v)∈I
is positive semidefinite.
The proof of this claim is as follows. Write
S = {x ∈ Sn−1 : (x, u) ∈ I for some u ∈ [0, 1] } and
T = {u ∈ [0, 1] : (x, u) ∈ I for some x ∈ Sn−1 }.
The addition theorem for Gegenbauer polynomials [2, Theorem 9.6.3] implies that
there is a real finite-dimensional Hilbert space H and vectors p(x) ∈ H for x ∈
S such that Pnk (x · y) = 〈p(x), p(y)〉 for all x, y ∈ S, where 〈·, ·〉 denotes the
inner product in H. Similarly, since every principal submatrix of F is positive
semidefinite, there is a real finite-dimensional Hilbert space, which we may assume
to be H as well, and vectors q(u) ∈ H for u ∈ T such that F (u, v) = 〈q(u), q(v)〉
for all u, v ∈ T . But then
F (u, v)Pnk (x · y) = 〈p(x)⊗ q(u), p(y)⊗ q(v)〉
for all (x, u), (y, v) ∈ I, and the claim follows.
Since Pn0 is the constant one polynomial, the claim just proved together with (i),
(ii), and the definition of f implies that the matrix(
f(x · y, u, v)− a(u)a(v))
(x,u),(y,v)∈I
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is positive semidefinite. Hence∑
(x,u),(y,v)∈I
f(x · y, u, v)a(u)a(v)− a(u)2a(v)2 ≥ 0.
Since P is a configuration of interior-disjoint balls, if (x, u), (y, v) ∈ I then
−1 ≤ x · y ≤ ip(r(u), r(v)). Now use (iii) and split the sum on the left-hand side
above into the diagonal and off-diagonal terms to get the inequality
0 ≤
∑
(x,u),(y,v)∈I
f(x · y, u, v)a(u)a(v)− a(u)2a(v)2
≤
∑
(x,u)∈I
f(1, u, u)a(u)2 −
( ∑
(x,u)∈I
a(u)2
)2
,
so ∑
(x,u)∈I
a(u)2 ≤ max{ f(1, u, u) : u ∈ [0, 1] }.
Finally, by the construction of I and the properties satisfied by a we know that ∆
is at most the left-hand side above, and so the theorem follows. 
To use Theorem 3.1 we need to specify the kernels Fk. One way to do so is
to fix an integer N > 0 and functions p0, . . . , pN : [0, 1] → R. Then, given a
matrix A ∈ R(N+1)×(N+1), set
F (u, v) =
N∑
i,j=0
Aijpi(u)pj(v).
It is easy to check that, if A is positive semidefinite, then every principal submatrix
of F is positive semidefinite. Similarly, if a = α0p0 + · · · + αNpN and the matrix(
Aij−αiαj
)N
i,j=0
is positive semidefinite, then every principal submatrix of F−a⊗a∗
is positive semidefinite.
In this way, Theorem 3.1 can be rephrased as a semidefinite program. By choos-
ing different functions p0, . . . , pN , one obtains different optimization problems, and
there is an interplay between the functions chosen to specify the kernels and the
quality of the approximation a of u 7→ An,ρ(r(u))1/2 that one can obtain. In the
next two sections we will use this approach to construct optimization problems that
give bounds for densn(ρ) that lead to the new upper bounds for the average kissing
number in Table 1; for the functions p we will take alternately step functions and
polynomials.
3.1. Step functions. Let us first set the pi to be step functions. Fix R > (ρ−1)/2
and let r : [0, 1]→ [(ρ− 1)/2, R] be such that
r(u) = (R− (ρ− 1)/2)u+ (ρ− 1)/2. (3)
Note that r is an increasing bijection between [0, 1] and [(ρ− 1)/2, R].
Now fix an integer N > 0 and points 0 = s0 < s1 < · · · < sN < sN+1 = 1.
Let Si = [si, si+1) for i = 0, . . . , N−1 and SN = [sN , sN+1]. Let pi be the function
that is 1 on Si and 0 everywhere else.
The function a is now simple to specify: for u ∈ [0, 1] set
a(u) =
{
An,ρ(r(si+1))
1/2 if u ∈ Si for some i < N ;
An,ρ(∞)1/2 if u ∈ SN .
Then a is an upper approximation of the function u 7→ An,ρ(r(u))1/2 (since this is
a monotonically increasing function) as needed in Theorem 3.1, and moreover a is
a linear combination of the pi functions.
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Each kernel Fk is parameterized by an (N + 1) × (N + 1) positive-semidefinite
matrix Ak as follows:
Fk(u, v) =
N∑
i,j=0
Ak,ijpi(u)pj(v) for all u, v ∈ [0, 1],
where Ak,ij = (Ak)ij . So the kernels Fk are constant on the sets Si × Sj , and
therefore Fk can be quite naturally identified with Ak. For fixed u, v ∈ [0, 1], the
function t 7→ f(t, u, v) defined in (2) is a polynomial on t; for i, j = 0, . . . , N we
write fij(t) for the common value that f(t, u, v) assumes on Si × Sj , that is,
fij(t) = f(t, si, sj) =
d∑
k=0
N∑
i,j=0
Ak,ijpi(si)pj(sj)P
n
k (t) =
d∑
k=0
Ak,ijP
n
k (t).
Say that u ∈ Si and v ∈ Sj ; from (1) we have ip(r(u), r(v)) ≤ ip(r(si), r(sj)).
So to ensure that f satisfies item (iii) of Theorem 3.1 we have to ensure that, for
all i, j = 0, . . . , N ,
fij(t) ≤ 0 whenever −1 ≤ t ≤ ip(r(si), r(sj)). (4)
Summarizing, if a = α0p0+· · ·+αNpN , then any feasible solution of the following
optimization problem gives an upper bound for densn(ρ):
min max{ fii(1) : i = 0, . . . , N }
fij(t) =
∑d
k=0Ak,ijP
n
k (t),
fij(t) ≤ 0 whenever −1 ≤ t ≤ ip(r(si), r(sj)),(
A0,ij − αiαj
)N
i,j=0
is positive semidefinite,
Ak ∈ R(N+1)×(N+1) is positive semidefinite for k = 0, . . . , d.
(5)
To model the nonpositivity constraints on the functions fij we ensure nonpositiv-
ity on a finite sample of points in [−1, ip(r(si), r(sj))]. For the complete approach
and a description of how the solutions found by a solver can be rigorously verified,
see Appendix B.
Problem 5 can be used to give better bounds for the average kissing number in di-
mensions 5, . . . , 9; see Table 1. In dimension 3, we could not beat Glazyrin’s bound
using this problem; in dimension 4, the bound provided is better than Glazyrin’s
bound, but worse than the bound of §3.2 below. To obtain the bounds of Table 1,
we used ρ = 2, N = 30, and R ≈ 184.25; see the verification script (cf. Appendix B)
for precise information.
3.2. Polynomials. We now take the functions pi to be polynomials. Fix an in-
teger N > 0 and let pi(u) = u
i for i = 0, . . . , N . Fix R > (ρ − 1)/2 and
let r : [0, 1]→ [(ρ− 1)/2, R] be such that
r(u) = (R− (ρ− 1)/2)u2 + (ρ− 1)/2. (6)
Note that r is an increasing bijection between [0, 1] and [(ρ − 1)/2, R]. Note also
that, in comparison with (3), we have u2 instead of u above; we could use u, but
we noticed that this leads to a worse upper approximation a.
To get the function a we solve a simple linear program that is set up as follows.
We have variables α0, . . . , αN for the coefficients of p0, . . . , pN . We fix some  ≥ 0
and a finite sample S of points in [0, 1] and consider the constraints
α0p0(u) + · · ·+ αNpN (u) ≥ An,ρ(r(u))1/2 +  for u ∈ S,
α0p0(1) + · · ·+ αNpN (1) ≥ An,ρ(∞)1/2.
The objective is to minimize
max{α0p0(u) + · · ·+ αNpN (u)−An,ρ(r(u))1/2 : u ∈ S }.
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0.45
Figure 3. A polynomial of degree 6 (in black) that approx-
imates u 7→ A3,√3(r(u))1/2 (in gray) from above; here we
take R = 30. Note the jump at the end to make a(1) ≥ A3,√3(∞).
By taking a fine enough sample of points and a small positive  ≈ 10−5, the
function a = α0p0 + · · ·+ αNpN will satisfy the properties in Theorem 3.1, though
this has to be verified (see Appendix C.1). If N is large enough, the function a
should also be close enough to u 7→ An,ρ(r(u))1/2 (see Figure 3).
Each kernel Fk is parameterized by an (N + 1) × (N + 1) positive-semidefinite
matrix Ak as follows:
Fk(u, v) =
N∑
i,j=0
Ak,ijpi(u)pj(v) for all u, v ∈ [0, 1].
So the function f defined in (2) is a polynomial on t, u, and v. Recalling (1),
item (iii) in Theorem 3.1 then asks that f(t, u, v) should be nonpositive on the
semialgebraic set { (t, u, v) : si(t, u, v) ≥ 0 for i = 1, . . . , 4 }, where the si are the
following polynomials:
s1 = t+ 1,
s2 = 1 + r(u) + r(v)− r(u)r(v)− t(1 + r(u) + r(v) + r(u)r(v)),
s3 = u(1− u) + v(1− v), and
s4 = u(1− u)v(1− v);
(7)
note that s3(t, u, v) ≥ 0 and s4(t, u, v) ≥ 0 if and only if 0 ≤ u ≤ 1 and 0 ≤ v ≤ 1.∗
The nonpositivity condition can then be restricted to a sum-of-squares condition:
we require that there exist polynomials q1, . . . , q5, each a sum of squares, such that
f = −s1q1 − s2q2 − s3q3 − s4q4 − q5, (8)
since then f is clearly nonpositive in the required domain.
Finally, the upper bound on densn(ρ) is given by the maximum value of the
function u 7→ f(1, u, u) on [0, 1]; note that this function is a univariate polynomial
on u of degree 2N . A theorem of Luka´cs [17, Theorem 1.21.1] says that this
maximum is equal to the minimum λ for which there are univariate polynomials l1
and l2, each a sum of squares, such that
λ− f(1, u, u) = l1(u) + u(1− u)l2(u). (9)
∗Why note take s3 = u(1 − u) and s4 = v(1 − v)? Then it is also true that s3(t, u, v) ≥ 0
and s4(t, u, v) ≥ 0 if and only if 0 ≤ u ≤ 1 and 0 ≤ v ≤ 1. The reason for our choice is that the
polynomials s3 and s4 in (7) are symmetric in u and v, and this helps us reduce the size of the
corresponding semidefinite program; see Appendix C.2.
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Putting it all together, we get the following optimization problem, any feasible
solution of which gives an upper bound for densn(ρ):
min λ
f(t, u, v) =
∑d
k=0
∑N
i,j=0Ak,ijpi(u)pj(v)P
n
k (t),
q1, . . . , q5 are sum-of-squares polynomials satisfying (8),
l1 and l2 are sum-of-squares polynomials satisfying (9),(
A0,ij − αiαj
)N
i,j=0
is positive semidefinite,
Ak ∈ R(N+1)×(N+1) is positive semidefinite for k = 0, . . . , d.
(10)
Problem (10) can be rewritten as a semidefinite program, where each sum-of-
squares polynomial is parameterized by a positive-semidefinite matrix. Appen-
dix C.2 gives a detailed description of the semidefinite program we solve and an
overview of how the solution found by the solver can be verified to be feasible.
The approach of this section provides better bounds for the average kissing
number in dimensions 3 and 4; see Table 1. In higher dimensions we could not
manage to obtain any bounds using this approach, since the problems are infeasible
when polynomials of low degree are used, and too large when polynomials of high
degree are used.
4. A direct linear programming bound
Suppose we want to find the average kissing number, but that we restrict our-
selves to packings having balls of a few prescribed radii, say r1 < · · · < rN . How
many neighbors can a vertex in the contact graph of such a packing have? Or, in
other words, how many balls can touch a given ball in the packing? Certainly, the
largest number of balls touching a central ball is attained when the central ball has
the largest possible radius, rN , and every ball touching it has the smallest possible
radius, r1. Hence the maximum degree of the contact graph, and by consequence
its average degree, is at most the maximum number of interior-disjoint balls of
radius r1 that can simultaneously touch a central ball of radius rN .
This is a simple upper bound for this restricted average kissing number, but
one could object it is too local : the bound does not take the whole packing into
account, ignoring the interaction between different balls. In particular, it is usually
impossible for every vertex in the packing to have the maximum possible degree,
since not every vertex can be the largest ball surrounded by several small balls.
The bound for the average kissing number given by Theorem 2.2 appears to be
similarly local. It is based on the parameter densn(ρ), which is not defined in terms
of a packing of balls and therefore cannot take into account the interaction between
different balls in a packing. We discuss now an alternative idea, based on the linear
programming bound of Cohn and Elkies [3] for the sphere packing density, which
seems to overcome this issue.
A continuous (matrix-valued) function f : Rn → RN×N is of positive type if for
every finite set U ⊆ Rn the block matrix(
f(x− y))
x,y∈U
is positive semidefinite. Matrix-valued functions of positive type are straightforward
extensions of functions of positive type; see e.g. the paper by de Laat, Oliveira, and
Vallentin [12, §3] for more on such functions.
Theorem 4.1. Let r1, . . . , rN be any positive numbers. If f : Rn → RN×N is a
continuous function of positive type such that
(i) f(x)ij ≤ 0 if ‖x‖ ≥ ri + rj and
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(ii) f(x)ij ≤ −1 if ‖x‖ = ri + rj,
then the average degree of the contact graph of a packing of balls of radii r1, . . . , rN
is at most max{ f(0)ii : i = 1, . . . , N }.
Proof. Let P be a packing of balls of radii r1, . . . , rN and let I ⊆ {1, . . . , N} ×Rn
be such that (i, x) ∈ I if and only if P has a ball of radius ri centered at x. Since f
is of positive type we know that∑
(i,x),(j,y)∈I
f(x− y)ij ≥ 0.
Let G = (P, E) be the contact graph of the packing P. Split the sum above into
three parts: the diagonal terms, the terms corresponding to pairs of balls that do
not touch, and the terms corresponding to pairs of balls that do touch. Since f
satisfies (i) and (ii) we get
0 ≤
∑
(i,x)∈I
f(0)ii +
∑
(i,x),(j,y)∈I
ri+rj 6=‖x−y‖
f(x− y)ij +
∑
(i,x),(j,y)∈I
ri+rj=‖x−y‖
f(x− y)ij
≤
∑
(i,x)∈I
f(0)ii − 2|E|
≤ |I|max{ f(0)ii : i = 1, . . . , N } − 2|E|,
whence 2|E|/|P| ≤ max{ f(0)ii : i = 1, . . . , N }, and the theorem follows. 
This theorem gives a direct bound for the average kissing number instead of the
rather indirect bound of Theorem 2.2 via the parameter densn(ρ). Moreover, we
have a two-point bound, that takes into account interactions between pairs of balls
in a packing.
Though Theorem 4.1 is stated for a finite number of possible radii, it can be
easily extended to account for radii in any bounded interval [a, b] if one uses kernel-
valued functions. It is not immediately clear, however, how to adapt the theorem
for packings of balls of arbitrary radii, and so Theorem 4.1 cannot be directly used
to compute upper bounds for the average kissing number.
For any given radii r1, . . . , rN , it is possible to reduce the problem of finding
functions satisfying the conditions in Theorem 4.1 to a semidefinite program; such
a reduction was employed by de Laat, Oliveira, and Vallentin [12, §5] for a similar
problem. In this way, concrete bounds can be computed.
The bound of Theorem 2.2 can be adapted to packings of balls of finitely
many possible radii r1, . . . , rN , namely by changing the definition of densn(ρ).
Fix k = 1, . . . , N and ρ > 1; consider the unit ball centered at the origin. Any
configuration of pairwise interior-disjoint balls of radii ri/rk, for i = 1, . . . , N ,
covers a certain fraction of the sphere ρSn−1 of radius ρ centered at the origin.
Denote the supremum of this covered fraction, taken over all such configurations,
by denskn(ρ), and let
densn(ρ) = max{dens1n(ρ), . . . ,densNn (ρ)}.
Following the proof of Theorem 2.2, we see that the average degree of the contact
graph of any packing of balls of radii r1, . . . , rN is at most
densn(ρ)
An,ρ(1)
.
Upper bounds for denskn(ρ) can be computed using the approach of de Laat, Oliveira,
and Vallentin [12, Theorem 1.2].
So it is possible to compare numerically, for different choices of radii, bounds
given by Theorem 4.1 with bounds given by Theorem 2.2. The case N = 1 is
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Radii Adapted Theorem 2.2 Theorem 4.1
1 13.159 13.402
1/2, 1 13.219 14.877
1/3, 1 13.159 17.294
1/4, 1 13.159 19.981
1/5, 1 13.159 22.770
1/6, 1 13.159 25.651
1/3, 1/2, 1 13.311 17.294
1/4, 1/2, 1 13.283 19.981
1/4, 1/3, 1 13.310 19.981
1/5, 1/3, 1 13.281 22.770
1/4, 1/3, 1/2, 1 13.320 19.981
Table 2. Comparison between bounds for the average degree of
contact graphs of packings of balls of given radii in dimension 3
given by the adaptation of Theorem 2.2 and Theorem 4.1. These
bounds have been computed numerically.
particularly simple, since then densn(ρ) is the kissing number τn of Rn times the
area covered by the spherical cap, which is An,ρ(1). So
densn(ρ)
An,ρ(1)
= τn,
and moreover any upper bound for the kissing number, like the linear programming
bound of Delsarte, Goethals, and Seidel [5], gives an upper bound for the average
degree of the contact graph. As for Theorem 4.1, we have observed numerically
that it provides a worse upper bound than the linear programming bound for the
kissing number. Surprisingly, when more than one radius is considered, the bound
of Theorem 4.1 becomes even worse; Table 2 contains some results.
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Appendix A. Computing the area of a spherical cap
To use Theorem 3.1 we need to be able to compute the normalized area of a
spherical cap of radius α in Sn−1, which is given by
ω(Sn−2)
ω(Sn−1)
∫ 1
cosα
(1− u2)(n−3)/2 du.
The factor before the integral can be computed, to any desired precision, by means
of a recurrence. We will now derive a recurrence relation for the integral above,
making it possible to compute the normalized area to any desired precision.
Let s be a real number. The Taylor series of u 7→ (1− u)s around 0 is
∞∑
k=0
(−1)ks(s− 1) · · · (s− k + 1)u
k
k!
=
∞∑
k=0
(−s)k u
k
k!
,
where for a real number a and an integer k ≥ 0 we denote by (a)k the shifted
factorial :
(a)k =
{
1, if k = 0;
a(a+ 1) · · · (a+ k − 1), otherwise.
Substitute u by u2 and integrate term-by-term to get∫
(1− u2)s du =
∞∑
k=0
(−s)k u
2k+1
(2k + 1)k!
= u 2F1(1/2,−s; 3/2;u2),
where 2F1 is the hypergeometric series [1, Chapter 15].
So we want to compute
Fn(u) = 2F1(1/2,−(n− 3)/2; 3/2;u2).
Equation (15.2.11) in the book by Abramovitz and Stegun [1] gives us the relation
(c− b) 2F1(a, b− 1; c; z) + (2b− c− bz + az) 2F1(a, b; c; z)
+ b(z − 1) 2F1(a, b+ 1; c; z) = 0.
Take a = 1/2, b = −(n − 3)/2, and c = 3/2 to get an expression for Fn+2(u) in
terms of Fn(u) and Fn−2(u). It is now easy to obtain a recurrence; the base cases
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are
F3(u) = 1, F4(u) =
u(1− u2)1/2 + arcsinu
2u
,
F5(u) = 1− u2/3, and F6(u) = u(5− 2u
2)(1− u2)1/2 + 3 arcsinu
8u
.
Appendix B. The semidefinite program for step functions and
rigorous verification
For each i, j = 0, . . . , N , to implement the nonpositivity constraint for fij in
problem (5) we select a finite sample Sij of points in [−1, ip(r(si), r(sj))]. Consider
the matrix W such that Wij = αiαj and fix  > 0. To obtain an upper bound
we solve the following semidefinite program, in which the role of the A0 variable
changes in comparison with (5):
min max{ fii(1) : i = 0, . . . , N }
fij(t) = Wij +
∑d
k=0Ak,ijP
n
k (t),
fij(t) ≤ − for t ∈ Sij ,
Ak ∈ R(N+1)×(N+1) is positive semidefinite for k = 0, . . . , d.
(11)
In practice, we select samples of 50 points for each i, j and set  = 10−5. We
solve the resulting problem with standard solvers and obtain a tentative optimal
value z∗. The next step is to remove the objective function and add it as a con-
straint, requiring that
max{ fii(1) : i = 0, . . . , N } ≤ z∗ + η,
where η ≈ 10−3. When we solve this feasibility problem, the solver returns a strictly
feasible solution, that is, a solution in which every matrix Ak is positive definite.
We observed that this solution immediately satisfies the original nonpositivity con-
straints of (5).
To verify that we have indeed a feasible solution, we only have to verify that
each Ak is positive semidefinite and compute an upper bound on the value of fij
on [−1, ip(r(si), r(sj))]. Since each Ak is actually positive definite, we use high-
precision floating-point arithmetic to compute for each Ak its Cholesky decompo-
sition Lk. Then we replace Ak by LkL
T
k , so Ak becomes positive semidefinite by
construction.
To get an upper bound for the value of fij on the corresponding interval, we use
interval arithmetic. We split the original interval into subintervals and evaluate fij
on each subinterval, obtaining for each subinterval an upper bound on the value
of fij . In this way, we obtain an upper bound uij on the value of fij on the original
interval.
Since the definition of fij uses W , which in practice is computed numerically, it
is not enough to have uij ≤ 0. Indeed, if we use the exact value of Wij instead of an
approximation, then fij could change to a positive number. To prevent this from
happening, we need to ensure that uij is negative enough compared to the absolute
error in the computation of Wij . If we use the formulas of Appendix A to com-
pute Wij using high-precision interval arithmetic, then we have a rigorous bound
on the absolute error of each Wij . This whole verification approach is implemented
in a Sage [15] script included with the arXiv version of this paper.
Appendix C. The semidefinite program for polynomial interpolation
and rigorous verification
Two steps are required in order to obtain rigorous upper bounds for the average
kissing number via the approach of §3.2. First, we must find a polynomial that
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approximates the spherical-cap-area function from above, and we must prove that
this polynomial is really an upper bound for this function. Second, we must rewrite
problem (10) as a semidefinite program, find good solutions for it, and prove that
they are feasible. In this section, we will see how both steps can be carried out.
C.1. Verifying the approximation for An,ρ. In §3.2 we have seen how a poly-
nomial a satisfying the conditions described in Theorem 3.1 can be found. Here
we quickly describe how it can be rigorously verified that a given polynomial a
satisfies these conditions; this verification approach is implemented in a Sage [15]
script included with the arXiv version of this paper.
Say ρ and R are fixed and let r(u) be defined as in (6). We want to prove
that a(u)2−An,ρ(r(u)) ≥ 0 for all u ∈ [0, 1] and moreover that a(1)2−An,ρ(∞) ≥ 0;
the difficulty lies in testing the validity of the first set of conditions.
Say we have an upper bound M on the absolute value of the derivative of the
function f(u) = a(u)2 − An,ρ(r(u)) on the interval [0, 1]. For an integer N ≥ 1,
write  = 1/(N + 1) and consider the points uk = k for k = 0, . . . , N + 1. If η is
the minimum of f on the points uk, then the mean-value theorem implies that
f(u) ≥ η − M/2 for all u ∈ [0, 1].
So, as long as η − M/2 ≥ 0, the function f is nonnegative on [0, 1]. Computing
the function f on lots of points yields a guess for η; then we find N such that  =
1/(N + 1) ≤ 2η/M and try to test the function on the points uk. This is the
approach implemented in the verification script.
It remains to see how to compute the upper bound M on the absolute value
of the derivative of f . Since a(u), and hence a(u)2, is a polynomial, it is easy to
compute an upper bound on the absolute value of the derivative of a(u)2 rigorously
using interval arithmetic.
Bounding the derivative of An,ρ(r(u)) is also simple. Indeed, recall that An,ρ(s)
equals
ω(Sn−2)
ω(Sn−1)
∫ 1
x
(1− z2)(n−3)/2 dz,
where
x =
ρ2 + 2s+ 1
2ρ(1 + s)
.
So
A′n,ρ(s) = −
ω(Sn−2)
ω(Sn−1)
(1− x2)(n−3)/2 ρ
2 − 1
2ρ(1 + s)2
.
Note that 0 ≤ x ≤ 1, so |(1−x2)(n−3)/2| ≤ 1. The rightmost fraction above is largest
when s = 0 and |r′(u)| = |2(R − (ρ − 1)/2)u| ≤ 2(R − (ρ − 1)/2) for u ∈ [0, 1].
Finally, apply the chain rule to get∣∣∣∣dAn,ρ(r(u))du
∣∣∣∣ ≤ ω(Sn−2)ω(Sn−1) |ρ2 − 1|ρ (R− (ρ− 1)/2)
for all u ∈ [0, 1].
C.2. The semidefinite program and how to verify feasibility. We quickly
discuss how problem (10) is transformed into a semidefinite program and then how
a provably feasible solution can be found for it.
To transform (10) into a semidefinite program, one has to encode each sum-of-
squares polynomial in terms of positive-semidefinite matrices; here is the well-known
recipe. Let P1, . . . , Pm be a basis of the space R[x1, . . . , xn]≤k of n-variable real
polynomials of degree at most k and for x = (x1, . . . , xn) let vk(x) be the vector
such that
(vk(x))i = Pi(x) for i = 1, . . . , m.
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We can see vk as a “vector” whose entries are the polynomials Pi.
A polynomial p of degree 2k is a sum of squares if and only if there is a positive-
semidefinite matrix X such that
p(x) = 〈vk(x)vk(x)T, X〉,
where 〈A,B〉 = trAB is the trace inner product between symmetric matrices A
and B. Note that above we have a polynomial identity: both the left and right-
hand sides are polynomials that we require to be equal. This polynomial identity
can be rewritten as a set of linear constraints on the entries of the matrix X: for
each monomial of degree at most 2k we have one constraint relating the coefficient
of the monomial on both left and right-hand sides.
The polynomials in (9) are univariate and have degree 2N . So to model this
constraint we use vN (u) = (1, u, u
2, . . . , uN ).
Since the polynomial f(t, u, v) is symmetric on u and v, that is, f(t, u, v) =
f(t, v, u), and since the same holds for the polynomials s1, . . . , s4 in (7), we are
able to further reduce the sizes of the positive-semidefinite matrices needed to
encode (8).
Indeed, say that a sum-of-squares polynomial p ∈ R[t, u, v] is symmetric on u
and v. It is not necessarily true that there is a sum-of-squares decomposition p =
q21 + · · ·+ q2m of p in which every qi is symmetric. However, we have that
R[t, u, v] = R[t, u+ v, uv]⊕ (u− v)R[t, u+ v, uv],
where R[t, u+ v, uv] is the ring of polynomials symmetric on u and v. So say qi =
ai + (u− v)bi, where ai and bi are symmetric. Then
p(t, u, v) = (1/2)(p(t, u, v) + p(t, v, u))
=
1
2
m∑
i=1
ai(t, u, v)
2 + 2(u− v)ai(t, u, v)bi(t, u, v) + (u− v)2bi(t, u, v)2
+ ai(t, v, u)
2 + 2(v − u)ai(t, v, u)bi(t, v, u) + (v − u)2bi(t, v, u)2
=
m∑
i=1
ai(t, u, v)
2 + (u− v)2bi(t, u, v)2.
For any given k, let vk(t, u, v) be obtained from a basis of R[t, u+v, uv]≤k as before.
The above discussion implies that p ∈ R[t, u, v] of degree 2k is a symmetric sum of
squares if and only if there are positive-semidefinite matrices X and X ′ such that
p = 〈vkvTk , X〉+ 〈(u− v)2vk−1vTk−1, X ′〉.
Now it should be clear how (10) can be rewritten as a semidefinite program.
Only one technical detail remains, namely how to determine the degrees of the
sum-of-squares polynomials in (10). Here we use for each polynomial the smallest
possible degree such that no term in the right-hand side of (8) has degree larger
than d+ 2N , which is the degree of f .
The bounds for n = 3 and 4 in Table 1 were obtained by solving the semidefinite
program described above with d = 10 and N = 6, 8, respectively. To solve the
problem we use the high-precision solver SDPA-GMP [14], but even so the solution
found by the solver is not truly feasible. To extract a rational feasible solution from
it we use the Julia library developed by Dostert, de Laat, and Moustrou [6]. This
allows us to provide a rigorous upper bound for the average kissing number. The
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script to generate the semidefinite program and to obtain an exact rational solution
is included with the arXiv version of this paper.
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