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1. Introduction
We consider the following quasilinear anisotropic degenerate parabolic–hyperbolic equations sup-
plemented with initial condition and homogeneous Dirichlet boundary condition:
∂tu + div f (u) = ∇ ·
(
A(u)∇u), (t, x) ∈ Q T = [0, T )×Ω, (1.1)
u(0, x) = u0(x), u|(0,T )×∂Ω = 0. (1.2)
Here Ω is a bounded domain in Rd with smooth boundary ∂Ω and T > 0 is ﬁxed. u = u(t, x) is the
scalar unknown function. The initial function u0: Ω → R is assumed to be bounded. The convection
function f (u) is a vector-valued function satisfying
f (u) = ( f1(u), . . . , fd(u)) ∈ (Liploc(R))d, f (0) = 0, (1.3)
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A(u) = σ(u)σ (u)T  0, σ (u) ∈ (L∞loc(R))d×K , 1 K  d, (1.4)
and hence aij(u) =∑Kk=1 σik(u)σ jk(u), i, j = 1, . . . ,d, where K can be regarded as the maximal rank
of the matrix A(u) naturally.
Degenerate parabolic–hyperbolic equations have been intensively studied in many important appli-
cations such as sedimentation–consolidation processes and two phase ﬂows in porous media, see [13,
15,22] and the references cited therein. Since the regions of parabolicity and hyperbolicity are cou-
pled in a way that depends on the solution itself, there is almost no hope of decoupling the regions
and then taking into account the parabolic and the hyperbolic features separately. It is well known
that (1.1) may possess discontinuous solutions and weak solutions are not uniquely determined by its
initial–boundary conditions (the scalar conservation law is a special case of (1.1) with fully degenerate
diffusion term: A(u) ≡ 0). Hence (1.1) must be interpreted in the sense of entropy solutions. In recent
years the Cauchy problem for the isotropic diffusion case A(u) = a(u)I has received much attention.
Vol’pert and Hudjaev [33] ﬁrst obtained the well-posedness of BV solutions. But unfortunately there
was small ﬂaw on their discontinuity condition. Later Wu and Yin [35] got the complete result of
uniqueness for generalized solutions in BV setting for one-dimensional case. In 1999 Carrillo [14] ex-
tended BV solutions to L∞ solutions and proved a general uniqueness result using Kruzkov’s doubling
variables device, which was ﬁrst used for conservation laws [27]. Various extensions of his important
result can be found in [11,23,24]. Chen and DiBenedetto [16] handled the case of unbounded en-
tropy solutions which grow at most linearly as |x| → ∞ for a class of nonlinear parabolic–hyperbolic
equations.
The general anisotropic diffusion case is more delicate and was ﬁrst treated by Chen and
Perthame [19] in 2003. They introduced the fundamental chain-rule property and extended the notion
of kinetic solution, which applies to more general situations than entropy solution. They provided a
well-posedness result for L1 kinetic solutions of the Cauchy problem. Later, under the kinetic frame-
work, they obtained the explicit continuous dependence and error estimates for L1 ∩ L∞ entropy
solutions [17]. The large time behavior of periodic entropy solutions was considered in [20]. Bendah-
mane and Karlsen [7] proved the well-posedness of renormalized entropy solutions. Perthame and
Souganidis [32] introduced the notion of dissipative solutions and analyzed the relationship between
the dissipative and entropy weak solutions. Chen and Karlsen [18] also obtained the well-posedness
for the quasi-isotropic equations with time–space dependent diffusion coeﬃcients.
For the Dirichlet boundary value problem, how to deal with the boundary conditions becomes the
key point. Many papers have been devoted to the hyperbolic problem{
∂tu + divΦ(u) = 0,
u|t=0 = u0, u|(0,T )×∂Ω = ub. (1.5)
Since boundary layers may appear, the solution may not assume the given conditions at the boundary
otherwise the problem will be overdetermined. In [5] the authors proposed an “entropy” inequality
on Σ = (0, T ) × ∂Ω , which was called BLN condition, to solve the well-posedness of (1.5) in BV set-
ting. Later F. Otto [31] extended the result to the case of L∞ data. He proposed that the boundary
condition should be held in the integral form by introducing appropriate boundary entropy–entropy
ﬂux pairs. Further generalizations of his work can be found in [34]. For the degenerate parabolic–
hyperbolic equations, most efforts are focused on the isotropic diffusion case. Carrillo [14] solved the
homogeneous Dirichlet boundary value problem using doubling variables method. K. Kobayasi [25]
gave the deﬁnition of weak and entropy solutions and proved their equivalence under some assump-
tions. Mascia, Porretta and Terracina [29] and Michel and Vovelle [30] studied the inhomogeneous
Dirichlet boundary value problems. The main difference between their results lies in the proofs of the
existence of entropy solutions, in which vanishing viscosity method and ﬁnite volume method were
used, respectively. However, the well-posedness, especially the uniqueness issue is not well developed
for the anisotropic diffusion case. Karlsen [8] proved the well-posedness result for the homogeneous
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diffusion matrix of diagonal form. Andreianov, Bendahmane and Karlsen [4] studied the doubly non-
linear degenerate parabolic equations with Leray–Lions type second order operator. K. Ammar [3]
proved the well-posedness of triply nonlinear problems with inhomogeneous boundary conditions.
However, there are few results on the boundary value problem for general anisotropic diffusion case.
Wu and Zhao [36] proved the existence and uniqueness of generalized solutions in BV space with
homogeneous boundary condition. BV solutions are somehow easier to handle since they have traces
on the boundary. Recently K. Kobayasi and H. Ohwa [26] studied the well-posedness for anisotropic
degenerate parabolic equations with inhomogeneous boundary condition on a bounded rectangle by
using the kinetic formulation which was introduced in [28]. In this paper we will consider the entropy
solutions of the homogeneous Dirichlet boundary value problem (1.1)–(1.2) in an arbitrary bounded
domain. Since the entropy solutions are only in L∞ space, the existence of the trace on the boundary
is not guaranteed. We will give an appropriate deﬁnition of entropy solutions, and prove the unique-
ness by doubling variable device and the existence by vanishing viscosity method.
Since (1.1) is of great importance in applications, there is also a large literature for design and anal-
ysis of various numerical methods for (1.1) and its variants, see [1,4,6,9,10,12,21] and the references
cited therein.
The remaining part of this paper is organized as follows. In Section 2, we introduce the notion of
entropy solutions for problem (1.1)–(1.2) and state the main well-posedness theorems. In Section 3, we
use the doubling variables device to prove the uniqueness and Section 4 is devoted to the existence
proof of entropy solutions.
2. Deﬁnitions and main results
We start by introducing some notations and notions. Suppose
βik(u) =
u∫
0
σik(ξ)dξ, βk =
(
β1k(u), . . . , βdk(u)
)
,
β
ψ
ik (u) =
u∫
0
ψ(ξ)σik(ξ)dξ, for any ψ ∈ C0(R), i = 1, . . . ,d,
and
β
ψ
k (u) =
(
β
ψ
1k(u), . . . , β
ψ
dk(u)
)
, k = 1, . . . , K .
Deﬁnition 2.1 (Entropy–entropy ﬂux triple). For any convex C2 function η : R → R, the corresponding
entropy ﬂuxes q = (q1, . . . ,qd) :R →Rd and r = (ri j) :R →Rd×d are deﬁned by
q′i(u) = η′(u) f ′i (u), r′i j(u) = η′(u)aij(u), i, j = 1, . . . ,d.
We refer to (η,q, r) as an entropy–entropy ﬂux triple.
Deﬁnition 2.2 (Boundary entropy–entropy ﬂux triple). If (η,q, r) is an entropy–entropy ﬂux triple and
satisﬁes
η(0) = 0, η′(0) = 0, q(0) = 0, r(0) = 0,
then we call (η,q, r) a boundary entropy–entropy ﬂux triple.
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anisotropic degenerate parabolic equations by Bendahmane and Karlsen in [7]. The terminology
“boundary entropy–entropy ﬂux pair” was ﬁrst posed by Otto for scalar conservation laws with
boundary conditions, see [31].
We now introduce the deﬁnition of entropy solutions as follows.
Deﬁnition 2.3 (Entropy solution). An entropy solution of (1.1)–(1.2) is a measurable function u : Q T →R
satisfying the following conditions:
(D.1) (Regularity) u ∈ L∞(Q T ), and
d∑
i=1
∂xiβik(u) ∈ L2(Q T ), for any k = 1, . . . , K .
(D.2) (Chain-rule) For any ϕ ∈ C0(R),
d∑
i=1
∂xiβ
ϕ
ik(u) = ϕ(u)
d∑
i=1
∂xiβik(u) ∈ L2(Q T ).
(D.3) (Interior entropy condition) For any entropy–entropy ﬂux triple (η,q, r),
∂tη(u)+
d∑
i=1
∂xi qi(u)−
d∑
i, j=1
∂2xi x j
(
ri j(u)
)
−nη′′ inD′([0, T )×Ω), (2.1)
where nη
′′
is called the parabolic dissipation measure associated with the entropy η(u), and
nϕ(t, x) := ϕ(u(t, x))∑Kk=1(∑di=1 ∂xiβik(u))2.
(D.4) (Boundary condition) For any ϕ ∈ L∞loc(R),
∫
Q T
(
divβϕk (u)φ + βϕk (u) · ∇φ
)
dxdt = 0, ∀φ ∈D((0, T )×Ω), ∀k ∈ {1, . . . , K }.
Here φ ∈D(Ω) means that φ ∈D(Rd) and φ is restricted on Ω.
(D.5) (Boundary entropy condition) For any boundary entropy–entropy ﬂux triple (η,q, r), inequality
(2.1) still holds in D′([0, T )×Ω).
Remark 2.2. The chain-rule property was ﬁrst formulated by Chen and Perthame [19] for kinetic so-
lutions of Cauchy problems to the anisotropic degenerate parabolic–hyperbolic equation. For isotropic
and quasi-isotropic cases, (D.2) is automatically satisﬁed and can be eliminated from the deﬁnition.
The chain-rule and parabolic dissipation measure are crucial to the uniqueness for anisotropic diffu-
sion case.
Remark 2.3. (D.3) means that for any test function 0 φ ∈D([0, T ) × Ω), which may not vanish at
t = 0, we have
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Q T
{
η(u)∂tφ +
d∑
i=1
qi(u)∂xiφ(u)+
d∑
i, j=1
ri j(u)∂
2
xi x jφ
}
dxdt

∫
Q T
η′′(u)
K∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
φ dxdt −
∫
Ω
η(u0)φ(0, x)dx. (2.2)
Thus the initial condition is included in the deﬁnition of entropy solutions in the sense of distribution.
Remark 2.4. Let us make some comments on the “boundary condition” (D.4). Since
∫
Q T
(
divβϕk (u)φ + βϕk (u) · ∇φ
)
dxdt =
T∫
0
∫
∂Ω
β
ϕ
k (u)φ · −→n dsdt
where −→n is the unit outer normal vector, if βk(u)|(0,T )×∂Ω = 0 in the sense of trace as usual, the
condition (D.4) holds obviously. Because of the degeneracy, here we introduce (D.4) as a convenient
“weak reformulation of trace” to avoid the problem of having to know the existence of strong trace.
We ﬁrst introduce a particular set of boundary entropy–entropy ﬂux triples. Let
sgn+(z) =
{
1, z> 0,
0, z 0,
sgn−(z) =
{
0, z 0,
−1, z< 0.
For  > 0, set
sgn+ (z) =
⎧⎨⎩
1, z> ,
(sin π z2 )
2, 0 z ,
0, z< 0,
sgn− (z) =
⎧⎨⎩
0, z> 0,
−(sin π z2 )2, −  z 0,
−1, z< −,
which are C1 approximations of sgn±(z), respectively.
Proposition 2.1. Suppose that h ∈ L∞loc(R),
(I) Let b ∈R be arbitrary but ﬁxed. For a.e. a ∈R,
lim
→0
b∫
a
(
sgn+
)′
(a − ξ)h(ξ)dξ = −sgn+(a − b)h(a).
(II) Let a ∈R be arbitrary but ﬁxed. For a.e. b ∈R,
lim
→0
a∫
b
(
sgn+
)′
(ξ − b)h(ξ)dξ = sgn+(a − b)h(b).
Remark 2.5. We notice that the approximate functions of sgn±(z) in [8] are not C1 at z = 0, so we
modify them as above. However, Proposition 2.1 can still be proved similarly to [8], we omit it here.
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η± (z, c) =
z∫
c
sgn± (ξ − c)dξ, z, c ∈R,
then η± (·, c) ∈ C2(R) is convex and as  → 0, we have
η± (z, c) → η±(z, c) := (z − c)± = max
{±(z − c),0}.
We choose η± (z, c) as the entropy and deﬁne the corresponding entropy ﬂux functions
(
q±
)
i(z, c) :=
z∫
c
sgn± (ξ − c) f ′i (ξ)dξ, i = 1, . . . ,d, z, c ∈R,
(
r±
)
i j(z, c) :=
z∫
c
sgn± (ξ − c)aij(ξ)dξ, i, j = 1, . . . ,d, z, c ∈R,
then as  → 0,
(
q±
)
i(z, c) → q±i (z, c) := sgn±(z − c)
(
f i(z)− f i(c)
)
,(
r±
)
i j(z, c) → r±i j (z, c) := sgn±(z − c)
(
Aij(z)− Aij(c)
)
,
where A′i j(·) = aij(·).
Observing that (η+ (·, c),q+ (·, c), r+ (·, c))c0 is a family of boundary entropy–entropy ﬂux triples,
we choose the entropy–entropy ﬂux triples in (2.2) as above and then let  → 0, we can get
∫
Q T
{
(u − c)+∂tφ +
d∑
i=1
sgn+(u − c)( f i(u)− f i(c))∂xiφ
+
d∑
i, j=1
sgn+(u − c)(Aij(u)− Aij(c))∂2xi x jφ
}
dxdt +
∫
Ω
(u0 − c)+φ(0, x)dx
 lim inf
→0
∫
Q T
(
sgn+
)′
(u − c)
K∑
k=1
(
d∑
i=1
∂xiβik(u)
)2
φ dxdt, (2.3)
for any 0 φ ∈D([0, T )×Ω) with c ∈R and 0 φ ∈D([0, T )×Ω) with c ∈ [0,∞).
Since (η− (·, c),q− (·, c), r− (·, c))c0 is a family of boundary entropy–entropy ﬂux triples, then for
the entropy solution v = v(s, y), we can get in the same way that
∫
Q
{
(v − c)−∂sφ +
d∑
i=1
sgn−(v − c)( f i(v)− f i(c))∂yiφ
T
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i, j=1
sgn−(v − c)(Aij(v)− Aij(c))∂2yi y jφ
}
dy ds +
∫
Ω
(v0 − c)−φ(0, y)dy
 lim inf
→0
∫
Q T
(
sgn−
)′
(v − c)
K∑
k=1
(
d∑
i=1
∂yiβik(v)
)2
φ dy ds (2.4)
for any φ  0, (φ, c) ∈D([0, T )×Ω)×R and (φ, c) ∈D([0, T )×Ω)× (−∞,0].
Noticing the facts
sgn−(z − c) = −sgn+(c − z), (z − c)− = (c − z)+, η−(z, c) = η+(c, z),
r−(z, c) = r+(c, z), (sgn− )′(z − c) = (sgn+ )′(c − z),
in order to unify (2.4) with (2.3), we reduce (2.4) into
∫
Q T
{
(c − v)+∂sφ +
d∑
i=1
sgn+(c − v)( f i(c)− f i(v))∂yiφ
+
d∑
i, j=1
sgn+(c − v)(Aij(c)− Aij(v))∂2yi y jφ
}
dy ds +
∫
Ω
(c − v0)+φ(0, y)dy
 lim inf
→0
∫
Q T
(
sgn+
)′
(c − v)
K∑
k=1
(
d∑
i=1
∂yiβik(v)
)2
φ dy ds (2.5)
for the same pairs (φ, c) as before.
Our main results are the following:
Theorem 2.1 (Uniqueness). Let u and v be entropy solutions of (1.1) with initial data u0 and v0 , respectively,
u0, v0 ∈ L∞(Ω). Then for a.e. t ∈ [0, T ),∫
Ω
(
u(t, x)− v(t, x))+ dx ∫
Ω
(
u0(x)− v0(x)
)+
dx.
Consequently, ‖u(t, ·) − v(t, ·)‖L1(Ω)  ‖u0 − v0‖L1(Ω) . Finally, if u0 = v0 , a.e. in Ω , then u(t, x) = v(t, x),
a.e. in Q T .
Theorem 2.2 (Existence). For u0 ∈ L∞(Ω), there exists at least one entropy solution of problem (1.1)–(1.2).
3. Uniqueness of entropy solutions
The proof of Theorem 2.1 is based on the following two lemmas.
Lemma 3.1. Let u and v be the entropy solutions of (1.1)–(1.2)with initial data u0, v0 ∈ L∞(Ω), respectively.
Then for any function φ ∈D([0, T )×Ω), φ  0, it holds
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{
(u − v)+∂tφ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))∂xiφ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))∂2xi x jφ
}
dxdt +
∫
Ω
(u0 − v0)+φ(0, x)dx 0. (3.1)
Lemma 3.2. For any function 0 φ ∈D([0, T )×Ω), (3.1) still holds.
We leave the proofs of Lemmas 3.1 and 3.2 behind, and ﬁrst ﬁnish the proof of Theorem 2.1 on
the basis of these two lemmas.
Proof of Theorem 2.1. In Lemma 3.2, we pick a test function φ of the form φ(t, x) = ϕ(t)ξ(x), where
0 ϕ ∈D([0, T )), ξ ∈D(Rd) and ξ(x) = 1 on Ω. Then we can get
−
T∫
0
ϕ′(t)
∫
Ω
(
u(t, x)− v(t, x))+ dxdt  ∫
Ω
(
u0(x)− v0(x)
)+
ϕ(0)dx,
i.e.
T∫
0
ϕ′(t)
∫
Ω
{
(u0 − v0)+ − (u − v)+
}
dxdt  0.
Let
G(t) =
{∫
Ω
{(u0 − v0)+ − (u − v)+}dx, 0 t < T ,
0, −T < t  0,
we obtain
∫ T
−T ϕ
′(t)G(t)dt  0, i.e. G ′(t) 0 in D′((−T , T )). Thus
∫
Ω
(
u(t, x)− v(t, x))+ dx ∫
Ω
(
u0(x)− v0(x)
)+
dx, ∀t ∈ (0, T ).
Moreover, exchanging u and v , we can complete the proof of Theorem 2.1. 
In the proofs of Lemmas 3.1 and 3.2, we will use the estimates of the following lemma.
Lemma 3.3. Let u = u(t, x) and v = v(s, y) be the entropy solutions of (1.1)–(1.2) with initial data u0, v0 ∈
L∞(Ω), respectively. The following estimates hold:
(I) lim inf→0 E1(φ)+ E2(φ) 0, for any φ = φ(t, x, s, y) 0 satisfying
(t, x) → φ(t, x, s, y) ∈D([0, T )×Ω) for any (s, y) ∈ Q T ,
(s, y) → φ(t, x, s, y) ∈D([0, T )×Ω) for any (t, x) ∈ Q T ,
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E1(φ) :=
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′
(u − v)
[(
d∑
i=1
∂xiβik(u)
)2
+
(
d∑
i=1
∂yiβik(v)
)2]
φ dxdt dy ds,
E2(φ) := 2
∫
Q T ×Q T
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))∂2xi y jφ dxdt dy ds.
(II) lim inf→0 E˜1(φ)+ E˜2(φ) 0, for any φ = φ(t, x, s, y) 0 satisfying
(t, x) → φ(t, x, s, y) ∈D((0, T )×Ω) for any (s, y) ∈ Q T ,
(s, y) → φ(t, x, s, y) ∈D([0, T )×Ω) for any (t, x) ∈ Q T ,
where
E˜1(φ) :=
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′(
u+ − v+)[( d∑
i=1
∂xiβik
(
u+
))2 +( d∑
i=1
∂yiβik
(
v+
))2]
φ dxdt dy ds,
E˜2(φ) := 2
∫
Q T ×Q T
d∑
i, j=1
sgn+
(
u+ − v+)(Aij(u+)− Aij(v+))∂2xi y jφ dxdt dy ds.
Proof. We only prove (I), the proof of (II) is similar. Since(
d∑
i=1
∂xiβik(u)
)2
+
(
d∑
i=1
∂yiβik(v)
)2
 2
(
d∑
i=1
∂xiβik(u)
)(
d∑
j=1
∂y jβ jk(v)
)
,
by using the chain rule (D.2) and the boundary condition (D.4), we have
E1(φ) 2
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′
(u − v)
(
d∑
i=1
∂xiβik(u)
)(
d∑
j=1
∂y jβ jk(v)
)
φ dxdt dy ds
= 2
∫
Q T ×Q T
K∑
k=1
(
d∑
i=1
∂xiβ
(sgn+ )
′
(·−v)
ik (u)
)(
d∑
j=1
∂y jβ jk(v)
)
φ dxdt dy ds
= −2
∫
Q T ×Q T
K∑
k=1
d∑
i=1
β
(sgn+ )
′
(·−v)
ik (u)
(
d∑
j=1
∂y jβ jk(v)
)
∂xiφ dxdt dy ds
= −2
∫
Q T ×Q T
K∑
k=1
d∑
i, j=1
∂y j
v∫
u
Ψik(θ)σ jk(θ)dθ∂xiφ dxdt dy ds
= 2
∫
Q ×Q
K∑
k=1
d∑
i, j=1
v∫
u
Ψik(θ)σ jk(θ)dθ∂
2
xi y jφ dxdt dy ds,T T
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Ψik(θ) := β(sgn
+
 )
′
(·−θ)
ik (u) =
u∫
θ
(
sgn+
)′
(ξ − θ)σik(ξ)dξ.
According to Proposition 2.1, we have lim→0Ψik(θ) = sgn+(u − θ)σik(θ), then from the above
inequality, we can arrive at
lim inf
→0 E1(φ) 2
∫
Q T ×Q T
K∑
k=1
d∑
i, j=1
v∫
u
sgn+(u − θ)σik(θ)σ jk(θ)dθ∂2xi y jφ dxdt dy ds
= 2
∫
Q T ×Q T
d∑
i, j=1
v∫
u
sgn+(u − θ)aij(θ)dθ∂2xi y jφ dxdt dy ds
= 2
∫
Q T ×Q T
d∑
i, j=1
sgn+(u − v)(Aij(v)− Aij(u))∂2xi y jφ dxdt dy ds
= −E2(φ),
i.e.
lim inf
→0 E1(φ)+ E2(φ) 0.
If we change u, v into u+, v+ , respectively, in the above calculation, we can obtain
lim inf
→0 E˜1(φ)+ E˜2(φ) 0. 
Now we turn to the proofs of Lemma 3.1 and Lemma 3.2.
Proof of Lemma 3.1. We use doubling variables approach [14,27] to prove the uniqueness. In what
follows, let u = u(t, x), v = v(s, y) be the entropy solutions, where (t, x), (s, y) ∈ Q T . Since u(t, x) is
an entropy solution, (2.3) holds for any (φ, c) ∈D([0, T )×Ω)×R, φ  0.
For the test function φ in Lemma 3.1(I), choosing c = v(s, y) in (2.3) and integrating with respect
to (s, y) over Q T , we get
∫
Q T ×Q T
{
(u − v)+∂tφ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))∂xiφ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))∂2xi x jφ
}
dxdt dy ds
+
∫
Ω×Q
(u0 − v)+φ(0, x, s, y)dxdy dsT
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→0
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′
(u − v)
(
d∑
i=1
∂xiβik(u)
)2
φ dxdt dy ds. (3.2)
Choosing c = u(t, x) in (2.5) and integrating in (t, x) over Q T , we obtain
∫
Q T ×Q T
{
(u − v)+∂sφ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))∂yiφ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))∂2yi y jφ
}
dxdt dy ds
+
∫
Ω×Q T
(u − v0)+φ(t, x,0, y)dxdt dy
 lim inf
→0
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′
(u − v)
(
d∑
i=1
∂yiβik(v)
)2
φ dxdt dy ds. (3.3)
Adding (3.2) and (3.3) yields
∫
Q T ×Q T
{
(u − v)+(∂t + ∂s)φ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))(∂xi + ∂yi )φ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))(∂2xi x j + ∂2yi y j )φ
}
dxdt dy ds
+
∫
Ω×Q T
(u0 − v)+φ dxdy ds +
∫
Ω×Q T
(u − v0)+φ dxdt dy
 lim inf
→0
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′
(u − v)
[(
d∑
i=1
∂xiβik(u)
)2
+
(
d∑
i=1
∂yiβik(v)
)2]
φ dxdt dy ds. (3.4)
Now we choose the special test function. Let
φm,n(t, x, s, y) = φ
(
t + s
2
,
x+ y
2
)
m
(
x− y
2
)
n
(
t − s
2
)
,
where m : Rd → R, n : R → R, m,n  1 are the standard molliﬁer sequences and 0  φ ∈
D([0, T )×Ω). It is easy to see that
(∂t + ∂s)φm,n = (∂t + ∂s)φmn,
(∂xi + ∂yi )φm,n = (∂xi + ∂yi )φmn, i = 1, . . . ,d,
and
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∂2xi x j + ∂2yi y j
)
φm,n =
(
∂2xi x j + 2∂2xi y j + ∂2yi y j
)
φmn − 2∂2xi y jφm,n, i, j = 1, . . . ,d.
Thus from (3.4), we have
∫
Q T ×Q T
{
(u − v)+(∂t + ∂s)φ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))(∂xi + ∂yi )φ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))(∂2xi x j + 2∂2xi y j + ∂2yi y j )φ
}
mn dxdt dy ds
+
∫
Ω×Q T
(u0 − v)+φm,n dxdy ds +
∫
Ω×Q T
(u − v0)+φm,n dxdy dt
 lim inf
→0 E1(φm,n)+ E2(φm,n), (3.5)
for any 0 φ ∈D([0, T )×Ω), where E1(φm,n) and E2(φm,n) are deﬁned as in Lemma 3.3. Then from
(3.5) and Lemma 3.3, we get∫
Q T ×Q T
{Itime + Iconv + Idiff }mn dxdt dy ds + Iu0,v(m,n)+ Iu,v0(m,n) 0 (3.6)
where
Itime = (u − v)+(∂t + ∂s)φ,
Iconv =
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))(∂xi + ∂yi )φ,
Idiff =
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))(∂2xi x j + 2∂2xi y j + ∂2yi y j )φ,
Iu0,v(m,n) =
∫
Ω×Q T
(u0 − v)+φm,n dxdy ds,
Iu,v0(m,n) =
∫
Ω×Q T
(u − v0)+φm,n dxdy dt.
Sending m,n → ∞, we can easily obtain∫
Q T ×Q T
{Itime + Iconv + Idiff }mn dxdt dy ds
→
∫
Q T
{
(u − v)+∂tφ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))∂xiφ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))∂2xi x jφ
}
dxdt.
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L1(Ω), the last two integrals in (3.6) should be dealt with carefully. We shall proceed as in [14].
Iu0,v(m,n) can be written as
Iu0,v(m,n) = −
∫
Ω×Q T
(u0 − v)+∂s
(
φn(s, x, y)m
)
dxdy ds,
where
φn(s, x, y) =
T∫
s
φ
(
τ
2
,
x+ y
2
)
n
(
−τ
2
)
dτ .
From (2.5) with c = u0(x) and φ = φn(s, x, y)m , we have
Iu0,v(m,n)
∫
Ω×Q T
{
sgn+(u0 − v)
(
f i(u0)− f i(v)
)
∂yi (φnm)
+
d∑
i, j=1
sgn+(u0 − v)
(
Aij(u0)− Aij(v)
)
∂2yi y j (φnm)
}
dy dsdx
+
∫
Ω×Ω
(u0 − v0)+φn(0, x, y)m dy dx

∫
Ω×((0,2/n)×Ω)
Hm dy dsdx+
∫
Ω×Ω
(u0 − v0)+φnm dy dx
= I(1) + I(2),
where Hm is an integrable function independent of n. Sending n → ∞, we have
I(1) → 0, I(2) → 1
2
∫
Ω×Ω
(u0 − v0)+φ
(
0,
x+ y
2
)
m dy dx.
Then
limsup
m→∞
limsup
n→∞
Iu0,v(m,n)
1
2
limsup
m→∞
∫
Ω×Ω
(u0 − v0)+φ
(
0,
x+ y
2
)
m dy dx
= 1
2
∫
Ω
(u0 − v0)+φ(0, x)dx.
Similarly we have
limsup
m→∞
limsup
n→∞
Iu,v0(m,n)
1
2
∫
Ω
(u0 − v0)+φ(0, x)dx.
This completes the proof of Lemma 3.1. 
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B := {B ∣∣ B is a ball such that B ∩ ∂Ω = ∅, or B  B ′, where B ′ is a ball such that
B ′ ∩ ∂Ω = {(x, L(x)) ∣∣ x ∈ Ω, L(x) is Lipschitz continuous function}}.
Let (ϕl)0lL be a partition of unity related to the above covering, so that ϕ0 ∈D(Ω), ϕl ∈D(Bl),
1 l L.
Denoting
Λ(u, v, φ) :=
∫
Q T
{
(u − v)+∂sφ +
d∑
i=1
sgn+(u − v)( f i(u)− f i(v))∂yiφ
+
d∑
i, j=1
sgn+(u − v)(Aij(u)− Aij(v))∂2yi y jφ
}
dsdy +
∫
Ω
(u0 − v0)+φ(0, y)dy,
then for any 0  φ ∈ D([0, T ) × Ω), letting φl = φϕl , 1  l  L, by the linearity of Λ(u, v, φ) with
respect to φ, we have
Λ(u, v, φ) = Λ
(
u, v,
L∑
l=0
φϕl
)
=
L∑
l=0
Λ(u, v, φϕl).
From Lemma 3.1, we have Λ(u, v, φϕ0) 0. Next we only need to prove
Λ(u, v, φϕl) 0, ∀l ∈ {1, . . . , L},
which will be ﬁnished in the following proposition. Hence Lemma 3.2 is proved. 
Proposition 3.1. For any 0 φ ∈D([0, T )× B), we have
Λ(u, v, φ) 0.
Proof. Noticing that
(u − v)+ = (u+ − v+)+ + (v− − u−)+,
we would like to divide the proof of Proposition 3.1 into three steps. First we will get the estimate
of Λ(u+, v+, φ) formally using (2.3) and (2.5) with the special choice of c. In the second step, we
will choose the special test functions to obtain the estimate of Λ(u+, v+, φ). At last we will get the
estimate of Λ(v−,u−, φ).
Step 1. For the test function φ in Lemma 3.3(II), φ(·, ·, s, y) does not vanish on the boundary but
vanish at t = 0, we have to choose positive c in (2.3). Choosing c = v+(s, y) and noticing the fact that
sgn+(u − v+) = 0 for u  0, we have
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Q T ×Q T
{(
u+ − v+)+∂tφ + d∑
i=1
sgn+
(
u+ − v+)( f i(u+)− f i(v+))∂xiφ
+
d∑
i, j=1
sgn+
(
u+ − v+)(Aij(u+)− Aij(v+))∂2xi x jφ
}
dxdt dy ds
 lim inf
→0
∫
Q T ×Q T
(
sgn+
)′(
u+ − v+) K∑
k=1
(
d∑
i=1
∂xiβik
(
u+
))2
φ dxdt dy ds. (3.7)
We choose c = u+(t, x) in (2.5) and integrate over (t, x) to obtain
∫
Q T ×Q T
{(
u+ − v)+∂sφ + d∑
i=1
sgn+
(
u+ − v)( f i(u+)− f i(v))∂yiφ
+
d∑
i, j=1
sgn+
(
u+ − v)(Aij(u+)− Aij(v))∂2yi y jφ
}
dxdt dy ds
+
∫
Ω×Q T
(
u+ − v0
)+
φ(t, x,0, y)dxdt dy
 lim inf
→0
∫
Q T ×Q T
(
sgn+
)′(
u+ − v) K∑
k=1
(
d∑
i=1
∂yiβik(v)
)2
φ dxdt dy ds. (3.8)
Since
sgn+
(
u+ − v)= sgn+(u+ − v+)(1− sgn+(v−))+ sgn+(v−),
then
sgn+
(
u+ − v)( f i(u+)− f i(v))
= sgn+(u+ − v+)( f i(u+)− f i(v+))(1− sgn+(v−))+ sgn+(v−)( f i(u+)− f i(v))
= sgn+(u+ − v+)( f i(u+)− f i(v+))− sgn+(v−) f i(v),
and
(
u+ − v)+ = sgn+(u+ − v)(u+ − v)= (u+ − v+)+ − sgn+(v−)v,(
u+ − v0
)+ = (u+ − v+0 )+ − sgn+(v−0 )v0,
sgn+
(
u+ − v)(Aij(u+)− Aij(v))= sgn+(u+ − v+)(Aij(u+)− Aij(v+))− sgn+(v−)Aij(v).
Moreover,
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sgn+
)′(
u+ − v) K∑
k=1
(
d∑
i=1
∂yiβik(v)
)2
= (sgn+ )′(u+ − v+) K∑
k=1
(
d∑
i=1
∂yiβik
(
v+
))2 + (sgn+ )′(u+ + v−) K∑
k=1
(
d∑
i=1
∂yiβik
(−v−))2

(
sgn+
)′(
u+ − v+) K∑
k=1
(
d∑
i=1
∂yiβik
(
v+
))2
.
Then (3.9) can be reduced into
∫
Q T ×Q T
{(
u+ − v+)+∂sφ + d∑
i=1
sgn+
(
u+ − v+)( f i(u+)− f i(v+))∂yiφ
+
d∑
i, j=1
sgn+
(
u+ − v+)(Aij(u+)− Aij(v+))∂2yi y jφ
}
dxdt dy ds
 lim inf
→0
∫
Q T ×Q T
K∑
k=1
(
sgn+
)′(
u+ − v+)( d∑
i=1
∂yiβik
(
v+
))2
φ dxdt dy ds +v(φ)
−
∫
Ω×Q T
(
u+ − v+0
)+
φ(t, x,0, y)dxdt dy, (3.9)
where
v(φ) :=
∫
Q T ×Q T
sgn+
(
v−
){
v∂sφ +
d∑
i=1
f i(v)∂yiφ +
d∑
i, j=1
Aij(v)∂
2
yi y jφ
}
dxdt dy ds
+
∫
Ω×Q T
sgn+
(
v−0
)
v0φ dxdt dy.
Adding (3.8) and (3.10) yields
∫
Q T ×Q T
{(
u+ − v+)+(∂t + ∂s)φ + d∑
i=1
sgn+
(
u+ − v+)( f i(u+)− f i(v+))(∂xi + ∂yi )φ
+
d∑
i, j=1
sgn+
(
u+ − v+)(Aij(u+)− Aij(v+))(∂2xi x j + 2∂2xi y j + ∂2yi y j )φ
}
dxdt dy ds
+
∫
Ω×Q T
(
u+ − v+0
)+
φ dxdt dy  lim inf
→0 E˜1(φ)+ E˜2(φ)+v(φ)v(φ), (3.10)
where we used Lemma 3.3(II).
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well as [8], but for convenience we include it here brieﬂy:
For n 1, let ωn :R→R be a sequence of molliﬁers with supp(ωn) ⊂ (− 2n ,0).
For m 1, let ωm :Rd →R be a sequence of molliﬁers such that
(1) y →ωm(y − x) ∈D(Ω), ∀x ∈ B , for m large enough,
(2)
∫
Ω
ωm(y − x)dx := χm(y) is increasing with respect to y ∈ B,
(3) χm(y) = 1, for any y ∈ B such that d(y, Rd \ Ω)  cm , where c is a positive constant depending
on B.
For any 0 φ ∈D([0, T )× B), we deﬁne
φm,n(t, x, s, y) = φ(s, y)ωm(y − x)ωn(s − t),
then φm,n can be taken as the test function in Lemma 3.3(II) for m and n large enough. Moreover, if
φm(s, y) :=
∫
Q T
φm,n(t, x, s, y)dxdt
= φ(s, y)
∫
Ω
ωm(y − x)dx
T∫
0
ωn(s − t)dt = φ(s, y)χm(y),
then
φm(s, y) ∈D
([0, T )×Ω), for everym,
φm  φm′ , formm′,
φm(s, y) = φ(s, y) for any y such that d
(
y, Rd \Ω) c
m
,
and
φm(s, y) φ(s, y), φm(s, y) → φ(s, y) in Lr(Q T ) asm → ∞, for any r  1.
Substituting φ = φm,n in (3.10) and using the facts
(∂t + ∂s)φm,n = ∂sφωmωn,
(∂xi + ∂yi )φm,n = ∂yiφωmωn,
and
(
∂2xi x j + 2∂2xi y j + ∂2yi y j
)
φm,n = ∂2yi y jφωmωn,
we have
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Q T
{(
u+ − v+)+∂sφ + d∑
i=1
sgn+
(
u+ − v+)( f i(u+)− f i(v+))∂yiφ
+
d∑
i, j=1
sgn+
(
u+ − v+)(Aij(u+)− Aij(v+))∂2yi y jφ
}
ωmωn dxdt dy ds
+
∫
Ω×Q T
(
u+ − v+0
)+
φωmωn dxdt dy  ˜v(φm), (3.11)
where
˜v(φm) :=
∫
Q T
sgn+
(
v−
){
v∂sφm +
d∑
i=1
f i(v)∂yiφm +
d∑
i, j=1
Aij(v)∂
2
yi y jφm
}
dy ds
+
∫
Ω
sgn+
(
v−0
)
v0φm dy.
Similarly to the proof of Lemma 3.1, passing to the limit as m,n → +∞ in (3.11), we have
∫
Q T
{(
u+ − v+)+∂sφ + d∑
i=1
sgn+
(
u+ − v+)( f i(u+)− f i(v+))∂yiφ
+
d∑
i, j=1
sgn+
(
u+ − v+)(Aij(u+)− Aij(v+))∂2yi y jφ
}
dsdy
+
∫
Ω
(
u+0 − v+0
)+
φ dy  lim
m→∞ ˜v(φm),
i.e.
Λ
(
u+, v+, φ
)
 lim
m→∞ ˜v(φm), (3.12)
for any 0 φ ∈D([0, T ) × B). The limit limm→∞ ˜v(φm) exists since the sequence ˜v(φm) is mono-
tonically increasing as m → ∞ and 0 ˜v(φm) ˜v(φ).
Step 3. Observing that if w is an entropy solution of (1.1) with initial data w0, then W := −w is an
entropy solution of
∂tW −
d∑
i=1
∂xi f i(−W ) = −∇ ·
(
A(−W )∇(−W ))
with
W |t=0 = −w0, W |(0,T )×∂Ω = 0.
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∫
Q T
{(
v− − u−)+∂sφ − d∑
i=1
sgn+
(
v− − u−)( f i(−v−)− f i(−u−))∂yiφ
−
d∑
i, j=1
sgn+
(
v− − u−)(Aij(−v−)− Aij(−u−))∂2yi y jφ
}
dy ds
+
∫
Ω
(
v−0 − u−0
)+
φ dy − lim
m→∞ ˜u(φm),
i.e.
Λ
(
v−,u−, φ
)
− lim
m→∞ ˜u(φm) (3.13)
where
˜u(φm) :=
∫
Q T
sgn+
(
u+
){
u∂sφm +
d∑
i=1
f i(−u)∂yiφm +
d∑
i, j=1
Aij(−u)∂2yi y jφm
}
dy ds
+
∫
Ω
sgn+
(
u+0
)
u0φm dy.
Adding (3.12) and (3.13) yields
Λ(u, v, φ) lim
m→∞ ˜v(φm)− limm→∞ ˜u(φm), (3.14)
for any 0 φ = φ(s, y) ∈D([0, T )× B).
Using Lemma 3.1 with test function φm′ (s, y) = φ(s, y)χm′ (y), we have
Λ(u, v, φm′) 0 for eachm′.
Hence
Λ(u, v, φ) = Λ(u, v, φm′)+Λ
(
u, v, φ(1− χm′)
)
Λ
(
u, v, φ(1−χm′)
)
 lim
m→∞ ˜v
(
φχm(1− χm′)
)− lim
m→∞ ˜u
(
φχm(1−χm′)
)
.
Since
χm(1− χm′) = χm − χm′ , formm′,
then passing to the limit as m,m′ → ∞, we can get
Λ(u, v, φ) 0, ∀φ ∈D([0, T )× B), φ  0,
which completes the proof of Proposition 3.1. 
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We use the vanishing viscosity method to prove Theorem 2.2.
Proof of Theorem 2.2. We set
A(u) = (ai j(u)) := (aij(u))+  I,
where I is identity matrix. Then the equation
∂tu + div f (u)= ∇ ·
(
A(u)∇u) (4.1)
is of strictly non-degenerate parabolic type. We ﬁrst assume that u0 ∈D(Ω) and fulﬁlls the compat-
ibility condition on the boundary. As stated in [36], for any ﬁxed  > 0, the problem (4.1) and (1.2)
has a unique solution u(t, x) in C2(Q T )∩ C3(Q T ). And the maximum principle holds∥∥u(t, x)∥∥L∞(Q T )  ∥∥u0(x)∥∥L∞(Ω)  M1.
Moreover, ∥∥∇u(t, ·)∥∥L1(Ω)  M2, ∥∥ut (t, ·)∥∥L1(Ω)  M2, (4.2)
where M1 and M2 are constants independent of  . By Helley’s theorem, there exists a subsequence
(still denoted by) u(t, x) such that
u → u in C([0, T ), L1(Ω))∩ L∞(Q T ).
Now we verify that the limit function u(t, x) is exactly the entropy solution of problem (1.1)–(1.2).
Multiplying (4.1) by η′(u), we have
∂tη
(
u
)+ d∑
i=1
∂xi qi
(
u
)− d∑
i, j=1
∂2xi x j ri j
(
u
)− η(u)
−η′′(u) d∑
i, j=1
aij
(
u
)
∂xi u
∂x j u
 = −η′′(u) K∑
k=1
(
d∑
i=1
∂xiβik
(
u
))2
(4.3)
holds in D′([0, T )×Ω). Taking η(u) = u22 , since u |(0,T )×∂Ω = 0, it follows from (4.3) that
∫
Q T
K∑
k=1
(
d∑
i=1
∂xiβik
)2
dxdt  1
2
∫
Ω
u20 dx< ∞,
furthermore,
d∑
i=1
∂xiβik
(
u
)
⇀
d∑
i=1
∂xiβik(u) in L
2(Q T ).
The regularity property (D.1) in Deﬁnition 2.3 is then proved.
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d∑
i=1
∂xiβ
φ
ik
(
u(t, x)
)= φ(u(t, x)) d∑
i=1
∂xiβik
(
u(t, x)
)
a.e. (t, x) ∈ Q T ,
and noticing that the left-hand side and the right-hand side converge weakly in L2(Q T ) to
d∑
i=1
∂xiβ
φ
ik
(
u(t, x)
)
and φ
(
u(t, x)
) d∑
i=1
∂xiβik
(
u(t, x)
)
,
respectively, as  → 0, thus the chain rule property (D.2) is obtained.
Now we pass to the limit as  → 0 in (4.3). For the right-hand side, we need to employ a standard
lower semicontinuity result [2], i.e. for any 0 φ ∈D([0, T )×Ω),
lim inf
→0
∫
Q T
K∑
k=1
η′′
(
u
)( d∑
i=1
∂xiβik
(
u
))2
φ dxdt 
∫
Q T
K∑
k=1
η′′(u)
(
d∑
i=1
∂xiβik(u)
)2
φ dxdt.
Thus we proved the interior entropy condition (D.3). The boundary entropy condition (D.5) can be
proved similarly.
It remains to prove the boundary condition (D.4). Since u(t, x)|(0,T )×∂Ω = 0 can be understood in
the sense of classical trace, we have, for any ψ ∈ L∞loc(R),∫
Q T
(
divβψk
(
u
)
φ + βψk
(
u
) · ∇φ)dxdt = 0, ∀φ ∈D((0, T )×Ω). (4.4)
Since u → u in L1(Q T ) and divβψk (u) ⇀ divβψk (u) in L2(Q T ), we send  → 0 in (4.4) to conclude
that ∫
Q T
(
divβψk (u)φ + βψk (u) · ∇φ
)
dxdt = 0, ∀φ ∈D((0, T )×Ω),
which is exactly the boundary condition (D.4). Therefore, u ∈ C([0, T ); L1(Ω)) is an entropy solution.
For general initial data u0 ∈ L∞(Ω), we can approximate u0(x) by a sequence un0(x) ∈ C∞0 (Ω):
un0(x) → u0(x) in L1(Ω). Then there exists a global entropy solution un ∈ C([0, T ); L1(Ω)) with initial
data un0. Using the L
1-contraction property of Theorem 2.1, we have
∥∥un1 − un2∥∥C([0,T );L1(Ω))  ∥∥un10 − un20 ∥∥L1(Ω) → 0, as n1,n2 → ∞.
Therefore {un} is a Cauchy sequence and there exists u such that
un(t, x) → u(t, x) in C([0, T ); L1(Ω)),
which implies the convergence of un(t, x) a.e. Similarly we can verify that u(t, x) satisﬁes the deﬁni-
tion of entropy solutions.
Thus we complete the proof of Theorem 2.2. 
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