We present a bottom-up bidirectional parser for Tree Adjoining Grammars that is an extension of the parser defined by De Vreught and Honig for Context Free Grammars. Although this parser does not improve the complexity of the parsers defined in the literature, it presents several characteristics that can be of interest for practical parsing of natural languages.
Introduction
Several algorithms have been proposed for parsing tree adjoining grammars (TAGs), most of them derived from context-free tabular parsers, ranging from simple bottom-up algorithms, like CYK, to sophisticated extensions of Earley's algorithm (Alonso et al., 1999) . However, some of the bidirectional parsers proposed are not applicable in all the cases. Lavelli and Satta parser (1991) is restricted to elementary trees with only one anchor. Van Noord parser (1994) introduces several improvements to Lavelli and Satta parser: the substitution operation, the foot-driven recognition of auxiliary trees and the notion of headed elementary trees in order to take advantage of lexicalization. According to Van Noord, a headed TAG is a TAG in which each elementary tree is a headed tree. For each internal node in a headed tree, there must be a daughter which is the head of the subtree rooted in that node. The reflexive and transitive closure of the head relation is called the headcorner relation. In order to establish the head-corner relation we must fulfill the following two constraints: (i) the anchor of an initial tree must be a head-corner of the root node of the initial tree and (ii) the foot node of an auxiliary tree must be head-corner of the root of the auxiliary tree. Since there exists the notion of anchor in the context of lexicalized TAG, it seems that the notion of head, as defined by Van Noord, is redundant. Moreover, in the case of anchor siblings the definition of head requires to select only one anchor as the head. In this paper we present a bidirectional bottom-up parser for TAG, called ' & ( consist of the set of elementary trees. Parsing algorithms for context-free grammars usually denote partial recognition of productions by dotted productions. We can extend this approach to the case of TAG by considering each elementary tree ) as formed by a set of context-free productions 0 1 £ 2 ) 3 
The parser c
The definition of the parser is based on deductive systems similar to Parsing Schemata (Sikkel, 1997) . Given the input string d ¡ d e 89 A 9
A 9 e g f with h ¤ i k j and a TAG grammar, the formulas (called items in this context) in the deductive system will be of the form:
is a production decorated with two dots indicating the part of the subtree dominated by 
The initializer steps deduce those items associated to productions whose right hand side includes a terminal that matches with an input symbol. The position of the terminal in the input string determines the values of the indices. Empty-productions are considered to match any position in the input string. The indices associated to the foot node in the consequent of both deduction steps are undefined since no foot has been recognized yet: when no adjoining is mandatory on that node. Indexes are not modified when a step of this type is applied:
Given a node g 
When the recognition of the auxiliary tree 
A substitution is performed when an initial tree q has been completely recognized. The initial tree establishes the string spanned by the node
The input string must belong to the language defined by the grammar, given q k " { rooted with the axiom symbol, whenever an item l ¢ D n X n w © j© s h © A o © A z i s deduced. The algorithm so described is just a recognizer. However, it is not difficult to construct an actual chart parser based on the specification presented above. From the set of derived items (the chart), a parser of the input can be constructed retracing the recognition steps in reverse order or annotating the items computed by the recognition algorithm with information about how they were obtained. The number of items deduced by the parser, as stated before, can be reduced if we apply a filter on the concatenate steps. We can note that these steps produce redundant derivations when the trees are not binary branching. If we do so, the parser obtained will not actually be bidirectional. We will not consider this version because of clarity in the exposition.
A new parser y ¡
In the context of parsing lexicalized grammars for natural languages, the parser ¤ ¥ § can be slightly modified in order to speed up the recognition process. In this way, we will consider the characteristics of the English grammar defined in (XTAG, 1999) . The study will be mainly centered on s u , t and t s s t deduction steps. We will call ¤ ¦ ¥ § ¢ the new parser obtained after modifications. First of all, we must note that u u steps can be applied on anchors as well. In the case of multi-anchors, the step will deduce one item for every anchor in the elementary tree with the suitable positions respect to the input. Furthermore, this step implies an important reduction in the search space since only those elementary trees with anchors matching the input will be consider in the recognition. In this way, u and t s s t deduction steps will not introduce any elementary tree except for those trees considered by s t deduction steps. When substitution nodes are siblings of no-substitution nodes the application of C t u s u steps can introduce items that are not necessary in order to recognize the input string. The reason is that t s s t deduction steps always try to include an initial tree when this tree is completed. To avoid these redundant substitution operations we can introduce a filter as follows: this step will only applied when
x 5 is a substitution node whose daughters do not dominate a terminal or the foot node of ) . In other cases, the substitution operation will be performed by the new deduction steps t s u £ ¢ u and t s u ¥ ¤ u 
Experimental results
The results we are going to discuss have been obtained using a naive implementation in Prolog of the deductive parsing machine presented in (Shieber et al., 1995) running on a Pentium II. We have implemented and tested the following parsers: The study is based on the English grammar presented in (XTAG, 1999) . >From this document we have selected a subset of the grammar consisting of 27 elementary trees that cover a variety of English constructions: relative clauses, auxiliary verbs, unbounded dependencies, extraction, etc. In order to compare only the behavior of the parsers, we have not consider the feature structures of elementary trees. In this way, we have simulated the features using local constraints. Also, we have selected from the document 25 correct and incorrect sentences grouped with respect to the aspect treated. Every sentence has been parsed without previous filtering of elementary trees. Table 1 shows the time in seconds used for every algorithm and sentence.
From . Since the adjoining operations performed by all the bottom-up parsers are practically the same, we can conclude that this improvement is basically due to the reduction of items removed by the filter in the rules related to I productions.
Conclusion
A bottom-up bidirectional parser for TAG has been defined based on the parser defined by De Vreught and Honig for CFG. The parser does not improve the worst-case bounds of already known parsing methods for TAG but the experiments show similar or better time results than classical parsers. Other benefits can be argued to consider this algorithm of interest in the context of bidirectional parsers. In particular, with respect to Lavelli-Satta parser the ¤ ¥ § schema can be applied to multi-anchor auxiliary trees. With respect to Van Noord parser, this new approach does not introduce the concept of head and it is applicable to every kind of anchored elementary tree. As further work, it would be interesting to investigate the effects of compacting elementary trees, as performed by Lopez (2000), in the real performance of the parser.
