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Abstract
We show that the space of Kleinian punctured torus groups is not locally connected.
1 Introduction
In this paper we give the first example of a deformation space of Kleinian groups that is
not locally connected. Our space comes from one of the simplest examples of Kleinian
groups, the punctured torus. These are Kleinian groups isomorphic to a two generator
free group with the extra condition that the commutator is parabolic. Although there are
some special features of punctured torus groups that play an important role in our proof
the general method should be useful in studying other deformation spaces of Kleinian
groups.
To put our result in perspective we give a brief historical survey of other results on
the topology of deformation spaces of Kleinian groups. In our history we will restrict to
results that describe unusual or exotic features of this topology.
• The Bers slice: There is a canonical bijection between any two Bers slices for a
surface S. Kerckhoff and Thurston ([KT]) showed that this bijection is in general
not a homeomorphism and their methods lead one to believe that it is never a
homeomorphism unless S is a punctured torus or 4-times punctured sphere.
• Bumping: For a general hyperbolizable 3-manifold M the components of the inte-
rior of the deformation space will be in one to one correspondence with the marked
homeomorphism types of M . Anderson and Canary ([AC]) found examples where
these components bumped. In these examples distinct components of the interior
of the deformation space have intersecting closure. See also [ACM], [Hol1] and
[Hol2].
∗Supported by a grant from the NSF and a Sloan Foundation Fellowship
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• Self-bumping: McMullen ([Mc]) showed that quasifuchsian space self-bumps. That
is there are points ρ on the boundary such that the intersection of any sufficiently
small neighborhood of ρ with quasifuchsian space is disconnected. See also [It] and
[BH].
The Sullivan dictionary encourages us to compare our result with what is known
about rational maps of Ĉ. Following Sullivan, here is an abbreviated score card where
we compare results on rational maps to results about Kleinian punctured torus groups.
In our table Tˆ is the punctured torus.
Kleinian groups Rational maps of Ĉ
1-dim Bers’ slice of Tˆ and Maskit slice Mandelbrot set
l. c. Yes ([Min]) Main conjecture
2-dim AH(Tˆ ) Cubic connectivity locus
l. c. No (this paper) No ([Lav] and [Mil])
The main point to notice is that in dimension one the deformation spaces are locally
connected or at least conjectured to be. In dimension two the deformation spaces are
not locally connected and we expect this to be true in all higher dimensions. Another
point to emphasize is that the conjecture that the Mandelbrot set is locally connected
is equivalent to giving a classification of quadratic polynomials (see [Bra]) analogous to
Minsky’s ending lamination theorem for punctured torus groups ([Min]). In the case of
Kleinian groups we use this classification to prove non-local connectivity.
We close this introduction with some brief words on the proof. Our discussion will
emphasize the importance of the 2nd dimension. Let S be a closed subset of C2 and
assume that S is invariant under the translation (z, w) 7→ (z, w+2). We add a collection
of points at ∞ to S by viewing S as a subset of C× Ĉ and taking the closure. We then
note that if for some z the intersection of S with {z}×C contains a bounded component
then the closure of S in C× Ĉ is not locally connected at (z,∞). Furthermore unless S
is very simple we can always find such a point z. We will prove our theorem by showing
the deformation space of Kleinian punctured torus groups is locally homeomorphic to
such a space at least at some cusp on the boundary of the deformations space. The
translational symmetry will come from Dehn twisting along the curve corresponding to
the cusp.
It is perhaps easier to visualize the phenomenon in R2 rather than C2. Again we
assume that S is a closed subset that is invariant under a vertical translation. We can
compactify the vertical lines and take the closure of S in R × S1. This set will not be
locally connected unless the boundary of S is vertical lines. On the other hand if we
take S to be a subset of C and take the closure in Ĉ then this closure will be locally
connected as long as S is locally connected and contains no bounded components.
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2 Preliminaries
2.1 Kleinian groups
A Kleinian group is a discrete subgroup of PSL2C. We are interested in the space of
Kleinian groups isomorphic to a fixed group G. We begin by giving this space a topology.
Let G be a finitely generated group and R(G) the space of representations of G in
PSL2C. If G has n generators thenR(G) embeds in (PSL2C)n and this embedding gives
R(G) a topology. Let R(G) be the quotient of R(G) under the action of conjugation.
In general the topology of R(G) may be non-Hausdorff. However, as we’ll see below, at
the subspace that we are interested in R(G) is a manifold.
Let H(G) be the set of conjugacy classes of discrete, faithful representations of G
in PSL2C. We give H(G) the algebraic topology by taking the induced topology on
H(G) as a subset of R(G). We denote H(G) with this topology as AH(G). As is
standard practice we will often abuse notation and treat elements of AH(G) as single
representations instead of as conjugacy classes.
Let N be a compact, hyperbolizable 3-manifold with boundary. If G = π1(N) then
one denotes R(G) and AH(G) as R(N) and AH(N), respectively. Let P be a collection of
disjoint, essential and homotopically distinct annuli and all tori in ∂N . Then R(N,P) ⊂
R(N) and AH(N,P) ⊂ AH(N) are those representations σ where σ(γ) is parabolic if
γ is freely homotopic into P. As a convention we will assume that all tori in ∂N are
contained in P. In particular P will be non-empty if ∂N contains tori. We also define
∂(N,P) = ∂N − P.
Here is the result, mentioned above, describing the topology of R(G) at points in
AH(N,P):
Theorem 2.1 (Kapovich [Kap]) A neighborhood of AH(N,P) in R(N,P) is a man-
ifold whose dimension is the same as the dimension of the Teichmu¨ller space of ∂(N,P).
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2.2 Hyperbolic geometry
The Lie group PSL2C is isomorphic to orientation-preserving isometries of H
3. Therefore
the quotient Mσ = H
3/σ(π1(N)) is a complete hyperbolic 3-manifold. The representa-
tion also determines an isomorphism from π1(N) to π1(Mσ). We keep track of this
isomorphism by picking a homotopy equivalence
fσ : N −→Mσ
such that (fσ)∗ is the given isomorphism. The pair (Mσ, fσ) is a marked, hyperbolic
3-manifold. Note that the interior of N need not be homeomorphic to Mσ. Even if
it is homeomorphic the map fσ may not be a homeomorphism or even homotopic to a
homeomorphism.
Conversely a marked, hyperbolic 3-manifold (M,f) determines a representation σ.
Namely the hyperbolic manifold M can be written as a quotient M = H3/Γ where Γ
is a group of isometries of H3 isomorphic to π1(N). The marking map f determines
an isomorphism between π1(N) and π1(M) via the map f∗. This gives an isomorphism
between π1(N) and Γ which is our representation. We can define an equivalence relation
for marked, hyperbolic 3-manifolds by setting (M0, f0) ∼ (M1, f1) if there is an orien-
tation preserving isometry g : M0 −→ M1 such that g ◦ f0 is homotopic to f1. Two
marked, hyperbolic 3-manifolds will be equivalent if and only if the induced representa-
tions are conjugate. There is therefore a bijection between equivalence classes of marked,
hyperbolic 3-manifolds and conjugacy classes of representations in AH(N). Throughout
the paper we will implicitly use this bijection and refer to points in AH(N) as both
representations and marked, hyperbolic 3-manifolds.
2.3 The thick-thin decomposition
Given ǫ > 0 let M≤ǫ be the set of points in the hyperbolic manifold M whose injectivity
radius is ≤ ǫ. We can similarly define M≥ǫ. By the Margulis lemma ([KM]) there is a
constant ǫM such that for any ǫ ≤ ǫM the components of M≤ǫ have three possible types:
1. a tubular neighborhood of a geodesic of length < 2ǫ (or a closed geodesic of length
2ǫ),
2. the quotient of a horoball by a rank one parabolic subgroup or
3. the quotient of a horoball by a rank two parabolic subgroup.
The last two types are the parabolic thin part of M which we denote Mpar,≤ǫ.
If γ is a simple closed curve of length < ǫ ≤ ǫM then Tǫ(γ,M) is the component of
M≤ǫ that contains γ. This is case (1) and Tǫ(γ,M) is a Margulis tube. Thin parts of
types (1) and (2) are associated to components of the paring locus. If A is a annulus
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in the paring locus of M then there is a corresponding component of M≤ǫ of type (2)
and it is denoted Tǫ(A,M). If T is a torus in the paring locus then the corresponding
component of M≤ǫ is of type (3) and is denoted Tǫ(T,M). In case (2), Tǫ(A,M) is a
rank one cusp. In case (3), Tǫ(T,M) is a rank two cusp.
Our final goal of this subsection is to give a description of the geometry of a rank two
cusp Tǫ(T,M). We start by noting that a horoball is foliated by horospheres and in the
quotient cusp these horospheres descend to Euclidean tori. Although these tori are not
all isometric they are all conformally equivalent. Furthermore the conformal structure
of this tori completely determine the cusp. Our purpose will be to use this conformal
structure to define a notion of length for curves on T .
Let β be a simple closed curve on T and choose a Euclidean torus T ′ in the folia-
tion of Tǫ(M,T ) described in the previous paragraph. There is a canonical homotopy
equivalence between T and T ′ and β will be sent to a simple closed curve β′ under this
homotopy equivalence. We then define the normalized length of β to be
length(β′)√
area(T ′)
where length(β′) is the length of a geodesic representative of β′. This normalized length
does not depend on the choice of torus T ′ and only on the rank two cusp Tǫ(M,T ).
To calculate this length we can assume that the rank two cusp has generators(
1 2
0 1
)
and
(
1 z
0 1
)
where Im z > 0. If the curve β corresponds to the second generator then its normalized
length is
|z|√
2 Im z
.
2.4 The Ahlfors-Bers parameterization
The Ahlfors-Bers parameterization is a parameterization of the interior of AH(N,P) by
certain Teichmu¨ller spaces. This a classical result and a standard reference is [Bers] or
[CM].
Although the parametization is defined for any N with with finitely generated funda-
mental group we will restrict ourselves here to manifolds with incompressible boundary.
That is we will assume that for each component S of ∂(N,P) the inclusion of S in N is
injective on the level of fundamental groups.
To define this parameterization we also need some standard notions from Kleinian
groups. Let σ be a representation in AH(N,P). Then the action of σ on H3 extends
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continuously to an action on the boundary of H3 which can be naturally identified with
the Riemann sphere, Ĉ. The domain of discontinuity, Ωσ, is the largest subset of Ĉ where
σ(π1(N)) acts properly discontinuously. Then the quotient M¯σ = (H
3 ∪ Ωσ)/σ(π1(N))
is a 3-manifold with boundary. The interior of M¯σ is the original hyperbolic manifold
Mσ. By Ahlfors’ Finiteness Theorem, the boundary of M¯σ is a finite collection of finite
area hyperbolic Riemann surfaces. This is the conformal boundary of Mσ.
The convex core, C(Mσ), of Mσ is the smallest convex subset of Mσ where the
inclusion map is a homotopy equivalence. The manifold Mσ is geometrically finite if
C(Mσ) has finite volume. Let GF (N,P) be those representations σ in AH(N,P) where
Mσ is geometrically finite.
A representation σ ∈ AH(N,P) is minimally parabolic if σ(g) is parabolic if and only
if g is freely homotopic into P. It is convenient to let MP (N,P) ⊂ AH(N,P) be the
set of representations that are both minimally parabolic and geometrically finite.
With these definitions in place we can now describe the Ahlfors-Bers parameteriza-
tion. The first result we will need is the following:
Theorem 2.2 (Marden [Mar], Sullivan [Sul]) The interior of AH(N,P) (as a sub-
space of R(N,P)) is MP (N,P).
In general MP (N,P) will have many components and possibly even an infinite num-
ber. We will use the marking maps to pick out a distinguished component of MP (N,P).
First choose an orientation for N and let AH0(N,P) ⊆ AH(N,P) be the set of repre-
sentations σ where the marking map fσ can be chosen to be an orientation preserving
embedding and fσ(N) ∩Mpar,≤ǫ = fσ(P) for some ǫ < ǫM . We then define MP0(N,P)
to be the intersection of AH0(N,P) and MP (N,P).
We first define the parameterization for MP0(N,P). The key point is that if σ is in
MP0(N,P) then the marking map fσ can be homotoped to a homeomorphism fromN−P
to M¯σ. If we restrict this map to a component S of ∂(N,P) then the pair (S, fσ) deter-
mines a point in the Teichmu¨ller space of S. If the boundary is incompressible this point
in Teichmu¨ller space does not depend on our choice of marked, hyperbolic 3-manifold in
the equivalence class correspoding to σ. Note that if S is a triply-punctured sphere then
the Teichmu¨ller space of S is a point so we will ignore such components. By repeating
this construction for all other components we define an Ahlfors-Bers parameterization
AB :MP0(N,P) −→ T (∂(N,P))
where T (∂(N,P)) is the product of the Teichmu¨ller spaces of the components of ∂(N,P)
that are not triply-punctured spheres.
We would like to extend this parameterization to the rest of the components of
MP (N,P). This can be done as follows. Let σ be a representation in a component B of
MP (N,P) and let (N ′,P ′) be a pared 3-manifold such that N ′−P ′ is homeomorphic to
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M¯σ. We also choose a homeotopy equivalence f
′
σ : N
′ −→ Mσ that can be homotoped
to an embedding as in the definition of AH0. In particular the pair (Mσ , f
′
σ) induces a
representation σ′ in AH(N ′,P ′) and this representation lies in MP0(N ′,P ′). Note that
the marking maps induce isomorphisms on the fundamental group so the composition
(fσ)
−1
∗ ◦(f ′σ)∗ is an isomorphism from π1(N ′) to π1(N). This defines an homeomorphism
from AH(N,P) to be AH(N ′,P ′) by pre-composing the representations in AH(N,P)
with (fσ)
−1
∗ ◦ (f ′σ)∗. This homeomorphism will take σ to σ′ and therefore will take the
component B of MP (N,P) to MP0(N ′,P ′). We then use the Ahlfors-Bers parameteri-
zation for MP0(N
′,P ′) to define the Ahlfors-Bers parameterization for B.
By repeating this construction for all components we can defineAB on all ofMP (N,P).
The image of AB will then be a disjoint union of products of Teichmu¨ller spaces. We
have the following foundational result.
Theorem 2.3 (Ahlfors, Bers, Kra, Maskit, Marden, Sullivan) The map AB is a
homeomorphism.
For manifolds with compressible boundary a similar statement holds where the image
of the Ahlfors-Bers parameterization is a certain quotient of Teichmu¨ller space. We will
not address manifolds with compressible boundary in this paper.
2.5 Drilling and filling
One of our main tools will be the drilling and filling theorems. These two results compare
hyperbolic metrics on a manifold and on the same manifold with a closed geodesic
removed. Their proofs involve the deformation theory for hyperbolic cone-manifolds
developed in [HK1] and [HK2] and extended to geometrically finite manifolds in [Br2]
and [Br1]. Before stating the theorems we need to setup some notation.
Let N be a compact 3-manifold with boundary, γ a simple closed curve in the interior
of N and W an open tubular neighborhood of γ. Let Nˆ = N −W and let T = ∂W be
the torus in the boundary of Nˆ . Let β be an essential simple closed curve on T that
bounds a disk in W . The curve β is unique up to homotopy. We would like to compare
hyperbolic metrics on N with hyperbolic metrics on Nˆ . In general, metrics on these
manifolds will not be unique so to get an interesting comparison we need to be careful
when choosing them. The conformal boundary gives us a way of doing this.
LetM be a hyperbolic structure on the interior of N such that γ is a closed geodesic.
Let Mˆ be a hyperbolic structure on the interior of Nˆ . Let φ : Mˆ −→M be the inclusion
map. Assume that the hyperbolic structure Mˆ has been chosen such that φ extends to
a conformal map between the conformal boundaries of M and Mˆ . We say that Mˆ is
the γ-drilling of M and M is the β-filling of Mˆ . Note that if we are given Mˆ there may
not exist a β-filling M . On the other hand for any hyperbolic 3-manifold M and simple
closed geodesic γ Kerckhoff has observed that there is a γ-drilling Mˆ (see [Ko]).
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In the following result we obtain bounds on the bi-Lipschitz constant of of the inclu-
sion map φ.
Theorem 2.4 Given any L > 1, K > 0 and ǫ > 0 there exists an ℓ > 0 such that the
following holds. Let M be a hyperbolic 3-manifold and γ a simple closed geodesic in M
with length ≤ ℓ. Let Mˆ be the γ-drilling of M .
1. The inclusion map φ can be chosen such that φ restricts to an L-bi-Lipschitz dif-
feomorphism from M − Tǫ(γ,M) to Mˆ − Tǫ(T, Mˆ).
2. Let β be a essential simple closed curve in the new cusp of Mˆ that bounds a disk
in M . The normalized length of β is > K.
Remark. In [BB] only (1) of Theorem 2.4 was proven and only for manifolds without
rank one cusps. This result can be extended to manifolds with rank one cusps using
Theorem 3.4 in [BBES]. Property (2) can be derived from the estimates on pp. 406-7 of
[HK2].
Next we state the filling theorem. Here we want the normalized length of β to be
long to get a small bi-Lipschitz constant.
Theorem 2.5 Given any L > 1, ℓ > 0 and ǫ > 0 there exists an K > 0 such that the
following holds. Let Mˆ be a hyperbolic 3-manifold with a rank two cusp and let β be an
essential simple closed in the cusp with normalized length ≥ K.
0. The β-filling M of Mˆ exists.
1. Let γ be the the geodesic representative of the core curve of the filled torus in M .
Then the filling map ψ can be chosen such that it restricts to an L-bi-Lipschitz
diffeomorphism from Mˆ − Tǫ(T, Mˆ ) to M − Tǫ(γ,M).
2. The length of γ in M is < ℓ.
Remark. In [HK2] (0) and (2) of Theorem 2.5 were proven for finite volume man-
ifolds. The extension of this result to geometrically finite manifolds without rank one
cusps follows directly from the methods of [Br2] and [Br1]. We can add rank one cusps
exactly as for the drilling theorem by using Theorem 3.4 of [BBES]. Finally we note that
(1) of Theorem 2.4 and (0) and (2) of Theorem 2.5 together imply (1) of Theorem 2.5.
2.6 Hyperbolic metrics on compact manifolds
In this section we study hyperbolic metrics on a compact manifold N with boundary.
Let H(N) be the space of smooth, complete hyperbolic metrics on N . Here by smooth
we mean that the metric extends to a smooth metric on the boundary of N . We give
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H(N) the C∞-topology. A basis for this topology is sets of the following form: Fix a
metric g and a constant L > 1. Then a set in the basis is formed by taking all metrics
g′ in H(N) where the identity map is an L′-bi-Lipschitz map from the g-metric to the
g′-metric for some L′ ∈ [1, L).
A hyperbolic metric on N determines a holonomy representation of π1(N) which is
defined up to conjugation. Let
h : H(N) −→ R(N)
be the map which assigns to each hyperbolic metric its holonomy representation. Note
that H(N) will be an infinite dimensional space and that the map will not be injective.
The following result gives a description of a neighborhood of a metric g ∈ H(N) in terms
of a neighborhood of the holonomy representation.
Theorem 2.6 ([CEG]) Let N0 ⊂ N be the complement of an open collar neighborhood
of N . Let g be a hyperbolic metric in H(N) with holonomy representation ρ = h(g).
Then there are neighborhoods V of ρ and U of g with the following properties:
1. On V there exists a holonomy inverse
h−1 : V −→ H(N)
such that h ◦ h−1 = id and h−1(ρ) = g.
2. For U we have h(U) ⊂ V and for each g′ ∈ U there exists a diffeomorphism
α : N −→ N
isotopic to the identity sucht that h−1 ◦ h(g′) and α∗g′ agree on N0.
3 The model space
We will study the topology of AH(N,P) at geometrically finite boundary points that
contain one extra conjugacy class of parabolics. We will only work with manifolds with
incompressible boundary and if the reader likes one can assume that N = S × [0, 1] and
P = ∂S × [0, 1] where S is a compact surface with boundary. However, as it is no extra
work, we will allow general pared manifolds with incompressible boundary. We begin by
setting the notation that we will use for the remainder of this section.
Let (N,P) be a pared, compact, hyperbolizable 3-manifold with pared incompressible
boundary. Let γ be a simple closed curve on ∂(N,P) that is not homotopic into P. Let
b be an element of π1(N) that is freely homotopic to γ and assume that b is primitive.
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Let W be a open solid torus in the interior of N whose core curve is isotopic to γ and
let T be the boundary of W . Then define Nˆ = N\W. Then π1(Nˆ) has presentation
〈π1(N), c|[b, c]〉.
Let P ′ be the union of P and an annulus with core curve γ. Let Pˆ be the union of the
image of P under the inclusion of N in Nˆ and the torus T . Note that every representation
in MP0(N,P ′) is also a representation in AH(N,P). Our goal is to give a model for the
topology of AH(N,P) in a neighborhood of a representation in MP0(N,P ′).
Let σ be a representation of π1(N) such that
σ(b) =
(
1 2
0 1
)
.
To extend σ to a representation of π1(Nˆ) of we only need to define the extension on c
and we need this new element to commute with σ(b). There is a one complex dimension
family of elements of PSL2C that will commute with σ(b) and we can therefore define a
one parameter family of extensions of σ. For each z ∈ C we extend σ to a representation
σz of π1(Nˆ) by setting
σz(c) =
(
1 z
0 1
)
.
Lemma 3.1 Every representation σ in R(N,P ′) is conjugate to a representation σ′ with
σ′(b) =
(
1 2
0 1
)
.
Further if σ and σ′ are conjugate representations with
σ(b) = σ′(b) =
(
1 2
0 1
)
then σz and σ
′
z are also conjugate.
Proof. The first statement follows from the fact that all parabolics in PSL2C are
conjugate.
For the second statement we note that any conjugation which fixes the parabolic σ(b)
will also fix everything that commutes with σ(b). Therefore the same element of PSL2C
that conjugates σ to σ′ will also conjugate σz to σ
′
z. 3.1
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We now define a map
τ :MP0(N,P ′)× C −→ R(Nˆ , Pˆ)
by τ(σ, z) = σz. By Lemma 3.1 this map is well defined.
Lemma 3.2 The map τ is a local homeomorphism at all points (σ, z) such that σz ∈
AH(Nˆ , Pˆ).
Proof. The map is easily seem to be continuous and injective. The statement then
follows from Theorem 2.1 and invariance of domain. 3.2
Next, for each σ ∈MP0(N,P ′) we define the set Aσ ⊂ C by
Aσ = {z ∈ C|τ(σ, z) ∈ AH(Nˆ , Pˆ) and Im z ≥ 0}.
Define A ⊂MP0(N,P ′)× Ĉ by
A = {(σ, z)|z ∈ Aσ or z =∞}.
We will construct a local homeomorphism from a neighborhood of (σ,∞) in A to
AH(N,P). On the interior of A this construction will work in a general setting but to
extend the map to the boundary of A we will need to restrict to the case of the punctured
torus.
3.1 From A to AH(N,P)
We begin by defining a map Φ from A to AH(N,P). Recall from the filling theorem
that there exists a K > 0 such that any curve in a rank two cusp of normalized length
≥ K can be filled. Let AK ⊂ A be those pairs (σ, z) ∈ A where
|z|√
2 Im z
> K.
Note that as z →∞ in Ĉ the quantity on the left also limits to∞. It is therefore natural
to assume that (σ,∞) is in AK for all σ ∈ MP0(N,P ′). Ultimately we would like the
domain of definition of Φ to be all of AK . In this section we will only define Φ at those
points (σ, z) where either σz ∈MP (Nˆ , Pˆ) or z =∞. Note that the set of such points is
dense in AK and that it contains the interior of AK . We denote this set by
◦
AK .
If (σ, z) ∈
◦
AK let Mˆσ,z be the quotient hyperbolic manifold for the representation
σz. Note that the normalized length of c is > K so Mˆσ,z will be c-fillable. Let Mσ,z be
the c-filling and let
φσ,z : Mˆσ,z − TǫM (T, Mˆσ,z) −→Mσ,z − TǫM (γ,Mσ,z)
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be the filling map. We also have a marking map
fσ : N −→Mσ
where Mσ is the quotient hyperbolic manifold for the representation σ. As σz is an
extension of σ the hyperbolic manifold Mσ covers Mˆσ,z. Let
πσ,z :Mσ −→ Mˆσ,z
be the covering map. Let fσ,z = φσ,z ◦ πσ,z ◦ fσ.
Lemma 3.3 The map (fσ,z)∗ is an isomorphism and therefore (Mσ,z, fσ,z) is a marked
hyperbolic 3-manifold in AH(N,P).
Proof. The fundamental group π1(Mˆσ,z) has presentation
〈π1(Mσ), c|[b, c]〉
and the image of π1(N) under the composition πσ,z ◦ fσ is π1(Mσ). By the Seifert-Van
Kampen Theorem the filling map (φσ,z)∗ is the quotient map
〈π1(Mσ), c|[b, c]〉 −→ 〈π1(Mσ), c|[b, c]〉/〈c〉
where 〈c〉 is the normal subgroup of π1(Mσ,z) generated by c. This quotient is exactly
π1(Mσ) so (fσ,z)∗ is an isomorphism as desired. 3.3
We can now define Φ by
Φ(σ, z) =
{
(Mσ,z , fσ,z) if z 6=∞
σ if z =∞.
3.2 From AH(N,P) to A
We now construct a map Ψ from AH(N,P) to A. To do so we fix a representation ρ
in MP0(N,P ′) and our map will be defined only in a neighborhood of ρ. We will need
to choose this neighborhood carefully and although we will define a neighborhood of ρ
in AH(N,P) in this section we will only be able to define Ψ on the restriction of this
neighborhood to MP0(N,P ′) ∪MP (N,P). To extend Ψ to the entire neighborhood we
will have to restrict to the special case of the punctured torus.
We now describe the neighborhood of definition of Ψ. To do this we first fix a smooth
embedding
sρ : N −→Mρ
and let gρ be the pullback via sρ of the hyperbolic metric on Mρ. We choose sρ such
that each annular component of P ′ has core curve with length < ǫM/4 in the gρ-metric.
In particular, γ has length < ǫM/4 in the gρ-metric. With this is in place we can now
define a neighborhood V ′ of ρ in AH(N,P) with the following properties:
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1. There exists an inverse
h−1 : V ′ −→ H(N)
to the holonomy map such that h−1(ρ) = gρ. The existence of a neighborhood
with such an inverse is given by (1) of Theorem 2.6.
2. The identity map on N is a 2-bi-Lipschitz map between any two metrics in h−1(V ′).
3. Let gσ = h
−1(σ) for σ ∈ V ′ and let
sσ : N −→Mσ
be a local isometry from the gσ-metric on N to the hyperbolic metric onMσ. Then
there exists an ǫ0 < ǫM such that sσ(N) ⊂M≥ǫ0σ .
4. Let ℓ be the constant given by the drilling theorem (Theorem 2.4) such that for
any geodesic of length < ℓ the drilling map is uniformly bi-Lipschitz outside of the
ǫ0-Margulis tube about the geodesic. For any σ ∈ V ′, the length of γ in Mσ is less
then min{ǫM/8, ℓ}. This is possible since the length of γ is zero in Mρ and the
length function is continuous on AH(N,P).
5. The intersection V ′∩AH(N,P ′) is contained inMP0(N,P ′). This is possible since
MP0(N,P ′) is open in AH(N,P ′).
Let
◦
V ′ = V ′ ∩ (MP0(N,P ′) ∪MP (N,P)). For each σ ∈
◦
V ′, Ψ(σ) will be a pair
consisting of a representation and a complex number. To define the first half of Ψ we
construct a map
ω :
◦
V ′ −→ AH(N,P ′).
As with the construction of Φ there will be two cases depending on whether or not σ(b)
is parabolic.
We first assume that σ(b) is not parabolic. This is the more involved case. Let γσ
be the geodesic representative of γ in Mσ. Let Mˆσ be the γσ-drilling of Mσ. Let
ψσ :Mσ − Tǫ0(γσ,Mσ) −→ Mˆσ − Tǫ0(T, Mˆσ)
be the drilling map. Let M¯σ be the cover of Mˆσ induced by the image of π1(N) under
the map (ψσ ◦ fσ)∗. Let
f¯σ : N −→ M¯σ
be the lift of ψσ ◦ fσ.
Lemma 3.4 The pair (M¯σ, f¯σ) is a marked hyperbolic 3-manifold (M¯σ, f¯σ) determining
a representation in AH(N,P ′).
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Proof. The representation induced by (M¯σ, f¯σ) is clearly discrete since its image lies
in a Kleinian group. Faithfulness comes from that fact that (ψσ ◦ fσ)∗ is injective.
We now show that we have the correct cusps. That is we need to show that f¯σ,
or equivalently ψσ ◦ fσ, can be homotoped to take P ′ into cusps. By the properties of
the filling map we can homotop ψσ ◦ fσ to take P ′ into cusps if we can homotop fσ in
Mσ−Tǫ0(γσ ,Mσ) to take each component of P ′ into a cusp of Mσ or into TǫM (γσ ,Mσ)−
Tǫ0(γσ,Mσ).
We only need to worry about the annular components of P ′ since the tori will au-
tomatically be homotopic into cusps. Each annulus in P ′ will have core curve of length
< ǫM/2 in the gσ-metric by our choice of fρ and (2). Therefore these core curves will
be mapped into M≤ǫMσ . Those annuli that also lie in P must have core curves mapped
into cusps since σ is in AH(N,P). The one remaining annulus in P ′ −P has core curve
γ. It will be mapped into TǫM (γσ,Mσ) and since the image of fσ is contained in M
≥ǫ0
σ
we have fσ(γ) ⊂ TǫM (γσ,Mσ) − Tǫo(γσ,Mσ). Therefore the representation induced by
(M¯σ, f¯σ) is in AH(N,P ′). 3.4
We can now define ω by
ω(σ) =
{
(M¯σ , f¯σ) if σ(b) is not parabolic
σ if σ(b) is parabolic.
Lemma 3.5 The map ω is continuous at all points in
◦
V ′ ∩MP0(N,P ′).
Proof. Let σi be a sequence in
◦
V ′ that converges to σ ∈MP0(N,P ′). We will show
that the sequence ω(σi) converges to ω(σ) = σ. We can assume that the σi are not
in
◦
V ′ ∩MP0(N,P ′) because on
◦
V ′ ∩MP0(N,P ′) the map is the identity and therefore
continuous.
Note that the metrics gσi converge to the metric gσ in H(N) since h−1 is continuous.
Let g¯σi be the pullback via f¯σi of the hyperbolic metric on M¯σi . As σi limits to σ the
length of γσi limits to zero. Therefore the bi-Lipschitz constants of the drilling maps ψσi
will limit to 1. This implies
lim
i→∞
g¯σi = lim
i→∞
gσi = gσ
and therefore we must have ω(σi)→ σ as desired. 3.5
We can now finish the definition of V , the neighborhood of ρ where Ψ will be defined.
Corollary 3.6 There exists a neighborhood V ⊂ V ′ of ρ such that if σ ∈
◦
V = V ∩
(MP0(N,P ′) ∪MP (N,P)) then ω(σ) ∈MP0(N,P ′).
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Proof. Assume not. Then every neighborhood of ρ in AH(N,P) contains a repre-
sentation σ in MP (N,P) such that ω(σ) is not in MP0(N,P ′). By taking a decreasing
sequence of neighborhoods whose intersection is ρ we can find a sequence of represen-
tations σi → ρ such that the ω(σi) are not in MP0(N,P ′) for all i. However since
MP0(N,P ′) is open in AH(N,P ′) this contradicts Lemmas 3.4 and 3.5. 3.6
We can now finish the definition of Ψ. Again there will be two cases depending on
whether or not σ(b) is parabolic. As before the case where σ(b) is not parabolic will be
where the work is.
Assume that σ(b) is not parabolic. By Lemma 3.1 we can assume that
ω(σ)(b) =
(
1 2
0 1
)
.
Let β be an essential loop in Mˆσ such that ψ
−1
σ (β) bounds a disk in the Margulis tube
TǫM (γσ,Mσ). There will then be a unique element of π1(Mˆσ) freely homotopic to β
whose PSL2C representative will be of the form(
1 z
0 1
)
with Im z > 0. We then define
Ψ(σ) =
{
(ω(σ), z) if σ(b) is not parabolic
(ω(σ),∞) if σ(b) is parabolic.
3.3 Continuity, injectivity and inverses
In this section we establish continuity properties of Φ and Ψ and show that on suitably
defined neighborhoods the maps are inverses of each other.
We begin with Φ.
Proposition 3.7 The map Φ is continuous on
◦
AK .
Proof. First assume that (σ, z) is a pair in
◦
AK with z 6=∞. Let ÂB be the Ahlfors-
Bers parameterization for MP (Nˆ , Pˆ) and let AB be the Ahlfors-Bers parameterization
forMP (N,P). Note that the ÂB-image of σz = τ(σ, z) and the AB-image of Φ(σ, z) will
be in isomorphic Teichmu¨ller spaces and we can assume that these Teichmu¨ller spaces
have been identified such that Φ(σ, z) = AB−1 ◦ ÂB ◦ τ(σ, z). Then the restriction of Φ
to the component of intAK that contains (σ, z) is AB−1 ◦ ÂB ◦ τ . From this continuity
at (σ, z) follows.
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Now assume that z = ∞ and let (σi, zi) be a sequence with σi → σ and zi → ∞.
Then the filling maps, φσi,zi , will have bi-Lipschitz constants limiting to 1. As in the
proof of Lemma 3.5 this will imply that Φ(σi, zi) limits to Φ(σ,∞) = σ. 3.7
We next address the continuity of Ψ.
Proposition 3.8 The map Ψ is continuous all points in
◦
V ∩MP0(N,P ′).
Proof. Let σi be a sequence converging to σ ∈
◦
V ∩MP0(N,P ′) and let zi be the
complex number in the pair Ψ(σi). By Lemma 3.5 we already know that ω(σi)→ σ. We
need to show that zi → ∞. This follows from (2) of the drilling theorem since Mˆσi is
the γσ-filling of Mσi , the length of the γσi limits to zero and
|z|√
2 Im z
is the normalized length of the meridian of Mˆσ. 3.8
Recall that we have fixed a neighborhood V of ρ upon which the holonomy inverse
h−1 is defined. Let U ′ be the neighborhood of gρ given by (2) of Theorem 2.6.
Lemma 3.9 There exists a neighborhood U of (ρ,∞) in
◦
AK with the following proper-
ties. Let
◦
U be the intersection of U and
◦
AK . If (σ, z) is a pair in
◦
U with z 6= ∞ then
the pull back of the hyperbolic metric in Mσ,z via fσ,z is in U
′. If z =∞ then the metric
gσ is in U
′.
Proof. There exists a K such that every metric in H(N) that is K-bi-Lipschitz close
to gρ is in U
′. We then choose our neighborhood U such that for every (σ, z) ∈
◦
U the
metric gσ is K/2-bi-Lipschitz close to gρ and such that |z| is sufficiently large that the
filling map φσ,z is 2-bi-Lipschitz. 3.9
We now have a neighborhood where Φ is invertible.
Proposition 3.10 The restriction of Ψ ◦ Φ to
◦
U is the identity and therefore Φ is
injective on
◦
U .
Proof. Fix (σ, z) ∈
◦
U and let σ¯ = Φ(σ, z). It follows directly from the definitions
that Ψ ◦ Φ(σ,∞) = (σ,∞) so we can assume that z 6=∞.
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We claim that fσ,z and sσz are homotopic as maps to Mσ,z−γσz . By Lemma 3.9 and
(2) of Theorem 2.6 there exists a submanifold N0 of N , obtained by removing an open
collar neighborhood of ∂N , and a diffeomorphism
α : N −→ N,
isotopic to the identity such that sσz ◦ α = fσ,z on N0. Therefore we have a homotopy
of sσz to fσ,z where the domain of the homotopy is N0. The image of the homotopy is
contained in the union of sσz(N) and fσ,z(N) so sσz and fσ,z are homotopic as maps
from N0 to Mσz − γσz . Since the inclusion of N0 in N is a homotopy equivalence this
implies that sσz are fσ,z are also homotopic as maps from N to Mσz − γσz .
The proof is finished by directly applying the definition of Ψ. 3.10
We now have the following important corollary of Propositions 3.8 and 3.10.
Corollary 3.11 The Φ image of any neighborhood of (ρ,∞) in
◦
AK contains a neigh-
borhood of ρ in MP0(N,P ′)∪MP (N,P) and therefore Φ is a local homeomorphism from
◦
AK to MP0(N,P ′) ∪MP (N,P) at (ρ,∞).
4 The punctured torus
We now turn our attention to the punctured torus. We will begin by reviewing Minsky’s
fundamental work on the classification of Kleinian punctured torus groups. There is now
a complete classification of all Kleinian surface groups but there are special features of
this classification in the case of punctured torus groups that will be advantageous to us.
Let Tˆ be the punctured torus and T¯ a compact torus with one boundary component.
Define
N = T¯ × [−1, 1].
Let
P = ∂T¯ × [−1, 1].
We fix a presentation of π1(Tˆ ) = π1(N) by setting
π1(N) = 〈a, b〉.
Of course, this is just the free group on 2 generators but AH(N,P) is conjugacy classes
of discrete faithful representations of the free group with the added condition that the
image of the commutator [a, b] is parabolic.
Our choice of generators for π1(Tˆ ) also determines generators for H1(Tˆ ). Using these
generators we can write every element of H1(Tˆ ) as a pair of integers. For each rational
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number p/q ∈ Q ∪ ∞ let γp/q be a simple closed curve that represents the unoriented
homology class ±(q, p). In particular γ0/1 is freely homotopic to a and γ1/0 is freely
homotopic to b.
Let T be the Teichmu¨ller space of Tˆ . Our choice of generators also canonically
identifies T with the upper half plane in C. As a subset of Ĉ the upper half plane is
compactified by R ∪∞. This compactification is exactly the Thurston compactification
by projective measured laminations. As above if p/q ∈ Q ∪ ∞ then the lamination is
the simple closed curve γp/q. If λ ∈ R is not rational then the lamination is a minimal
lamination without simple closed curves.
We denote the compactfied Teichmu¨ller space by T¯ . Let ∆ be the diagonal in ∂T¯ ×
∂T¯ . We then have the following important theorem of Minsky.
Theorem 4.1 (Minsky [Min]) There exists a continuous bijection
ν : T¯ × T¯ −∆ −→ AH(N,P)
and the composition ν ◦ AB is the identity on MP (N,P).
Note that MP (N,P) has only one component so MP0(N,P) =MP (N,P).
Although the map ν is not a homeomorphism if we restrict to certain subspaces it
will become a homeomorphism. In particular the restriction of ν to T × {pt} gives an
embedding of the Teichmu¨ller space T in AH(N,P). If the point we choose is in the
interior of T then this is a Bers’ embedding of Teichmu¨ller space and the image is a Bers’
slice. We can extend the map to the compactification T¯ and ν restricted to T¯ ×{pt} will
be a homeomorphism because a continuous bijection between compact sets is always a
homeomorphism.
Of more interest to us is the case when the point is a rational point, γp/q, in the
boundary of T¯ . In this case the closure of T × {γp/q} in T¯ × T¯ −∆ is not compact so
the following result is not a direct corollary of Theorem 4.1.
Theorem 4.2 (Minsky [Min]) The restriction of ν to (T¯ −{γp/q})×{γp/q} is a home-
omorphism onto its image.
The image of (T¯ − {γp/q}) × {γp/q} has a natural embedding in C. We will restrict
to the case when p/q = 1/0 but the construction clearly works for any p/q. Let A be a
closed annulus in T¯ with core curve γ1/0 and let P ′ be the union of A× {1} and P. For
each z ∈ C we can define a representation σz ∈ R(N,P ′) by setting
σz(a) =
(
ız ı
ı 0
)
and σz(b) =
(
1 2
0 1
)
.
If σz is in AH(N,P ′) we let Mz be the hyperbolic manifold H3/σz(π1(N)). By tameness
([Bon]) Mz is homeomorphic to the interior of N .
We leave the following lemma as an exercise for the reader.
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Lemma 4.3 The map
z 7→ σz
is a homeomorphism from C to R(N,P ′).
By Theorem 4.1 the space MP (N,P ′) has exactly two components. Which of these
components is MP0(N,P ′) is determined by the choice of orientation of N . We choose
this orientation by picking a σz in MP (N,P ′) with Im z > 0 and then fixing the orien-
tation for N such that σz is in MP0(N,P ′).
Define the subset M of C to be the pre-image of AH(N,P ′) of the map z 7→ σz.
We once again use Theorem 4.1 to see that M has two components each canonically
isomorphic to T¯ − γ1/0. LetM+ be the component ofM that contains the pre-image of
MP0(N,P ′) and label the other componentM−. The setM+ (or its interior) is usually
called the Maskit slice.
We now establish some elementary facts about the set M.
Proposition 4.4 1. If z is in M± then z + 2 and z − 2 are in M± and −z and z
are in M∓.
2. The set M does not intersect R and therefore M+ is contained in the upper half
plane and M− is contained in the lower half plane.
3. The boundaries of M+ and M− are not horizontal lines.
Proof (1). The automorphism of π1(N) that sends a 7→ ba and b 7→ b sends
σz to σz+2 and therefore σz is in AH(N,P ′) if and only if σz+2 ∈ AH(N,P ′). This
automorphism is induced by an orientation preserving diffeomorphism of (N,P ′) so z is
in M± if and only if z + 2 is in M±.
The automorphism of π1(N) that sends a 7→ a and b 7→ b−1 sends σz to a repre-
sentation conjugate to σ−z. Note that this automorphism is induced by an orientation
reversing diffeomorphism of (N,P ′) so if z is in M± then −z is in M∓.
The automorphism that sends a 7→ a−1 and b 7→ b sends σz to a representation
conjugate to σz. This is also induced by an orientation reversing diffeomorphism of
(N,P ′) so if z ∈ M± then z is in M∓.
(2). If x ∈ R then σx is Fuchsian. That is σx will fix R. The only Fuchsian groups
in AH(N,P) will lie in the image of the diagonal in T × T under ν.
(3). Given a representation σ and an element γ in π1(N) the trace of σ(γ) is a
complex number defined up to sign. This trace function is constant on conjugacy classes
of π1(N) so it makes sense to discuss the trace of a curve γp/q. By Theorem 4.2 for each
p/q ∈ Q there is a unique z ∈ M+ such that σz(γp/q) is parabolic and therefore its trace
is ±2. Furthermore, this point will lie on the boundary of M+. A similar statement
holds forM−. We will find two rational values where the corresponding imaginary values
of z are different. This will finish the proof of the lemma.
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For the curve γ0/1 we need the trace of σz(a) to be ±2 and therefore we must have
z = ±2ı. For the curve γ1/2 we need trace of σz(a2b) to be ±2. This is equivalent to
solving the quadratic polynomials
z(z + 2) + 2 = ±2
so there are 4 solutions for z: 0, −2 and −1 ± ı√3. As none of these solutions have
Im z = ±2 we are done. 4.4
Convention. We let AB be the Ahlfors-Bers parameterization of MP (N,P ′). If we
follow the definition of the Ahlfors-Bers parameterization given in Section 2.4 then AB
is a map to two disjoint copies of the Teichmu¨ller space T . It will be convenient for us
to identify these two copies and assume that AB is a two-to-one map to T . By (1) we
can also assume that AB(σz) = AB(σz).
Given a σz ∈ AH(N,P ′) we now make a few observations about the geometry of
Mz that will allows us to construct a marking map with some special properties. Since
σz(b) is parabolic the boundary of the convex core of Mz will contain a triply-punctured
sphere homeomorphic to Tˆ − γ1/0. The complement of the convex core will contain a
component that meets this triply punctured sphere. Let M ′z be the submanifold of Mz
obtained by removing this component of the complement of the convex core. Then M ′z
is a convex hyperbolic 3-manifold with boundary a triply punctured sphere. Next fix a
hyperbolic metric on the surface (T¯ − intA)×{1} so that the surface is isometric to the
unique, finite area, complete, hyperbolic structure on the triply punctured sphere with
the ǫM -cusps removed.
We are now ready to define the marking map. Choose
fz : N −→Mz
so that fz restricted to (T¯ − intA)×{1} is an isometry onto the boundary of the convex
core. There are exactly six such isometries. Only one of these will give the correct
marking of Mz and we choose this one. By tameness we can assume that fz is an
embedding whose image is contained the convex core of Mz and that fz(N)∩Mpar,≤ǫz =
fz(P ′). Furthermore this map will be orientation preserving if Im z > 0 and orientation
reversing if Im z < 0.
We now define Nˆ and Pˆ as in the previous section. In particular let W be an open
solid torus neighborhood of γ1/0 × {0} defined by W = intA × (−1/2, 1/2) and set
Nˆ = N −W . Then π1(Nˆ) has presentation
〈a, b, c|bc = cb〉.
Let Pˆ be the union of P and the boundary of W .
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For each (z, w) ∈ C × C define a representation σz,w of π1(Nˆ ) by σz,w(a) = σz(a),
σz,w(b) = σz(b) and
σz,w(c) =
(
1 w
0 1
)
.
Note σz,w = τ(σz, w) where τ is as defined in the previous section.
Again we let the reader check the following lemma.
Lemma 4.5 The map from C× C to R(Nˆ , Pˆ) defined by
(z, w) 7→ σz,w
is a homeomorphism.
We now give a sufficient condition for this representation to be discrete and faithful.
Lemma 4.6 The representation σz,w is discrete and faithful if z is in M+ and z − w
is in M−. Furthermore, if both z and z − w are in the interior of M then σz,w is in
MP0(Nˆ , Pˆ) and the Ahlfors-Bers parameterization, ÂB, for MP (Nˆ , Pˆ) can be chosen
such that ÂB(σz,w) = (AB(σz),AB(σz−w)).
Proof. We break Nˆ into two pieces. Let N+ ⊂ Nˆ be those points in Nˆ where
the second coordinate is non-negative. Then N− is defined similarly with non-negative
replaced with non-positive. Let P+ and P− be the restriction of Pˆ to N+ and N−
respectively. Both (N−,P−) and (N+,P+) are homeomorphic to (N,P ′). Choose a
homeomorphism
f+ : (N
+,P+) −→ (N,P ′)
and then define a homeomorphism
f− : (N
−,P−) −→ (N,P ′)
by f−(x, t) = f+(x,−t).
Since z and z − w are both in M, the representations σz and σz−w are both in
AH(N,P ′). Then Mz and Mz−w are the corresponding quotient hyperbolic 3-manifolds
andM ′z andM
′
z−w the convex submanifolds bounded by totally geodesic triply-punctured
spheres as defined above. Let Mˆz,w be the complete hyperbolic manifold obtained by
gluingM ′z andM
′
z−w along their totally geodesic boundaries. There are six possible such
gluings. We choose the unique one such that fz ◦ f− and fz−w ◦ f+ agree on the triply
punctured sphere Tˆ −A× {0} ⊂ Nˆ . We can then define a map
fz,w : Nˆ −→ Mˆz,w
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by
fz,w(x, t) =
{
fz ◦ f−(x, t) if t ≤ 0
fz−w ◦ f+(x, t) if t > 0.
We now explicitly identify the group presentation
〈a, b, c|[b, c]〉
with π1(Nˆ). Place the basepoint at a point in ∂W ∩ T¯ ×{−1/2} and assume that a and
b are the γ0/1 and γ1/0 curves on T¯ ×{−1/2}, respectively. We choose c to bound a disk
in W . To be more explicit let c′ be a proper arc in A whose endpoints are in distinct
components of ∂A and assume that the basepoint is contained in c′ × {−1/2}. Then
c = ∂(c′ × [−1/2, 1/2]). The final step is to choose orientations for the three curves. We
will let the reader check that this can be done so that the marked hyperbolic 3-manifold
(Mˆz,w, fz,w) induces the representation σz,w. The important point is the that the element
c−1a in π1(Nˆ ) will be freely homotopic to the curve γ0/1 on Tˆ × {1/2}.
Note that the marking map we have constructed for σz,w is an embedding and there-
fore σz,w is in AH0(Nˆ , Pˆ) (after choosing orientations appropriately). In particular if
z and z − w are in the interior of M then σz,w is minimally parabolic and therefore is
in MP0(Nˆ , Pˆ). Furthermore, the components of the conformal boundary of Mˆz,w are
exactly the punctured torus components of the conformal boundaries of Mz and Mz−w
so we can define ÂB(σz,w) = (AB(σz),AB(σz−w)) as desired.
4.6
Remark. The proof of (1) of Proposition 4.4 essentially showed that if z − w = z
then there is an isometry from Mz to Mz−w. This isometry can be used to construct an
isometry
ι :Mz,w −→Mz,w
such that ι ◦ fz,w(x, t) = fz,w(x,−t) from which it follows that ι∗(c) = c−1. We also
note that z −w = z if and only if there is a µ ∈ T¯ − γ1/0 such that ν−1(σz) = (µ, γ1/0)
and ν−1(σz−w) = (γ1/0, µ). These two facts will play an important role in the proof of
Lemma 4.9 below.
The sufficiency conditions of the previous proposition can easily be adapted to be
necessary conditions.
Proposition 4.7 Given a pair (z, w) with Imw 6= 0 and let s be the sign of Imw. The
representation σz,w is in AH(Nˆ , Pˆ) if and only if there exists an integer n with
z − snw ∈M+
and
z − s(n+ 1)w ∈ M−.
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If σz,w ∈ MP (Nˆ , Pˆ) then we can choose the Ahlfors-Bers parameterization, ÂB, such
that ÂB(σz,w) = (AB(σz−snw),AB(σz−s(n+1)w). The representation σz,w is not in AH(Nˆ , Pˆ)
if Imw = 0.
Proof. We will first show the necessity of the conditions by showing that if they
don’t hold there is a subgroup of π1(Nˆ ) where the restriction of the representation is not
discrete and faithful.
We first take care of the case where Imw = 0. Then the restriction of σz,w to the Z
2
subgroup generated by b and c lies in PSL2R. Since there are no discrete and faithful
representations of Z2 in PSL2R the representation σz,w cannot be discrete and faithful.
Now we assume that Imw 6= 0. Note that for any integer n the restriction of π1(Nˆ )
to the subgroup generated by 〈c−na, b〉 is the representation σz−nw. If z − nw is not in
M then σz−nw is not discrete and faithful so neither is σz,w. Finding an n such that
z − nw is not in M will be our strategy for proving the necessity of the conditions.
There are two cases. If there exists an n such that Im(z − nw) = 0 then z − nw is
not in M by (2) of Proposition 4.4. If there is no such n then there is a unique n such
that Im(z − snw) > 0 and Im(z − s(n + 1)w) < 0. Now (2) of Proposition 4.4 implies
that if z− snw is not inM+ then it is not in M and if z− s(n+1)w is not inM− then
it is not in M.
Now we prove sufficiency of the conditions. Assume s = 1 and define z′ = z − nw.
Define an automorphism ζ of π1(Nˆ) by ζ(a) = c
−na, ζ(b) = b and ζ(c) = c. Note that
σz,w ◦ζ is the representation σz′,w which lies in AH(Nˆ , Pˆ) by Lemma 4.6. Therefore σz,w
is in AH(Nˆ , Pˆ). If σz,w is in MP (Nˆ , Pˆ) then ζ takes the component B of MP (Nˆ , Pˆ)
that contains σz,w to MP0(Nˆ , Pˆ). We have defined ÂB for MP0(Nˆ , Pˆ) in Lemma 4.6
and we use this to define ÂB on B by
ÂB(σz,w) = ÂB(σz′,w) = (AB(σz−nw),AB(σz−(n+1)w).
If s = −1 the proof is exactly the same except that we define ζ(c) = c−1. 4.7
Remark. Given a representation σz,w in AH(Nˆ , Pˆ) we can find an immersion of Tˆ
in Mˆz,w that induces the representation σz of π1(Tˆ ). This immersion will be homotopic
to an embedding if and only if n = 0 or −1 in the above lemma. In general the torus
will wrap around the rank two cusp n-times if n > 0 or |n| − 1 times if n < 0. It is
the existence of such wrapped representations that leads to the bumping of components
discovered in [AC]. This construction was also used in [Mc] to show that quasifuchsian
space self-bumped.
We can now prove a version of Theorem 4.1 for AH(Nˆ , Pˆ). To do this we let
∆ˆ = ({γ1/0} × T¯ ) ∪ (T¯ × {γ1/0}).
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Theorem 4.8 For each connected component B of AH(Nˆ , Pˆ) there exists a homeomor-
phism
νˆB : T¯ × T¯ − ∆ˆ −→ B
such that νˆB ◦ ÂB is the identity.
Proof. By Proposition 4.7 for each σz,w in AH(Nˆ , Pˆ) there will be a unique integer
n such that z − snw is in M+ and z − s(n+ 1)w is in M− where s is the sign of Imw
(which is defined since Imw 6= 0). Furthermore this n and s will be constant on the
entire connected component B. We can define a homeomorphism from B to M+×M−
by sending
σz,w 7→ (z − snw, z − s(n+ 1)w).
The Maskit slice is canonically identified with Tˆ −γ1/0 so we can view the above map as
a map to T¯ × T¯ − ∆ˆ and let νˆB be the inverse of this map. Then Proposition 4.7 implies
that νˆB ◦ ÂB is the identity on intB finishing the proof. 4.8
We now return to the maps Φ and Ψ defined in the previous section. Recall that
we have already defined Φ on the set
◦
AK and in Proposition 3.7 we showed that Φ is
continuous on
◦
AK . In the proof of Proposition 3.7 we saw that for points (σ, z) in
◦
AK
with z 6= ∞ that Φ(σ, z) = AB−1 ◦ ÂB ◦ τ(σ, z). If B is the component of AH(Nˆ , Pˆ)
that contains τ(σ, z) then by Theorems 4.1 and 4.8 we have Φ(σ, z) = ν ◦ νˆ−1B ◦ τ(σ, z).
This observation is the key to extending Φ to all of AK .
The first step is to show that the image of AK under the map νˆ−1B ◦ τ lies in the
domain of ν.
Lemma 4.9 Let B be a component of AH(Nˆ , Pˆ) and let C = τ−1(B) ∩ AK . Then if
(σ, z) ∈ C the point νˆ−1B ◦ τ(σ, z) is not in ∆.
Proof. Let Mˆ be the hyperbolic 3-manifold corresponding to the representation
τ(σ, z) and let β be a simple closed curve on the torus component of Pˆ that is freely
homotopic to the element c in π1(Nˆ). By the remark following the proof of Lemma 4.6 we
see that if νˆ−1B ◦ τ(σ, z) is in ∆ then there is an isometry of Mˆ to itself and this isometry
won’t change the free homotopy class of β. We also know that the normalized length of β
is greater than K (which we can assume is greater than 2π) so by the Gromov-Thurston
2π-Theorem (see [BH]) we can β-fill Mˆ to obtain a manifold M with a a metric of
negative sectional curvature that is equal to the original hyperbolic metric outside of the
Margulis tube for the rank two cusp. The Gromov-Thurston construction is symmetric
so the manifold M will also have an isometry flipping the two ends of the manifold. This
implies that the two (relative) ends of M will have the same ending lamination which is
a contradiction ([Bon], [Th]).
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We can actually see this more concretely in our particular situation. As noted M is
homeomorphic Tˆ × (−1, 1) and we can assume that the product structure is chosen such
that the self-homeomorphisim of M defined by (x, t) 7→ (x,−t) is an isometry. Since this
map is homotopic to the identity this would imply that all closed geodesics in M are
contained in Tˆ × {0} which is a contradiction. 4.9
We can now extend Φ to all of C.
Lemma 4.10 Let B be a component of AH(Nˆ , Pˆ) and let C = τ−1(B) ∩ AK . Then
ν ◦ ν−1B ◦ τ is defined and continuous on all of C and is equal to Φ on the interior of C.
Proof. By Lemma 4.9 the νˆ−1B ◦ τ -image of C is contained in the domain of ν and
therefore ν ◦ νˆ−1B ◦ τ is defined on all of C. As all three maps are continuous so is their
composition. The interior of C is mapped to the interior of B by τ . In particular the
τ -image of the interior of C is contained in a component of MP (Nˆ , Pˆ) and therefore on
the interior of C we have
ν ◦ νˆ−1B ◦ τ = AB−1 ◦ ÂB ◦ τ = Φ.
4.10
Applying Lemma 4.10 to each component of AH(Nˆ , Pˆ) allows us to extend Φ to all
of AK.
Corollary 4.11 The maps Φ extends continuously to all of AK .
Recall that we have defined a neighborhood U of (ρ,∞) such that Φ is injective on
◦
U = U ∩
◦
AK . We now see that Φ is injective on all of U .
Proposition 4.12 The map Φ is injective on U .
Proof. We begin by observing that if σ is in MP0(N,P ′) then Φ(σ′, z) = σ if and
only if σ = σ′ and z = ∞. If z = ∞ then this follows directly from the definition of Φ.
On the other hand if z 6=∞ then νˆ−1 ◦ τ(σ, z) is not in ∆ˆ and therefore Φ(σ, z) is not in
MP0(N,P ′).
We now check for injectivity at points (σ, z) with z 6=∞. As in the proof of Propo-
sition 4.11 we will use the fact that at such points the map Φ factors through a map to
T¯ × T¯ . The second half of this factorization is the map ν which is injective so to prove
the theorem we need to show that the map to T¯ × T¯ is injective.
Let (σ, z) be a pair in U and let B be the component of AH(Nˆ , Pˆ) that contains
τ(σ, z). Let µ = νˆ−1B ◦ τ(σ, z) and choose a sequence µi in T × T that converges to µ.
Since τ is a local homeomorphism at (σ, z), for large i we can find σi and zi such that
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the pairs (σi, zi) are contained in
◦
U , converge to (σ, z), the τ(σi, zi) are contained in B
and νˆ−1B ◦ τ(σi, zi) = µi.
Let (σ′, z′) be another pair in U such that νˆ−1B′ ◦ τ(σ′, z′) = µ where B′ is the com-
ponent of AH(Nˆ , Pˆ) that contains τ(σ′, z′). By repeating the construction we can find
pairs (σ′i, z
′
i) in
◦
U as above. In particular, νˆ−1B′ ◦ τ(σ′i, z′i) = µi = νˆ−1B ◦ τ(σi, zi) which im-
plies that Φ(σ′i, z
′
i) = Φ(σi, zi). Since Φ is injective on
◦
U it follows that (σ′i, z
′
i) = (σi, zi).
Since the two sequences are identical they must have the same limit so (σ′, z′) = (σ, z)
and Φ is injective on U . 4.12
We now show that A and AH(N,P) are locally homeomorphic.
Theorem 4.13 The map Φ is a local homeomorphism from AK to AH(N,P) at (ρ,∞).
Proof. Choose a compact neighborhood C of (ρ,∞) that is contained in U . Since
Φ is continuous and injective on C the restriction of Φ to C is a homeomorphism onto
its image. Let
◦
C = C ∩
◦
AK . By Corollary 3.11, Φ(
◦
C) contains a neighborhood of ρ in
MP0(N,P ′)∪MP (N,P). Note thatMP (N,P) is dense in AH(N,P) so Φ(C) = Φ
(
◦
C
)
contains a neighborhood of ρ in AH(N,P) and therefore Φ is a local homeomorphism
at (ρ,∞). 4.13
To finish the proof that AH(N,P) is not locally connected we need to find a pair
(ρ,∞) where A is not locally connected. This is a fairly easy consequence of the facts
about the Maskit slice given by Proposition 4.4 and the description of A given by Propo-
sition 4.7.
To clarify the situation we expand on the comments made at the end of the introduc-
tion by stating a few general facts about subsets of C and Ĉ and then observe that they
apply to our specific setting. First let S be a subset of Ĉ that is translation invariant (if
z ∈ S then z ± 2 ∈ S) and contains the point ∞. Then S will not be locally connected
at ∞ if the restriction of S to C contains a bounded component (in C).
For our second general observation we let S+ and S− be translation invariant subsets
of C such that S+ is contained in the upper half plane and S− is contained in the lower
half plane. We also assume that these sets are not bounded by horizontal lines. Then
we can translate S− such that the intersection of S+ with the translation of S− is a
translation invariant subset that contains bounded components.
Combining these two observations it is easy to find z ∈ M+ such that Aσz is not
locally connected at ∞. This is not quite enough to see that A is not locally connected.
For this we need a somewhat stronger statement which we record in the following lemma.
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Lemma 4.14 There exists an open subset O of M+ and a closed rectangle R such for
every z ∈ O the set Aσz contains points in the interior of R but Aσz ∩ ∂R = ∅. We can
choose R such that it sides are parallel to the axes and its width is < 2.
Proof. Using (3) of Proposition 4.4 we can find a rectangle Q and a point z in the
interior of M+ with the following properties:
1. The sides of Q are parallel to the axes and Q is contained in the upper half plane.
The two vertical sides and the lower horizontal side are disjoint from M+. The
width of Q is < 2.
2. The point z is contained in the interior of Q and the distance from z to the top
horizontal boundary component of Q is exactly twice the distance to the lower
horizontal boundary component of Q.
Now let R be the rectangle
R = {w ∈ C|3z − w ∈ Q}.
One can check that for w ∈ R, Im(3z − w) > 0 and Im(3z − 2w) < 0 and therefore by
Proposition 4.7 a point w ∈ R is in Aσ3z if and only if 3z−w ∈ M+ and 3z−2w ∈ M−.
We also note that by (1) of Proposition 4.4, 3z−2w ∈M− if and only if 2w−3z ∈ M+.
It is now straightforward to check that 2z is in the interior of R and in Aσ3z but no
point in ∂R is in Aσ3z . For the latter statement we note that for points w in the upper
horizontal or vertical sides of ∂R, the point 3z − w is in the lower horizontal or vertical
sides of ∂Q. For a point w in the lower horizontal side of ∂R, the point 2w− 3z is in the
lower horizontal side of ∂Q.
To finish the proof we note that there is an ǫ-neighborhood of the lower horizontal and
vertical sides of ∂Q that is disjoint from Aσ3z . We choose O to be an open neighborhood
of 3z in M+ that is contained in the ǫ-neighborhood of 3z in C. 4.14
We can now prove the main theorem of the paper.
Theorem 4.15 There exists σ ∈ MP0(N,P ′) such that AH(N,P) is not locally con-
nected at σ.
Proof. By Theorem 4.13 if we find a z ∈ M+ such that A is not locally connected
at (σz ,∞) then AH(N,P) is not locally connected at σz = σ. Let R be the rectangle
and O the open subset of M+ given by Lemma 4.14. We claim that for all z ∈ O the
set A is not locally connected at (σz,∞).
We identify O with a subset Oσ of MP0(N,P ′) via the map z 7→ σz. Define an open
neighborhood U of (σz,∞) by taking the intersection of O × Ĉ with A. We will show
that any other neighborhood V ⊂ U of (σz,∞) has an infinite number of components.
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Since A has the subspace topology inherited from MP0(N,P ′) × Ĉ, the open set V
is the intersection with A of an open set V ′ in O× Ĉ. The restriction of V ′ to the plane
σz× Ĉ will contain a neighborhood of infinity and hence an infinite number of translates
of R under the group generated by z 7→ z + 2. Each of these disjoint rectangles will
contain a point in Aσz and hence in V . Let w0 and w1 be two such points contained
in distinct translations R0 and R1 of R. The component of V containing wi will be
contained Ri × O. Since R0 × O is disjoint from R1 × O, the points w0 and w1 are in
distinct components of V . Therefore V has an infinite number of connected components
and A is not locally connected at (σz,∞). 4.15
Remark. We can also use Theorem 4.13 to find representations where AH(N,P) is
locally connected by finding pairs in (σz,∞) in A where A is locally connected. Here is
one way to do this. Choose a z sufficiently close to the boundary of M+ such that for
any w ∈ C with Imw > 0 then z−nw ∈ M+ and z− (n+1)w ∈M− implies that n = 0.
If this is the case then Proposition 4.7 implies that Aσz will just be a translated copy
of M+ and it is fairly easy to see that A is locally connected at (σz,∞). In fact A will
not self-bump at (σz,∞). In the terminology of [HS] the above condition is equivalent
to the representation σz not wraping (see the remarks after Proposition 4.7) and the fact
that AH(N,P) does not self-bump is a special case of the main theorem of [HS]. We
further note that by working a bit harder one can find representations where there is
self-bumping but AH(N,P) is still locally connected.
5 Other deformation spaces
In this brief final section we make some conjectures about the behavior of other defor-
mation spaces.
The most obvious next case to consider is surfaces of higher genus.
Conjecture 5.1 Let S be a compact surface with boundary. Then AH(S × [0, 1], ∂S ×
[0, 1]) is not locally connected.
In fact one might make the stronger conjecture that for any pared 3-manifold that has
an essential cylinder the deformation space is not locally connected.
Another natural deformation space to look at is the Bers’ slice.
Conjecture 5.2 If S is not a punctured torus or a 4-times punctured sphere then any
Bers’ slice for S is not locally connected.
A Bers’ slice is very similar to the deformation space of an acylindrical manifold and one
could make a similiar conjecture for such manifolds. Of these two conjectures the second
is probably more difficult and less likely to be true.
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