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ABSTRACT 
Let the vertices of an undirected graph be given labels 1, 2 ..... n, 1', 2',..., n' such 
that each vertex has at least n -- 1 different labels without both i and i' for any i. 
Then among all paths between a vertex labeled i and a vertex labeled i' for any i, the 
maximum number which are mutually edge disjoint equals the minimum size of an 
edge cut-set separating all vertices labeled i from all those labeled i' for any i. 
In  this paper  we prove a general izat ion of  the edge version of Menger 's  
Theorem (or the Max-F low Min -Cut  Theorem).  Namely,  we show that 
the n-commodity ,  integer max-f low min-cut  property  holds for any un-  
directed graph in which each vertex is a sink or  source for at least n - -  1 
o f  the n commodit ies.  (Theorem 3 below). 
First we int roduce some notat ion  and definit ions. Let G denote a graph 
with vertices v 1 , v~ ..... vn ,  and  let n be any posit ive integer. We say that 
G is labeled i f  for each vertex ve there is an associated set of  labels 
L(vi) C {1, 2 ..... n} to {1', 2', .... n'} 
such that for no l are both l and  l '  in L(vl). I f  l ~ L(vi), we say that vi has 
the labe l / ,  and  similarly for l'. G is (n -- 1)-labeled if G is labeled and in 
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addition each vertex has at least n -- 1 labels (i.e., i L(vi)l ~> n -- 1 for 
all i). Let Cij denote the number of edges joining vi and vj. For each 
i, j, and l let all the Cij edges have simultaneously either no l-direction, or 
an/-direction from vi to v~ or from vj to vi. G is then partially directed. It 
is undirected if in fact none of the edges is assigned #directions for any L 
For future convenience l t S denote the set of all ordered triples (i, j, l) 
such that the edges between vi and vj have/-direction from vj to v~. 
Let G be a labeled, partially directed graph (with n as above). An 1 -- l' 
path in G is a pair (P, a), where o~ is a number in (0,1 ], and P is a path in 
G using each edge at most [1/oq times such that its initial vertex has label l, 
its terminal vertex has label l', and if any edge of P has an/-direction then 
it is consistent with the direction of P. That is, if (i, L l) e S, then vj never 
immediately succeeds vi on P. 
Let 50 be the set of all l -- l' paths for all L An n-commodity flow, or 
just flow, in G is any subset ~- of ~a such that, if E is any edge of G, and 
(P1, ~1), (P2, %) , . ,  (P~, ak) are all the members of o~- using E, each 
listed with the same multiplicity as the number of times it uses E, then 
m ~h=l ~h ~ 1. A matching in G is a flow in which all the paths have a = 1. 
We may also think of a matching as a set of l - - I '  paths, for all 
1 = 1, 2 ..... n, no two of which have an edge of G in common. If  (P1, %), 
(P2, ~2) ..... (Pro, c~,n) are the paths in a flow ~-, then the size of the flow is 
~=x e~h. I f  ~- is a matching, then this is just the number of paths in o~'. A 
cut-set ~ for 50 is a set of edges such that every path in 5 0 uses some edge 
of  cg. We are interested here in the maximum size of a flow, the minimum 
size of a cut-set, and whether they are equal. 
Let o~" be a flow, and for every triple (i, j, l) letf~j denote the sum of the 
a's of all l --  l' paths in ~ using edges from vi to v~ (in this order), with 
multiplicities as before. Again, if o~" is a matching, thenf~j just counts the 
number of such paths. The following conditions hold: 
f]~ >~0, all i, L1. (1) 
f~ = O, if (i, j, l) E S. (2) 
Z~ + f,4 ~< c , , ,  all i < j. (3) 
z=l 
N 
fj~ -- f~ = 0, if h l are such that/ ,  l' r L(v,). (4) 
j= l  
(2) follows from the definition of I --  l' path; (3) follows from the "capa- 
city" restraints of the definition of flow; and (4) expresses the fact that no 
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l -- I' path can terminate or originate at any vertex without one of the 
labels 1, l'. The size of o~ is determined by the following sum: 
l~l i with J~l 
leL(v~} 
Conversely, any set of numbersf~j satisfying 0)-(4) must arise in this way 
from such a flow, with size determined by (5). If ~ is a matching, then the 
f~j are integers, and, conversely, if the f~ are integers atisfying (1)-(4), 
then they can be obtained from such a matching. Hence the problem of 
determining the maximum size of a flow (respectively, matching) is 
equivalent o finding numbers (respectively, integers) satisfying 0)-(4) 
which maximize (5). 
To each vertex of a labeled, partially directed graph assign a vector 
(Xi 1, Xi2,..., Xi '~) such that Xi z = 0 if l' e L(vi), and X~ ~ = 1 if l ~ L(vi), 
l = l, 2 ..... n. We say that such vectors are potentials associated with the 
vertices. Define the potential difference ij between vertices v~ and vj as 
follows: 
{ ] Xi ~ -- X~ ~ [, if there is no/-direction between vi and v~, 
---- l max(0, X~ ~ -- Xj~), if (j, i, l) e S, (6) eij 
[max(0, Xj ~ -- X~), if (i, j, l) e S, 
= e ~ ei~ max (it). 
1=1,2 . . . . .  n 
PROPOSmON. Let G be any finite, labeled, partially directed graph, and 
let M' be the maximum size of a flow in G. Then M' = m', where m' is the 
minimum value of the expression 
~, Ci~ei~ (7) 
i<j  
over all possible assignments ofpotentials to G. 
PROOF: The proof is just the duality theorem for linear programming. 
For maximizing (5) subject o the conditions (1)-(4) is a linear program- 
ming problem. Its dual problem involves variables: X~j >/0, i < j ;  
X~ ~, l, l' ~ L(v~); X~j, (i,j, l) e S. The dual problem requires the minimiza- 
tion of the expression 
Z (8) 
i<~ 
Further, if we define the variables X~ z for the remaining cases as follows: 
I 0, l' e L(vi), 
X~ : 1, l e L(vi), 
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then the X~ ~ define a potential on the 
equations for the dual problem are, for 
Xi~ ~> Xi * -- X~ .~ -- X~j, if 
Xi~-/> Xi ~ -- X/, if 
Xji ~> Xi z -- Xj z -- X~j, if 
Xji >~ Xi z -- X/, if 
vertices of G, and the constraint 
each (i,j, I), the following: 
( i , j , l )~S  and i< j ,  
(i, L1) 6S  and i< j ,  
( i , . L l )~S and j< i ,  
(i,.L1) 6S  and j< i .  
(9) 
For example, suppose i < j ,  (i,j, 1) ~ S, and vj has label l, but vi has neither 
label I nor l'. Then the equation corresponding to (i,.L l) is 
x,j - x?  + x~j ~> -1 .  
This is equivalent to 
X,~. ~> X? -- (+1) -- X~. = X? -- X / - -  Xl~ 
(since X~z= 1 in this case), as in (9). The equation corresponding to 
(] , i , / )  would be X i j+X i  t ~> 1, or Xij ~> 1- -3 ( /~=Xs ~-X i  1. Since 
i < j, and (j, i,/) r S (since (i, j , / )  ~ S), this equation also agrees with (9). 
All the other cases agree similarly. 
By choosing the X~j to be arbitrarily large, we see that the first and third 
cases in (9) are superfluous. Hence, we see that, if the e~j are defined as (6) 
above, (9) reduces to 
Xi~ ~> max(e~). 
But, in order to minimize (8), we surely must have 
Xij. = eij = max(e~j). 
Thus the minimum value for (8) is the same as the minimum value for (7). 
The duality theorem for linear programming implies that the minimum of 
(8) and the maximum of (5) are equal. This proves the proposition. 
THEOREM 1. Let G be a finite, (n -- 1)-labeled, partially directed graph. 
Let M' be the maximum size of a flow, and let m' be the minimum value of 
(7), where the minimum is taken only over those assignments of potentials 
for which Xi l ----- O, 1, or 89 all i, 1. Then M'  = m'. 
PROOF: Let X~ ~ be determined by a potential which minimizes (7) for 
all possible potentials. We may assume 
0 ~< X? ~ 1, 00) 
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for if we replace all X~ ~ > 1 by 1, and all Xi ~ < 0 by 0, clearly each e~ can 
only decrease, if it changes at all. 
Now we wish to replace all X~ ~ < 89 by 0, and all X~ z > 89 by 1. Then we 
claim that (7) remains unchanged. This would prove the theorem, since 
then all X~ t would be 0, 1, 89 
To see this, let each Xi ~ be replaced by Xi ~ --  9 if 0 < Xi z < 89 and by 
X~ ~ 4- 9 if 89 < Xi ~ < 1. I f  I 9 I remains sufficiently small, we still have 
0 ~< Xi ~ 4- 9 ~< 1 for all X~ -t :75 0, 1, 89 in particular, for 
I 9 ~ rain(1 - Xi ~, Xi ~) = oz. 
i,1 
As functions of 9 the Xi ~ are either constant or linear in 9 and so are the 
e~j . 
Assume now that ei,- is not constant. Then we claim it is linear in 9 for 
I 9 I ~< ~. For  since G is (n -- D-labeled, at most one of the Xi ~, say Xi m, 
is not 0 or 1, and at most one of the X/ ,  say X~ k, is not 0, 1. Then % 
for l =75 m, k. I f  m = k, then e~j is clearly linear in 9 with slope 0, • 1, or 
k = 0. Then e~ must be one 2. On the other hand, suppose e~ :/= 0 and % 
o fX i  ~-~or  1 - -X i  ~-  9189  =0,  or one of l --  Xi ~+~,  
X~ ~+ 9  i fe~> 89  at  9  and constant 89 i fe~= 89  at 9 and 
similarly for e~j. Thus e~, and %k have slopes § 1 if they are bigger than 
89 and --  1 if less than 89 and 0 if equal 89 So as 9 changes f rom 0 to o~, the 
bigger of the two stays bigger. Hence 
max ei~ = e~ or  max eij : e , j ,  
l l 
and eij is linear in ~. 
Since (7) is a linear combination of the e~j, (7) is also linear in 9 or 
constant, as 9 goes from 0 to ~. But, if (7) increases at all, then by letting e 
be negative we decrease (7), violating the minimality of (7). Hence (7) is 
unchanged as 9 goes f rom 0 to ~. But at 9 = ~ there is at least one more 
of the Xi z = 0 or 1 than there are at 9 = 0. Hence we can iterate this 
procedure, defining new a's and selecting each time only the remaining 
X~ ~ 5~= 0, 1, 89 to alter by 9 and eventually reduce all Xi ~ to 0, 1, 89 without 
changing (7). This completes the proof  of the theorem. 
THEOREM 2. Let G be an undirected, (n -- 1)-labeled, finite graph, and 
let M'  be the maximum size of  a f low in G. Let m' be the minimum value o f  
(7) over all assignments o f  potentials for  which Xi ~ = O, 1 for  all i, I. Then 
M'  = m'. 
PROOF: Let X i t~ 0, 1, 89 be determined by a potential minimizing 
(7) (Theorem 2). Then the potential vector at each vertex has all 0 or 1 
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entries except possibly for one, which can be 89 since G is (n -- 1)-labeled. 
I f  one of the entries is 89 we define two new vectors, namely, the one 
obtained by replacing the 89 by 1, and the one obtained by replacing the 
89 by 0. One of these new vectors has an even number of 1 entries, and the 
other an odd number of 1 entries. Call these the even and odd vectors, 
respectively. 
Now change all appropriate potentials to their corresponding odd 
vectors. The only e~j which thereby are changed are those for which 
ei~ = 89 since G is undirected. For, if e~ = 1, then eo. remains unchanged. 
I f  e~i ---- 0, then X~ ~ = X / fo r  all /, since G is undirected, and again e~j 
remains unchanged. (If on the other hand, say, G had 1-direction from 
vj to v~, being otherwise undirected, and the potentials for v~ and vj were, 
respectively, (1, 89 0, 0,..., 0) and (0, 89 0,..., 0), then changing to odd or 
even vectors would change ~j from 0 to 1.) I f  e~. changes from i to 1 when 
potentials are changed to odd vectors, then eg~. is changed from 89 to 0 
when they are changed to even vectors. Similarly, if e~j changes from 89 to 
1 when potentials are changed to even vectors, then e ,  changes from 89 to 0 
when they are changed to odd vectors. That is, changing to odd vectors 
has exactly the opposite ffect as that from changing to even vectors. 
Since X~ ~ were chosen to minimize (7), neither changing to even nor 
changing to odd vectors can decrease, nor therefore increase (7) by the 
above argument. Thus changing potentials to the odd vectors yields a 
potential with only 0 and 1 entries for which (7) is minimized, and by 
Theorem 1 we have m' = M' ,  as required. 
COROLLARY. Let  G be a finite, (n - -  1)-labeled, undirected graph. Let  
M '  be the maximum size o f  a f low, and m the minimum size o f  a cut-set. 
Then M'  = m. 
PROOF: From Theorem 2 we know that M'  - m', where m' is the 
minimum value for (7) over all assignments of potentials with 0 and 1 
entries. Let the Xi z be such a minimal assignment of 0, 1. Now consider 
any 1 -- l' path in G. Since the initial vertex, v~, of P has Xi * = 1, and the 
terminal vertex, v~, of P has X /  = 0, there must be a pair of successive 
vertices vh and vk on P with different values for the X~, ~, X~ z. Thus P uses 
an edge for which ehk ---- 1. The set ~ of all edges of G for which ehk = 1, 
then, is a cut-set. But (7) simply counts the number of such edges, and (7) 
has value m'. So we have m ~ m'. 
Now let cs be a minimum cut-set, and remove its edges from G. The 
result is some disconnected components, no one of which has both vertices 
with label l and vertices with label l', for any 1. Then let all the vertices v~ 
in the same component have Xi * = 1 if and only if no vertex of the corn- 
582/8/i-8 
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ponent has label l', l ---- 1, 2,..., n. Otherwise, let X~ ~ = 0. Then this deter- 
mines a potential for G, and the edges of G for which eh~ = 1 are precisely 
those edges joining distinct components, i.e., the edges of ~. The value 
of (7) for this potential must be m, then, and hence m' ~< m. So m' = m 
and the corollary is proved. 
THEOREM 3. Let  G be a f inite, undirected, (n -  1)-labeled graph. Let  
M be the max imum size o f  a matching, and let m be the min imum size o f  a 
cut-set. Them M = m. 
PROOF: Assume G has a minimum number of edges such that M :/: m. 
Removing an edge from G can decrease m by at most 1, and by the choice 
of G we then have M ---- m -- 1. From the corollary to Theorem 2 we 
have M'  = m, where M'  is the maximum size of a flow in G. Let ~" be a 
flow of size M', and let {f~j} be the corresponding numbers. Then we can 
say several things about o~- and G. 
(A) All edges of G are saturated by o~-. That is, if 
(P1, cxl), (P2, o~2),--., (P , ,  cxs) 
are the paths of Y using an edge E (listed with multiplicities as before), 
then ~i  ai = 1. For, if ~ i  ~i = a < 1, form a new graph by deleting E 
from G. In G -- E there is a flow of size at least M '  -- a. But, by 
Theorem 2, the maximum flow in G -- E must be an integer, and, since 
M'  -- c~ > M'  -- l, it must in fact be M'. Now by choice of G, G -- E has 
a matching of size M'  = m, a contradiction since this is also a matching 
in G. 
(B) G has no pair of adjacent vertices vi and vj such that for some I we 
have l ~ L(vi), l' ~ L(vj). For let E be an edge connecting such a pair of 
vertices. By the choice of G and by Theorem 2, G --  E has a matching of 
size M'  --  1. This matching together with (E, 1) constitute a matching of 
size M'  = m in G, a contradiction. 
(C) I f  1 ~ L(vi), then f~i = 0 for all j, and, if l' ~ L(vj),  then f~i  = 0 
for all i. For, i f f~  > 0 and l ~ L(vi), then there is an l --  l' path (P, ~) 
with vj immediately preceding v~. I f  (Q, a) is that part of (P, o 0 from v~ 
and following, then (Q, a) is an l - l' path, and the flow obtained from 
by replacing (P, a) by (Q, a) still has size M'. But now the edges of G are 
not all saturated, violating (A). A similar argument holds for the case 
where I' ~ L(vj). 
(D) I f  l ~ L(vi), l' E L(vj), then for every k not bothf l~ > 0 andf~j > O. 
Suppose, on the contrary, that E is an edge between v~ and vk, and F is 
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an edge between vk and v~, and (P, a) and (Q,/3) are 1 - l' paths using E 
and F, respectively. By (C), (P, o 0 has vi as initial vertex, and (Q,/3) has 
v~ as terminal vertex. Suppose, without loss of generality, that ~ ~</3, and 
let P'  be that part of P occurring after the initial use of E, and let Q' be 
that part of Q occurring before the terminal use of F. Then replacing 
(P, ~), (Q,/3) by the paths (E + F, o0, (Q,/3 - ~), (Q' + P', ~) yields a 
new flow ~'  of size M' including (E + F, a). (In case (P, o 0 = (Q,/3), this 
transformation changes nothing, and we would have (P, a) = (E q- F, ~) 
originally.) Now consider G-  E -  F. The flow ~-" in G-  E -  F 
obtained from ~'  by deleting all paths using E or F has size at least 
M'  -- (2 -- a). But by Theorem 2 and the choice of G, G -- E -- F must 
have a matching of size at least M'  -- 2 § a, and, since it is an integer, 
of size at least M' -- 1. But such a matching together with (E + F, 1) is a 
matching of size M'  in G, a contradiction. 
(E) For all i ,L/ ,  eitherf~ o f f~ is 0. For, if both were positive, say at 
least e, then decreasing both by e gives a new set of numbers till satis- 
fying (1)-(4). But this gives a new flow of size M'  which does not saturate 
G, contradicting (A). 
(F) For each i, j one of the following holds: 
(a) For some I eitherf~ = Ci~ orfj~ = Gs.  
(b) For some k, l we have: 
L(v3 = (L(v;) - -  g ) )  u {•), 
and 
L(v~) = (zCv+) -~ {fi)) u {7), 
where ~ is k or k', and 7 is I or l'; 
f,++ + f~+ > 0, /+ +fj~+ > 0; 
with 
f,~.JS~ = 0, A~'UJ~ = 0. 
Suppose (a) does not hold. Then, by (A) and (E), there must be some k, l 
such that 
f,~ +f~ > 0, f,~ +f~ > 0, and f,~ .f,~ =f ,~ .fj~ = 0. 
By (C), L(vi) n L(vj) contains none of k, k' , / ,  1'. Since G is (n -- 1)- 
labeled, L(vi) and L(v~) each contain at least one of k, k',/, l'. By (B), 
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L(vi) u L(vj) ~ (k, k'} or {/, l'}. So we may assume, without loss of gen- 
erality, that k ~ L(vi) -- L(Vj) and 7 ~ L(vj) -- L(vi) where ~ ~ k or k', 
and 7 ~ I or l'. Finally, as G is (n -- 1)-labeled, ] L(v~) n L(v~)l ~ n -- 2, 
by (B). So L(vi) = (L(vj) -- (7}) w (~}, and L(vi) = (L(v~) -- {~}) w {7}, 
and, if h ~ k,/,  then L(vi) n L(vj) contains h or h'. By (C) and (A), we 
conclude that f~j + f~~ §  +f~i  ---- c~.j . This establishes (b). 
We now complete the proof of Theorem 3, by reducing the number of 
f~  which are not integers. Suppose that f~lia is not an integer. Then, by 
(E), f~lq = 0, and, by (F), there is an l~ such that f~ q-fh~i~ is not an 
integer, and, we may assume without loss of generality, such that 
l~, 11' ~ L(vit) and 12,12' r L(vq). Now, by equation (4), applied at v~, 
there must be another vertex vq with f~ i ,  + f~i~ not an integer. Again, 
by (F), there is an la such that f~i~ + f~",~ is not an integer, and 
We repeat his argument over and over until, after suitable renumbering 
of the vertices for simplification, we obtain a circuit v~, v2 ..... v,~, and a 
sequence 11,12 ,..., l~ such that for each r(mod m) l~, I,.'r L(v~), and 
f~, +ft ,  ~,a d,+~ • f~,+~ (subscripts r, r + 1 taken (mod m)) are f r+ l  J r - I -1  r ~ .~u J r  ~'-t-1 | J r - i -1  r 
not integers. That we get a circuit eventually isguaranteed by the finiteness 
of G. 
We claim that L(v~+l ) C_ L(v~)u L(v~_l), for each r(modm). For 
suppose not. Then there is a k ~ L(v~+ 0 -- (L(vr) U L(v~_O). By (F), k 
must be I~ or/,{, say l /wi thout  loss of generality. Also, by (F), however, 
L(v~_ 0 contains l~ or l / ,  and hence l~, since it does not contain k. By (C), 
Zr and the fact that f~  -+-f~ ~_~ > 0, we have ~, f~_~ ~ > 0. Similarly 
f~',+l > 0. But this violates (D). Hence L(v,+l) C L(vr) u L(vr-~). Then 
L(v,+O ~ L(v,) C L(v~) ~ L(v,_l) for each r, and thus all L(v,) ~3 L(v~+a) 
are equal for all r. By (F), i L(v,.) u L(v,+l)l ~ n; hence we may assume 
without loss of generality that L(v , )w L(v~+~)~ {1, 2,..., n} for all 
r(mod m). 
[ r+ l  By (F) and (C), then, we have for each r(mod m) f~ ,+a a non-integer, 
9 ~+~" " " /'r It  " " and f ,,+~ ,. --~ O, and similarly f ,  ,.+~ : O, f ,+~ , a non-integer, since now 
l 1 l , ,  1,+~ e {1, 2,..., n}. We may assume f~ ---- a ~s the smallest value of all 
~r+l [r the f ,  ,+~ andf,+~ for all r(mod m). Now decrease all th~ ~'~*+~ by a, and 
increase all thef~+~ ,, by ~. Leave all otherf~ unchanged. We thus obtain 
a new set of numbers. These numbers till satisfy (1)-(4), and leave the 
Value of (5) unchanged (i.e., M'). For by choice of ~ (1) is satisfied. (3) is 
satisfied since the sum in (3) has c~ added to one summand, and subtracted 
from another for (i, j) = (r, r + 1) for any r(mod m), and otherwise (3) is 
completely unchanged. (4) can only be affected for the pairs r, l~ for any 
r(mod m), otherwise the numbers in (4) remain unchanged. But for any 
pair r, l~, we havef~ ~ decreased by ~ andf~_~ increased by ~, and thus 
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(4) remains valid. Finally, the sum in (5) becomes, by (C), 
N 
t=l i with j=l 
leL(~) i) 
This sum has the m summands f~+l decreased each by ~, but the m J r  r+l 
summands f~+l r increased by a each. Thus (5) remains unchanged also. 
What we have done, then, is constructed a new set of numbers f~j with 
at least one fewer non-integer values (i.e., ftl~ -- c~ = 0) than the original 
set, but still satisfying (1)-(4) and having M'  as the value for (5). By 
repeating this argument enough times, we can obtain a set of numbers f~  
satisfying (1)-(4), for which (5) has value M', and all of which are integers. 
But such a set of numbers arises from a matching of size M'  = m, a 
contradiction. This proves the theorem. 
There are some extensions of these results which can easily be made. 
First of all, the restrictions on the/-directions are not necessary, and were 
made only to simplify notation. That is, instead of requiring that all the 
/-directions be the same for edges between vi and vj, we could permit some 
of these edges to be/-directed one way, some the other way, and some not 
/-directed. Theorems 1 and 2 and the corollary still hold for this case. To 
see this, let G be a graph with these more general directions on the edges. 
Let e be the total number of edges of G. We now form a new graph G'. For 
each/)i , let p(Vi) be the number of edges incident at v,. Replace/-)i by p(vi) 
new vertices, each labeled exactly like vi ,  and each an end-point of exactly 
one of the p(v~) edges. Now connect every pair of these p(vi) vertices by e 
new, undirected edges. G' and G have the same maximum values for (5) 
and minimum values for (7), and G' satisfies the original conditions for 
the directions. Thus Theorems 1and 2 apply to G', and then to G. 
Next suppose we weight each of the n commodities. That is, we want to 
maximize 
at (i w~lth ~" (f/~ - -  f J i )) ,  (5') 
l~L(v t) 
where a z ~ 0 are weights for the different l = 1, 2 ..... n. Then arguing 
exactly as in the proposition and theorems above, the dual problem 
involves minimizing (7), but now we require 0 ~ X~ ~ ~ at ,  X~ ~ = 0 if 
l' ~ L(vi), X~ l = az if l e L(vi). The extensions of Theorems 1 and 2 hold, 
that is, the maximum of (5') is equal to the minimum of (7) subject, 
respectively, to the further estrictions that Xi  t .-~ O, a d2, a t ,  and Xi t = O, 
at .  
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