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Abstract
We study efficiency improvements in estimating a vector of potential outcome means using
linear regression adjustment when there are more than two treatment levels. We show that us-
ing separate regression adjustments for each assignment level is never worse, asymptotically,
than using the subsample averages. We also show that separate regression adjustment improves
over pooled regression adjustment except in the obvious case where slope parameters in the
linear projections are identical across the different assignment levels. We also characterize the
class of nonlinear regression adjustment methods that preserve consistency of the potential out-
come means despite arbitrary misspecification of the conditional mean functions. Finally, we
apply this general potential outcomes framework to a contingent valuation study for estimating
lower bound mean willingness to pay for an oil spill prevention program in California.
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1 Introduction
In the past several decades, the potential outcomes framework has become a staple of causal in-
ference in statistics, econometrics, and related fields. Envisioning each unit in a population under
different states of intervention or treatment allows one to define treatment or causal effects without
referencing to a model. One merely needs the means of the potential outcomes, or perhaps the
potential outcome (PO) means for subpopulations.
When interventions are randomized – whether the assignment is to control and treatment groups
in a clinical trial [Hirano and Imbens (2001)], assignment to participate in a job training program
[Calo´nico and Smith (2017)], receiving a private school voucher [(Angrist, Bettinger, and Kremer,
2006)], or contingent valuation studies where different bid values are randomized among individ-
uals [(Carson, Conaway, Hanemann, Krosnick, Mitchell, and Presser, 2004)] – one can simply use
the subsample means for each treatment level in order to obtain unbiased and consistent estimators
of the PO means. In some cases, the precisions of the subsample means will be sufficient. Nev-
ertheless, with the availability of good predictors of the outcome or response, it is natural to think
that the precision can be improved, thereby shrinking confidence intervals and making conclusions
about interventions more reliable.
In this paper we build on Negi and Wooldridge (2020), who studied the problem of estimating
the average treatment effect under random assignment with one control group and one treatment
group. In the context of random sampling, we showed that performing separate linear regressions
for the control and treatment groups in estimating the average treatment effect (ATE) never does
worse, asymptotically, than the simple difference in means estimator or a pooled regression adjust-
ment estimator. In addition, we characterized the class of nonlinear regression adjustment methods
that produce consistent estimators of the ATE without any additional assumptions (except regular-
ity conditions). The simulation findings for both the linear and nonlinear cases are quite promising
with the availability of covariates that predict the outcomes.
In the current paper, we consider any number of “treatment” levels and consider the problem
of joint estimation of the vector of PO means. We assume that the assignment to the treatment
is random – that is, independent of both potential outcomes and observed predictors of the POs.
Importantly, other than standard regularity conditions (such as finite second moments of the co-
variates), we impose no additional assumptions. In other words, the regression adjustment (RA)
estimators are consistent under essentially the same assumptions as the subsample means estimator
with, generally, smaller asymptotic variances.1 Interestingly, even if the predictors are unhelpful,
or the slopes in the linear projections are the same across all groups, no asymptotic efficiency is
lost by using the most general RA method.
We also extend the nonlinear RA results in Negi and Wooldridge (2020) to this general PO
framework withG treatment levels. Unlike Gail et al. (1984) who caution against certain nonlinear
regression models as leading to biased estimates of the treatment effect parameter, we show that for
particular kinds of responses such as binary, fractional or nonnegative, it is possible to consistently
estimate PO means using pooled and separate RA by utilizing results from the Quasi Maximum
Likelihood Estimation literature. However, unlike the linear RA case, we do not have any general
asymptotic results to compare separate RA with pooled nonlinear RA.
1Freedman (2008) discusses how regression adjustment in experiments under the Neyman framework will produce
biased estimates if one assumes the conditional PO means to be linear.
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A Monte Carlo exercise substantiates the theoretical results across three different population
models. The outcomes are generated to be either fractional, non-negative, or continuous with an
unrestricted support. In each setting, we report bias and standard deviation of the subsample means
and the RA estimators for a low and high R-squared. We find that RA estimators, both linear and
nonlinear, improve over subsample means where the magnitude of this precision gain with RA
methods generally depends on how well the covariates predict the potential outcomes. In addition,
even though we do not have any efficiency results for the nonlinear estimators, we do see efficiency
improvements with nonlinear RA over both linear RA and the subsample means estimator when
the response variable is limited in some way.
Finally, we apply linear and nonlinear RA to data from a contingent valuation study obtained
from Carson et al. (2004). This data is used to elicit a lower bound on mean willingness to
pay (WTP) for a program that would prevent future oil spills along California’s central coast.
Our results show that the PO means for the five different bid amounts that were randomly as-
signed to California residents are estimated more efficiently using regression adjustment than
just using subsample averages. This efficiency result is preserved for estimating the lower bound
mean WTP since it is a linear combination of PO means. In particular, pooled slopes logit pro-
duces the most precise lower bound mean WTP followed by separate slopes logit relative to the
Ayer, Brunk, Ewing, Reid, and Silverman (1955) (ABERS henceforth) estimator and linear regres-
sion adjustment.
The rest of the paper is organized as follows. Section 2 discusses the potential outcomes frame-
work with G treatment levels along with a discussion of the crucial random sampling and ran-
dom assignment assumptions. Section 3 derives the asymptotic variances of the different linear
RA estimators, namely, subsample means, pooled RA, and separate RA. Section 4 compares the
asymptotic variances of these estimators. Section 5 considers a class of nonlinear RA estimators
that ensure consistency for the PO means without imposing additional assumptions. Section 6 con-
structs a monte carlo study for studying and comparing the finite sample behavior of the different
linear and nonlinear estimators. Section 7 discusses applications of this framework to randomized
experiments, differences in differences settings, and contingent valuation studies. This section also
applies the RA methods to Carson et al. (2004)’s Oil spill data. Section 8 concludes.
2 Potential Outcomes, RandomAssignment, and RandomSam-
pling
We use the standard potential outcomes framework, also known as the Neyman-Rubin causal
model. The goal is to estimate the population means of G potential (counterfactual) outcomes,
Y (g), g = 1, ..., G. Define
µg = E [Y (g)] , g = 1, ..., G.
The vector of assignment indicators is
W = (W1, ...,WG),
where eachWg is binary and
W1 +W2 + · · ·+WG = 1.
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In other words, the groups are exhaustive and mutually exclusive. The setup applies to many
situations, including the standard treatment-control group setup with G = 2, multiple treatment
levels (with g = 1 as the control group), the basic difference-in-differences setup with G = 4, and
in contingent valuation studies where subjects are presented with a set of G prices or bid values.
We assume that each group, g, has a positive probability of being assigned:
ρg ≡ P(Wg = 1) > 0, g = 1, ..., G (1)
ρ1 + ρ2 + · · ·+ ρG = 1
Next, let
X = (X1, X2, ..., XK)
be a vector of observed covariates. With respect to the assignment process, this paper considers
the following,
Assumption 1 (Random Assignment). Assignment is independent of the potential outcomes and
observed covariates:
W ⊥ [Y (1), Y (2), ..., Y (G),X] .
Further, condition (1) holds.
Assumption 1 is what puts us in the framework of experimental interventions. It would be much
too strong for an observational study.
Assumption 2 (Random Sampling). For a nonrandom integer N ,
{[Wi, Yi(1), Yi(2), ..., Yi(G),Xi] : i = 1, 2, ..., N}
is independent and identically distributed.
The IID assumption is not the only one we can make. For example, we could allow for a
sampling-without-replacement scheme given a fixed sample size N . This would complicate the
analysis because it generates slight correlation within draws. As discussed in Negi and Wooldridge
(2020), Assumption 2 is traditional in studying the asymptotic properties of estimators and is
realistic as an approximation. Importantly, it forces us to account for the sampling error in the
sample average, X¯, as an estimator of µX = E (X).
For each draw i from the population, we only observe
Yi = Wi1Yi(1) +Wi2Yi(2) + · · ·+WiGYi(G),
and so the data we have to work with is
{(Wi, Yi,Xi) : i = 1, 2, ..., N}
Definition of population quantities only requires us to use the random vector (W, Y,X), which
represents the population.
Assumptions 1 and 2 are the only substantive restrictions used in this paper. Subsequently, we
assume that linear projections exist and that the central limit theorem holds for properly standard-
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ized sample averages of IID random vectors. Therefore, we are implicitly imposing at least finite
second moment assumptions on each Y (g) and Xj . We do not make this explicit in what follows.
3 Subsample Means and Linear Regression Adjustment
In this section we derive the asymptotic variances of three estimators: the subsample means, sepa-
rate regression adjustment, and pooled regression adjustment.
3.1 Subsample Means (SM)
The simplest estimator of µg is the sample average within treatment group g:
Y¯g = N
−1
g
N∑
i=1
WigYi = N
−1
g
N∑
i=1
WigYi(g),
where
Ng =
N∑
i=1
Wig
is a random variable in our setting. In expressing Y¯g as a function of the Yi(g) we useWihWig = 0
for h 6= g. Under random assignment and random sampling,
E
(
Y¯g|W1g, ...,WNg, Ng > 0
)
= N−1g
N∑
i=1
WigE [Yi(g)|W1g, ...,WNg, Ng > 0]
= N−1g
N∑
i=1
WigE [Yi(g)]
= N−1g
N∑
i=1
Wigµg = µg,
and so Y¯g is unbiased conditional on observing a positive number of units in group g.
By the law of large numbers, a consistent estimator of ρg is
ρˆg = Ng/N,
the sample share of units in group g. Therefore, by the law of large numbers and Slutsky’s Theo-
rem,
Y¯g =
(
N
Ng
)
N−1
N∑
i=1
WigYi(g)
p→ ρ−1g E [WgY (g)]
= ρ−1g E (Wg)E [Y (g)] = µg,
and so Y¯g is consistent for µg. By the central limit theorem,
√
N
(
Y¯g − µg
)
is asymptotically
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normal. We need an asymptotic representation of
√
N
(
Y¯g − µg
)
that allows us to compare its
asymptotic variance with those from regression adjustment estimators. To this end, write
Y (g) = µg + V (g)
X˙ = X− µX,
where X˙ isX demeaned using the population mean, µX. Now project each V (g) linearly onto X˙:
V (g) = X˙βg + U(g), g = 1, ..., G.
By construction, the population projection errors U(g) have the properties
E [U(g)] = 0, g = 1, ..., G
E
[
X˙′U(g)
]
= 0, g = 1, ..., G.
Plugging in gives
Y (g) = µg + X˙βg + U(g), g = 1, ..., G
Importantly, by random assignment, W is independent of
[
U(1), ..., U(G), X˙
]
. The observed
outcome can be written as
Y =
G∑
g=1
Wg
[
µg + X˙βg + U(g)
]
Our goal is to be able to make efficiency statements about both linear and nonlinear functions
of the vector of means µ = (µ1, µ2, ..., µG)
′
and so we stack the subsample means into the G× 1
vector Y¯.
For later comparison, it is helpful to remember that Y¯ is the vector of OLS coefficients in the
regression
Yi onWi1,Wi2, ...,WiG, i = 1, 2, ..., N.
We now obtain the following asymptotic representation for the subsample means estimator.
Theorem 1 (Asymptotic representation of subsample means estimator). Under Assumptions 1, 2,
and finite second moments,
√
N
(
Y¯ − µ) =


N−1/2
∑N
i=1
[
Wi1X˙iβ1/ρ1 +Wi1Ui(1)/ρ1
]
N−1/2
∑N
i=1
[
Wi2X˙iβ2/ρ2 +Wi2Ui(2)/ρ2
]
...
N−1/2
∑N
i=1
[
WiGX˙iβG/ρG +WiGUi(G)/ρG
]


+ op(1)
≡ N−1/2
N∑
i=1
(Li +Qi) + op(1)
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where
Li ≡


Wi1X˙iβ1/ρ1
Wi2X˙iβ2/ρ2
...
WiGX˙iβG/ρG

 (2)
and
Qi ≡


Wi1Ui(1)/ρ1
Wi2Ui(2)/ρ2
...
WiGUi(G)/ρG

 (3)
For the vectors defined in thereom 1, we know that by random assignment and the linear pro-
jection property, E (Li) = E (Qi) = 0, and E (LiQ
′
i) = 0. Also, becauseWigWih = 0, g 6= h, the
elements of Li are pairwise uncorrelated; the same is true of the elements ofQi.
3.2 Separate Regression Adjustment (SRA)
To motivate separate regression adjustment, write the linear projection for each g as
Y (g) = αg +Xβg + U(g)
E [U(g)] = 0
E [X′U(g)] = 0
It follows immediately that
µg = αg + µXβg.
Consistent estimators of αg and βg are obtained from the regression
Yi on 1,Xi, ifWig = 1,
which produces intercept and slopes αˆg and βˆg. Then stacking the separate regression adjustment
estimators for PO means into the vector, µˆ, we obtain the following asymptotic respresentation
Theorem 2 (Asymptotic representation of separate RA estimator). Under assumptions 1 and 2,
and finite second moments,
√
N (µˆ− µ) =


N−1/2
∑N
i=1
[
X˙iβ1 +Wi1Ui(1)/ρ1
]
N−1/2
∑N
i=1
[
X˙iβ2 +Wi2Ui(2)/ρ2
]
...
N−1/2
∑N
i=1
[
X˙iβG +WiGUi(G)/ρG
]


+ op(1)
≡ N−1/2
N∑
i=1
(Ki +Qi) + op(1)
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where
Ki =


X˙iβ1
X˙iβ2
...
X˙iβG

 (4)
andQi is given in (3).
Again, for the vectors defined above, both Ki and Qi have zero means, the latter by random
assignment. Further, by random assignment and the linear projection property, E (KiQ
′
i) = 0
because
E
[
X˙′iWigUi(g)
]
= E(Wig)E
[
X˙′iUi(g)
]
= 0.
However, unlike the elements of Li, we must recognize that the elements of Ki are correlated
except in the trivial case that all but one of the βg are zero.
3.3 Pooled Regression Adjustment (PRA)
Now consider the pooled RA estimator, µˇ, which can be obtained as the vector of coefficients on
Wi = (Wi1,Wi2, ...,WiG) from the regression
Yi onWi, X¨i, i = 1, 2, ..., N.
We refer to this as a pooled method because the coefficients on X¨i, say, βˇ, are assumed to be the
same for all groups. Compared with subsample means, we add the controls X¨i, but unlike SRA,
the pooled method imposes the same coefficients across all g.
Theorem 3 (Asymptotic representation of pooled RA estimator). Under assumptions (1) and (2),
along with finite second moments
√
N (µˇ− µ) =


N−1/2
∑N
i=1
[
ρ−11 Wi1X˙i (β1 − β) + X˙iβ +Wi1Ui(1)/ρ1
]
N−1/2
∑N
i=1
[
ρ−12 Wi2X˙i (β2 − β) + X˙iβ +Wi2Ui(2)/ρ2
]
...
N−1/2
∑N
i=1
[
ρ−1G WiGX˙i (βG − β) + X˙iβ +WiGUi(G)/ρG
]


+ op(1)
≡ N−1/2
N∑
i=1
(Fi +Ki +Qi) + op(1)
whereKi andQi are as before and, with δg = βg − β,
Fi =


ρ−11 (Wi1 − ρ1) X˙iδ1
ρ−12 (Wi2 − ρ2) X˙iδ2
...
ρ−1G (WiG − ρG) X˙iδG

 (5)
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Notice that, again by random assignment and the linear projection property, we have
E (FiK
′
i) = E (FiQ
′
i) = 0
4 Comparing the Asymptotic Variances
We now take the representations derived in Section 3 and use them to compare the asymptotic
variances of the three estimators. For notational clarity, it is helpful summarize the conclusions
reached in Section 3:
√
N (µˆSM − µ) = N−1/2
N∑
i=1
(Li +Qi) + op(1) (6)
√
N (µˆSRA − µ) = N−1/2
N∑
i=1
(Ki +Qi) + op(1) (7)
√
N (µˆPRA − µ) = N−1/2
N∑
i=1
(Fi +Ki +Qi) + op(1) (8)
where Li,Qi,Ki, and Fi are defined in (2), (3), (4) and (5), respectively.
4.1 Comparing Separate RA to SM
We now show that, asymptotically, µˆSRA is no worse than µˆSM .
Theorem 4 (Efficiency of separate RA relative to subsample means). Under assumptions of theo-
rems 1 and 2,
Avar
[√
N (µˆSM − µ)
]
− Avar
[√
N (µˆSRA − µ)
]
= ΩL −ΩK
is PSD.
The one case where there is no gain in asymptotic efficiency in using SRA is when βg = 0,
g = 1, ..., G, in which case the covariates do not help predict any of the potential outcomes.
Importantly, there is no gain in asymptotic efficiency in imposing βg = 0 when it is true. From an
asymptotic perspective, it is harmless to separately estimate the βg even when they are zero. When
they are not all zero, estimating them leads to asymptotic efficiency gains.
Theorem 4 implies that any smooth nonlinear function of µ is estimated more efficiently using
µˆSRA. For example, in estimating a percentage difference in means, we would be interested in
µ2/µ1, and using the SRA estimators of PO means is asymptotically more efficient than using the
SM estimators.
4.2 Separate RA versus Pooled RA
The comparision between SRA and PRA is simple given the expressions in (7) and (8) because, as
stated earlier, Fi,Ki, andQi are pairwise uncorrelated.
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Theorem 5 (Efficiency of separate RA relative to pooled RA). Under the assumptions of theorem
2 and 3,
Avar
[√
N (µˆPRA − µ)
]
− Avar
[√
N (µˆSRA − µ)
]
= ΩF
which is PSD.
It follows immediately from Theorem 5 that µˆSRA is never less asymptotically efficient than
µˆPRA. There are some special cases where the estimators achieve the same asymptotic variance,
the most obvious being when the slopes in the linear projections are homogeneous:
β1 = β2 = · · · = βG
As with comparing SRA with subsample means, there is no gain in efficiency from imposing this
restriction when it is true. This is another fact that makes SRA attractive if the sample size is not
small.
Other situations where there is no asymptotic efficiency gain in using SRA are more subtle. In
general, suppose we are interested in linear combinations τ = a′µ for a given G× 1 vector a. If
a′ΩFa = 0
then a′µˆPRA is asymptotically as efficient as a
′µˆSRA for estimating τ . Generally, the diagonal
elements of
ΩF = E (FiF
′
i)
are
(1− ρg)
ρg
δ′gΩXδg
because E
[
(Wig − ρg)2
]
= ρg(1− ρg). The off diagonal terms of ΩF are
−δ′gΩXδh
becauseE [(Wig − ρg) (Wih − ρh)] = −ρgρh. Now consider the case covered in Negi and Wooldridge
(2020), where G = 2 and a′ = (−1, 1), so the parameter of interest is τ = µ2 − µ1 (the ATE). If
ρ1 = ρ2 = 1/2 then
ΩF =
(
δ′1ΩXδ1 −δ′1ΩXδ2
−δ′2ΩXδ1 δ′2ΩXδ2
)
.
Now δ2 = −δ1 because δ1 = β1 − (β1 + β2)/2 = (β1 − β2)/2 = −δ2. Therefore,
ΩF =
(
δ′1ΩXδ1 δ
′
1ΩXδ1
δ′1ΩXδ1 δ
′
1ΩXδ1
)
and (−1 1)(δ′1ΩXδ1 δ′1ΩXδ1
δ′1ΩXδ1 δ
′
1ΩXδ1
)(−1
1
)
= 0.
This finding does not extend to the G ≥ 3 case: interestingly, it is not true that PRA is asymp-
totically equivalent to SRA when the assignment probabilities are equal.
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For the case of any general G with ρg = 1/G for all g,
1− ρg = 1− 1
G
=
(G− 1)
G
and so
1− ρg
ρg
= G− 1.
Note that
δg = βg − (β1 + β2 + · · ·+ βG) /G
and it is less clear when a degeneracy occurs. So, for example, in our application in Section 7 to
estimate a lower bound mean willingness to pay, SRA is generally more efficient than PRA even
though the assignment probabilities are identical.
5 Nonlinear Regression Adjustment
We now discuss a class of nonlinear regression adjustment methods that preserve consistency with-
out adding additional assumptions (other than weak regularity conditions). In particular, we extend
the setup in Negi and Wooldridge (2020) to allow for more than two treatment levels.
We show that both separate and pooled methods are consistent provided we choose the mean
functions and objective functions appropriately. Not surprisingly, using a canonical link function
in the context of quasi-maximum likelihood in the linear exponential family plays a key role.
Unlike in the linear case, we can only show that SRA improves over the subsample means
estimator when the conditional mean is correctly specified. Whether one can prove efficiency
more generally is an interesting topic for future research.
5.1 Separate Regression Adjustment
We model the conditional means, E [Y (g)|X], for each g = 1, 2, ..., G. Importantly, we will not
assume that the means are correctly specified. As it turns out, to ensure consistency, the mean
should have the index form common in the generalized linear models literature. In particular, we
use mean functions
m(αg +Xβg),
where m (·) is a smooth function defined on R. The range of m (·) is chosen to reflect the nature
of Y (g). Given that the nature of Y (g) does not change across g, we choose a common function
m (·) across all g. Also, as usual, the vectorX can include nonlinear functions (typically squares,
interactions, and so on) of underlying covariates.
As discussed in Negi and Wooldridge (2020) in the binary treatment case, the functionm (·) is
tied to a specific quasi-log-likelihood function in the linear exponential family (LEF). Table 1 gives
the pairs of mean function and quasi-log-likelihood function that ensure consistent estimation of
PO means. Consistency follows from the results on doubly-robust estimation in the context of
missing data in Wooldridge (2007). Each quasi-LLF is tied to the mean function associated with
the canonical link function.
[Table 1 near here]
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The binomial QMLE is a good choice for counts with a known upper bound, even if it is
individual-specific (so Bi is a positive integer for each i). It can also be applied to corner solution
outcomes in the interval [0, Bi] where the outcome is continuous on (0, Bi) but perhaps has mass
at zero or Bi. The leading case is Bi = B for all i. Note that we do not recommend a Tobit model
in such cases because the Tobit estimates of µg are not robust to failure of the Tobit distributional
assumptions or the Tobit form of the conditional mean.
As discussed inWooldridge (2007), the key feature of the single outcome combinations in Table
1 is that it is always true that
E [Y (g)] = E
[
m(α∗g +Xβ
∗
g)
]
,
where α∗g and β
∗
g are the probability limits of the QMLEs whether or not the conditional mean
function is correctly specified.
Applying nonlinear RA with multiple treatment levels is straightforward. For treatment level
g, after obtaining αˆg, βˆg by quasi-MLE using only units from treatment level g, the mean, µg, is
estimated as
µˆg = N
−1
N∑
i=1
m(αˆg +Xiβˆg),
which includes linear RA as a special case. This estimator is consistent by a standard application
of the uniform law of large numbers; see, for example, Wooldridge (2010) (Chapter 12, Lemma
12.1).
As in the linear case, the mean/QLL combinations in Table 1 allow us to write the subsample
average as
Y¯g = N
−1
g
N∑
i=1
Wigm(αˆg +Xiβˆg).
It seems that µˆg should be asymptotically more efficient than Y¯g because µˆg averages across all of
the data rather than just the units at treatment level g. Unfortunately, the proof used in the linear
case does not go through in the nonlinear case. At this point, we must be satisfied with consistent
estimators of the POs that impose the logical restrictions on E [Y (g)|X]. In the binary treatment
case, Negi and Wooldridge (2020) find nontrivial efficiency gains in using logit, fractional logit,
and Poisson regression even compared with separate linear RA.
5.2 Pooled Regression Adjustment
In cases where N is not especially large, one might, just as in the linear case, resort to pooled
RA. Provided the mean/QLL combinations are chosen as in Table 1, the pooled RA estimator is
still consistent under arbitrary misspecification of the mean function. To see why, write the mean
function, without an intercept in the index, as
m(γ1W1 + γ2W2 + · · ·+ γGWG +Xβ).
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The first-order conditions of the pooled QMLE include the G conditions
N−1
N∑
i=1
Wig
[
Yi −m(γˇ1Wi1 + γˇ2Wi2 + · · ·+ γˇGWiG +Xiβˇ)
]
= 0, g = 1, ..., G. (9)
Therefore, assuming no degeneracies, the probability limits of the estimators, denoted with a ∗,
solve the population analogs of eq (9) giving us:
E (WgY ) = E [WgY (g)] = E [Wgm(Wγ
∗ +Xβ∗)] , (10)
whereW = (W1,W2, ...,WG). By random assignment, E [WgY (g)] = ρgµg. By iterated expec-
tations and random assignment, one may rewrite the right hand side of eq (10)
E [Wgm(Wγ
∗ +Xβ∗)] = E {E [Wgm(Wγ∗ +Xβ∗)|X]} (11)
and
E [Wgm(Wγ
∗ +Xβ∗)|X] = P(Wg = 1|X)m(γ∗g +Xβ∗) = ρgm(γ∗g +Xβ∗). (12)
Therefore, combining equations (11) and (12) together
E [Wgm(Wγ
∗ +Xβ∗)] = ρgE
[
m(γ∗g +Xβ
∗)
]
Now, using ρg > 0 and E[WgY (g)] = ρgµg, we have shown that equation (10) gives us
µg = E
[
m(γ∗g +Xβ
∗)
]
(13)
By definition, γˇg is consistent for γ
∗
g and βˇ is consistent for β
∗. Therefore, after the pooled QMLE
estimation, we obtain the estimated means as
µˇg = N
−1
N∑
i=1
m(γˇg +Xiβˇ),
and these are consistent by application of the uniform law of large numbers.
As in the case of comparing separate nonlinear RA to the subsample averages, we have no
general asymptotic efficiency results comparing separate nonlinear RA to pooled nonlinear RA.
As shown in Section 4.2, in the linear case it is never worse, asymptotically, to use separate RA.
However, when the conditional mean function is correctly specified, it is possible to rank nonlinear
SRA to the subsample means estimator. This result is formalized in the theorem below.
Theorem 6 (Efficiency of separate RA relative to subsample means). Assume the assumptions of
theorem 1 and add that the SRA estimator uses canonical link function,m(·), with a QMLE in the
linear exponential family. If for some α∗g, β
∗
g ,
E [Y (g)|X] = m(α∗g +Xβ∗g)
then
Avar
[√
N(Y¯ − µ)
]
− Avar
[√
N(µˆSRA − µ)
]
is PSD.
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In this case, one can obtain efficiency gains with nonlinear SRA compared with SM for esti-
mating the vector of PO means.
6 Monte Carlo Simulations
This section reports the bias and standard deviation of the different estimators discussed in sections
3 and 5, namely, subsample means, pooled regression adjustment, separate slopes regression ad-
justment, along with pooled nonlinear RA (NPRA) and separate nonlinear RA (NSRA) estimators
of the PO means. For this simulation, we generate a population of one million observations and
mimic the asymptotic setting of random sampling from an “infinite” population. The empirical
distributions of the RA estimators are simulated for sample sizes N ∈ {500, 1000, 5000} by ran-
domly drawing the data vector {(Wi, Yi,Xi) : i = 1, 2, ..., N}, without replacement, a thousand
times from the above mentioned population. Each population that we consider uses a unique data
generating process for the potential outcomes. This section studies three population models. For
the first population, we generate the potential outcomes using a linear specification. Under this
setting, the outcomes have an unrestricted range. The second population uses a nonlinear specifi-
cation to generate fractional outcomes whereas the third population uses a poisson distribution to
generate non-negative responses with pile-ups at zero.
To simulate multiple treatments, we consider potential outcomes, Y (g), corresponding to three
treatment states, g = 1, 2, 3. Hence, G = 3 for all the simulations. In each of the populations,
the treatment vectorW = (W1,W2,W3) is generated with probability mass function defined in the
following manner:
g P(Wg = 1)
1 ρ1
2 ρ2
3 ρ3
To generate the vector of assignments from the above distribution, we first draw a uniform
random variable U = Uniform(0, 1) and partition the unit interval (0, 1) into subintervals
(0, ρ1), (ρ1, ρ1 + ρ2), (ρ1 + ρ2, ρ1 + ρ2 + ρ3)
and record the interval in which the uniform draw falls. For a particular draw, if U ∈ (0, ρ1), then
W = (1, 0, 0). If U ∈ (ρ1, ρ1 + ρ2), thenW = (0, 1, 0) and finally, if U ∈ (ρ1 + ρ2, ρ1 + ρ2 + ρ3),
then W = (0, 0, 1). This would ensure that the number of treated observations in each treatment
group g, on average, will be close to the true assignment probabilities and that each observation
(or draw) will belong to only one treatment state i.e., Wi1 +Wi2 +Wi3 = 1 for all i. In all the
simulations, we consider each individual as being equally likely of being assigned to a particular
treatment group, i.e. ρ =
(
1
3
,
1
3
,
1
3
)
.
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6.1 Population Models
To compare the empirical distributions of the RA estimators, we consider three different population
models. Each model assumes that the potential outcomes follow a particular distribution, whether
continuous or discrete. The first population model simulates Y (g) for each g to be continuous with
an unrestricted range using a linear specification. The second model uses the normal cdf to generate
fractional outcomes. Finally, the third model uses a poisson distribution with an exponential mean
for generating non-negative responses with pile-ups at zero. Each of these models is described in
detail below.
For the first two populations, we consider two covariates,X = (X1, X2), where X1 is continu-
ously distributed whereas X2 is binary. The covariates are generated as follows:
X1 = K1 + V
X2 =

1, ifK2 +
V
2
> 0
0, otherwise
whereK1, K2 ∼ N(0, 2), and V ∼ N(0, 1). We choose parameters such that covariates have some
predictive power in explaining the potential outcomes, so that the benefits of regression adjustment
can be reaped.
Population 1: For each g,
Y (g) = γ0g + γ1g ·X1 + γ2g ·X2 + γ3g ·X1 ·X2 +R(g)
= Zγg +R(g)
whereZ = (1, X1, X2, X1 ·X2) and γg = (γ0g, γ1g, γ2g, γ3g)′. Moreover,R(g)|X1, X2 ∼ N(0, σ2g)
and R(1), R(2), and R(3) are allowed to be correlated.2 The parameter vector, γg, is chosen to
depict settings where covariates are either mildly predictive (R2(g) < 0.5) or highly predictive
(R2(g) > 0.5) of the potential outcomes.
γL1 = (0, 0.2, 0.1, 0.1)
′
, γL2 = (1, 1.4,−1,−1)′ , γL3 = (2,−0.01, 0.1, 0.5)′
γH1 = (0, 1, 0.2,−0.3)′ , γH2 = (1, 2.5, 0,−0.3)′ , γH3 = (2, 1.1,−1, 0.1)′
The above configurations of γLg and γ
H
g lead to low and high R-squared settings, respectively.
Population 2: In this case, we generate the outcomes to be fractional using a normal cdf
Y (g) = Φ
(
γ0g + γ1g ·X1 + γ2g ·X2 + γ3g ·X21 + γ4g ·X1 ·X2 +R(g)
)
= Φ(Zγg +R(g))
Here, Z = (1, X1, X2, X
2
1 , X1 ·X2) and γg = (γ0g, γ1g, γ2g, γ3g, γ4g). The latent errors R(1) and
R(3) are defined as for the population above but R(2) = 1/
√
2 · [R(1) + V1]. Again, we consider
two sets of configurations for the linear index parameter, γg, say, γ
L
g and γ
H
g to generate low and
2R(1) ∼ N(0, 1), R(2) = 3/√2· [R(1)+V1], R(3) = 1/
√
2· [R(1)+V2] where V1 and V2 are distributed standard
normal.
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high R-squared settings, where
γL1 = (−3, 0.6, 0.1, 0, 0.1)′ , γL2 = (0, 1.9, 0,−0.6, 0.1)′ , γL3 = (−2.5, 0.9, 0.1,−0.05,−0.5)′
γH1 = (−1, 1.8,−0.5, 0, 0.4)′ , γH2 = (0, 2, 0,−0.05, 0.04)′ , γH3 = (0.3, 1, 0.6,−0.06,−0.2)′
Finally, for the third population model, we consider each potential outcome to be a non-negative
response which is generated using a Poisson distribution with a pile up at zero.
Population 3: For each g,
Y (g) = exp
(
R(g)
8
)
· Poisson (µg)
µg = exp (γ0g + γ1gX1 + γ2gX2 + γ3gX1 ·X2)
= exp (Zγg)
where Z and γg are defined as for population 1. Error term R(g), for g = 1, 2, 3 is also defined as
for population 1. The parameterizations of the slope vector are as follows,
γL1 = (−1, 0.5, 1, 0.3)′ , γL2 = (0, 0.7, 0, 0.1)′ , γL3 = (0, 0.6, 1, 0.1)′
γH1 = (1, 0.05, 1.4, 0.3)
′
, γH2 = (0.9, 0.4, 0, 0.01)
′
, γH3 = (0, 0.4, 1.4,−0.1)′
In all the three cases, while estimating the PO means, we assume that the above functional forms
are unknown. With linear RA methods, we simply run the regression of the observed outcome on a
constant, and the covariates. For nonlinear RA, we use a combination of log-likelihood and canon-
ical link function from the QMLE family to obtain consistent PO mean estimates. This is meant
to reflect the uncertainty that researchers often have about the underlying outcome distributions
and how they are generated. Considering three different environments in which to compare the
performance of the linear RA methods also helps to mimic the variety of experimental settings that
researchers encounter where regression adjustment can be exploited to produce precision gains.
6.2 Discussion
Tables 2-7 report the bias and standard deviation of SM, PRA, SRA, and the nonlinear RA estima-
tors for the three PO means. The first two tables (see 2, 3) report these measures for population
1 where we compare the linear RA estimators for low and high R-squared settings, respectively.
Similarly, Tables 4 and 5 report bias and standard deviation estimates of both linear and nonlinear
RA methods for population 2 for a low and high R-squared, and finally tables 6 and 7 report the
same for population 3. Each table considers three different sample sizes. Note that in most cases,
the bias of RA methods is comparable to the subsample means estimator, which is unbiased for the
PO means. However, one may be willing to forego the bias in RA estimates in favor of efficiency,
in which case we turn our attention to standard deviation measures.
Across both low and highR-squared configurations, we see that regression adjustment typically
improves over subsample means. The magnitude of such a precision gain with PRA depends on
how predictive the covariates are of the potential outcomes. We see that the gain in precision
from using covariates is generally smaller (see Tables 1 and 3) at low R-squared values than at
high R-squared (see Tables 2 and 4). For all three population models, we see PRA improves
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over SM and SRA improves over PRA. Moreover, nonlinear RA generally seems to improve over
linear RA methods and SM. The difference in precision between PRA and SRA depends on how
heterogeneous are the slope coefficients on the covariates in the true linear projections.
[Table 2 near here]
[Table 3 near here]
[Table 4 near here]
[Table 5 near here]
[Table 6 near here]
[Table 7 near here]
7 Applications
7.1 Treatment Effects with Multiple Treatment Levels
The most direct application of the results in this paper is in the context of a randomized intervention
with more than two treatment levels. Regression adjustment can be used for any kind of response
variable. With a reasonable sample size per treatment level, separate regression adjustment is
preferred to pooled regression adjustment.
If the outcome Y (g) is restricted in some substantive way, a nonlinear RA method of the kind
described in Section 5 can be used to exploit the logical restrictions on E [Y (g)|X]. While we can-
not show this guarantees efficiency gains compared with using subsample averages, the simulation
findings seen in the previous section and in Negi and Wooldridge (2020) suggest the gains can be
nontrivial – even compared with separate linear RA.
7.2 Difference-in-Differences Designs
Difference-in-differences applications can be viewed as a special case of multiple treatment levels.
For illustration, consider the standard setting where there is a single before period and a single post
treatment period. Let C be the control group and T the treatment group. Label B the before period
and A the after period. The standard DID treatment effect is a particular linear combination of the
means from the four groups:
τ = (µTA − µTB)− (µCA − µCB)
Estimating the means by separate regression adjustment is generally better than not controlling for
covariates, or putting them in additively. Note here that we would have to take the Abadie (2005)
setting that views the draws of the groups and time periods as being a random sample from one
large population. More complicated situations can also be handled, where there is more than one
before period, or an additional control (DDD strategies). All effects are linear combinations of the
mean responses.
7.3 Estimating Lower Bound Mean Willingness-to-Pay
In the context of contingent valuation, individuals are randomly presented with the price of a new
good or tax for a new project. They are asked whether they would purchase the good at the given
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price, or be in favor of the project at the given tax. Generally, the price or tax is called the “bid
value.” The outcome for each individual is a binary “vote” (yes = 1, no = 0).
A common approach in CV studies is to estimate a lower bound on the mean willingness-to-pay
(WTP). The common estimators are based on the area under the WTP survival function:
E(WTP ) =
∫
∞
0
S(a)da
When a population of individuals is presented with a small number of bid values, it is not possible
to identify E(WTP ), but only a lower bound. Specifically, let b1, b2, ..., bG be G bid values and
define the binary potential outcomes as
Y (g) = 1[WTP > bg], g = 1, ..., G.
In other words, if a person is presented with bid value bg, Y (g) is the binary response, which is
assumed to be unity ifWTP exceeds the bid value. The connection with the survivor function is
µg ≡ E [Y (g)] = P(WTP > bg) = S(bg)
Notice that µg is the proportion of people in the population who have a WTP exceeding bg. This
fits into the potential outcomes setting because each person is presented with only one bid value.
Standard consumer theory implies that µg+1 ≤ µg, which simply means the demand curve is
weakly declining in price.
It can be shown that, with b0 ≡ 0 for notational ease,
τ ≡
G∑
g=1
(bg − bg−1)µg ≤ E(WTP ),
and it is this particular linear combination of {µg : g = 1, 2, ..., G} that we are interested in
estimating. The so-called ABERS (1955) estimator introduced by Ayer et al. (1955), without a
downward sloping survival function imposed, replaces µg with its sample analog:
τˆABERS =
G∑
g=1
(bg − bg−1)Y¯g
where
Y¯g = N
−1
g
N∑
i=1
Yi · 1[Bi = bg]
is the fraction of yes votes at bid value bg. Of course, the Y¯g can also be obtained as the coefficients
from the regression
Yi on Bid1i, Bid2i, ..., BidGi, i = 1, ..., N
Lewbel (2000) and Watanabe (2010) allow for covariates in order to see how WTP changes with
individual or family characteristics and attitudes, but here we are interested in estimating τ .
We can apply the previous results on efficiency because τ is a linear combination of the µg.
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Therefore, using separate linear RA to estimate each µg, and then forming
τˆSRA =
G∑
g=1
(bg − bg−1)µˆg
is generally asymptotically more efficient than τˆABERS . Moreover, because Y is a binary outcome,
we might improve efficiency further by using logit models at each bid value to obtain the µˆg.
7.4 Application to California Oil Data
This section applies the regression adjustment estimators to survey data from the California Oil
spill study from Carson et al. (2004). The study implements a CV survey to assess the value
of damages to natural resources from future oil spills along California’s Central Coast. This is
achieved by estimating a lower bound mean WTP measure of the cost of oil spills to California’s
residents. The survey provides respondents with the choice of voting for or against a governmental
program that would prevent natural resource injuries to shorelines and wildlife along California’s
central coast over the next decade. In return, the public is asked to pay a one time lump sum income
tax surcharge for setting up the program.
The main sample survey used to elicit the yes or no votes is conducted by Westat, Inc. The data
is a random sample of 1,085 interviews conducted with English speaking California households
where the respondent is 18 years or older, and lives in private residence that is either owned or
rented. Weights are used to address issues of non-representativeness of the interviewed sample
from the total initially chosen sample. Each respondent is randomly assigned one of five tax
amounts: $5, $25, $65, $120, or $220 and the binary choice of “yes” or “no” for the oil spill
prevention program is recorded at the randomly assigned tax amount.
Apart from the choice at the randomized bids, the survey also collects data on five major char-
acteristics of the respondents’ household which are economic, demographic, preferences and atti-
tudes towards the environment, interest in and use of the affected natural resources, evaluations of
the expected harm and prevention program, and interpretations of the payment mechanism. The
economic and demographic variables include log income of the household (labeled linc), whether
household pays California taxes in 1994 (labeled notax), and resides in Central Coast primary
sampling unit (labeled ccoast). Preference towards environment include indicator variables re-
flecting importance of preventing oil spills in coastal areas, (labeled coastip), spending to protect
wildlife (wildip), and whether respondents consider themselves to be environmentalists or envi-
ronmental activists (labeled envist). The attitudinal characteristics, lowspend, and payveh, relate
to respondents’ attitudes towards government programs where lowspend identifies people who do
not consider spending as important whereas payveh measures whether respondents consider taxes
to be the appropriate payment method for protecting the environment. Variables reflecting interest
and use of the affected natural resources are hwy1 (driving along the central coast on highway 1),
and fambird (familiarity with at least one of the five species of birds most often harmed by past
oil spills). Variables measuring respondents’ evaluations of the expected harm and prevention pro-
gram include moreharm (who think oil spills over the next decade would cause more harm than
mentioned in survey), lessharm (who think oil spills would cause less harm), pmworks (who be-
lieve in the program’s effectiveness in achieving the desired goal), and pnotwork (those who had
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concerns regarding program’s effectiveness). The final variables relate to respondents’ interpreta-
tion of the payment mechanism, labeled paymore (respondents who believe the tax amount to not
be limited to one year), and protest (those who protested that either the oil companies should pay
for the program or who thought that the companies would pass the costs to consumers in the form
of higher gas and oil prices).
Table 8 provides a summary of yes votes at the different tax amounts presented to the respon-
dents. We see approximately the same number of yes-votes at each of the five bid amounts. Finally,
Table 9 provides estimates of the PO means using linear and nonlinear regression adjustment es-
timators. The RA estimators control for important respondent characetrsitics like log income,
missing income, whether respondent paid california taxes, resides near the affected area, and other
covariates that capture attitude and preferences towards the environment. We then use these PO
mean estimates to obtain the lower bound mean WTP estimate.
In terms of the standard error, we see a clear ranking amongst the linear regression adjusted
estimators (as predicted by the theoretical results in our paper). The linear SRA estimator delivers
more precise PO mean estimates, and consequently WTP estimate, than the ABERS estimator
which simply uses subsample averages to construct τ . Performing separate nonlinear regression
adjustment which uses a bernoulli QMLEwith a logisticmean function gives a strictly more precise
estimate than the linear separate slopes estimator. However, we do notice the nonlinear pooled RA
to have a strictly smaller standard error than nonlinear separate RA, both for the PO means and
consequently for the WTP estimate. In this case, using a pooled logistic regression seems to have
produced substantial efficiency improvements over estimating separate logistic regressions.
[Table 8 near here]
[Table 9 near here]
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8 Conclusion
In this paper, we build on the work of Negi and Wooldridge (2020) to study efficiency improve-
ments with linear regression adjustment when there are more than two treatment levels. In partic-
ular, we consider any arbitrary G number of treatments which have been randomly assigned. We
show that jointly estimating the vector of potential outcome means using linear RA that allows for
separate slopes for the different assignment levels is asymptotically never worse than just using
subsample averages. One case when there is no gain in asymptotic efficiency from using SRA is
when the slopes are all zero. In other words, when the covariates are not predictive of the potential
outcomes, then using separate slopes does not produce more precise estimates compared to just
estimating the subsample averages. We also show that separate slopes RA is generally more ef-
ficient compared to pooled RA, unless the true linear projection slopes are homogeneous. In this
case using SRA to estimate the vector of PO means is harmless. In other words, using SRA under
this scenario does not hurt.
In addition, this paper also extends the discussion around nonlinear regression adjustment made
in Negi and Wooldridge (2020) to more than two treatment levels. In particular, we show that
pooled and separate nonlinear RA estimators of the quasi-maximum likelihood variety are con-
sistent if one chooses the mean and objective functions appropriately from the linear exponential
family. In simulations, we find that nonlinear SRA can provide substantial improvements of the
subsample means estimators as well as the linear version of SRA. Efficiency gains from using
nonlinear SRA over nonlinear PRA are harder to detect.
As an illustration of these efficiency arguments, we apply the separate slopes RA estimators
to estimate the lower bound mean WTP using data from a contingent valuation study undertaken
to provide an ex-ante measure of damages to natural resources from future oil spills along Cali-
fornia’s coast. We find that the lower bound mean WTP is estimated more efficiently when we
allow the slopes on the different bid values to be estimated separately as opposed to the ABERS
estimator, which uses subsample averages for the PO means. We also find that for our empirical
application pooling slopes in the logistic regression seems to perform the best in terms of produc-
ing the lowest standard error relative to both linear and nonlinear separate slopes estimators. Our
simulation study also provides evidence on efficiency improvements with regression adjustment
methods under three different empirical settings. We find both linear and nonlinear RA methods
to be improving precision over the subsample means estimator. The magnitude of precision gain
with regression adjustment over subsample averages generally depends on how strongly covariates
predict the potential outcomes.
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Tables for main text
Table 1: Combinations of Means and QLLFs to Ensure Consistency
Support Restrictions Mean Function Quasi-LLF
None Linear Gaussian (Normal)
Y (g) ∈ [0, 1] (binary, fractional) Logistic Bernoulli
Y (g) ∈ [0, B] (count, corners) Logistic Binomial
Y (g) ≥ 0 (count, continuous, corner ) Exponential Poisson
This table enumerates combinations of quasi log likelihood functions and link function specifica-
tions, both of which depend the kind of restrictions placed on the support of the response variable.
The selection of these QLL and CM function specifications will ensure consistent estimation of
the PO means despite misspecification in the conditional mean function.
Table 2: Bias and standard deviation of RA estimators for population 1 (linear) for a low R2
LowR2
Estimator
N 500 1,000 5,000
µ1 µ2 µ3 µ1 µ2 µ3 µ1 µ2 µ3
SM
Bias 0.0014 -0.0015 -0.0014 0.0032 -0.0118 0.0004 0.0029 0.0001 -0.0042
Sd 0.1222 0.4371 0.1412 0.0634 0.2051 0.0681 0.0123 0.0403 0.0140
PRA
Bias 0.0017 -0.0038 0.0010 0.0030 -0.0135 0.0024 0.0017 -0.0012 -0.0018
Sd 0.1217 0.4000 0.1392 0.0617 0.1927 0.0671 0.0121 0.0376 0.0133
SRA
Bias 0.0017 -0.0057 -0.0001 0.0032 -0.0147 0.0014 0.0021 -0.0026 -0.0029
Sd 0.1119 0.3825 0.1321 0.0582 0.1895 0.0638 0.0112 0.0369 0.0128
a Here SM refers to subsample means, PRA is pooled regression adjustment, and SRA is separate regression adjustment estimator.
b Empirical distributions are generated with 1,000 Monte Carlo repetitions.
c The true population mean vector is: µ = (0.0588, 0.3999, 2.0969)
d Low R2 corresponds to (R2
1
, R2
2
, R2
3
) = (0.2405, 0.2865, 0.1839)
23
Table 3: Bias and standard deviation of RA estimators for population 1 (linear) for high R2
HighR2
Estimator
N 500 1,000 5,000
µ1 µ2 µ3 µ1 µ2 µ3 µ1 µ2 µ3
SM
Bias 0.0022 0.0101 -0.0022 0.0004 -0.0099 -0.0072 0.0045 0.0032 -0.0081
Sd 0.2387 0.7030 0.3210 0.1208 0.3230 0.1454 0.0242 0.0625 0.0316
PRA
Bias 0.0051 0.0030 0.0032 -0.0005 -0.0155 -0.0005 0.0005 -0.0005 -0.0003
Sd 0.2094 0.5309 0.2154 0.1026 0.2518 0.1042 0.0208 0.0484 0.0206
SRA
Bias 0.0040 -0.0001 0.0031 -0.0001 -0.0191 -0.0025 0.0019 -0.0027 -0.0021
Sd 0.1669 0.4896 0.2055 0.0845 0.2390 0.0969 0.0168 0.0464 0.0196
a SM refers to subsample means, PRA is pooled regression adjustment, and SRA is separate regression adjustment.
b Empirical distributions are generated with 1,000 Monte Carlo repetitions.
c The true population mean vector is: µ = (0.0698, 0.9654, 1.5069)
d High R2 corresponds to an (R2
1
, R2
2
, R2
3
) = (0.7671, 0.7517, 0.8680)
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Table 4: Bias and standard deviation of RA estimators for population 2 (fractional) for a low R2
LowR2
Estimator
N 500 1,000 5,000
µ1 µ2 µ3 µ1 µ2 µ3 µ1 µ2 µ3
SM
Bias 0.0002 -0.0012 -0.0003 0.0003 0.0000 -0.0002 0.0002 -0.0003 0.0001
Sd 0.0189 0.0436 0.0205 0.0094 0.0220 0.0097 0.0019 0.0045 0.0020
PRA
Bias 0.0001 -0.0010 -0.0003 0.0003 0.0000 -0.0002 0.0001 -0.0004 0.0002
Sd 0.0175 0.0400 0.0190 0.0086 0.0200 0.0091 0.0017 0.0040 0.0019
SRA
Bias -0.0001 -0.0007 -0.0005 0.0002 0.0002 -0.0001 0.0002 -0.0005 0.0002
Sd 0.0172 0.0396 0.0185 0.0084 0.0196 0.0088 0.0017 0.0039 0.0018
NPRA
Bias -0.0001 -0.0016 -0.0004 0.0003 -0.0004 -0.0004 0.0003 -0.0006 0.0000
Sd 0.0157 0.0395 0.0183 0.0079 0.0193 0.0089 0.0016 0.0039 0.0018
NSRA
Bias 0.0005 -0.0011 0.0001 0.0007 -0.0002 0.0000 0.0004 -0.0005 0.0001
Sd 0.0154 0.0394 0.0174 0.0079 0.0194 0.0085 0.0016 0.0039 0.0017
a SM refers to subsample means, PRA is pooled regression adjustment, SRA is separate regression adjustment, whereas NPRA and
NSRA refers to nonlinear pooled and separate regression adjustment, respectively.
b Empirical distributions are generated with 1,000 Monte Carlo repetitions.
c The true population mean vector is: µ = (0.0745, 0.3814, 0.0850)
d Low R2 corresponds to an (R2
1
, R2
2
, R2
3
) = (0.3336, 0.2949, 0.2827)
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Table 5: Bias and standard deviation of RA estimators for population 2 (fractional) for a high R2
HighR2
Estimator
N 500 1,000 5,000
µ1 µ2 µ3 µ1 µ2 µ3 µ1 µ2 µ3
SM
Bias 0.0007 0.0000 0.0001 0.0007 0.0009 0.0003 0.0003 0.0001 -0.0010
Sd 0.0469 0.0486 0.0431 0.0236 0.0249 0.0216 0.0047 0.0051 0.0043
PRA
Bias 0.0006 -0.0006 0.0007 0.0007 0.0008 0.0004 0.0002 -0.0002 -0.0006
Sd 0.0352 0.0348 0.0327 0.0175 0.0180 0.0162 0.0034 0.0035 0.0032
SRA
Bias 0.0004 -0.0006 0.0008 0.0006 0.0007 0.0003 0.0002 -0.0002 -0.0006
Sd 0.0351 0.0349 0.0324 0.0175 0.0179 0.0160 0.0034 0.0035 0.0032
NPRA
Bias 0.0004 -0.0002 0.0004 0.0012 0.0003 0.0008 0.0001 -0.0002 -0.0003
Sd 0.0308 0.0309 0.0318 0.0155 0.0159 0.0160 0.0030 0.0031 0.0032
NSRA
Bias 0.0003 -0.0001 0.0005 0.0010 0.0003 0.0005 -0.0001 -0.0001 -0.0004
Sd 0.0304 0.0306 0.0308 0.0153 0.0158 0.0155 0.0029 0.0031 0.0030
a SM refers to subsample means, PRA refers to pooled regression adjustment, SRA is separate regression adjustment, whereas
NPRA and NSRA refers to nonlinear pooled and separate regression adjustment, respectively.
b Empirical distributions are generated with 1,000 Monte Carlo repetitions.
c The true population mean vector is: µ = (0.3960, 0.4984, 0.5803)
d High R2 corresponds to an (R2
1
, R2
2
, R2
3
) = (0.7002, 0.7166, 0.6729)
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Table 6: Bias and standard deviation of RA estimators for population 3 (non-negative) for a low R2
LowR2
Estimator
N 500 1,000 5,000
µ1 µ2 µ3 µ1 µ2 µ3 µ1 µ2 µ3
SM
Bias 0.1273 0.0120 0.0348 -0.0154 -0.0373 0.0405 0.0318 -0.0172 -0.0071
Sd 2.5832 1.9673 2.5624 0.9173 0.9696 1.3395 0.2342 0.1947 0.2590
PRA
Bias 0.0953 0.0236 0.0517 -0.0120 -0.0504 0.0496 0.0367 -0.0242 -0.0052
Sd 2.4399 1.8173 2.3985 0.8940 0.9138 1.2410 0.2272 0.1795 0.2436
SRA
Bias 0.0460 -0.0280 -0.0063 -0.0287 -0.0746 0.0222 0.0311 -0.0302 -0.0099
Sd 2.3124 1.8095 2.3852 0.8884 0.9064 1.2325 0.2272 0.1789 0.2410
NPRA
Bias -0.0085 0.0267 0.1847 -0.0461 -0.0291 0.0466 0.0002 -0.0148 0.0362
Sd 1.2665 1.3599 1.8675 0.5625 0.6147 0.8254 0.1375 0.1247 0.1704
NSRA
Bias 0.0052 0.0168 0.0553 -0.0338 -0.0374 -0.0138 -0.0039 -0.0251 0.0065
Sd 1.2158 1.2458 1.5512 0.5437 0.6012 0.7688 0.1229 0.1207 0.1565
a SM refers to subsample means, PRA refers to pooled regression adjustment, SRA is separate regression adjustment, whereas NPRA
and NSRA refers to nonlinear pooled and separate regression adjustment, respectively.
b Empirical distributions are generated with 1,000 Monte Carlo repetitions.
c The true population mean vector is: µ = (3.1786, 4.3467, 6.3721)
d Low R2 corresponds to an (R2
1
, R2
2
, R2
3
) = (0.1108, 0.1595, 0.1969)
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Table 7: Bias and standard deviation of RA estimators for population 3 (non-negative) for a high R2
HighR2
Estimator
N 500 1,000 5,000
µ1 µ2 µ3 µ1 µ2 µ3 µ1 µ2 µ3
SM
Bias 0.0327 0.0238 0.0019 0.0379 0.0040 0.0059 -0.0033 0.0057 0.0064
Sd 1.4508 0.5167 0.4574 0.7233 0.2564 0.2201 0.1410 0.0513 0.0472
PRA
Bias 0.0267 0.0291 0.0030 0.0364 0.0121 -0.0005 -0.0040 0.0148 -0.0019
Sd 1.2341 0.4784 0.4088 0.6207 0.2453 0.2046 0.1189 0.0498 0.0385
SRA
Bias 0.0025 0.0159 -0.0062 0.0285 0.0045 -0.0023 -0.0049 0.0120 0.0003
Sd 1.1722 0.4098 0.3565 0.5866 0.2088 0.1786 0.1122 0.0427 0.0358
NPRA
Bias 0.0273 0.0231 0.0058 0.0123 0.0118 0.0086 0.0017 0.0109 -0.0002
Sd 0.9385 0.4083 0.3111 0.4716 0.2055 0.1596 0.0926 0.0415 0.0329
NSRA
Bias 0.0061 0.0211 0.0069 0.0053 0.0057 0.0075 0.0012 0.0072 -0.0005
Sd 0.9069 0.3488 0.3104 0.4594 0.1752 0.1596 0.0904 0.0347 0.0328
a SM refers to subsample means, PRA refers to pooled regression adjustment, SRA is separate regression adjustment, whereas
NPRA and NSRA refers to nonlinear pooled and separate regression adjustment, respectively.
b Empirical distributions are generated with 1,000 Monte Carlo repetitions.
c The true population mean vector is: µ = (9.4187, 3.7406, 3.3981)
d High R2 corresponds to an (R2
1
, R2
2
, R2
3
) = (0.5154, 0.5191, 0.5745)
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Table 8: Summary of
yes votes at different tax
amounts
Tax Yes-votes %
$5 219 20.2
$25 216 19.9
$65 241 22.2
$120 181 16.7
$220 228 21.0
Total 1,085 100
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Table 9: Lower bound mean willingness to pay estimate using ABERS
and regression adjustment estimators
PO means
Linear Nonlinear
Bids SM PRA SRA PRA SRA
$5 0.6894 0.6841 0.6829 0.6841 0.6844
(0.0313) (0.0289) (0.0284) (0.0288) (0.0288)
$25 0.5694 0.5874 0.5899 0.5893 0.5899
(0.0338) (0.0311) (0.0310) (0.0299) (0.0308)
$65 0.4855 0.484 0.4815 0.4862 0.4862
(0.0323) (0.0299) (0.0297) (0.0286) (0.0293)
$120 0.4033 0.3806 0.3828 0.3804 0.3813
(0.0365) (0.0338) (0.0329) (0.0328) (0.0334)
$220 0.2895 0.2972 0.2921 0.294 0.2925
(0.0301) (0.0290) (0.0290) (0.0285) (0.0286)
WTP 85.3852 85.1792 84.74 84.9763 84.8894
(3.9051) (3.8356) (3.8141) (3.6102) (3.7947)
Observations 1,085 1,085 1,085 1,085 1,085
a Standard errors are in parentheses. SM refers to subsample means estimator. This
simply averages the ‘yes’ responses to estimate the POmean at a particular bid amount.
PRA refers to the estimator that uses pooled regression adjustment for estimating mean
bid amounts, and SRA refers to separate regression adjustment.
b The lower bound mean WTP estimate is calculated using
∑G
g=1(bg − bg−1)µˆg where
ABERS estimate uses µˆg = Y¯g , and the regression adjustment estimators use µˆg =
µˆPRA, µˆg = µˆSRA, µˆg = µˆPRA-logit, and µˆg = µˆSRA-logit.
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A Proofs
A.1 Proof of Theorem 1
Proof. Using the expression, Y = µg + X˙βg + U(g), write Y¯g as
Y¯g = N
−1
g
N∑
i=1
WigYi(g) = N
−1
g
N∑
i=1
Wig
[
µg + X˙iβg + Ui(g)
]
= µg +N
−1
g
N∑
i=1
Wig
[
X˙iβg + Ui(g)
]
= µg + (N/Ng)N
−1
N∑
i=1
Wig
[
X˙iβg + Ui(g)
]
= µg +
(
1
ρˆg
)
N−1
N∑
i=1
Wig
[
X˙iβg + Ui(g)
]
Therefore,
√
N
(
Y¯g − µg
)
= ρˆ−1g
{
N−1/2
N∑
i=1
Wig
[
X˙iβg + Ui(g)
]}
(A.1)
By random assignment,
E
(
WigX˙i
)
= E(Wig)E
(
X˙i
)
= 0
E [WigUi(g)] = E (Wig)E [Ui(g)] = ρgE [Ui(g)] = 0,
and so the CLT applies to the standardized average in (A.1). Now use ρˆg = ρg + op(1) to obtain
the following first-order representation:
√
N
(
Y¯g − µg
)
= ρ−1g
{
N−1/2
N∑
i=1
Wig
[
X˙iβg + Ui(g)
]}
+ op(1). (A.2)
Stacking A.2 for all g, we obtain the desired result.
A.2 Proof of Theorem 2
Proof. Letting X˘i = (1,Xi), the probability limit of
(
αˆg, βˆ
′
g
)
′
is
[
E
(
WigX˘
′
iX˘i
)]
−1 [
E
(
WigX˘
′
iYi
)]
= ρ−1g
[
E
(
X˘′iX˘i
)]
−1 [
E
(
WigX˘
′
iYi(g)
)]
= ρ−1g
[
E
(
X˘′iX˘i
)]
−1 [
ρgE
(
X˘′iYi(g)
)]
=
[
E
(
X˘′iX˘i
)]
−1 [
E
(
X˘′iYi(g)
)]
=
(
αg
βg
)
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where random assignment is used so thatWig is independent of [Xi, Yi(g)]. It follows that
(
αˆg, βˆ
′
g
)
′
is consistent for
(
αg,β
′
g
)
′
, and so a consistent estimator of µg is
µˆg = αˆg + X¯βˆg.
Note that this estimator, which we refer to as full (or separate) regression adjustment (SRA), is
the same as an imputation procedure. Given αˆg and βˆg, impute a value of Yi(g) for each i in the
sample, whether or not i is assigned to group g:
Yˆi(g) = αˆg +Xiβˆg, i = 1, 2, ..., N.
Averaging these imputed values across all i produces µˆg. In order to derive the asymptotic variance
of µˆg, it is helpful to obtain it as the intercept from the regression
Yi on 1,Xi − X¯, Wig = 1.
Let X¨i = Xi − X¯ and
R¨i = (1, X¨i).
Define
γˆg =
(
µˆg
βˆg
)
=
(
N∑
i=1
WigR¨
′
iR¨i
)−1( N∑
i=1
WigR¨
′
iYi
)
=
(
N−1
N∑
i=1
WigR¨
′
iR¨i
)−1(
N−1
N∑
i=1
WigR¨
′
iYi(g)
)
.
Now write
Yi(g) = µg + X˙iβg + Ui(g) = µg + X¨iβg + (X˙i − X¨i)βg + Ui(g)
= µg + X¨iβg + (X¯− µX)βg + Ui(g) = R¨iγg + (X¯− µX)βg + Ui(g)
Plugging in for Yi(g) gives
γˆg = γg +
(
N−1
N∑
i=1
WigR¨
′
iR¨i
)−1 [(
N−1
N∑
i=1
WigR¨
′
i
)
(X¯− µX)βg +N−1
N∑
i=1
WigR¨
′
iUi(g)
]
and so
√
N (γˆg − γg) =
(
N−1
N∑
i=1
WigR¨
′
iR¨i
)−1 [(
N−1
N∑
i=1
WigR¨
′
i
)√
N(X¯− µX)βg +N−1/2
N∑
i=1
WigR¨
′
iUi(g)
]
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Next, because X¯
p→ µX , the law of large numbers and Slutsky’s Theorem imply
N−1
N∑
i=1
WigR¨
′
iR¨i = N
−1
N∑
i=1
WigR˙
′
iR˙i + op(1)
where
R˙i = (1, X˙i).
Further, by random assignment,
N−1
N∑
i=1
WigR˙
′
iR˙i
p→ E
(
WigR˙
′
iR˙i
)
= ρgE
(
R˙′iR˙i
)
= ρgA,
where
A ≡
(
1 0
0 E
(
X˙′iX˙i
))
The terms
√
N(X¯− µX)βg and N−1/2
∑N
i=1WigR¨
′
iUi(g) are Op(1) by the CLT, and so
√
N (γˆg − γg) = (1/ρg)A−1
[(
N−1
N∑
i=1
WigR¨
′
i
)√
N(X¯− µX)βg +N−1/2
N∑
i=1
WigR¨
′
iUi(g)
]
.
Consider the first element of N−1
∑N
i=1WigR¨
′
i:
N−1
N∑
i=1
WigR¨
′
i = N
−1
N∑
i=1
Wig
(
1
X¨′i
)
and so the first element is
N−1
N∑
i=1
Wig = Ng/N = ρˆg
p→ ρg.
Also,
N−1/2
N∑
i=1
WigR¨
′
iUi(g) = N
−1/2
N∑
i=1
Wig
(
1
X¨′i
)
Ui(g)
and so the first element is
N−1/2
N∑
i=1
WigUi(g).
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Because of the block diagonality ofA, the first element of,
√
N (γˆg − γg),
√
N (µˆg − µg), satisfies
√
N (µˆg − µg) = (1/ρg)ρg
√
N(X¯− µX)βg + (1/ρg)N−1/2
N∑
i=1
WigUi(g) + op(1)
=
√
N(X¯− µX)βg + (1/ρg)N−1/2
N∑
i=1
WigUi(g) + op(1).
We can also write
√
N (µˆg − µg) = N−1/2
N∑
i=1
[(Xi − µX)βg +WigUi(g)/ρg] + op(1)
The above representation holds for all g. Then, stacking the RA estimates gives us theorem 2.
A.3 Proof of Theorem 3
Proof. In order to find a useful first order representation of
√
N (µˇ− µ), we first characterize the
probability limit of βˇ. Under random assignment,
E
(
W′X˙
)
= E (W)′ E
(
X˙
)
= 0,
which means that the coefficients on W in the linear projections L (Y |W) and L
(
Y |W, X˙
)
are the same and equal to µ. This essentially proves that adding the demeaned covariates still
consistently estimates µ. Moreover, we can find the coefficients on X˙ in L
(
Y |W, X˙
)
by finding
L
(
Y |X˙
)
. Let β be the the linear projection of Y on X˙. Then
β =
[
E
(
X˙′X˙
)]
−1
E
(
X˙′Y
)
= Ω−1X E
(
X˙′Y
)
Now use
Y =
G∑
g=1
Wg
[
µg + X˙βg + U(g)
]
so that
E
(
X˙′Y
)
=
G∑
g=1
{
E
(
X˙′Wgµg
)
+ E
(
X˙′WgX˙
)
βg + E
[
X˙′WgU(g)
]}
=
G∑
g=1
{0+ ρgΩXβg + 0} = ΩX
(
G∑
g=1
ρgβg
)
,
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where we again use random assignment, E
(
X˙
)
= 0, and E
[
X˙′U(g)
]
= 0. It follows that
β = Ω−1X ΩX
(
G∑
g=1
ρgβg
)
=
(
G∑
g=1
ρgβg
)
.
Therefore, the β in the linear projection L
(
Y |X˙
)
is simply a weighted average of the coefficients
from the separate linear projections using the potential outcomes.
Now we can write
Yi =Wiµ+ X˙iβ + Ui
where the linear projection error Ui is
Ui =
G∑
g=1
Wig
[
µig + X˙iβg + Ui(g)
]
−Wiµ− X˙i
(
G∑
g=1
ρgβg
)
=
G∑
g=1
(Wig − ρg)X˙iβg +
G∑
g=1
WigUi(g)
We can now obtain the asymptotic representation for
√
N (µˇ− µ). Write θ = (µ′,β′)′, R˙i =(
Wi, X˙i
)
, R¨i =
(
Wi, X¨i
)
, and θˇ =
(
µˇ′, βˇ′
)
′
as the OLS estimators. The asymptotic variance
of
√
N (µˇ− µ) is not the same as replacing X¨i with X˙i (even though for βˇ it is). Write
Yi = Wiµ+ X¨iβ +
(
X˙i − X¨i
)
β + Ui =Wiµ+ X¨iβ +
(
X¯− µX
)
β + Ui
= R¨iθ +
(
X¯− µX
)
β + Ui.
Now
θˇ =
(
N−1
N∑
i=1
R¨
′
iR¨i
)−1(
N−1
N∑
i=1
R¨
′
iYi
)
= θ +
(
N−1
N∑
i=1
R¨
′
iR¨i
)−1 (N−1 N∑
i=1
R¨i
)′ (
X¯− µX
)
β +N−1
N∑
i=1
R¨
′
iUi


and so
√
N
(
θˇ − θ) =
(
N−1
N∑
i=1
R¨
′
iR¨i
)−1 (N−1 N∑
i=1
R¨i
)′ [√
N
(
X¯− µX
)]
β +N−1/2
N∑
i=1
R¨
′
iUi


=
(
N−1
N∑
i=1
R¨
′
iR¨i
)−1 [(
N−1
∑N
i=1W
′
i
0
)[√
N
(
X¯− µX
)]
β +N−1/2
N∑
i=1
(
Wi
X¨i
)′
Ui
]
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because N−1
∑N
i=1 X¨
′
i = 0. Further, the terms in [·] are Op(1) and
N−1
N∑
i=1
R¨′iR¨i
p→
(
E (W′iWi) 0
0 ΩX
)
by random assignment and E
(
X˙i
)
= 0. Therefore,
√
N
(
θˇ − θ) = ([E (W′iWi)]−1 0
0 Ω−1X
)[(
N−1
∑N
i=1W
′
i
0
)[√
N
(
X¯− µX
)]
β +N−1/2
N∑
i=1
R¨′iUi
]
.
We can now look at
√
N (µˇ− µ), the first G elements of√N (θˇ − θ). But
N−1
N∑
i=1
W′i
p→


ρ1
ρ2
...
ρG


and so
√
N (µˇ− µ) = [E (W′iWi)]−1




ρ1
ρ2
...
ρG

N−1/2
N∑
i=1
X˙iβ +N
−1/2
N∑
i=1
W′iUi

+ op(1).
Note that
W′iWi =


Wi1 0 · · · 0
0 Wi2
. . .
...
...
. . . 0
0 · · · 0 WiG


and so
E (W′iWi) =


ρ1 0 · · · 0
0 ρ2
. . .
...
...
. . .
. . . 0
0 · · · 0 ρG


Therefore,
√
N (µˇ− µ) = jGN−1/2
N∑
i=1
X˙iβ + [E (W
′
iWi)]
−1
N−1/2
N∑
i=1
W′iUi + op(1) (A.3)
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where jG = (1, 1, ..., 1)
′. Now write
√
N (µˇ− µ) = jGN−1/2
N∑
i=1
X˙iβ +


ρ1 0 · · · 0
0 ρ2
. . .
...
...
. . .
. . . 0
0 · · · 0 ρG


−1 [
N−1/2
N∑
i=1
W′iUi
]
+ op(1)
W′iUi =


Wi1
Wi2
...
WiG


[
G∑
h=1
(Wih − ρg)X˙iβg +
G∑
h=1
WihUi(h)
]
=


Wi1
∑G
h=1(Wih − ρh)X˙iβh
Wi2
∑G
h=1(Wih − ρh)X˙iβh
...
WiG
∑G
h=1(Wih − ρh)X˙iβh

+


Wi1Ui(1)
Wi2Ui(2)
...
WiGUi(G)


and so
√
N (µˇ− µ)
=N−1/2
N∑
i=1




X˙iβ
X˙iβ
...
X˙iβ

+


∑G
h=1Wi1(Wih − ρh)X˙iβh/ρ1∑G
h=1Wi2(Wih − ρh)X˙iβh/ρ1
...∑G
h=1WiG(Wih − ρh)X˙iβh/ρ1

+


Wi1Ui(1)/ρ1
Wi2Ui(2)/ρ2
...
WiGUi(G)/ρG




(A.4)
For each g, we can write the second term in bracket as follows. Then, combine the first and second
parts and simplify using the expression for β. For example,
G∑
g=1
Wi1(Wig − ρg)X˙iβg/ρ1 = ρ−11
[
Wi1(Wi1 − ρ1)X˙iβ1 −Wi1ρ2X˙iβ2 − · · · −Wi1ρGX˙iβG
]
= ρ−11 X˙i [Wi1(1− ρ1)β1 −Wi1ρ2β2 − · · · −Wi1ρGβG]
= ρ−11 Wi1X˙i [β1 − (ρ1β1 + ρ2β2 + · · ·+ ρGβG)]
= ρ−11 Wi1X˙i (β1 − β) .
Using (A.4) and adding X˙iβ and rearranging, we obtain our result.
A.4 Proof of Theorem 4
Proof. From (6), (7), E (LiQ
′
i) = 0, and E (KiQ
′
i) = 0, it follows that
Avar
[√
N (µˆSM − µ)
]
= ΩL +ΩQ
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Avar
[√
N (µˆSRA − µ)
]
= ΩK +ΩQ
where ΩL = E (LiL
′
i) and so on. Therefore, to show that Avar
[√
N (µˆSRA − µ)
]
is smaller (in
the matrix sense), we must show
ΩL −ΩK
is PSD, where
Ki =


X˙iβ1
X˙iβ2
...
X˙iβG

 and Li =


Wi1X˙iβ1/ρ1
Wi2X˙iβ2/ρ2
...
WiGX˙iβG/ρG


The elements of Li are uncorrelated because WigWih = 0 for g 6= h. The variance of the gth
element is
E
[(
WigX˙iβg/ρg
)2]
= E (Wig) ρ
−2
g E
[(
X˙iβg
)2]
= ρ−1g E
[(
X˙iβg
)2]
= ρ−1g β
′
gΩXβg.
Therefore,
E (LiL
′
i) =


β′1ΩXβ1/ρ1 0 · · · 0
0 β′2ΩXβ2/ρ2
. . .
...
...
. . .
. . . 0
0 · · · 0 β′GΩXβG/ρG


= B′


ΩX/ρ1 0 · · · 0
0 ΩX/ρ2
. . .
...
...
. . .
. . . 0
0 · · · 0 ΩX/ρG

B = B′




ρ−11 0 · · · 0
0 ρ−12
. . .
...
...
. . .
. . . 0
0 · · · 0 ρ−1G

⊗ΩX

B
where
B =


β1 0 · · · 0
0 β2
. . .
...
...
. . .
. . . 0
0 · · · 0 βG


For the variance matrix ofKi,
V
(
X˙iβg
)
= β′gΩXβg
C(X˙iβg, X˙iβh) = β
′
gΩXβh
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Therefore,
E (KiK
′
i) = B
′


ΩX ΩX · · · ΩX
ΩX ΩX
. . .
...
...
. . .
. . . ΩX
ΩX · · · ΩX ΩX

B = B′ [(jGj′G)⊗ΩX]B
where j′G = (1, 1, ..., 1). Therefore, the comparison we need to make is

ρ−11 0 0
0 ρ−12
0
0 0 ρ−1G

⊗ΩX versus (jGj′G)⊗ΩX
That is, we need to show 



ρ−11 0 · · · 0
0 ρ−12
. . .
...
...
. . .
. . . 0
0 · · · 0 ρ−1G

− (jGj′G)

⊗ΩX
is PSD. The Kronecker product of two PSD matrices is also PSD, so it suffices to show

ρ−11 0 · · · 0
0 ρ−12
. . .
...
...
. . .
. . . 0
0 · · · 0 ρ−1G

− (jGj′G)
is PSD when the ρg add to unity. Let a be any G× 1 vector. Then
a′


ρ−11 0 · · · 0
0 ρ−12
. . .
...
...
. . .
. . . 0
0 · · · 0 ρ−1G

 a =
G∑
g=1
a2g/ρg
a′ (jGj
′
G) a = (a
′jG)
2
=
(
G∑
g=1
ag
)2
So we have to show
G∑
g=1
a2g/ρg ≥
(
G∑
g=1
ag
)2
.
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Define vectors b =
(
a1/
√
ρ1, a2/
√
ρ2, ..., aG/
√
ρG
)
′
and c =
(√
ρ1,
√
ρ2, ...,
√
ρG
)
′
and apply the
Cauchy-Schwarz inequality:
(
G∑
g=1
ag
)2
= (b′c)
2 ≤ (b′b) (c′c) =
(
G∑
g=1
a2g/ρg
)(
G∑
g=1
ρg
)
=
(
G∑
g=1
a2g/ρg
)
because
∑G
g=1 ρg = 1.
A.5 Proof of Theorem 5
Proof. From (7), (8), E(FiK
′
i) = E(KiQ
′
i) = E(FiQ
′
i) = 0, it follows that
Avar
[√
N (µˆSRA − µ)
]
= ΩK +ΩQ (A.5)
Avar
[√
N (µˆPRA − µ)
]
= ΩF +ΩK +ΩQ (A.6)
where ΩK = E (KiK
′
i) and so on. Therefore, comparing A.5 and A.6, we obtain the result.
A.6 Proof of Theorem 6
Proof. Letm(αg +Xβg) be the mean function associated with the canonical link function from a
linear exponential family for g = 1, 2, . . . , G. Then the QMLE estimators, αˆg and βˆg satisfy the
following first order conditions
N∑
i=1
Wig · [Yi −m(αˆg +Xiβˆg)] = 0
N∑
i=1
Wig ·X′i · [Yi −m(αˆg +Xiβˆg)] = 0
Then, the FRA estimators of µg are given as
µˆg =
1
N
N∑
i=1
m(αˆg +Xiβˆg)
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For notational simplicity, define Z ≡ (1,X), and δg ≡ (αg,βg)′. Now,
√
N(µˆg − µg) = 1√
N
N∑
i=1
{
m(Ziδˆg)− µg
}
=
1√
N
N∑
i=1
{
m(Ziδ
∗
g)− µg
}
+ E
[∇δm(Ziδ∗g)]√N(δˆg − δ∗g) + op(1)
=
1√
N
N∑
i=1
m˙ig +M
∗
g
√
N(δˆg − δ∗g) + op(1)
where
m∗ig = m(Ziδ
∗
g)
m˙ig = m
∗
ig − µg
and
M∗g = E
[∇δgm(Ziδ∗g)]
Because of estimation via QMLE using linear exponential family with canonical mean m(·), δˆg
will satisfy FOC
1
N
N∑
i=1
WigZ
′
i
[
Yi(g)−m(Ziδˆg)
]
= 0
which implies that
√
N
(
δˆg − δ∗g
)
=
(
E
[
WigZ
′
i∇δgm(Ziδ∗g)
] )−1
N−1/2
N∑
i=1
WigZ
′
iUi(g) + op(1)
where Ui(g) ≡ Yi(g)−m(Ziδ∗g). Because of random assignment, we know thatWig is independent
of Zi and therefore we can write
E
[
WigZ
′
i∇δgm(Ziδ∗g)
]
= ρg ·C∗g
where ρg ≡ P (Wig = 1) and
C∗g ≡ E
[
Z′i∇δgm(Ziδ∗g)
]
Substituting the influence function (IF) for δˆg into the IF for µˆg,
√
N(µˆg − µg) = N−1/2
N∑
i=1
m˙ig + ρ
−1
g M
∗
gC
∗−1
g
[
N−1/2
N∑
i=1
WigZ
′
iUi(g)
]
+ op(1)
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Hence, stacking all such IFs for g = 1, 2, . . . , G, we obtain
√
N (µˆSRA − µ) =


N−1/2
∑N
i=1
(
m˙i1 + ρ
−1
1 M
∗
1C
∗−1
1 Wi1Z
′
iUi(1)
)
N−1/2
∑N
i=1
(
m˙i2 + ρ
−1
2 M
∗
2C
∗−1
2 Wi2Z
′
iUi(2)
)
...
N−1/2
∑N
i=1
(
m˙iG + ρ
−1
2 M
∗
GC
∗−1
G WiGZ
′
iUi(G)
)

+ op(1)
= N−1/2
N∑
i=1
(Hi + Ji) + op(1) (A.7)
where
Hi =


m˙i1
m˙i2
...
m˙iG

 and Ji =


ρ−11 M
∗
1C
∗−1
1 Wi1Z
′
iUi(1)
ρ−12 M
∗
2C
∗−1
2 Wi2Z
′
iUi(2)
...
ρ−1G M
∗
GC
∗−1
G WiGZ
′
iUi(G)


Now,
Y¯g − µg = 1
Ng
N∑
i=1
Wig m(Ziδˆg)− µg
√
N
(
Y¯g − µg
)
=
N
Ng
·N−1/2
N∑
i=1
Wig
[
m(Ziδˆg)− µg
]
= ρ−1g ·N−1/2
N∑
i=1
Wig
[
m(Ziδˆg)− µg
]
+ op(1)
= ρ−1g ·N−1/2
N∑
i=1
Wig
[
m(Ziδ
∗
g)− µg
]
+ ρ−1g E[Wig∇δgm(Ziδ∗g)]
√
N(δˆg − δ∗g) + op(1)
= N−1/2
N∑
i=1
Wig
ρg
m˙ig + ρ
−1
g M
∗
gC
∗−1
g N
−1/2
N∑
i=1
WigZ
′
iUi(g) + op(1)
Similarly, stacking all such IFs for all g = 1, 2, . . . , G, we get
√
N
(
Y¯ − µ) =


N−1/2
∑N
i=1
(
Wi1
ρ1
m˙i1 + ρ
−1
1 M
∗
1C
∗−1
1 Wi1Z
′
iUi(1)
)
N−1/2
∑N
i=1
(
Wi2
ρ2
m˙i2 + ρ
−1
2 M
∗
2C
∗−1
2 Wi2Z
′
iUi(2)
)
...
N−1/2
∑N
i=1
(
WiG
ρG
m˙iG + ρ
−1
G M
∗
GC
∗−1
G WiGZ
′
iUi(G)
)


+ op(1)
= N−1/2
N∑
i=1
(Pi + Ji) + op(1) (A.8)
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where
Pi =


Wi1
ρ1
m˙i1
Wi2
ρ2
m˙i2
...
WiG
ρG
m˙iG


Consider equations (A.7) and (A.8) in order to compare the two estimators. We see that both
equations have the same vector component, Ji. Note that if the conditional mean function is
correctly specified, then, by random assignment,
E [Ui(g)|Zi,Wi] = 0
This implies, E (JiH
′
i) = E (JiP
′
i) = 0 where,
E (JiP
′
i)
=


E
[
ρ−2
1
M
∗
1
C
∗−1
1
Wi1Z
′
iUi(1)m˙i1
]
0 . . . 0
0 E
[
ρ−2
2
M
∗
2
C
∗−1
2
Wi2Z
′
iUi(2)m˙i2
]
. . . 0
...
...
. . .
...
0 0 . . . E
[
ρ−2G M
∗
GC
∗−1
G WiGZ
′
iUi(G)m˙iG
]


=


ρ−1
1
M
∗
1
C
∗−1
1
E [Z′iUi(1)m˙i1] 0 . . . 0
0 ρ−1
2
M
∗
2
C
∗−1
2
E [Z′iUi(2)m˙i2] . . . 0
...
...
. . .
...
0 0 . . . ρ−1G M
∗
GC
∗−1
G E [Z
′
iUi(G)m˙iG]


and,
E (JiH
′
i)
=


E
[
ρ−1
1
M
∗
1
C
∗−1
1
Wi1Z
′
iUi(1)m˙i1
]
E
[
ρ−1
1
M
∗
1
C
∗−1
1
Wi1Z
′
iUi(1)m˙i2
]
. . . E
[
ρ−1
1
M
∗
1
C
∗−1
1
Wi1Z
′
iUi(1)m˙iG
]
E
[
ρ−1
2
M
∗
2
C
∗−1
2
Wi2Z
′
iUi(2)m˙i1
]
E
[
ρ−1
2
M
∗
2
C
∗−1
2
Wi2Z
′
iUi(2)m˙i2
]
. . . E
[
ρ−1
2
M
∗
2
C
∗−1
2
Wi2Z
′
iUi(2)m˙iG
]
...
...
. . .
...
E
[
ρ−1G M
∗
GC
∗−1
G WiGZ
′
iUi(G)m˙i1
]
E
[
ρ−1G M
∗
GC
∗−1
G WiGZ
′
iUi(G)m˙i2
]
. . . E
[
ρ−1G M
∗
GC
∗−1
G WiGZ
′
iUi(G)m˙iG
]


=


M
∗
1
C
∗−1
1
E [Z′iUi(1)m˙i1] M
∗
1
C
∗−1
1
E [Z′iUi(1)m˙i2] . . . M
∗
1
C
∗−1
1
E [Z′iUi(1)m˙iG]
M
∗
2
C
∗−1
2
E [Z′iUi(2)m˙i1] M
∗
2
C
∗−1
2
E [Z′iUi(2)m˙i2] . . . M
∗
2
C
∗−1
2
E [Z′iUi(2)m˙iG]
...
...
. . .
...
M
∗
GC
∗−1
G E [Z
′
iUi(G)m˙i1] M
∗
GC
∗−1
G E [Z
′
iUi(G)m˙i2] . . . M
∗
GC
∗−1
G E [Z
′
iUi(G)m˙iG]


Therefore,
Avar
[√
N
(
Y¯ − µ) ]− Avar[√N (µˆSRA − µ) ] = E (PiP′i)− E (HiH′i)
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Consider,
E (PiP
′
i) =


E
[
W 2i1
ρ2
1
m˙2i1
]
0 . . . 0
0 E
[
W 2i2
ρ2
2
m˙2i2
]
. . . 0
...
...
. . .
...
0 0 . . . E
[
W 2
iG
ρ2
G
m˙2iG
]


=


ρ−11 E [m˙
2
i1] 0 . . . 0
0 ρ−12 E [m˙
2
i2] . . . 0
...
...
. . .
...
0 0 . . . ρ−1G E [m˙
2
iG]


= E




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG




ρ−11 0 . . . 0
0 ρ−12 . . . 0
...
...
. . .
...
0 0 . . . ρ−1G




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG




The off-diagonal terms are all zero since,Wig ·Wih = 0 for any g 6= h. Similarly,
E (HiH
′
i) =


E [m˙2i1] E [m˙i1m˙i2] . . . E [m˙i1m˙iG]
E [m˙i2m˙i1] E [m˙
2
i2] . . . E [m˙i2m˙iG]
...
...
. . .
...
E [m˙iGm˙i1] E [m˙iGm˙i2] . . . E [m˙
2
iG]


= E




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG




1 1 . . . 1
1 1 . . . 1
...
...
. . .
...
1 1 . . . 1




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG




= E




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG

 jGj′G


m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG




where j′G = (1, 1, ..., 1). Therefore,
Avar
[√
N
(
Y¯ − µ) ]− Avar[√N (µˆSRA − µ) ]
= E




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG






ρ−11 0 · · · 0
0 ρ−12
. . .
...
...
. . .
. . . 0
0 · · · 0 ρ−1G

− (jGj′G)




m˙i1 0 . . . 0
0 m˙i2 . . . 0
...
...
. . .
...
0 0 . . . m˙iG




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Here we can use the result that if T is a real symmetric matrix that is PSD, then S′TS is also real,
symmetric and PSD for some real matrix S. Moreoever, expectation of a random PSD matrix is
also PSD.
To utilize these results here, all we need to show is that the difference of the two matrices in the
expression above is PSD. However, we have already established that

ρ−11 0 · · · 0
0 ρ−12
. . .
...
...
. . .
. . . 0
0 · · · 0 ρ−1G

− (jGj′G)
is PSD in the proof of Thereom 4. Hence, we obtain our result.
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B Application: Using Stata for obtaining correct SE for Pooled
RA estimators
B.1 Linear RA
For implementing our linear pooled regression adjustment estimator for the PO means, one may
use Stata’s gmm command to estimate the demeaned covariates along with the main regression of
Yi onWi, X¨i, i = 1, 2, . . . , N
where X¨i = Xi− X¯ are used because one may then directly interpret the coefficients onWi to be
the estimated PO means. The following code will produce asymptotically correct standard errors
for PO means and subsequently the WTP estimate.
** PRA
estimates clear
local linc d = "(linc-b21)"
local inc miss d = "(inc miss-b31)"
local notax d = "(notax-b41)"
local lowspend d = "(lowspend-b51)"
local ccoast d = "(ccoast-b61)"
local coastip d = "(coastip-b71)"
local wildip d = "(wildip-b81)"
local envist d = "(envist-b91)"
eststo: gmm (-2*(vote-{b01}*bid5-{b02}*bid25-{b03}*bid65 ///
-{b04}*bid120-{b05}*bid220-{b06}*‘linc d’-{b07}*‘inc miss d’ ///
-{b08}*‘notax d’-{b09}*‘lowspend d’-{b10}*‘ccoast d’ ///
-{b11}*‘coastip d’-{b12}*‘wildip d’-{b13}*‘envist d’)) ///
(-2*(linc-{b21})) ///
(-2*(inc miss-{b31})) ///
(-2*(notax-{b41})) ///
(-2*(lowspend-{b51})) ///
(-2*(ccoast-{b61})) ///
(-2*(coastip-{b71})) ///
(-2*(wildip-{b81})) ///
(-2*(envist-{b91})), ///
instruments(1: bid5 bid25 bid65 bid120 bid220 linc inc miss
notax lowspend ccoast coastip wildip envist) ///
winitial(identity) onestep
lincom b[b01: cons]*5 + b[b02: cons]*(25 - 5) + b[b03:
cons]*(65 - 25)+
b[b04: cons]*(120 - 65) + b[b05: cons]*(220 - 120)
The lincom command will then produce the correct willingness to pay lower bound estimate
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along with the correct standard error.
B.2 Nonlinear RA
For the nonlinear pooled estimator, one may exploit the margins command to obtain
µˆg =
1
N
N∑
i=1
[
m(γˆg +Xiβˆ)
]
for g = 1, 2 . . . , G after estimating γˆg and βˆ using a pooled logistic regression. The following
Stata code estimates the WTP lower bound with its correct standard error using the glm command
and then following it up with the margins command.
** NPRA
estimates clear
glm vote i.bid c.linc inc miss i.notax i.lowspend ccoast coastip
wildip envist, family(binomial) link(logit) robust
margins bid, post
lincom b[5.bid]*5 + b[25.bid]*(25 - 5) + b[65.bid]*(65 - 25)+
b[120.bid]*(120 - 65) + b[220.bid]*(220 - 120)
As in the case of linear pooled RA, one can then use the lincom command to obtain the lower
bound mean WTP estimate with its correct standard error.
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