Inferring Dynamic Bayesian Networks (DBNs) from multivariate time series data is a key step towards the understanding of complex systems as it reveals important dependency relationship underlying such systems. Most of the traditional approaches assume a "static" DBN. Yet in many relevant applications, such as those arising in biology and social sciences, the dependency structures may vary over time. In this paper, we introduce a sparse Markov-switching vector autoregressive model to capture the structural changes in the dependency relationships over time. Our approach accounts for such structural changes via a set of latent state variables, which are modeled by a discrete-time discretestate Markov process. Assuming that the underlying structures are sparse, we estimate the networks at each state through the hierarchical Bayesian group Lasso, so as to efficiently capture dependencies with lags greater than one time unit. For computation, we develop an efficient algorithm based on the Expectation-Maximization method. We demonstrate the strength of our approach through simulation studies and a real data set concerning climate change.
Introduction
Inferring the underlying dependency network between variables in multivariate time-series data is a problem of significant interest that arises in a variety of fields including social sciences [2] , climate science [18] and microbiology [25] . The dependency structures are typically modeled by Dynamic Bayesian networks (DBNs) 1 , which are directed graphical models where the nodes represent time series variables and edges represent directed dependency relationships. Most existing methods assume static DBNs whereas real world applications strongly suggest that the underlying dependency structure may vary over time. Anomaly detection and climate change modeling provide some key examples where the primary interest is to understand how and when the * IBM T. J. Watson Research Center.
† IBM T. J. Watson Research Center. ‡ IBM T. J. Watson Research Center. 1 It is important to note that the term "dynamic" refers to fact that we are modeling dynamic processes, and does not mean that the network structure changes at every time point.
dependency relationships between various variables may have been altered over time. In addition, in many applications it is conceivable that the process may undergo different regime shifts and possibly switch back to previous states at various time points (e.g., a system may go back to normal after abnormal periods). Furthermore, for problems involving a massive number of variables, the dependency networks are typically assumed to be sparse.
A sample of relevant work on "change point modeling" include [5] , [4] , and [6] . The literature of change point modeling in non-sparse DBNs include [27] , [7] , [10] , [9] and [11] . Bayesian approaches for sparse DBNs have been recently developed. For example, [24] provides a two-step approach for the change point modeling in sparse DBNs, which learns the network topology first and then estimate the parameters with fixed topology. We note that the computational cost to learn the structure provided in this paper has "exponential time" complexity, and thus the method is not scalable to high-dimensional applications. A second approach, proposed in [15] , simultaneously infers the topology of the network and the time varying networks. The inference, however, is based on reversible jump MCM-C algorithm, which is very computationally expensive. A noteworthy alternative approach for sparse estimation of time-varying DBNs was proposed in [25] , which consists of estimating the network at each time point t separately by solving a kernel weighted lasso problem, where the weights associated with each observation depend on the distance between t and the observation's time point. The procedure is simple but relies on the assumption that the networks are constantly varying over time and that the variations are smooth over time. The notion of regime therefore does not apply. In addition, the weighting scheme implicitly assumes that close-by observations have related DBNs, and is thus unable to incorporate relatedness between distant observations (in contrast to our method). In many applications there is no prior knowledge on the characteristics of the changes. Defining an appropriate kernel function is therefore not obvious. In addition, in some settings, the smoothness assumption may not be applicable, and certain changes may be abrupt. We remark that an interesting Bayesian nonparametric approach for Markov-switching model estimation has been proposed in [9] to address a completely different question. [9] considers the so-called "automatic relevevance determination" prior to turn off entire lag blocks in the underlying vector autoregressive models, and it is useful for selection of important lags. The networks estimated by their method are dense. Therefore, their method can not be applied to infer sparse networks structure, which focuses on selecting the important edges (a.k.a. features). Additionally, [9] employs an MCMC algorithm for the inference, whose computational cost is very expensive.
Our main goal in this paper is to develop a novel and computationally efficient methodology to model the time varying dependency structure underlying multivariate time series data, with a particular focus on regime change identification and on the sparsity of the estimated networks. In other words, the focus herein is to obtain a sparse graphical representation of the relationship between multiple time series, where it is essential to enforce both the sparse and the grouping structure of the lagged variables belonging to the same variable. For that purpose we bring together two distinct frameworks: the markov switching modeling framework and the sparse learning framework. Specifically, we propose a Bayesian markov switching model for estimating sparse DBNs (MS-SDBN). Following [6] , we introduce a latent discrete state variable to indicate the regime from which the observations at each time point have been drawn. While most of the change point modeling techniques in the literature do not allow the process to come back to previous states, we extend the method in [6] so that the systems can switch back to a previous state at a change point. In addition to capturing important realistic settings, this allows us to alleviate the problem of sample scarcity more efficiently by borrowing strength across samples that may not be adjacent in time. To enforce sparsity of the estimated DBNs, at each state, we further utilize a group Lasso method [28, 16] , where the lagged variables belonging to the same time series are considered as a group. This formulation naturally allows for the consideration of dependencies with lags greater than one (namely the value of a variable at time t may be related to the values of another variable at time t − 1 but also at time t − 2 up to t − L) by enforcing selection/exclusion of variables within a group in an "all-in-all-out", and offers better interpretability for the resulting Bayesian networks. We note that such a group selection is not a requirement: if desired, our method can also accommodate individual selection of each lag component (by defining groups of size 1). Specifically we extend a hierarchical Bayesian framework that adds flexibility to the original Group Lasso [16] . In this approach, a hierarchical prior is specified for the regression coefficients, which results in maximum a posteriori (MAP) estimation with sparsity-inducing regularization, and can be seen as an iteratively reweighted adaptive group Lasso estimator. Here adaptivity refers to the fact that the penalty amount may differ across groups of regression coefficients, similarly to the Adaptive Lasso algorithm [29] . Moreover, the penalty parameter λ is iteratively updated, therefore alleviating the need for parameter tuning (as opposed to non-bayesian approaches). An additional benefit of such a quasi-bayesian approach is its computational efficiency, which allows for graceful accommodation of high-dimensional datasets. Our method, by combining the strength of Markov-switching framework and bayesian Group Lasso, provides a very natural and integrated modeling framework to capture each piece of the modeling desiderata: regime change identification and sparse DBN estimation.
We evaluate our approach on simulated data in terms of the accuracy of change point detection and that of the estimated Bayesian networks respectively. The results demonstrate the strength of our formulation not only at detecting structural changes, but also at estimating the Bayesian network for each state. As an illustration of its usefulness in real applications, we apply the proposed method to climate measurement data, which consists of monthly measurements for a comprehensive set of climate indices spanning from 1951 to 2007. The interesting insights obtained suggest that our method may provide a valuable complement to the existing methods of change point detection used in climate science.
The remainder of this paper is organized as follows. A brief review of the dynamic Bayesian network and the vector autoregressive (VAR) model will be provided in Section 2. We introduce our model in Section 3. In Section 4, we describe the algorithm we propose to estimate the model's parameters. The setup and results of our experiments on simulated data are provided in Section 5. In section 6 we describe the analysis of climate data. Concluding remarks are given in Section 7. We deal with Dynamic Bayesian Networks [12] , which are directed graphical models of stochastic processes. We assume that the stochastic processes considered can be modeled by a Markovian transition model of order L, where L ≥ 1 so as to allow for dependencies with time lags up to L. Specifically we consider the Vector Autoregressive (VAR) model [8, 26] , which is commonly used as it offers a convenient framework for structure learning. The VAR model assumes that the value of the multivariate time series at time t is a linear combination of its L past values and Gaussian measurement noise. Namely, let {Y j,t , j = 1, . . . , d; t = 1, . . . , T } denote the d-multivariate time series observed at T consecutive time points, the VAR model is defined as
where L is the maximum lag and θ ij,l are the lagged coefficients.
It is easy to see that the non-zero coefficients of the VAR model induce a directed graph over the time series variables: there is a directed edge from time series Y i to time series Y j if θ ij,l is non-zero for at least one l ∈ {1, . . . , L}. This correspondence suggests the use of sparse modeling techniques to estimate the VAR model coefficients. Following [17] , we concerns ourselves with methods enforcing group-wise sparsity, as these methods are able to incorporate the natural grouping structure induced by the lagged variables belonging to the same time series. Specifically we will consider a variant of the group Lasso estimator [28] . In the context of the aforementioned VAR model, the Group Lasso can be applied with variable groups
As the Group Lasso penalty induces group-wise variable selection, selection for the lagged variables belonging to the same time series will be performed in an "all-in all-out" fashion, facilitating the mapping from the support pattern of the VAR model to the corresponding DBN. Indeed a directed edge will exist from time series
is non-zero.
Model 3.1 Markov Switching Modeling for Bayesian Networks
We extend the VAR model to allow for structural changes in the Bayesian networks over time.
Specifically we propose a Markov switching vector autoregressive model as follows. We first introduce a latent state variable S t , S t ∈ {1, 2, . . . , K}, at each time point, where K is the total number of possible states and S t stands for the state at time t. Given the state variables {S t }, we can model the observed data Y j,t using the the VAR model,
Note that the state variables S t ∈ {1, . . . , K} are defined jointly on all features (They do not depend on j). We further model S t as a Markov chain, where the K × K transition probability matrix is defined as P, where the (i, j)th element p ij in P is the transition probability from state i to j:
Note the difference between the transition probability matrix defined above and that of [6] . In [6] , the transition probability matrix has zero entries except for the diagonal elements and the one right next to the diagonal elements. This implies that the model in [6] only allows for a new state when a change point occurs.
In our formulation, with the full matrix formulation of the transition probability matrix, we allow for the process to go back to a previous state or forward to a new state.
According to the model (3.2), if two time points are from the same state, they will have the same set of AR coefficients. For simplicity, we denote the regression coefficients at state k by θ ijkl throughout the rest of the paper (θ ijSt,l = θ ijkl , if S t = k). We note that the model allows the DBN to vary over time as the states {S t } change over time.
Sparse Modeling via the Bayesian Group
Lasso In order to naturally map the VAR model coefficients into the dependency structure of the DBNs, we make use of a group lasso technique for variable group selection, and consider the lagged variables (features) for a given time series as a group, thereby allowing for the variables belonging to the same group to be selected in an "all-in all-out fashion" (instead of selecting the lagged variables individually). In our context, for a given (i, j, k), we define {θ ijkl , l = 1, . . . , L} as a coefficient group. We adapt the Bayesian hierarchical framework for group variable selection in [16] as follows: . This hierarchical formulation implies an adaptive version of the group lasso algorithm and allows for automatic update of the smoothing parameters.
As suggested in [16] ,
can be estimated by the MAP estimate, which takes the form argmax θ ijk log L(θ ijk |a ijk , b ijk ) + log p(θ ijk |a ijk , b ijk ) .
Integrating σ 2 ijk , τ ijk out in (3.3), the marginal density for θ ijk can be written as
ijkl is the L 2 norm of θ ijk . We note that the marginal distribution includes the L 2 norm of θ ijk , which is directly related to the penalty term in the group lasso.
However, the marginal likelihood resulting from the hierarchical group lasso prior is not concave. As a result, finding the global mode by direct maximization is not feasible. An alternative approach proposed in [16] is to find local modes of the posterior using the Expectation-Maximization (EM) algorithm [19] with τ ijk being treated as latent variables. This leads to the following iteratively reweighted minimization algorithm,
For the parameters in the transition probability matrix, we assign the Dirichlet distribution as their prior distributions: For a given state k, the transition probabilities to all possible states p k· = (p k1 , . . . , p kK ) take
, where α k are the hyperparameters in the Dirichlet distribution. A popular choice is α k = 1, corresponding to a noninformative prior on p k· . The Dirichlet distribution is a popular prior for the probabilities of discrete random variables. Indeed it is the conjugate prior for the multinomial distribution, which results in efficient computation. We note that the noninformative prior on the transition probability does not imply that the states are equally likely at a transition. Indeed, the transition probabilities will also be updated according to the data likelihood. Finally, to complete the Bayesian hierarchical model, we assign the following noninformative prior to the variances, p(σ
, is the variance of the error terms when the process is under the kth state.
Selecting the Number of States
We utilize the Bayesian information criterion (BIC) ( [23] ) to select K, the number of states. The BIC is defined as
, where log L( ψ K ) is the log likelihood of the observed data under ψ K , and d K is the number of parameters and N is the number of observations. The first term in BIC measures the goodness of fit for a Markov model with K states while the second term is an increasing function of the number of parameters d K , which penalizes the model complexity. Following [28] , the complexity of our model, with an underlying group sparse structure can be written as
where θ LS ijk are the parameters estimated by ordinary least squares estimates. We thus estimateK, the total number of states, by the value which has minimum BIC value.
Algorithm
..,K and recall that P is the transition matrix. The unknown parameters in our model are ψ = (θ, σ 2 , P), and we estimate them by the MAP estimates, which can be obtained by maximizing the posterior distribution p(ψ|Y). In this section, we develop an efficient algorithm to find the MAP estimates using an EM approach [19] where the state variables S t are treated as missing data. When the goal is to find MAP estimates, the EM algorithm converges to the global modes of the posterior distribution by iteratively alternating between an Expectation (E) step and a Maximization (M) step, as follows.
In the E-step, we compute the expectation of the joint posterior distribution of latent variables and unknown parameters, conditional on the observed data, denoted by Q(ψ; ψ (m) ). Let Y t be the d−dimensional vector of observations at time t and Y t1:t2 is the collection of the measurements from time t 1 to t 2 . For simplicity, we set D 0 = {Y 1 , . . . , Y L } to be the initial information consisting of the first L observations and then relabel
where
) are the posterior probability of all hidden state variables and π k = P r(S 1 = k|Y 1:T , D 0 ) is the probability of the initial state being k.
In the E-step, the posterior probability L tk and H t,k k can be calculated using the three step backward and forward algorithm [3] as follows.
1. Compute the forward probability α
) by going forward iteratively in time, as follows
2. Compute the backward probability β
) by going backward iteratively in time, as follows
Compute the posterior probability
and
In the M-step, we update ψ by maximizing Q(ψ; ψ (m) ), as follows.
The VAR coefficients θ (m+1) ijk
are estimated by minimizing
where X ti = (Y i,t−1 , . . . , Y i,t−L ) and the updated weights are calculated as
The above regularized minimization problem can be transformed into a standard group lasso formulation [28] by appropriately rescaling Y j,t and X ti . This group lasso problem can be solved efficiently by using the optimization procedure proposed by [20] .
The variance σ
2,(m+1) 0,k of each Markov states are updated as
3. The transition probability p
. In summary, the proposed EM algorithm is computationally efficient. In fact the Q(ψ, ψ (m) ) can be derived in closed form in the E-step and the maximization in the M-step can be transformed into a standard group lasso formulation ( [28] ) and the maximization can be carried out very efficiently by using the optimization procedure in [20] . The algorithm iterates between the E-step and M-step until it converges. We summarize the algorithm in Figure 1 .
EM algorithm
1. Input: a. Observations: {Yj,t, j = 1, . . . , d; t = 1, . . . , T } where Yj,t is a measurement taken for feature j at time t.
b. Algorithm: a two-step iterative algorithm which incorporates Bayesian hierarchical group selection, EM.
Initialization:
a. Missing data: Markov state variables {St}t=1,...,T where St = k if time point t is in state k.
b. Graphical structure: adjacency matrices for each Markov states, i.e. G k = V k , E k , k = 1, . . . , K where V k is the set observations assigned to Markov state k. 
Simulation
We investigate the performance of our method on synthetic data with respect to identifying the switching states and the resulting sparse Bayesian networks. We considered K = 2 and K = 5 states while generating the synthetic data. We considered the maximum lags in the VAR model to be L = 1 and L = 3. The synthetic data are generated according to the following steps.
1. Generate the state assignment sequence. Instead of assuming that the true generative process for the states is a Markov switching process, we randomly sampled T /60 change points and randomly assign states to each block. We relax the Markov assumption to test if our model still enables us to identify the underlying true process under a more general and realistic condition.
2. Generate a random directed graph (the true network) with a specified edge probability. We gener- . To evaluate the accuracy of the DBN estimation, we use the F1 score, which is the harmonic mean of precision and recall scores in retrieving the true network edges. We note that larger values of Rand index and F1 score indicate higher accuracy.
We compare our method (MS-SDBN) with two comparison methods. Our first comparison method is a change point detection method extending the method of [13] to the VAR setting. This method estimates change points via fused lasso penalized regression and subsequently estimates sparse static networks for each segment separately. We refer to this method as "Fused-DBN". Our second comparison method is the TV-DBN method of [25] (see Section 1 for details on this method). Note that the simulation setting is not favorable to TV-DBN, and comparison with it is only meant to illustrate the point we made in Section 1 when we discussed TV-DBN, that is, the value of our approach in real world settings where the assumptions made by TV-DBN are not appropriate (namely, settings where the networks are not smoothly and constantly varying over time). We remark that neither of the comparative methods allow for regime identification, as these methods do not allow the process to switch back to a previous state.
The results of our experiments are summarized in Table 1 , where we show respectively the average F1 score for the three comparison methods, and the average Rand index for our method only (since to our knowledge our method is the only method allowing for regime identification in DBNs) over 100 runs, along with the standard errors. Table 1 : Accuracy of comparison methods in identifying the correct Bayesian networks measured by the average Rand index and F1 score on synthetic data with varying number of Markov states (K) and lags (L). The numbers in the parentheses are standard errors. Overall, our method has a very good accuracy under varying number of Markov states. Rand indices do not change much from small to large number states, which suggests similar accuracy in change point detection. The F1 scores, smaller under L = 1, suggest that the dependency structure may be more accurately recovered when the relationships involve multiple time lags, which is intuitive since more lag variables provide more information on the grouping structure of the variables. Our approach achieves significantly better F1 accuracy than the other methods for all the cases considered. From a computational complexity standpoint, our algorithm is particularly attractive compared to the alternate change point based method, Fused-DBN. Indeed the Fused-DBN method involves applying randomized lasso to a transformed data matrix of dimensions T × T p, this implies that the number of features effectively considered is T times higher than the actual number of features. This can be a significant impediment even in low-dimensional settings (For 10 features and 1000 time points, one has to work with 10'000 features after the transformation). In addition Fused-DBN is unable to leverage the grouping structure corresponding to dependencies with L > 1. Another noteworthy strength of our method, compared to Fused-DBN and other change point based methods proposed in the literature, is for the setting of regime change identification. In the existing methods, once the change points have been estimated, the coefficients are estimated individually for each interval. So if some of the intervals between two subsequent change points are small (which may happen in many practical situations), the algorithms may be forced to work with extremely small sample size, thus leading to poor estimates. In contrast, our method considers states and allows for return to previous states. It is thus able to borrow strength across a wider number of samples which may be far away in time.
In the remainder of this section we focus in more details on the results obtained by our method. We demonstrate the results from our method using the synthetic data with K = 2 and L = 1. According to BIC, the number of states K is estimated as 2.
In the left panel of Figure 2 , we show the Markov path estimated by our method and the true path for a particular simulation run, where the transition jumps highlighted in red in the true path (upper panel) are those missed by our method. As shown in the plot, our method is able to detect the change points with very little delay. We also observe that the method tends to miss a transition when the process remains in a single state for too short a duration. In practice, however, such transient jumps rarely happen or may be of less interest in real applications. In the right panel of Figure 2 we show the corresponding estimated Bayesian networks along with the true networks. In the true networks (left column), we highlighted in red the false negatives (edges that exist in the true graphs but are missed in the estimated graphs) and in the estimated networks (right column) we highlighted in green the false positives (edges that do not exist in the true graphs but are selected by our method). As we can see from the plot, the estimated Bayesian networks exhibit reasonable agreement with the true networks. 
Application to Climate Modeling
Climate change is one of the greatest sociological and scientific issue of our time [1] . Many fundamental questions have yet to be resolved to improve our understanding of the climate system and therefore our capacity to predict and respond to climate variability. One important challenge resides in uncovering dependency relationships between various climate variables, characterizing how such relationships may have been altered over time, and detecting the time points at which those changes take place. Indeed understanding climate 'regimes', their specific characteristics and their duration may shed light on the underlying mechanisms in the climate system that resulted in its observed variability.
In our experiments, we focus on climate indices [21] , which are time series data characterizing the state of the climate system over time. These indices describe various atmospheric and oceanic events and are being compiled for the very purpose of climate monitoring. We used monthly measurements available at the Climate Prediction Center of the National Oceanic and Atmospheric Administration (NOAA) [21] . A brief description of the indices we used is provided in detrending, as our goal is to detect changes in the dependency structure of the Bayesian networks, not in trends. Exploratory data analysis suggest that we consider a maximum lag of 3 months. We set (a = 1, b = 0.05) in the hierarchical group lasso prior (other values led to similar results). 2 states are selected, the results under which are depicted in Figure 4 . We performed various experiments, using different initial values for the change points. All runs converged to a single change point in August 1978, suggesting that our method leads to stable results. We remark that in the two Bayesian networks we uncovered, Solar Flux is a key influencing variable. This is consistent with a various findings from the climate science literature regarding the influence of the Sun's energy outputs on Earth's climate. Focusing on the changes in structure, we observe that the post May 1978 structure becomes much sparser. Note however that one edge is added from Solar Cycle Flux to Pacific Decadal Oscillation. This intriguing phenomenon may confirm and help understand results from recent modeling studies, which have found resonant responses and positive feedbacks in the ocean-atmosphere system that may lead to an amplified response to solar irradiance variations [14] . As future work, it would be interesting to discuss the implications of these results with climate scientists and refine them. Several researchers have identified change points with respect to the trend of the climate system indices in the mid-1970s, with intense warming stating in 1976 (see [1] and references therein). Our results suggest that changes in the underlying relationships governing the climate system occurred slightly later, namely in 1978. This illustrates the usefulness of our approach as a complementary tool in monitoring and understanding climate change, as emphatically, our focus is on detecting the structural changes in the relationships governing the climate indices rather than changes in trends, and our methodology also provides a characterization of the nature of such changes. We consider the application very compelling in view of the debate on the causes of climate change: human intervention or natural cyclical property of the climate. By allowing for regime changes and switching back to previous states, our method is able to infer whether or not the climate shows cyclical behavior. As future work we also plan to apply our method on paleoclimate data for consideration of much longer time span.
Concluding Remarks
In this article, we proposed a novel statistical method for change point modeling in sparse Bayesian networks. The resulting approach is valuable for regime change detection, anomaly detection and dependency structure learning with multivariate time series data. Some of the other interesting future research agenda include: automatically selecting hyperparameters for the hierarchical Bayesian group lasso within the statistical modeling; simultaneously modeling the change point of the main trend within series and that of the dependency relationships across series.
