The problem of mixed signals occurs in many different contexts; one of the most familiar being acoustics. The forward problem in acoustics consists of finding the sound pressure levels at various detectors resulting from sound signals emanating from the active acoustic sources. The inverse problem consists of using the sound recorded by the detectors to separate the signals and recover the original source waveforms. In general, the inverse problem is unsolvable without additional information.
INTRODUCTION
Perhaps the most familiar example of source separation occurs in the context of a listener attempting to pay attention to one speaker in an environment filled with many other sound sources. This problem is known as the Cocktail Party Problem and as we well know the brain typically does an excellent job in focusing on one particular sound under a variety of conditions. Another important source separation problem appears in the context of an experimenter recording electromagnetic signals emitted by a particular neural source in a human brain while many other brain processes are producing additional signals. Typically in these problems, there is not sufficient information to deduce the source behavior. Instead, one is required to rely on a procedure of inference. This inference can depend on whatever additional information is available. To a person listening to a speaker, visual information obtained about the speakers mouth movements is sometimes very helpful. Artificial sound separation algorithms typically rely only on prior information regarding the statistics of the amplitudes of particular sound signals. In contrast, neuroelectromagnetic source localization techniques typically only utilize prior information about the possible locations of the sources with respect to the detectors and the nature of the propagation of the signals from the sources to the detectors.
In this paper, we will demonstrate that these inference problems can be handled quite generally using a Bayesian formulation, and many types of prior information can be included to aid in the solution of a problem. In section 2, we will discuss how the Bayesian formalism can be used to treat these problems in general. A specific example, the Bell-Sejnowski Independent Component Analysis (ICA) algorithm,2 which uses only prior information on signal statistics, will be derived in section 3. In section 4, we demonstrate how the Bayesian formulation allows one to incorporate specific prior information about the source geometry and mixing properties. The Bayesian separation and localization (BSL) algorithm is demonstrated in section 5 and compared to the Bell-Sejnowski ICA algorithm. Finally, in section 6, we demonstrate how one can obtain the desired source model parameters after the signals have been separated.
APPLICATION OF BAYESIAN TECHNIQUES TO THE SEPARATION PROBLEM
The typical separation problem consists of the following elements: a set of sources emitting signals of some form, a medium through which the signals travel, and a set of detectors in this medium which record mixtures of the signals. It is generally assumed that there are n independent sources emitting signals s1(t), s2(t), . . ., s(t) and one observes an equal number of independent mixtures x1(t), x2(t), .. ., x(t), where the mixing is assumed to be linear and instantaneous. This linear mixing operation can be written in a compact form, x(t)=As(t).
(1)
It should be noted that the assumptions made regarding instantaneous mixing and the fact that there are an equal number of sources and detectors, which makes A square, are not necessary for applying the Bayesian formalism, but instead greatly simplify the mathematics.
The difficulty ofthe problem is related to the fact that neither the matrix A, the mixing matrix, nor the source signals is known. The problem is inherently an inference problem and is unsolvable without the inclusion of some additional prior information. To solve this problem, one must first choose a source model, which describes the variables of interest. The model could be simply one or both of the unknowns in Equation (1) above, or additional parameters on which the mixing matrix A, or the source signals s(t) depend. Bayes' Theorem allows one to write the probability that a particular source model is correct in terms ofthe likelihood ofthe data and additional prior probabilities: P(A, s x, i) cx: P(x A, s, i) P(A s, I) P(s II), (2) where Irepresents any prior information about the problem. Typically, the properties ofthe propagation ofthe signals through the medium do not depend on the source signals or their magnitudes, so we can simplify the first prior probability: P(A,s Ix,I)c P(x IA,s,I)P(A J)P(s ') .
(3)
The probability of the model, or the degree to which we believe it is correct, is thus proportional to the product of the likelihood of the data given the model, and a product of the prior probabilities of the mixing matrix and the source signals based on any prior information. One can view Equation (3) as describing how the acquisition of some new information changes what we believe about the model.
Since there is a relationship between the data, the mixing matrix, and the source signals, given by Equation (1), it is not necessary to solve for both A and s(t). In fact, since the dimensions of A are much smaller, we can find the probability of A alone by treating s(t) as a nuisance parameter and by marginalizing over s(t), giving P(A x, i) oc P(A i) Jds P(x A, s, I) P(s I 1) . (4) At this point, we have made no assumptions about the specific problem, nor have we included any prior information. The likelihood term is easily handled since we have assumed that the mixtures are linear and instantaneous. The first prior term describes our prior knowledge about the form of the mixing matrix. This knowledge includes information about the propagation of the signals through the medium, also known as the transfer function or the forward problem, and any information about the geometry of the sources and detectors. This is typically the type of information used by electromagnetic source location techniques.3 The second prior term describes our knowledge about the form of the source signals. This prior is typically the focus ofthe blind source separation techniques.2 ' 4, , 6 3. BLIND SOURCE SEPARATION We now will briefly outline the derivation of the Bell-Sejnowski ICA algorithm from the probability of the model described in Equation (4) . Similar derivations can be found elsewhere.7' 8, 9 We begin with Equation (4) and make the following assumptions. First, we assume that the problem is that of blind source separation, where we know nothing about the mixing process and have only minimal knowledge regarding the source signals. This lack of knowledge about the mixing process is reflected in our ignorance on the form of the mixing matrix A, and values of the particular matrix elements At,. Assigning a uniform prior to the probability P(A 1), expresses this ignorance: P(AIx,I)c Jds P(xIA,s,I)P(slI). (5) Second, the assumption that the mixing is noiseless, linear, and instantaneous, as described by Equation (1), is reflected in the assignment of a delta function for the likelihood, P(x I A s, I). Third, the assumption that the source signals are statistically independent is reflected by factorizing the prior P(sIl), into the product of the priors of each independent source. Taking into account these assignments and using the Einstein summation convention to denote the matrix multiplication, we rewrite Equation (5) as P(Ax,I)ci JdsJ]8(x1 -Alk Sk)JJp/(S/), (6) where p,(sj) represents the prior probability of the amplitudes of source 1. With a change of variables, w =x, -Ak Sk, the delta function allows us to evaluate the multi-dimensional integral, P(AIx,I)lJ1pI(A1xk). (7) We have derived a formula, up to a normalization factor, for the probability that a given matrix A, is the correct mixing matrix for our problem. It is now a matter of using the above formula to search for the most probable mixing matrix A. With this in mind, we look at the logarithm ofthe probability log P(AIx,I)= -log detA + log pj(A' Xk)+ i' , (8) where C is the logarithm ofthe normalization factor implicit in Equation (7).
To perform the separation, we are interested in the inverse of the mixing matrix, the separation matrix W. Instead of searching for the mixing matrix A, we search for the separation matrix W, which maximizes the probability that A is the correct mixing matrix. A discussion of the arbitrariness of A and W in the blind source separation case can be found in a previous paper.9 Rewriting Equation (8) in terms of W, we get log P(A x,i) = log det W + log p, (wik Xk ) + C.
(9)
To find the maximum of the logarithm of the posterior probability, P(A Ix, I), with respect to variation in the matrix W, we take the derivative of Equation (9) with respect to the matrix elements W, 
work with P(A x, 1). Whereas, if localization of the sources is of primary interest, one can work with P(s I x, I), or P(s, a x, I). In the latter case, one ends up performing a search where the parameters affect the solution both linearly and nonlinearly. It is possible to work with the linear problem, P(A x, 1), and then use the results along with the prior information to estimate the source positions and amplitudes from the most probable matrix A. We will follow this course.
Since our prior knowledge usually consists of information regarding the source geometry and perhaps source amplitude, we need to relate prior probabilities of the elements of the mixing matrix to prior probabilities of source location and amplitude. This is most easily performed by rewriting thejoint probability ofthe model as
and by marginalizing over the source amplitude and the distance between the source and detector P(A I i)= da1 P(a1 i) çdjr P(AIJ I a1 r i).
The integrals go from zero to infinity since both the source amplitudes and the distances from the sources to the detectors are positive. The term, P(A1 I a1 , , i) can be assigned a delta function derived from our belief that Equation (16) very accurately describes the signal propagation and that noise is negligible:
P(A i) = s: P(a1 i) i:
47rjri,
The integral over Ir,11 can be evaluated, resulting in P(AIJ II)=A fda1 P(a1 I)PrII) (21) where the first prior probability in the integral is the prior probability of the source amplitude, and the second is the prior J4rA1.
probability ofthe source distance from the detector, where i = j 1
In our treatment, we will assign a uniform distribution to the source amplitude prior:
(b -b)1 forb P(a . i)= To quantify our knowledge about the distances between the sources and detectors, we need to take into account our knowledge about the relative positions of the sources and detectors. If we have some information on the mean and the variance of the source positions, then the principle of maximum entropy dictates that we should use a Gaussian prior to describe this knowledge. However, we need a prior probability representing our prior information regarding the distance between a source and a detector, not the source position. Following a similar procedure as above in Equations (18) - (21), we obtain the following MaxEnt prior:
where ci, represents the position of detector i, s represents the mean believed position of source j, and o2 represents the variance of the mean position. However, to simplify the final algorithm, we instead choose a similar prior that will allow us more easily integrate Equation (21). We choose the Gamma prior,
where the mean of the distance between detector i and source j is given by d, -s, = ct3, and the variance by u2 =
Aside from the advantage of allowing us to obtain an analytical solution of (2 1), the gamma prior also disallows negative values of distance and has a form similar to the MaxEnt prior in Equation (23). Substituting these priors, (22) and (24), into the integral in (21), we get 3 -a (4ffA,,
where it is understood that b11 and b21 refer to source j, and that a and fi are derived from the mean distance between sourcej and detector i and the variance ofthe source positions. Carrying out the final integration above, we obtain
where y(., .) is the incomplete gamma function.'° This in conjunction with Equation (17) provides a prior probability density for the mixing matrix A, which takes into account our knowledge ofthe amplitude ofthe sources, the geometry of the sources and the detectors, and the nature ofthe signal propagation. This derived prior for the mixing matrix can be used in Equation (4) . Following the derivation of the Bell-Sejnowski ICA algorithm, we compute the derivative of the logarithm of the probability, P(A x, 1): logP(Ax,I) = [lodet W + logp/(W, Xk)+ log P(Ak/ 11)_cl
Concentrating on the derivative of the last term ---- 
Applying the above formula to each of the matrix elements Amn, we obtain a matrix that we shall denote by M. Finally, we use the fact that the derivative ofthe mixing matrix A, with respect to its inverse, the separation matrix W, is given by
to express Equation (28) as log P(A x, i) = A1, + x1 p(u, ) A,,,, A11, M,,,, ,
ar';1 where we are using the Einstein summation convention and the matrix element Mmn 5 given by Equation (3 1). Equation (33) can be written in matrix form as log P(AIx, i) = AT +1uxT ATMAT .
As with the Bell-Sejnowski algorithm, one can easily implement a stochastic gradient search algorithm to find the separation matrix W, which satisfies the maximum a posteriori criterion. An initial guess for the separation matrix can be updated by setting AW equal to Equation (34) above. It should be noted, however, that the equation is not covariant, since the object is not a matrix, but is the derivative of a scalar with respect to a matrix. The equation can be made covariant by transforming the gradient using an appropriate metric. It has been shown,8' ' ' that this can be accomplished by post-multiplying by WTW. This results in the final form ofthe stochastic gradient update term, AW = w+11(uj)uTw_ATMw ( 
35)
The update rule for the stochastic gradient algorithm is implemented using W11=W+lAW (36) where 1 is the learning rate, and AW is obtained by applying Equation (35) to a sample ofthe data.
DEMONSTRATION OF THE SEPARATION ALGORITHM
The separation algorithm is applicable when the researcher has some prior information or belief regarding the positions of the sources and their amplitudes. Often one has information in the form of a mean source position ,for a source j and an associated variance of that mean cr2. The mean prior source position is used to determine the mean distance between the 1th detector and the 1th source, ,u11 = -s, . The parameters of the Gamma prior representing our knowledge about the distances between the detectors and the sources in Equation (24) In Figure 1 we compare the results obtained far the separation of the Hail and Photon Torpedo sounds using both ICA and BSL. As previously In contrast. BSL is able to use source amplitude densities that are very broad, whereas the information regarding the source locations and the [)iagonal Solution and the speech are hyper-(iaussian.
was' in which the signals propagate to the detectors to offset the inaccurate source amplitude information. This inaccurate source amplitude densit infurmation.
however, still causes problems by slightly mixing the speech sounds. In Figure 2 we show the amplitude histograms of the I tail. Photon Torpedo. one of the ICA diagonal solutions and the spoken phrase 'Live Long and Prosper". Note that the amplitude histograms of the speech sound and the diagonal solution are both ver sharply peaked. or hyper-Gaussian. The I lail and Photon 'I'orpcdo. on the other hand, have much broader amplitude densities. By mixing the Hail and Photon Torpedo sounds to form a diagonal solution, a hyper-(iaussian density is attained that more closely matches the sigmoid prior.
ESTIMATION OF SOURCE PARAMETERS
In this section we will briefly demonstrate how source parameters, such as the source position, can he estimated troni the optimal mixing matrix. The basic idea is again to use Bayes Theorem and marginahizatioii to write the prhihihty of the estimated source positions ., as A,, I) = / (.'l, ,,a,I ) PF, I) I(a, I). (40) where A, represents the i" column of the mixing matrix A. Since we assumed earlier that the matrix elements A,,. are independent, we can express the likelihood term in Equation (40) If we have sonic information regarding the precision of our estimate of the mixing matrix A, we can assign a Gaussian density to represent the likelihoods in Equation (41 ). The variance of A, which represents this precision, can he estimated by lookinz at the second derivative of the logarithm of the posterior probability ot A ( I:quation (27)). Ihe assignment of a Gaussian prior to the source position prior is appropriate when the source's mean posilion and variance arc known. Finally.
Equation (22) describes the uniform prior we assigned to the source amplitudes. Using these probabilities in Equation (40) we can evaluate the prohabilit\ that any position s, . is the correct position for source j:
A,,!) = These graphs show the probability of the position for the I lail source calculated using Equation (43). In (a) the believed variance of the mixing matrix elements was set to 5.0, and in (b) the variance was set to 0.1 . Notice that when we believe that our mixing matrix is imprecise, the posterior prohahiliv is dominated by the Gaussian prior probability. Ilowever, if we believe that the mixing matrix elements are very precise then we observe that the overall probability of the maximum of the distribution is increased significantly. In addition, locations near the In Figure 3 , we plot the probability ofthe position ofthe Hail source. For the purposes of illustration, we did not use the estimated variance of the values of the mixing matrix to calculate these probabilities. Instead, Figure 3a shows the posterior probability of the position of the Hail source given that we believe our values of the separation matrix elements to be imprecise. Note that this distribution is dominated by the Gaussian source position prior because the additional information regarding the mixing of the signals was deemed inaccurate. In Figure 3b we repeat the calculation, but this time assuming the mixing matrix elements are very accurate. This additional information describing the way the signals were mixed significantly modifies the posterior probability. The probability density describing the possible position of the source is now more precisely localized and has a much greater magnitude.
SUMMARY
We have demonstrated that the Bayesian methodology provides a natural and logically consistent means by which prior information can be incorporated into a specific source separation problem. An artificial mixing problem that exhibits features present in both the acoustic and neuroelectromagnetic separation problems was used to demonstrate the methodology. Although, the specific algorithm derived in this paper is probably not particularly useful, our intention was to demonstrate how a specific separation algorithm can be constructed.
The algorithm was demonstrated on a set of sound signals artificially mixed by randomly choosing source and detector locations in space and by demanding that the signal amplitude falls off as the inverse square of the distance from the source.
Both the current BSL algorithm and ICA were used to separate the signals. While both algorithms made the same assumptions regarding the source amplitude densities, the BSL algorithm incorporated additional information regarding the nature of the signal propagation, the amplitude of the signals and the believed positions of the sources. While this additional information allowed BSL to separate the Hail and Photon Torpedo sounds, which are not separable under these conditions by ICA, the quality of the separated speech sounds suffered slightly. The important point here is that the incorporation of additional information is not a substitute for the improvement of inaccurate information. For the separation of sounds like the Hail and Photon Torpedo, one would do better to use less precise, but accurate, source amplitude density information and to include additional information regarding the source and detector positions and the nature ofthe signal propagation.
While the hyper-Gaussian source priors have been shown to be very useful in describing our knowledge about the amplitude densities of speech signals,2' they have been shown to be inaccurate for describing slowly-varying waveforms such as those recorded using EEG and MEG.9 These slowly varying waveforms have source amplitude densities that are multi-modal in form and require several hyperparameters to model. In the case of neuroelectrophysiologic signals, where these amplitude densities are difficult to model, it will be advantageous to incorporate as much additional information as possible. In this case, additional information could include the possible source locations and orientations, the nature of the signal propagation, as well as any information about the nature of the signals themselves. 3 It is often true in Bayesian statistics that very simple information can have a tremendous impact on the ability to infer a solution. The success of ICA is an excellent example of this situation. It is critical for those researchers working with specific source separation problems to evaluate the importance and effect of each piece of additional information. Bayesian solutions have a tendency to become very difficult, mainly due to the need to marginalize over complicated priors. The exclusion of information that is not found to be particularly helpful in a solution may be as important as inclusion of some overlooked details relevant to the problem. We conclude by discussing some important points regarding the specific BSL algorithm derived in this paper. First, by assuming independence of the elements of the mixing matrix, Equation (17), we ignore the symmetries imposed by the geometrical configuration of the detectors. Inclusion of this information may dramatically improve the performance of the algorithm. Second, if one has access to information about the mean positions of the sources and their respective variances, one should assign the MaxEnt prior, Equation (23), to represent the prior probability of the distances between the sources and detectors. By assigning the Gamma prior instead of the MaxEnt prior, an unknown bias is introduced into the problem. A comparison of the performance of these priors should be performed since the MaxEnt prior may require significantly more numerical computations per iteration step. Finally, the BSL algorithm developed here is designed to find the most probable mixing matrix. It should be noted that the most probable mixing matrix does not correspond to the most probable separation matrix, or the most probable source locations. This is due to the way in which probability densities transform under a change of variables. An excellent example of this occurs in the context of blackbody radiation in physics. The wavelength of light in blackbody radiation with the greatest energy density does not correspond to the frequency of light with the greatest energy density.
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