Abstract. We define the sectional bodies associated to a convex body in R n and two related measures of symmetry. These definitions extend those of Grünbaum (1963). As Grünbaum conjectured, we prove that the simplices are the most dissymmetrical convex bodies with respect to these measures. In the case when the convex body has a sufficiently smooth boundary, we investigate some limit behaviours of the volume of the sectional bodies.
Introduction
Let K n be the set of convex bodies in R n endowed with the Hausdorff distance. For K ∈ K n , we denote by |K| its volume relative to its affine hull and by g K its centroid. Let S n−1 be the Euclidean sphere. For 1 ≤ k ≤ n − 1, let G n,k be the Grassmann manifold of all k-dimensional vector subspaces of R n . Recently, some authors described the limit behaviour of the volume of special bodies, or family of bodies, associated to a convex body K in R n , like the convex floating body K δ := {x ∈ K ; ∀u ∈ S n−1 |{y ∈ K ; y − x, u ≥ 0}| ≥ δ} in [SW] , the illumination body in [W] , the Santaló regions in [MW] , and the convolution body in [Sch] . In each case, they recovered the affine surface area Ω(K) := ∂K κ(x) 1 n+1 dµ (x) , where for x in ∂K, the boundary of K, κ(x) is the Gaussian curvature of K at x and µ denotes the Hausdorff measure. For a survey on Ω(K), we refer to Lutwak ([L] ).
In this paper, in connection with K δ , we introduce a new family of convex bodies, the sectional bodies K(t) = {x ∈ K ; ∀u ∈ S n−1 |{y ∈ K ; y − x, u = 0}| ≥ t}, for t ≥ 0 and we study the limit behaviour of their volume. We prove that if K has positive curvature and C 2 boundary, then
More generally, for φ : K n × G n,k → R and t ≥ 0, the (φ, k)-sectional bodies of K are K φ,k (t) := {x ∈ K ; ∀E ∈ G n,k |K ∩ (x + E)| ≥ tφ (K, E) } .
For the functions φ(K, E) = 1, φ(K, E) = g(K, E) := |K ∩(g K +E)| and φ(K, E)
= m(K, E) := max y∈K |K ∩ (y + E)|, we respectively define K k (t), K g,k (t) and K m,k (t). For k = n − 1, we reduce notation to K φ (t), K(t), K g (t) and K m (t). Let f m,k (K) = max{t > 0 ; K m,k (t) = ∅} and g m,k (K) = max{t > 0 ; g K ∈ K m,k (t)}. The family of bodies K m,1 (t) and the derived measures f m,1 and g m,1 were introduced by Grünbaum in [G] .
In the first part of this paper, we study the convexity and affine invariance properties of the sectional bodies and we relate them to the intersection and crosssection bodies. Then we prove that f m,k and g m,k are measures of symmetry for all 1 ≤ k ≤ n−1 and, confirming a conjecture stated by Grünbaum in the case k = 1 (in [G] , p. 254), we show that the simplices are among the most dissymmetrical convex bodies with respect to these measures. In the second part, we study the behaviour of the volume of K φ,k (t) when t tends to 0. With some regularity assumptions on the convex K and the function φ, we prove that
where N (x) is the unit normal vector to ∂K at x and v n−1 is the volume of the Euclidean ball in R n−1 .
General properties
Following the notation of Grünbaum ([G] ), we recall that a continuous function
is an affine invariant measure of symmetry if it satisfies f (AK) = f (K) for every K ∈ K n and every nonsingular affine transformation A and f (K) = 1 if and only if K is symmetric. An application F : K n → K n is affine invariant if it is lower semi-continuous and satisfies F (AK) = AF (K) for every K ∈ K n and every non-singular affine transform A. For x ∈ K and 1 ≤ k ≤ n − 1, let K) . For k = 1 and φ = m, these definitions were introduced by Grünbaum. The boundary of the sectional body
In particular, for all 0
The concavity of the function x → f φ,k (x, K) 1 k implies its continuity and we get
Moreover, if x is an exposed point of ∂K, then f φ,k (x, K) = 0. Hence for all t > 0,
1.2. Affine invariance. Let T : R n → R n be a nonsingular linear transformation, let 1 ≤ k ≤ n − 1 and E ∈ G n,k endowed with the Euclidean structure induced by the one of R n . Let T E : E → R n , satisfying T E x = T x for every x ∈ E, and let
We deduce that for all 1 ≤ k ≤ n − 1 and
is generally not invariant, but is continuous.
1.3. Relationship with the intersection and cross-section bodies. For x ∈ K ∈ K n , the x-intersection body of K, I x K and the cross-section body, CK are defined by their radial functions
Moreover, these bodies are related to the sectional bodies: one has
With the following distance on the set of centrally symmetric convex bodies,
For k = 1 instead of n − 1, the same relationship can be obtained for the x-chordal symmetral of K,∆ x K and the difference body of K, DK defined by their radial function: ρ∆ Ga] for more results on these bodies.
1.4. The maximal sectional measures of symmetry. The following result was proved by Kovetz ([K] ) in the case k = 1.
are affine invariant measures of symmetry.
Proof. The only point which needs to be checked precisely is the following. Let
By affine invariance, we may assume that x = 0. Let F ∈ G n,k+1 be fixed. Considering only the k-dimensional subspaces E ⊂ F , we obtain that all the hyperplane sections of K ∩ F through the origin are the sections of maximal volume among the sections by parallel hyperplanes. From [MMO] , this implies that K ∩ F is centrally symmetric. Since this is true for all F ∈ G n,k+1 , K is centrally symmetric. Now we are interested in a lower bound for this measure of symmetry.
where ∆ is any simplex in R n .
Proof. From [F] , for any
. This is the same as g ∆ ∈ C m,k (∆). First notice that the critical set of any convex body is convex, affine invariant and has empty interior. Suppose that there is x ∈ C m,k (∆), x = g ∆ . Then the convex hull of the set of images of x, under the group of affine maps of ∆ onto itself, which leave only g ∆ fixed, has non-empty interior, which is absurd. Since
Remark 1. We conjecture that for any 1 ≤ k ≤ n − 1, the simplices are the only convex bodies satisfying f m,k (K) 
2. Sectional bodies and Gaussian curvature 2.1. Results. The Euclidean ball of center x and radius r in R n is denoted by B(x, r), and the Euclidean norm by | · |. Let K be a convex body in R n with C 2 boundary and positive curvature. For all x ∈ ∂K, denote by N (x) the unit normal vector to ∂K at x; let T x be the tangent hyperplane of K at x and S x : R n → R n the composition of the rotation U x and the translation of vector x such that U x (0, ..., 0, 1) = −N (x) and which maps the n − 1 first coordinates of R n onto T x . We denote by ϕ x : R n−1 → R the strictly convex mapping which satisfies that, for some s 0 > 0,
. We refer to [S] for more intrinsic definitions and results on the curvature. In the following, we denote c n := 
As an immediate corollary, we get Corollary 1. Let K ∈ K n with C 2 boundary and positive curvature. Then
We also find the equivalent of |K 1 (t)|:
Theorem 4. Let K be a convex body in R n with C 2 boundary and positive curvature. Let k 1 (x) be the maximum of the principal curvatures of K at x ∈ ∂K. Then
Remarks. 1) Using the change of variable N : ∂K → S n−1 , the quantities appearing as limits in Theorem 3 and Corollary 1 can be expressed as integrals over S n−1 . If we denote by π(u) the product of the n − 1 principal radii of curvature of K in the direction u, i.e. π(N (x)) = κ(x) −1 for all x ∈ ∂K, we have
and S m (K) are invariant under special affine transformation, like the affine surface area defined by
Using Hölder's inequality, we see that S g (K) (respectively S m (K)) is related to Ω(K) and the volume of the intersection body I gK K (resp. of the cross-section body CK):
3) For a non-constant function φ, it is easy to see that one cannot generalize Theorem 3 to lower dimensional sections. But for φ = 1, we conjecture that the following, proved for j = 1 and n − 1, still holds for all 1 ≤ j ≤ n − 1: if k 1 (x) ≥ ... ≥ k n−1 (x) are the principal curvature at X ∈ ∂K, one has
2.2. Proofs. We start with some considerations which will be used in the proofs of both theorems. With the preceding notations, for z = (z 1 , ..., z n−1 ) in the basis of eigenvectors of 
n−1 }, we get the following inclusion, known as the Dupin's lemma:
In the following, we will denote t 0 := f φ,k (K) 
Theorems 3 and 4, we first need some lemmas.
is continuous, positive and bounded on G n,k . Then there exist r > 0 and α > 0 such that for all t < α and x ∈ ∂K,
Hence for all sequence (t n ) decreasing to 0, the sequence (λ tn (x)) is increasing, continuous on the compact ∂K and converges pointwise to 1 when n grows to infinity. From Dini's theorem, we deduce that (λ tn (x)) converges uniformly to 1. Therefore for all ε > 0, there exists α such that, for all t < α and for all x ∈ ∂K, we have 0 ≤ 1 − λ t (x) < ε. Since K has positive curvature, there exists r > 0 such that, for all
. Hence there is α > 0 such that, for all t < α and for all x ∈ ∂K, we have
For t < α and fixed x ∈ ∂K, let λ t = λ t (x). Then
Finally for t < α and x
Lemma 2. Let (e 1 , ..., e n ) be the canonical basis of R n , let Ψ be an even, continuous, positive function on S n−1 and let
Then for all y = (y 1 , ..., y n ) ∈ R n such that y n > 0, one has
Proof. We may assume that y ∈ P , µ ≤ 1 and u n = 0. Hence, we replace u ∈ S n−1 by u + e n , with u ∈ R n−1 , and we extend Ψ to R n \{0} by Ψ(x) = Ψ( x |x| ). We get
Therefore, if we define f µ (u) = |Q|, we get
; then
We want to prove that lim 
Hence by (4), we have lim
, for all 0 < α ≤ y n /|y|. When α → 0, by continuity of Ψ, we get lim
Lemma 3. Let K ∈ K n with C 2 boundary and positive curvature. Let φ such that u → φ (K, u) is even continuous, positive and bounded on S n−1 . Then for all x ∈ ∂K,
Proof. We denote φ(u) := φ (K, u) .
Since lim t→0 λ t = 1, there exists t 1 such that s(t) ≤ s 1 , for t ≤ t 1 . Hence, from (1), one has t = min
2) To prove the reverse inequality, it is more convenient to work with S −1
. 
Thus for some t 2 > 0, one has t ≥ v n−1
This means that
Finally, we conclude that lim
1 − λ t , we obtain the result. 
Proof. As in the proof of Lemma 2 we may assume that y ∈ P , µ ≤ 1 and u n = 0. We have P ∩ (µy + Ru) = x ∈ R n ; ∃λ ∈ R , x = µy + λu and
, where λ 1 < λ 2 are the roots of the equation
Since H(e 1 ) = k 1 /2, we have min Thus for t ≤ t 1 , one has (1 − λ t (x)) x, N (x) t 2 = s(t) t 2 ≥ (1 − ε)
2) For the reverse inequality, as in the proof of Lemma 3, we work with S (2), the proof of Theorem 3 (respectively Theorem 4) is the immediate consequence of Lemmas 1 and 3 (resp. Lemmas 1 and 5) and the Lebesgue's theorem on dominated convergence.
