A discipline such as business and management (B&M) is very broad and has many fields within it, ranging from fairly scientific ones such as management science or economics to softer ones such as information systems.
Introduction
Business and Management (B&M) constitutes a wide and disparate research area. Its boundaries with other disciplines are fuzzy, both because it draws on a range of foundational disciplines and because it has many application areas. It is also complex within itself, having different sub-disciplines, application areas and technologies. In this paper we will consider the latter problem and attempt to identify a group of clearly demarcated sub-fields within B&M as a whole. Why is this a useful thing to do? Two particular reasons concern research evaluation using citations, and the increasing importance of journal ranking lists such as the one created by the Association of Business Schools (ABS) (Association of Business Schools, 2010) in the UK.
Considering firstly citations, it is increasingly the case that research evaluation is being carried out through bibliometric analysis based on citations, either instead of or combined with peer review. It is clear through many empirical studies (Leydesdorff, 2008; Mingers and Burrell, 2006; Moed et al., 1985; Rinia et al., 1998 ) that citation behaviour, in terms of the average number of citations per paper, varies dramatically between different disciplines (as well as depending on other factors such as age of paper, type of paper and journal).
Generally, the sciences cite much more highly than the social sciences, which in turn cite more highly than the humanities but within each of the areas there are also wide dispersions.
This means that, in comparative analyses, whether at the level of the individual researcher, the research unit, or the journal, citation data must be normalised to the field of study. This clearly requires that there exists an agreed set of fields or sub fields, each with its own collection of journals, in order to do the normalisation. However, no such sets exist at the moment. One can question whether all journals can unambiguously be attributed to disciplines or specialties (Boyack and Klavans, 2011) .
Most citation analyses use one of the major citation databases such as Thomson-Reuters Web of Science (WoS) or Elsevier's Scopus. One of the main centres for this type of research evaluation is the Centre for Science and Technology Studies (CWTS) at Leiden University (Moed, 2010; van Raan, 2003; van Raan et al., 2011) . They have developed their own methodology -the Leiden Ranking Methodology -based on citations taken from the WoS.
For the purposes of normalisation, they rely on the definitions of fields within WoS. Whilst it may be reasonable for other disciplines, it is certainly not for B&M (Mingers and Lipitakis, 2013) . Table 1 show the three main fields relevant to B&M -Management, Business, Business Finance, together with several others that are also relevant. The first problem is that these fields are not defined clearly nor are they based on any underlying analysis (Pudovkin and Garfield, 2002; Rafols and Leydesdorff, 2009) . What exactly is the difference between the three? On looking at the journals within them, they cover what are seen within B&M as very different sub-disciplines. In comparison, the ABS journal list, which we will discuss below, has 22 different categories within it. Of the other related ones, "OR and management science" is actually listed in the Science database rather than the Social Science one; information systems is combined with library science; and the other two are somewhat eclectic.
As can be seen from the table, there is also a considerable degree of overlap with the same journal appearing on two or even three fields. This would not perhaps matter so much if the citation levels of the different fields were all similar, but in fact one of the characteristics of B&M is that it has a wide range of very diverse disciplines, from scientific ones such as operational research and economics, through social science ones like organisation studies, to soft, philosophical discourses. If a paper appears in more than one field (and of course some genuinely may do) and the fields have different normalisation rates, it is difficult to find a reasonable value.
Moving to journal ranking lists, they are assuming increasing importance in the assessment of research quality. It is extremely time consuming, and far from objective, to judge the quality of every published paper by peer review. It is therefore very common, instead, to use the supposed quality of the journal as a proxy for the quality of its papers which displaces the problem to assessing the journal quality, hence the use of journal ranking lists. The use of journal rankings in this way is of course contentious. (2007, 2008) , who was a member of the 2008 RAE Panel, states that "One major conclusion appears to be that journal rankings are not a good indicator of the quality of any paper published in that journal, nor necessarily the combined quality of all the papers" (Paul, 2008, p. 324) . Macdonald and Kam (2007) argue that the of academic publishing in management is one of gamesmanship and game playing. Adler and Harzing (2009) provide another strong critique of the dysfunctional effects of academic ranking systems and journal rankings in particular. The main complaint is that they lead to a narrowing of the discipline, concentrating research into the narrow confines of established journals and discouraging innovation and interdisciplinary work (Rafols et al., 2012) .
Within the UK, the regime of Research Assessment Exercises (RAEs), the current one (2013) being called the Research Excellence Framework (REF) (RAE, 2004 (RAE, , 2005 (RAE, , 2006 , has placed huge emphasis on journal quality as business school Deans are faced with difficult decisions about which people and which papers to enter in their submissions to the REF. This has led to one particular journal list -the ABS one -becoming the de facto standard. It is clearly and explicitly used by all business school but it is also implicitly used by the REF Panel itself.
Although they say publically that journal ranking lists will not be formally used, the sheer volume of papers to be assessed by a relatively small Panel makes it a necessity. In 2008, the Panel claimed that "most outputs were read in considerable detail" (RAE, 2009, p. 5 ) but this must have been an impossible task given that there were 12,600 papers to be read by 18 academics in only a few weeks (Mingers et al., 2012) .
The ABS list itself has been extensively critiqued (Hoepner and Unerman, 2009; Hussain, 2011; Mingers and Willmott, 2013; Willmott, 2011) and defended (Morris et al., 2009; Morris et al., 2011) . The list (currently version 4) covers 823 journals split into 22 categories.
This seems a lot, but in fact papers in more than 1600 different journals were submitted in the last RAE and a lack of coverage of particular journals is one of the criticisms. Others are: i) that the categories are somewhat arbitrary and not based on an underlying rationale. ii) That the quality levels assigned to different categories are highly variable. For example, 16 out of 38 (42%) psychology journals are awarded the top 4 grading while only 2 out of 53 (4%) information systems journals were. iii) That in some categories (but not others), e.g., operational research, there is a bias towards US journals which exclude certain types of research of importance in the UK (e.g., soft OR). iv) That the process of compiling the list is not transparent and that the compilers of the list do not engage with subject communities.
In this paper we are mainly concerned with the first issue -that of the subject categories.
They are shown in Table 2 . As can be seen, there are quite a large number; they differ significantly in size (from 10 to 134 journals); and there is little justification for them. (Rowlinson, 2013) .
Whilst it may be necessary that such a disparate field as business and management does require different kinds of sub-fields, it should be possible to generate them on the basis of actual publication and citation behavior rather than purely ad-hoc judgement.
This brings us to the subject of the paper. For the two reasons outlined, it would be valuable if a set of sub-fields could be identified in terms of journals within business and management.
The method used here is to look at the actual citation and referencing behaviour of researchers in terms of the cross-citations between different journals. Given a matrix of the cross-citations between a large number of journals it should be possible to use statistical methods to discover patterns of cross-citation which essentially correspond to the sub-fields.
In Section 2 we explain the data collection and statistical methods used. In Section 3 we present the results, and then in Section 4 we will discuss the implications and limitations of the study.
Data and Methodology
The data collected on citations came from the Journal Citation Reports at Thomson-Reuters' Web of Science which is the most reliable source of citations although it is limited in its coverage, especially in business and management (Mingers and Lipitakis, 2010) . All the journals in the ABS list that are in WoS are classified with their ISI abbreviation and this was used to interrogate the WoS in order to obtain the number of citations from those journals, in 2011, to papers from those same journals over all years. This generated a matrix of citations in which the rows (observations) were the citing journals in 2011 and the columns (variables) were the cited journals across all the years. After cleaning, there were 453 variables and 449 cases. As is usual with cross-citation data (Leydesdorff, 2004 ) the matrix was very sparse with over 85% zeros. This dataset used only the most recent year's worth of data (2011) but there is little point in using more years unless one is doing longitudinal research to detect changes, which was not the purpose of this study.
Three different analysis techniques were used: the Blondel algorithm (2008) for constructing communities or groups from large data networks, traditional cluster analysis, and factor analysis (Zhao and Lin, 2010) . The Blondel algorithm is a relatively recent heuristic that has been shown to be highly effective in analysing very large networks. It uses a measure of the modularity of a particular partition and works in two phases that are repeated iteratively. The first phase tests if modularity can be improved by swapping nodes between clusters; the second phase takes the clusters and treats them as the nodes of the network to which phase one is applied again. When applied to our dataset, nine clusters were generated but they were not very satisfactory. Five of them were quite large with between 30 and 130 journals in each, but the remaining four were very small with between one and seven journals in each.
Moreover, the large groups included quite diverse communities, for example psychology, HR, marketing and management were all in the same grouping.
The next approach was traditional, agglomerative cluster analysis. In terms of method, two decisions have to be made: which measure of distance between nodes/clusters, and which agglomeration method should be used. With regard to distance measures, there are a range of possibilities based either on the Euclidian distance of the Pearson correlation coefficient.
However, our data is quite unusual in that it has a large number of zeros and also a high degree of dispersion of values. Ahlgren, Jarneving and Rousseau (2003) found that Pearson's coefficient was inappropriate in these circumstances (in particular, simply adding in zero entries into the matrix changes the value), and that the Salton's (1987) cosine normalisation measure was more satisfactory (Egghe and Leydesdorff, 2009) . For the agglomerative measures, all measures have their own particular biases in terms of the types of clusters that they form but Ward's method is considered very reliable. The other major question is how many groups to have where there is no theoretical reason for there being a specific number. It is possible to look at a scree diagram to see if there is a significant change of slope, but if there is not it is a matter of judgement based on knowledge of the domain and the coherence of the groups that have been formed. We can see from Tables 1 and 2 that the WoS have 8 relevant but overlapping groups, which the ABS list has 22. These could perhaps be seen as upper and lower limits, although certainly for citation normalisation purposes 22 is very high.
In the event we performed two cluster analyses based on cosine normalisation and Ward's method with 10 and 15 groups respectively. In both solutions there are several wellestablished and stable groupings -information systems/information technology, operations research/operations management, agricultural economics/development, psychology, economics and marketing. There are also some groups that get combined together, e.g., accounting and finance, and transport and regional. But, in both solutions there is one very large and very mixed cluster with 154 journals in the 15-group and 186 in the 10-group. This includes finance, health, technology, statistics, tourism, education, economics, HR and so on.
Other clustering algorithms were tried but the results were broadly the same. These results were not considered satisfactory, and so the third analysis method -factor analysis, which has been recommended for this type of analysis (Leydesdorff, 2004 (Leydesdorff, , 2006 , was deployed.
Factor analysis is a multivariate method that aims to uncover general factors that underlie a set of data with many variables (Hair et al., 1998) . It is based on the correlations (or covariances) between variables. If all the variables were independent of each other, then each variable would be its own factor. But where there is a correlation structure we can explore the extent to which that is reflective of some underlying, or latent, factors. In our case, there is a pattern in the data in that the cited journals will tend to cluster as a result of the citing patterns of behaviour (of the same journals). We might expect that the journals will group into fields, and the factor analysis should be able to uncover what these fields are. There will be some journals that span several fields, and others that are very specialised to a particular field.
There are generally two stages in factor analysis -the extraction of the factors, and then the possible rotation of them. The most common extraction method is principal components analysis (PCA). This is an analytical method of data reduction that represents the variability (covariance) of a data set by extracting a set of orthogonal (independent) components in order of the amount of variability explained. The first PC is the linear combination of variables that captures the greatest amount of variability. It is similar but not identical to a regression line.
The second factor is the line, orthogonal to the first, which captures the next greatest amount of variance. The process continues until there are as many components as variables and all the variance has been explained. In practice, one stops after a specified number of components have been extracted. This process means that each component is independent of the others so choosing to extract more components does not change the preceding ones. It also means that a decision has to be made about how many to extract. This can be based on theoretical considerations, or on the pattern of variance that is explained as more factors are extracted. There is potential a second process called rotation where the whole set of components can be rotated in multi-dimensional space in order to clarify the results -i.e., to make the components sharper. This rotation may be orthogonal (maintaining the independence of the components) or oblique.
In this analysis, the aim is to see if a relatively small set of underlying components, citing sub-fields, can explain the overall covariability of cited journals. PCA was used to extract the components, and two rotational methods were tried. The results, described in the next section, were very interesting.
Factor Analysis results
There were 453 cited journals that constituted the set of variables for this analysis. After the initial PCA extraction we need to consider if greater clarity can be obtained by rotating the factors. We considered only orthogonal rotations and there are two main types. The first, varimax, aims to simplify the columns of the factor loadings. That is to try and make the coefficients in each factor as near to 0 or |1| as possible. Alternatively, quartimax aims to make the coefficients for each row (in this case journal) as near to 0 or |1| as possible so that each variable is as clearly represented in only a small number of factors. In our case, the first approach tries to make each sub-field as clear as possible, with potentially a relatively small number of journals, but journals may appear in several sub-fields. The latter approach tries to link a particular journal to only one sub-field thus reducing the number of journals appearing in multiple sub-fields. Given that one of the purposes of the research was to avoid the problem of journals appearing in multiple fields, it was felt that quartimax was most suitable. Table 3 shows the extraction details for the first 22 components. The first component had a variance (Eigenvalue) after rotation of 27.11 which by itself represented 5.99% of the total variance. The main question at this stage is how many components to retain. Statistical guidance suggests components with an Eigenvalue of greater than 1 which would give 21 components explaining 41.21% of the original variation. An examination of the scree plot does not show any significant points of discontinuity. However, we believe that it is better to consider this in terms of the actual classifications generated rather than just the statistical results.
The actual factor loadings table, with 453 journals and 22 factors is too large to present in the paper but is available on the publishers website. The method, however, works well generating groups that are generally clearly defined. The first two columns of Table 4 show brief descriptions of the groups together with the number of journals within them. Journals are allocated to the factor for which their loading is highest positively. They may also have significant loadings in other factors, indicating they are also well cited in other groups. They may also be negatively loaded on a factor indicating that there are less cross citations with journals in that factor then would be expected.
The 22-group solution covers 423 of the 453 journals in the data set (see Table 5 ). Those not included did not load significantly on these particular factors. These tend to be journals in specialised areas that would generate a factor of their own if more factors were extracted. For example, one group is seven education journals which, upon further analysis, were contained by principal component 54. The groups themselves do seem to have logical coherence and are a mix of disciplines, e.g., economics or OR, and application areas, e.g., energy and environment or transport. Comparing these groups with the 22 ABS ones, there are some clear differences, but we should remember that we are only dealing with a specific subset of ABS journals -those included in ISI Web of Science -and these are not distributed evenly across the ABS groups. For instance, over 70% of journals in economics, IS, OR, psychology and social science are included in ISI, while less than 30% of journals in accounting, ethics/governance, international business, management education and tourism are. Thus these latter categories are not well represented in our dataset.
The main ABS groups not included in our classification are: entrepreneurship, ethics, IB, innovation, management education and tourism as well as the catch-all categories of general management and sector studies which do not have coherence anyway. The groupings developed in our analysis that do not occur in ABS are mainly applied areas such as regional and environmental, energy, development and transport, although also appearing are more disciplinary areas such as statistics and informatics.
Overall, our classification is broadly similar to that of ABS but is more well-grounded in that it is based on actual citation patterns between journals rather than ad-hoc judgements.
However it is subject to the limitation of poor coverage in ISI in certain areas particularly.
Note that the position of a journal in the list in Table 5 is based purely on the loading of the journal into the group -i.e., the first ones are more central to the group than the later onesbut it does not imply anything about the quality of the journal.
We should perhaps discuss the split into two economics groups which is maintained in the results with less groups to be discussed below. At first sight it seems strange that there should be a split within economics, and looking at the journal titles does not display any particular clues. However, producing a graphical representation using network mapping software (Pajek/VOSViewer) (Figure 1) shows that actually there is a core of economics journals that are largely self-contained and that the second group actually cluster around the edge of the core ones. The implication is that the second group are journals that are more related to the rest of the B&M literature, as well as to the economics ones.
The aim of this research was not simply to replicate or improve on the ABS list. It was also concerned to produce a set of sub-fields that represented differential citation behaviour within the management discipline to improve normalisation processes and reduce the extent to which a journal was represented in several different groupings. With this in mind, and noting that WoS itself only has a small number of relevant sub-fields (no more than five or six), we went on to look at solutions with smaller numbers of factors and therefore groups. In particular, we will examine 10 and 15 group solutions. The statistical analysis actually moves from few groups to many groups as new ones are split off, but we will discuss it in the opposite direction. As the number of groups reduces, we find that three things can happen: i) groups move in their entirety into another group, examples being accounting into finance and informatics into information. Or ii) they spread across a small number of other groups, for example public administration into economics (periphery) and psychology. Or iii) they more or less disappear with journals being widely spread or not appearing significantly in any groups, for example statistics and economic history. It is noticeable from the column totals that the number of journals classified in the groups is reducing. This is because as the groups formed are larger, some journals no longer appear as significant within them. Or, in terms of the alternate direction, as more factors are produced, new groupings are generated and journals that were "lost on the crowd" now become significant.
Even in the 22-group analysis, 28 journals do not appear in any grouping. These are shown in Table 6 . These can generally be seen to be peripheral to business and management as a whole, although some of them, Ann Tourism Res or Hum Factors, are slightly surprising. Table 6 also shows 15 journals that have significant loadings across at least seven different fields, indicating a high degree of cross-disciplinary material.
For the purposes of normalisation, what matters is whether different groups actually do differ significantly in terms of the number of citations they generate. To investigate this, we have calculated the mean citations per journal (for the year of our data -2011) for each of the groups in all three solutions. These are also shown in Table 5 . Beginning with the 10-group solution, we can see that the mean citations are very similar for the first six groups, being between 1599 and 1679. There is then economics (periphery) on 1169, energy on 938 followed by IS/IT and regional in the 600s. So at this level of resolution, one might wish to say that there are only two, or possibly three, groups that need to be differentiated. However, as the level of resolution increases, with more groups being separated out, the dispersion increases. To some extent this would be expected statistically -the fewer the groups (and thereby the larger), the more the means will tend towards the overall mean. But the results are really quite significant. For example, the management/strategy group grows from 1679 to 2279 to 2413 in the 22-group solution while IS/IT reduces from 609 to 343. The result in the 22-group case is three groups over 2000, seven groups over 1000, and twelve under 1000.
Those at the top are five or six times greater than those at the bottom.
There are a few journals with extremely high citation counts, mainly in the first three groups, for example Am Econ Rev has 16000, J Pers Soc Psychol has 14000, Man Sci, Acad Manage Rev, J. Finance and Econometrica each have over 10000 which will affect the mean. But generally in these groups it is the large number of reasonably highly cited journals that generates the high mean. It might be suggested that the analysis method itself (factor analysis) might choose groups in terms of number of citations, but in fact the analysis was done on the correlation matrix rather than the covariance matrix and so was not affected by the absolute size of the citations. The main two factors generating the differences are: i) general differences in citation behaviour that are found between different disciplines, especially between sciences and the social sciences or humanities which might explain the high rates in economics, psychology, finance and OR; ii) size of population differences between general subjects and specialised or niche subjects. This might explain why, for example, the management/strategy category is high while public admin, development and transport are low -there are simply fewer academics writing and citing fewer papers in the specialist areas.
In terms of normalisation, it is certainly clear that there needs to be a differentiation between fields based on actual citation behaviour as opposed to the rather ad hoc groupings that currently exist in WoS. An ANOVA analysis suggests that there could be two groups -those above 1000 cites per journal and those below, but one could also suggest three groupsabove 2000, above 1000 and below 1000. Further analysis of a larger set of journals would be needed to resolve this question more adequately.
Conclusions
This paper has shown that it is possible to identify sub-fields within the business and management discipline by analysing the cross-citations between journals. Using factor analysis, we have been able to construct several solutions, with different numbers of subfields, which are clear and consistent. There are two main reasons for doing this. The first is for the purpose of normalising citation metrics since citation rates vary significantly across disciplines. We have found that there are at least two significantly different groups of subfields with respect to citation rates whether we consider the 10-group or the 22-group solution. These are different from the fields that are defined in WoS, which are somewhat arbitrary, although they are often used for citation metrics.
The second reason is for journal ranking lists where the list as a whole needs to be split into a number of different subjects. The current ABS list has 22 and we have emulated that number although our groupings are different and have a more rigorous underlying logic.
The main limitation of this research is the set of journals that have been used as it does not fully represent the business and management literature. The sample is limited in two ways.
First, because the citations were taken from WoS it only includes those journals in WoS and, as we have seen, there is a very uneven coverage across the different sub-fields. This will particularly affect the identification of sub-fields in those areas. The only way to overcome this is to use a different source of citations -in particular Google Scholar (GS) (Mingers and Lipitakis, 2010 ) -which covers all disciplines more evenly, although the citations themselves are less rigorously collected.
The second limitation is the ABS list itself which does not contain all journals within B&M.
For example, in the 2008 RAE in the UK, papers from over 1600 journals were submitted to the B&M Panel, although some may well be in application disciplines rather than B&M itself.
Acknowledgement
We are grateful to Thomson-Reuters for permission to use the JCR data. 1 The economics split is discussed in the text 2 SME is negatively loaded on to sociology 3 In the results, the ordering of the groups was different but they have been shown here in alignment to make the comparison easier. 
