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Abstract. The outgoing long-wave radiation from the
Earth’s atmosphere in the far infrared spectral region is
mostly unexplored, while is well recognized that the water
vapour contribution to greenhouse trapping is dominant in
this region. The Radiation Explorer in the Far InfraRed (RE-
FIR)studyhasproventhefeasibilityofaspace-borneFourier
transform spectrometer able to perform the measurement in
the 100–1100cm−1 range with a resolution of 0.5cm−1. Fol-
lowing this work a prototype of the spectrometer named
REFIR-PAD (Prototype for Applications and Development)
hasbeendevelopedtoobservetheatmosphericradiancefrom
both ground-based sites and from stratospheric balloon plat-
forms. In this work we describe the REFIR-PAD level 1 data
analysis procedure, that, starting from raw instrumental data
produces the calibrated atmospheric spectral radiance. Per-
formances of the procedure are also described.
1 Introduction
The study of the global climate change is one of the main
objectives of Earth science for the coming decades and the
collection of complete and accurate long-term data sets have
become then necessary to answer to open scientiﬁc ques-
tions. The spectral measurement of atmospheric outgoing
longwaveradiance(OLR),andthefarinfrared(FIR)spectral
region in particular, are one of the most interesting problems
in this framework (Sinha and Harries, 1995).
The REFIR project, which was funded by the European
Union (EU), addresses the feasibility of a Fourier transform
spectrometer (FTS) suitable for a satellite mission aimed to
the measurement of the Earth’s spectral radiance extended to
the FIR region, from 100 to 1100cm−1 (REFIR ﬁnal report,
2000). The availability of these measurements will improve
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our knowledge of the interaction between radiation, water
vapour and clouds in the upper troposphere (Rizzi et al.,
2001). The FTS (Carli et al., 1999; Palchetti et al., 1999)
is capable of resolving the OLR with a spectral resolution of
0.5cm−1 and a signal-to-noise ratio greater than 100 in the
100–1100cm−1 spectral range, with a 7s acquisition time as
required by the satellite platform.
A prototype of this FTS named REFIR-PAD (REFIR
– Prototype for Applications and Development) (Bianchini
et al., 2006a), has been developed at IFAC-CNR in order
to test the instrument performances in near-space conditions.
REFIR-PAD has been deployed on board a stratospheric bal-
loon platform in the framework of the ELBC 2005 (Equa-
torial Large Balloons Campaign) measurement campaign,
held during June 2005 in the North-East of Brazil (Bianchini
et al., 2006b; Palchetti et al., 2006; Palchetti et al., 2008), and
in various ground-based campaigns performed from high-
altitude stations in Italy.
The instrument features dual input and output ports. One
of the input ports observes a room temperature reference
blackbody (RBB), while the other features a pointing mir-
ror that can be switched between a hot and a cold calibration
blackbodies (HBB and CBB respectively) and three differ-
ent atmospheric views: nadir, limb and 30◦ above horizontal.
Each of the two output ports is provided with a Deuterated L-
Alanyne doped Triglycene Sulphate (DLATGS) pyroelectric
detector with Winston cone collector.
The interferometer scanning mirror position is monitored
by means of a reference laser interferometer using a tem-
perature stabilized solid state semiconductor laser source at
the wavelength of 780nm (Bianchini et al., 2000). The
maximum spectral resolution achievable by the system is
0.25cm−1, corresponding to a maximum optical path differ-
ence of 2cm (double-sided interferogram). A typical scan in
the balloon ﬂight conﬁguration, at the operative resolution of
0.5cm−1, is performed in about 30s.
This paper describes in detail the procedure used in or-
der to perform the analysis of the raw instrumental data to
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Fig. 1. Flowchart of the level 1a section of the REFIR-PAD data
processing algorithm.
obtain the radiometrically and frequency calibrated atmo-
spheric spectral radiance. In particular, in Sect. 2 we describe
the Fourier transformation procedure providing the uncali-
brated spectra from raw interferograms, while in Sect. 3 we
discuss the calibration issues in order to obtain the ﬁnal radi-
ance products. In Sect. 4, we describe the characterization of
the uncertainty on the measured radiance. Finally, in Sect. 5
we present the calibrated spectra and assess the instrument
performances in the case of the stratospheric ﬂight and the
ground-based observations.
2 Uncalibrated spectra
The section of the REFIR-PAD data analysis workﬂow here
identiﬁed as level 1a is peculiar of FTS instruments, and
has the purpose of obtaining the uncalibrated spectra and the
housekeeping data from the instrument raw data (level 0).
Since the interferogram sampling method used in REFIR-
PAD is at equal-time intervals, a ﬁrst part of the level 1a data
analysis is devoted to the ﬁltering and resampling of the in-
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Fig. 2. Relative error due to detector non-linearity. The input ﬂux
variationisobtainedbychangingthetemperatureoftheinputblack-
body sources, in laboratory under vacuum conditions (circles and
dashed line) and during a stratospheric ﬂight (squares and continu-
ous line).
terferograms on equally spaced optical path difference inter-
vals (Brault, 1996) following the interference fringes of the
referencelaserinterferometer. Thesecondpartofthelevel1a
procedure actually performs the Fourier transform of the re-
sampled interferograms and the phase correction. The cali-
bration of the raw housekeeping data that carry ancillary in-
formation as reference blackbody temperatures, system tem-
peratures and environmental parameters is performed in the
third part of the level 1a procedure.
The ﬂowchart of the level 1a procedure is shown in Fig. 1,
with the different sections described above identiﬁed by
blocks.
2.1 Detector system characterization
First of all a preliminary analysis has been performed on the
detector and preampliﬁers subsystem in order to verify that
the achieved performances meet the requirements.
In the data analysis procedure described here, we assume
that the detector system has a linear response through the
full dynamic range experienced during REFIR-PAD mea-
surements. The non-linearity was estimated by measuring
the detector response to different values of the input radia-
tion ﬂux, obtained by varying the temperature of the source
observed by the instrument. The response was then calcu-
lated by integrating the uncalibrated spectrum of the signal
over the frequency range of interest for REFIR-PAD.
The non-linearity error was measured by calculating the
relative difference from the linear response. In Fig. 2 the
error is shown as a function of the input ﬂux calculated as
the total input power entering the instrument from both in-
put channels, i.e. the radiation coming from the reference in-
put blackbody at the constant temperature of the instrument,
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and from the measuring input port. This analysis was per-
formed under vacuum in laboratory with the measuring in-
put port looking at a blackbody source with temperatures in
the range of 318–404K (dashed-circle line). The ﬁgure also
reports the results obtained during the stratospheric ﬂight,
where different ﬂuxes correspond to the observation of the
deep space, the reference sources CBB at 290K, and HBB at
350K (continuous-square line).
The ﬁgure shows a non-linearity error less then 0.2%,
which produces a negligible effect on the calibrated radiance
compared to radiometric uncertainties due to detector noise
and the accuracy with which reference blackbody tempera-
tures are known (see the results shown in Sect. 3).
Another requirement that has to be imposed to the detec-
tor subsystem is that the overall noise should be dominated
by the intrinsic component due to the detector element, with-
out any contribution from the preampliﬁer. In Fig. 3 noise
spectra acquired with a network analyzer (Stanford Research
SR-780) on the outputs of the detector subsystem are shown.
Solid lines show the noise level due to the preampliﬁer only,
while dashed and dotted lines show the response of the two
acquisition channels with the two pyroelectric detectors con-
nected to the preampliﬁers.
As expected the electronics contribution is equal for the
two channels and about 20dB below detectors noise through
the operating frequency range of the REFIR-PAD instrument
(about 5–100Hz). The total noise spectrum is different for
the two channels, and in agreement with the speciﬁed noise
ﬁgures for each detector.
2.2 Interferogram ﬁltering and resampling
With reference to Fig. 1, the interferograms from the two in-
frared detectors (DET 1 raw and DET 2 raw), and the refer-
ence interferometer (LASER raw) ﬁrst are bandpass ﬁltered
to remove baseline effects and high frequency noise.
Since the pyroelectric detectors used for the infrared chan-
nels show sensitivity to acoustic and electronic transients, a
procedure of identiﬁcation and correction of transient phe-
nomena is applied to the infrared signals. The system used
is directly derived from the algorithm used to correct the
cosmic ray transients detected by bolometric sensors (Lan-
franchi et al., 1999), and makes use of wavelet transform for
the identiﬁcation of signal spikes (Bianchini et al., 2002).
In order to correctly perform the resampling, also a com-
pensation of the acquisition system response is needed, since
a time delay between reference laser and infrared signals
leads to signiﬁcant sampling errors. The laser detector and
preampliﬁer can be assumed to have an ideal ﬂat response,
so the main source of delay is the phase of the infrared de-
tection system response.
The pyroelectric detectors show a resonant behaviour with
a strongly frequency dependent response that can be de-
scribed with a low-pass and a high-pass ﬁlter whose cut-off
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Fig.3. NoisecharacteristicsoftheREFIR-PADdetectorandpream-
pliﬁer subsystem. Solid lines show the electronics contribution,
while dashed and dotted lines represent the total noise (arbitrary
units) of the two output channels.
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Fig. 4. Effect of electronic and software compensation of infrared
detector response on interferogram symmetry. (a) non compensated
electronics, no software correction. (b) non compensated electron-
ics with software correction. (c) compensated electronics, no soft-
ware correction. (d) compensated electronics with software cor-
rection. Differences between reverse and forward interferograms,
offset for better readability, are also reported.
frequencies are “crossed”, that is the low-pass cut-off is at
lower frequencies than the high-pass.
The result is a peaked frequency response with a strongly
non-linear phase that induces frequency-dependent time de-
lays. The signal distortions due to the system response are
identiﬁed by comparing two interferograms acquired as a
function of the optical path difference (OPD) with opposite
scanning directions.
As shown in Fig. 4a, inverting the scanning direction the
distortions are reversed, since they are not OPD-dependent
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Fig. 5. Measured frequency response of the two channels of the
REFIR-PADinfrareddetectionsystem(solidanddashedlines). The
dotted lines show the modelled instrumental response used in the
software compensation of electronic response.
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Fig. 6. Temperature measured by one of the PT100 sensor for each
of the three blackbody reference sources, HBB (continuous line),
RBB (dashed line), and CBB (dotted line). The circles show the
average temperature values obtained by 3 external thermometers in
thermal contact with the blackbodies.
but time-dependent. This time-dependent asymmetry can be
corrected with an appropriate digital ﬁlter obtained from the
measurement of the detector and preampliﬁer frequency re-
sponse. After the application of the ﬁlter, the interferograms
appear as shown in Fig. 4b.
It should be noted that there is also a residual asymme-
try that is OPD-dependent. This effect has an optical ori-
gin, and will be corrected during the interferogram transfor-
mation through the phase correction procedure described in
Sect. 2.3.
Fig. 7. Flowchart of the level 1b section of the REFIR-PAD data
processing algorithm.
Astepfurtherinthedirectionofcompensatingthedetector
response is through the preampliﬁer. The conﬁguration used
in the REFIR-PAD instrument includes a ﬁltering network
that ﬂattens the resonant response of the detectors. The mea-
sured frequency response of the REFIR-PAD infrared detec-
tor system is shown in Fig. 5.
To implement the digital compensation, the detector plus
preampliﬁer frequency response has been estimated through
the response of the system to a step excitation given by a
laser beam. Since pyroelectrics are thermal detectors, no
difference in the response is expected using a visible source
instead of an infrared one. In Fig. 5 a mathematical model of
the response with the coefﬁcients adjusted in order to ﬁt the
experimental response is shown. The model is used for the
software compensation, even if, as expected, with the correct
electronic ﬁltering no big improvement is obtained through
software compensation, as shown in Fig. 4c and d.
Finally, afterthe above describedﬁltering, the infrared sig-
nal is resampled in the OPD domain on the zero crossing
points of the reference interferometer signal. If a constant
resolution is required, the interferograms are cut in order to
obtain the desired resolution.
To avoid problems in the resampling process, laser sig-
nal is oversampled in the time domain. As an example, the
sampling frequency used in the balloon ﬂight conﬁguration
is 20kHz, while the laser fringe frequency is about 1kHz.
2.3 Fourier transform and phase correction
The next step involves performing the Fourier transform of
the intermediate products, i.e. the equal-space resampled in-
terferograms (INT 1 e.s. and INT 2 e.s. using the terminology
of Fig. 1) in order to obtain the uncalibrated spectra (SPE 1
uncal and SPE 2 uncal).
The acquisition point of the interferogram that is nearest to
ZPD is obtained through signal autocorrelation. Then a com-
plex FFT is performed using that point as ZPD. The same
interferogram with a greatly reduced resolution is used to
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obtain the frequency dependent phase, with which the full
resolution spectrum is phase corrected (Mertz, 1967).
The advantage of this method is that only the low resolu-
tion information in the phase is retained, while the high reso-
lution component (noise included) is rejected. In the alterna-
tive case of using a simple linear phase correction (Porter and
Tanner, 1983), as produced by a simple ZPD point misplace-
ment, a residual non linear phase error is still present. On
the other side, by taking the modulus of the FFT, the spectral
noise gives a bias error in the spectrum.
2.4 Housekeeping data
Auxiliary information required for diagnostic and instrument
calibration is acquired through 20housekeeping channels,
sampled at a lower rate than the detectors (two times per
acquisition, at the start and end of each interferogram) and
stored as a raw 16-bit digital readout. Raw housekeepings
are then converted into physical quantities through formulae
and coefﬁcients that are determined a-priori during labora-
tory tests.
Housekeeping signals can be divided in three categories,
environmental monitoring, instrument diagnostics and black-
body temperature measurements. Environmental parameters
as air temperature, relative humidity and pressure inside of
the instrument are used to characterize possible systematic
effects as absorption due to water vapour inside of the in-
terferometric path. Instrumental parameters as the tempera-
ture of various instrument subsystems, the pressure inside the
hard disk enclosure, the laser stabilization error signal and
output power provide a diagnostic tool in case of instrument
failure.
The housekeeping signals relative to the temperatures of
the calibration sources are actually part of the level 1 data
analysis workﬂow, and due to their key role, are moni-
tored with accuracy and redundancy. For each source, three
different PT100 sensors are used. The reading error was
characterized in laboratory by comparing the measured val-
ues in each blackbody with the temperature measured by
3 external thermometers (Cole-Parmer Digi-Sense® model
8528-30 type J thermocouple thermometer) having 0.1K ac-
curacy, and posed in thermal contact with the blackbodies
(Palchetti et al., 2008). The measurement was performed
with the whole instrument kept in thermal equilibrium with
the environment. Figure 6 shows, as an example, the com-
parison of the temperatures measured by a PT100 sensor for
each source with the temperature measured by the 3 external
thermometers, whichgivethesamereadoutofabout287.6K.
Similar results are obtained for the other PT100 sensors. The
reading accuracy turned out to be within 0.3K.
3 Calibration
The level 1a data, consisting in uncalibrated spectra and cali-
brated housekeepings are then processed in order to calibrate
spectra in terms of radiance, thus obtaining the level 1b prod-
ucts (see Fig. 7).
Frequency calibration is performed using the reference
laser (Bianchini et al., 2000). The reference source stability
allows to use only a single measurement, performed using at-
mospheric line centers, in order to calculate laser frequency.
The latter is then input as a parameter in the level 1a sys-
tem and the resulting spectra are as a consequence frequency
calibrated.
Radiometric calibration is however a more complex task
and is obtained calculating the instrumental response using
the on-board blackbody sources. If the instrument, the beam
splitters and the RBB are at the same temperature, the beam
splitteremissiontermcanbeconsiderednegligible(Brasunas
et al., 2002) and the instrument output is proportional to
the difference of the two inputs with a frequency dependent
complex proportionality factor here referred to as calibration
function This condition is obtained if the product of instru-
mental emissivity and thermal anisotropies in the instrument
are smaller than the required radiometric error (about 0.1K,
as shown in Sect. 5), which is in general true for anisotropies
of the order of few degrees.
Since in general the response of the two inputs can be dif-
ferent, depending on the optical layout characteristics, we
consider two independent calibration functions F1(σ) and
F2(σ). Complex spectra are used in order to take into ac-
count of some residual phase error that can affects the spec-
trum in narrow bands (Revercomb et al., 1988). Obviously,
also the response of the outputs can be different, thus the
following calibration procedure must be repeated for each
output channel.
In these conditions for each output channel, the uncali-
brated spectrum S(σ), deﬁned as the phase-corrected com-
plex Fourier transform of the equal-space interferogram, is
related to the calibrated radiance spectrum L(σ) through the
following complex relationship:
S(σ) = F1(σ)L(σ) − F2(σ)Br(σ) (1)
i.e.
S(σ) = F1(σ)

L(σ) −
F2(σ)
F1(σ)
Br(σ)

(2)
where Br(σ) is the RBB radiance, equal to the theoretical
Planck emission of a blackbody at the temperature of RBB.
F1(σ) and F2(σ) can be obtained from a two point ra-
diometric calibration procedure performed by means of the
measurement of the radiance of two calibration blackbodies,
HBB (about 350K) and CBB (about 290K).
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If the temperature of RBB does not vary signiﬁcantly be-
tween the two measurements Sh and Sc above described, we
can obtain F1 as:
F1(σ) =
Sh(σ) − Sc(σ)
Bh(σ) − Bc(σ)
(3)
where Bh and Bc are the theoretical Planck radiances respec-
tively of HBB and CBB.
The ratio F2(σ)/F1(σ) depends on the response of the
two independent inputs that can be slightly different due to
small optical asymmetry in the interferometer inputs (mainly
beam splitters asymmetry and different number of reﬂec-
tions). It can be characterized in laboratory and used in the
on-board calibration as a known frequency-dependent factor.
Figure 8 shows an example of the spectrum of F1(σ) mea-
sured for the output channel 1 during the Brazilian strato-
sphericﬂightandF2(σ)/F1(σ)ascharacterizedfortheused
instrument conﬁguration.
The real part of F1 is modulated by the absorption in the
optical path inside of the instrument, which is due to the
beam splitter substrate (PET) and the infrared-absorbing air
components (mainly water vapour). At the pressure con-
ditions of the stratospheric ﬂight, the contribution of water
vapour to the instrumental absorption is very low, and the
imaginary part is very small with respect to the real part.
This small effect is, however, taken into consideration with
the complex calibration.
Finally the calibrated radiance L(σ) is calculated from the
uncalibrated spectrum S(σ) and the theoretical expression of
Br(σ) by means of the following equation:
L(σ) = <

S(σ)
F1(σ)
+
F2(σ)
F1(σ)
Br(σ)

(4)
It should be noted that in general all the quantities used in
the calibration procedure, are complex, and only in the last
expression Eq. (4), the real part of the result is taken, obtain-
ing, as needed, the measured spectrum as a real quantity.
4 Radiometric uncertainty
The absolute radiometric uncertainty on the calibrated spec-
tra depends on the measurement precision and the accuracy
with which the calibration procedure is performed. The mea-
surement precision is calculated in term of the noise equiv-
alent spectral radiance (NESR), which is dominated by the
detector noise (random error component) and produces inde-
pendent ﬂuctuations for each spectral element, whereas the
calibration accuracy is dominated by the measurement ac-
curacy of the reference blackbody temperatures (systematic
error component) since, as shown in Palchetti et al. (2008),
their emissivity can be taken equal to 1. In this latter case,
the radiometric error in the different spectral elements is cor-
related.
4.1 Noise equivalent spectral radiance
The NESR was calculated from the 1σ uncertainty on the
uncalibrated spectrum as a function of the frequency. The
uncalibrated error can be measured provided that we are able
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to maintain enough stability in the reference and the mea-
surement source while acquiring multiple spectra. With the
instrument in thermal equilibrium, and using HBB as source,
the requirements are achieved and the uncertainty for each
spectral element in an uncalibrated spectrum is simply ob-
tainedfromthestandarddeviationofmultiplemeasurements.
The result, smoothed in order to eliminate high frequency de-
pendence, is shown in Fig. 9 (upper panel).
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The value of NESR on each output channel can be ﬁnally
obtained from the uncalibrated error through error propaga-
tion, using Eq. (4) with the approximation F2/F1'1. If we
consider a general case in which the measured spectrum S is
the average of N acquisitions, and the calibration measure-
ments Sh and Sc come from an average of n single spectra,
respectively (i.e. n is the number of calibration sequences),
we obtain that:
NESR =
s
1
N
+
2
n

S
Sh − Sc
21S
F1
, (5)
where S, Sh, Sc are the averages respectively of the measured
radiance, the HBB radiance and the CBB radiance and 1S is
the 1σ uncertainty on the uncalibrated measurement. The
results, calculated for different values of N and n and for a
measured radiance equal to the nadir view as observed from
stratospheric altitude are shown in Fig. 9 (lower two panels).
It should be noted that varying N and n different parts
of the uncertainty spectrum are affected: in fact, the term
S/(Sh − Sc) contains a spectral dependence, and where it is
small, i.e. the measured radiance is near the reference black-
body emission, the number of measurements N predomi-
nates. In the other case, a reduction of uncertainty is better
obtained through a greater number n of calibrations.
WeseethatnpredominatesintheCO2 regionbetween600
and 750cm−1, while in the remaining regions of the REFIR-
PAD operating range, the effect of N is bigger. The con-
dition N=4,n=2 gives the best compromise with the mini-
mum spectral variability on the calibrated uncertainty.
The uncertainty estimation procedure has been applied
also to the zenith-looking geometry for ground-based obser-
vations and the results are shown in Fig. 10. In this case it
should be noted that the uncalibrated error is lower due to
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Fig. 13. Calibrated spectra in the case of the stratospheric ﬂight.
Spectra are obtained from channel 1 by averaging 4 acquisition se-
quences in clear sky conditions, 40 spectra for the nadir observing
direction (black line) and 4 spectra for the 30◦ above horizontal di-
rection (gray line).
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Fig. 14. Calibrated spectrum in the case of ground-based obser-
vations. Spectrum is obtained from the weighted average of both
output channels of a single acquisition sequence of 4 zenith obser-
vations in clear sky conditions.
the higher integration time that was allowed by slower atmo-
spheric variability observed by the instrument from a ﬁxed
position.
4.2 Systematic calibration error
The systematic calibration error was obtained through the er-
ror propagation of the temperature 1σ error measured on the
reference blackbodies. If we consider the case in which the
temperature error of each reference blackbody is indepen-
dent and that the corresponding uncertainty on the theoretical
Planck emission is given by 1Bh, 1Bc, and 1Br for HBB,
CBB, and RBB respectively, we obtain the calibration error
1L from equation:
1L =
s
1B2
r +

S
Sh − Sc
2
(1B2
h + 1B2
c). (6)
Figure 6 shows that a value of 0.3K can be considered as a
good conservative estimation of the temperature 1σ error for
the calculation of the blackbody emission uncertainty for the
different heating conditions. The resulting 1L, calculated
from Eq. (6), is shown in Fig. 11 as a function of wavenum-
ber for the two different observation geometries, the nadir
view (top panel) and the zenith view (bottom panel).
4.3 Dependence of calibration on scan direction
The response of the system depends slightly on the sweep
direction since the phase error caused by detector response
and possible misalignments can have different effects in the
two directions and these effect cannot be completely cor-
rected by numerical procedure. This can be taken into ac-
count by calibrating the forward and reverse sweep direc-
tions with separated calibration functions measured with the
same sweep direction. The residual error due to this effect
has been evaluated by measuring the difference in calibrated
spectra between the forward and reverse sweeps. The re-
sults, in the case of both stratospheric ﬂight (continuous line)
and ground-based observations (dashed line), are shown in
Fig. 12 for one output channel. The other channel has the
same behaviour.
The resulting errors are below the NESR level of the mea-
surement over the whole useful bandwidth (see Figs. 15
and 16), and no important systematic effect is introduced
even if only one single sweep direction is used for the analy-
sis.
5 Calibrated spectra
In Fig. 13 two typical spectra acquired during a stratospheric
balloon ﬂight, corresponding to the nadir and the 30◦ above
horizontal lines of sight are shown. Each spectrum is ob-
tained from the average of 4 acquisition sequences each one
including 10 nadir observations, one space view and 2 cali-
brations. Each observation has a 32s duration, the total ac-
quisition time is 1h, and the atmospheric conditions during
acquisition were clear sky. Only one output channel is used
for the analysis of the stratospheric ﬂight since the second
channel showed a degradation of performances due to an oc-
casional thermal instability.
The large ﬁeld of view of the instrument (133mrad) does
not require a high accuracy in the pointing of this instrument.
Infact, duringtheballoonﬂightthegondolaoscillationswere
well inside the ﬁeld of view, and an active line of sight stabi-
lization was not required.
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Fig. 15. Comparison in the case of the stratospheric ﬂight between
the estimated NESR and the standard deviation of 7measurements,
each of them obtained from a single sequence composed of 10nadir
observations and 2calibrations.
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Fig. 16. Comparison in the case of ground-based observations be-
tween the estimated NESR and the standard deviation of 6 measure-
ments, each of them obtained from the weighted average of both
output channels of a single sequence composed of 4 zenith observa-
tions and 2 calibrations.
A self validation of the calibration procedure is provided
from the space view, which, apart from the residual carbon
dioxide band around 670cm−1 and few water vapour lines,
shows an atmospheric emission near to zero, as expected.
The difference from zero of the space view radiance is con-
verted in brightness temperature error with respect to a 280K
blackbody in order to evaluate the absolute calibration er-
ror. The result shows that the average calibration error during
ﬂight is about 0.1K (Palchetti et al., 2006).
In Fig. 14 a spectrum acquired in the case of zenith-
looking geometry from ground-based high-altitude location
is shown. The spectrum is obtained from the weighted aver-
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Fig. 17. Instrumental line shape as obtained from laboratory
measurements (circles). The atmospheric line shape contribution
(dashed line) and the ﬁt with the theoretical function ILS(σ) (con-
tinuous line) are also shown.
age of both output channels for a single acquisition sequence
including 4 zenith observations, and 2 calibrations. Each ob-
servation has a duration of 64s, the total acquisition time is
about 10min, and also in this case the atmospheric condi-
tions during acquisition were clear sky.
The estimated uncertainty in the measured spectra can also
be validated, through the comparison between the estimated
NESR obtained in Sect. 4 and the statistical standard devi-
ation of the measured spectra in presence of a stable atmo-
spheric scene.
In Fig. 15 the standard deviation calculated from
7measurements each obtained by averaging the spectra of
a single acquisition sequence in the case of the stratospheric
ﬂight is shown. In the same graph the NESR corresponding
to setting the values of N=10 and n=2 in Eq. 5 is plotted.
The agreement is remarkable, and the only spectral region
where the statistical variance of measurements is higher than
the NESR is the atmospheric transparency window, where
ground temperature variations and the possible presence of
residual low clouds induce scene variability.
In Fig. 16 the same procedure is applied to ground-based
measurements performed in stable atmospheric conditions.
In this case, according to the measurement conditions the
NESR is calculated for N=4, n=2, while the standard de-
viation is calculated from 6measurements each obtained by
averaging the spectra of a single sequence composed of 4
zenith observations and 2calibrations. Also in this case the
window region is not shown as it is inﬂuenced from residual
atmospheric variability due to thin clouds.
A further product of level 1 data analysis is the instrumen-
tal line shape (ILS), that is fundamental for the following
phases of data processing, the level 2 data analysis for the re-
trieval of atmospheric parameters. The REFIR-PAD ILS has
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been measured through laboratory spectra, using an isolated
water vapour line with a spectral width much smaller than
instrumental resolution. The REFIR-PAD spectrum of the
selected line is shown in Fig. 17. In the same ﬁgure a ﬁt of
the theoretical line shape ILS(σ) obtained from the convolu-
tion of a Sinc function and the atmospheric line shape Lor(σ)
is shown. The good agreement obtained with this analy-
sis shows that the instrumental self-apodization effect due to
beam aperture is negligible, since the ILS is a pure Sinc func-
tion corresponding to the nominal resolution of 0.5cm−1.
6 Conclusions
The level 1 data processing workﬂow for the REFIR-PAD in-
strument has been completed and validated, the results show
that instrumental performances are well up to the scientiﬁc
requirements that were posed from the REFIR preliminary
study.
The REFIR-PAD spectroradiometer is capable to provide
atmospheric emission spectra in the nadir, limb and space
view lines of sight with an absolute radiometric calibration
error of the order of 0.1K.
Laboratory measurement and instrument characterization
obtained from in-ﬂight data show a remarkable agreement,
providing self-validation of both the instrumental set-up and
the level 1 data analysis system.
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