In this work we study the effect of several covariates on a censored response variable with unknown probability distribution. A semiparametric model is proposed to consider situations where the functional form of the effect of one or more covariates is unknown, as is the case in the application presented in this work. We provide its estimation procedure and, in addition, a bootstrap technique to make inference on the parameters. A simulation study has been carried out to show the good performance of the proposed estimation process and to analyse the effect of the censorship. Finally, we present the results when the methodology is applied to AIDS diagnosed patients.
INTRODUCTION
In this paper we propose a new methodology to estimate and make inference in the context of a censored partial regression model. We have a dataset that contains information about the survival time for AIDS-diagnosed patients and some covariates. Our aim is to analyse the effect of these covariates on the patients' survival time starting from the diagnosis time of the illness up to death or up to the end of the study; that is, there is censorship in the sample. The covariates are: sex, age at diagnosis, transmission category, disease at AIDS diagnosis and the period of diagnosis; the latter is used to capture the effect of the introduction of the AZT treatment (started in the middle of 1987). In a previous study, Orbe et al. (1996) used a dummy variable to capture this effect, a quite restrictive specification, since it seems more realistic to assume a more gradual effect. This motivates the proposal of a censored partial regression model, introducing all of the covariates in a parametric and linear form, except for the period of diagnosis, which is introduced through a nonparametric term.
As is well known, the traditional methods applied in standard problems in Statistics cannot be used for censored data. There are two main classes of regression models that analyse the dependence between the duration and the covariates: the proportional hazards models (Cox, 1972) and the accelerated failure time models (see e.g. Lawless (1982) ). The effect of the covariates in the Cox model is multiplicative on the baseline hazard. The advantage of this model, and the main reason for its extensive use, lies in the possibility to estimate the parameters of interest without any assumption on the distribution of the duration variable. However, the assumption of a proportional hazard function for different individuals is very restrictive, and, in some cases, this proportionality is not verified by the data.
On the other hand, in the accelerated failure time models, the survival time (or a monotonic transformation) is modelled linearly in the covariates. Usually, the estimation of these models is carried out assuming a distribution for the duration. However, some authors have developed methods to avoid the need for this assumption. Miller (1976) ; Koul et al. (1981) ; Buckley (1979) , among others, proposed the first estimation procedures in this direction. In the last decade, Ritov (1990) ; Tsiatis (1990) ; Wei et al. (1990) ; Jones (1997) ; Lin et al. (1998) ; Gray (2000) and Jin et al. (2001) used rank tests to estimate the parameters within this class of models. Stute (1993) proposed an estimation procedure based on weighted least squares, using the Kaplan-Meier weights. All of these proposals are designed for models where the effect of the covariates is specified in a parametric manner.
To allow for more flexible situations, Gray (1992) and Hastie and Tibshirani (1993) extended the Cox model to allow for nonparametric effects of some covariates on the hazard functions. Kooperberg et al. (1995) proposed the HARE (HAzard REgression) models, where linear splines and selected tensor products are used to estimate the logarithm of the conditional hazard function, which has also been studied by Intrator and Kooperberg (1995) . Leblanc and Crowley (1999) did a similar work but they modelled the relative hazard function instead.
Since we are interested in modelling the direct effect of the covariates on the duration rather than on the hazard function, our work fits in the accelerated failure time models framework, which is quite appealing to medical investigators due to its ease of interpretation. Moreover and to our knowledge, there is no previous work dealing with semiparametric estimators for these models.
The rest of the paper is outlined as follows. In Section 2, we present the censored partial regression model and provide the details for the estimation procedure. Section 3 describes a method that uses bootstrap resample techniques to make inference. Section 4 provides some simulation results that support the adequacy of the methodology to different situations. Section 5 presents the results of the application to AIDS-diagnosed patients and, finally, Section 6 presents the conclusions.
A CENSORED PARTIAL REGRESSION MODEL
The proposal we put forward in this section extends the linear censored regression model, allowing for a possible nonparametric specification for one or more covariates. Stute (1993) presents a new methodology for a regression model with censored data that allows for either fixed or random covariables and requires weak assumptions for the probability distributions involved. Moreover, the estimators can be easily obtained using weighted least squares.
In order to explain the method, let us assume that T 1 , . . . , T n are independent observations from some unknown distribution function F. Due to the censored data, we observe Y i = min(T i , C i ), where C 1 , . . . , C n denote the values for the censoring variable C. Let δ i = I (T i C i ) be the failure indicator. In addition, X i represents the k-order vector of covariates for the ith individual. This model requires the following identifiability conditions: (H.1) T and C are independent, and (
Hypothesis (H.1) is a standard assumption in random censorship models and (H.2) indicates that, given the duration, the covariables do not provide any further information as to whether the observation is censored or not, a weaker assumption than the independence between C and X . The relation between the covariates and the logarithm of the duration is modelled as ln T i = X i β + i , with E[ i |X i ] = 0. The logarithm can be replaced, without loss of generality, by any other monotone transformation.
The estimator of β can be obtained by weighted least squares, minimizing where ln Y (i) is the ith ordered value of the observed response variable ln Y , X [i] is the concomitant associated with ln Y (i) , and W in are the Kaplan-Meier weights. In a compact notation, the solution can be written asβ 
T is the matrix of covariates. Stute (1993) studied the consistency of this estimator and Stute (1996) its asymptotic normality.
We now propose a generalization of the censored linear model to a censored partial linear model. That is, we will introduce a nonparametric component, where we do not specify any functional form for the effect of one or more covariates. In our application, the period of diagnosis (R) will be the variable introduced in a nonparametric form. Hence, the model can now be written as
The partial linear model (1) has been studied when the dependent variable is not censored. Heckman (1986) and Rice (1986) studied the case where h(·) is estimated using splines, and Speckman (1988) estimated h(·) using kernels. In this work we propose a method to fit (1) when the dependent variable is at risk of being censored.
In order to fit model (1), we have to consider two main issues. On the one hand, the goodness of fit and, on the other hand, the smoothness of the proposed function to model the effect of the covariate included in the nonparametric component. As for the goodness of fit, this is controlled through the sum of the weighted squared residuals using the Kaplan-Meier weights, that account for the existence of censored observations in the sample. This term corresponds to the equation . . , R n is given through the n × d incidence matrix N which assigns the respective value of the covariate R to the ith individual; that is, N i j = 1 if R i = S j , and zero otherwise. As for the smoothness, we measure it in the usual way using the integral of the square of second derivatives. Hence, the combination of both terms can be handled by minimizing the penalized weighted least squares expression
where the solution for the function h(·) is searched in the space of functions that are twice differentiable over the domain of R and have absolutely continuous first derivative. The degree of smoothness is determined by α, the smoothing parameter. Large values of α produce smoother curves, while smaller values produce more wiggly curves. Given α > 0, the solution that minimizes (2) is a smoothing cubic spline function with knots at S 1 , . . . , S d , which is a mathematical consequence of the choice of [h " (r )] 2 dr as the penalty term. As α approaches to zero, the penalty term loses importance and the solution tends to the cubic spline that interpolates the data; that is, such that h(
or the average if we have tieds. However, when α is large enough, the penalty term dominates and, thus, we obtain the weighted least squares solution to a linear model; that is, the solution will provide a linear function for h(·). In practice, the value of α can be selected using a data-driven criterion. The usual one is cross-validation and this will be the criterion we will use in the empirical analysis. Using the properties of cubic splines the integral term can be computed as αh T K h, where K is a square matrix of order d, that only depends on the location of the knots. Further details on splines and how to calculate the K matrix can be found in Green and Silverman (1994, chapter 2) .
Thus, the minimization problem can be rewritten as
Taking derivatives in (3) with respect to β and h, and reordering the terms leads us to the following pair of simultaneous matrix equations:
The uniqueness of the solution to (4) is given by the fact that (i) W is diagonal and with non-negative elements and, therefore, it is a symmetric non-negative definite matrix; (ii) the columns of X are linearly independent and (iii) there is no linear combination Xβ equal to a linear form δ 1 + δ 2 R. In practice, the estimations of β and h can be obtained iterating between equations 4(a) and 4(b), solving repeatedly for β and h, respectively, until convergence is achieved (i.e. using the backfitting algorithm). Conditions (i)-(iii) also guarantee the convergence of the backfitting algorithm and, in most situations, this convergence is quite fast. For example, for our application (see Section 5), this convergence has been achieved after only four iterations. The proof of the uniqueness of the solution to (4) and the convergence of the backfitting algorithm follows directly from Theorem 4.1 in Green and Silverman (1994) . The complete estimation process can be described by the following steps: step 1: separate the repeated values of the response variable; step 2: calculate the Kaplan-Meier estimatorF n (Kaplan and Meier, 1958) for the distribution function F and compute the Kaplan-Meier weights W in ; step 3: put the observed response variable ln Y in increasing order and reorder the covariates in agreement with this given order; step 4: build the incidence matrix N . Now the steps for the backfitting algorithm are: step 5: obtain the initial estimated value of h (ĥ 0 ) by applying ordinary least squares between ln Y and N ; step 6: substitute h byĥ 0 in 4(a) and obtainβ 0 by weighted least squares using the Kaplan-Meier weights; step 7: substitute β byβ 0 in 4(b) and obtain the new estimation of h (ĥ 1 ) applying a natural cubic spline smoother to the difference (ln Y − Xβ); step 8: go to step 6 and iterate until convergence is achieved.
In order to analyse the statistical properties of the resulting estimators we believe it is important to point out some relevant considerations related to this issue. On the one hand, consistency and asymptotic properties for the partial linear model estimator without censored observations have been studied by Heckman (1986) , and the resulting spline estimator is consistent for very general hypotheses where penalized weighted least squares are applied. Basically, it is required that the smoothing parameter α go to zero together with α 1/4 n tending to infinity. The idea behind this has to do with the local character of the nonparametric estimator. The smoothing parameter has to be small enough to fit the data but not too small such that there is no sufficient amount of data involved in the estimation procedure. On the other hand, in a pure parametric context, under (H.1) and (H.2) the estimator proposed by Stute is consistent and has an asymptotic normal distribution (Stute, 1993 (Stute, , 1996 . For the partial linear model, the system of equations in (4) indicates that, if the parameter estimators are consistent, the nonparametric part appears as the solution of a penalized weighted least squares problem. Thus, one should expect a global consistent solution when considering the whole set of conditions. However, the formal proof of the asymptotic properties is not a trivial issue and needs further research, since the partial linear model has censored observations. Alternatively, to check the accuracy of the proposed estimator, in Section 4 we will carry out a simulation study, where the effect of the sample size and the censorship will be studied. To make inference on the estimators, we will propose a bootstrap technique, adapted to the particular dataset that will be analysed.
INFERENCE USING BOOTSTRAP
There are two main bootstrap resample methods for censored data in homogeneous models: Reid (1981) and Efron (1981) , which have been compared in Akritas (1986) . Since, in our case, we have covariates, we propose a new procedure to generate the bootstrap samples for the case of random censorship and a heterogeneous model, that is more related with Efron's proposal. This procedure does not assume any particular relation between the censoring variable and the covariates, being therefore very flexible. We summarize it in the following steps: step 1: fit model (1) as described in Section 2 and compute its residuals; step 2: resample the centered residuals to obtain the bootstrap sample * 1 , . . . , * n ; step 3: generate ln T * i = X iβ + (Nĥ(R)) i + * i ; for i = 1, . . . , n; step 4: generate a vector of Bernoulli variables δ * , where P(
. . , n, and obtain the bootstrap indicator of censoring. Here,Ĝ n is the Kaplan-Meier estimator of the distribution function for the censoring variable; step 5: generate the censoring variable. If ln T * = ln t * and δ * = 1, C * is taken fromĜ n restricted to [ln t * , ∞), while if ln T * = ln t * and δ * = 0, C * is taken fromĜ n restricted to [0, ln t * ); step 6: Estimate model (1), for the bootstrap sample, using the same estimation procedure as in step 1. That is: min β,h
2 dr ; step 7: go back to step 2 and repeat the process M times (i.e. M bootstrap samples are obtained). Notice that, in step 2, the residuals bootstrap sample has been obtained using the Kaplan-Meier estimator for the c.d.f. of the residuals. In step 5, C * has distributionĜ n . Thus, no obvious restrictions have been imposed on the joint distribution of the covariates and C and, in particular, independence is not required.
In practice, the number M depends on the objective of the study. To estimate the distribution of the estimators or confidence intervals, a large value as M = 1000 should be used. To obtain standard deviations, far lower values are sufficient. For more details about bootstrap procedures see, for example, Davison and Hinkley (1997) or Efron and Tibshirani (1993) .
SIMULATION STUDIES
In this section we proceed to empirically study the properties of the proposed model under different sample sizes and censoring levels. Furthermore, we will be particularly interested in the effect of the censoring mechanism on the estimation of the parametric and nonparametric components of our model. We will specifically study the performance of the estimator under three different structures. In the first two cases, the main hypotheses of the model hold, and in the third one, they do not apply. The latter can represent some particular situations that may arise in practice, as in the case of the application considered in Section 5. However, this really represents the worst scenario for the purpose of illustration.
Case 1. In cases 1 and 2, we have generated a duration variable with log-normal probability distribution, following the model ln T = 2 + 1X 1 + 3X 2 + e sinX 3 + , with
where X 1 ∼ U [0, 3] and X 2 ∼ U [0, 1] are the explanatory variables. For the nonparametric component, we use the function e sinX 3 , a function with two peaks and one valley, where X 3 has been obtained randomly generating equally likely integer values, between 0 and 10. The censoring variable is considered to be uniform, independent from the duration and from the explanatory variables, a usual assumption considered in other simulation studies (see e.g. Jones (1997) and Stute (1999) ).
Case 2. We now allow for possible dependence between the censoring variable and the covariates, but so that (H.2) still holds. The duration variable is generated as in case 1. Model (5) enables us to generate the censoring and the indicator variables using an algorithm based on steps 4 and 5 of the bootstrap procedure (Section 3), that puts no restriction on the joint distribution of the covariates and the censoring variable. We consider three levels of censoring, 10%, 20% and 33%, two different sample sizes, n = 100 and n = 200 and, for each combination, we generate 1000 samples. We now estimate the censored partial linear model, where the parameters estimated are the coefficients of X 1 and X 2 , and the nonparametric part will account for the term f (X 3 ) = 2 + e sin X 3 . Table 1 summarizes the results for case 1, providing the estimated means and variances for the parameter estimators in all cases. The results for case 2 are presented in Table 2 . The effect of the censoring, as expected, tends to increase the variance of the estimators, losing precision as the censoring level increases. In addition, and also as expected, the precision is improved as the sample size increases. For the nonparametric part, we use the measurement error ME = (1/11)
2 at the fixed knots x 3i = {0, 1, . . . , 10}, where the function is actually estimated. The resulting values are presented using box plots (one for each censoring level) for n = 100 (Figure 1) , and for n = 200 (Figure 2) . The left panels in each figure present the results for case 1 and the right panels present the results for case 2. In each panel, we have the results for the different censoring levels considered: in the left box we have a 10% censoring level, in the middle box, 20%, and in the right box, 33%. Moreover, since the nonparametric function can estimate the function at any point between 0 and 10, we illustrate the estimation for the whole interval (see Figure 3) by plotting the true function together with the confidence intervals computed for case 2, for samples sizes n = 100 and n = 200, and a censoring level of 20%. As expected, the confidence interval becomes narrower when the sample size increases. We have also simulated cases for n = 500 and 1000, and the results behave as expected (figures are not shown). Similar results appear when we estimated the model in case 1.
Case 3. Finally, we want to check the effect of removing some assumptions in our methodology. For an illustration, we have simulated data from a linear model where the duration variable follows a log-normal probability distribution: that is, 1 − X , and this relation will imply that the censorship will be concentrated at the observations where X is close to one. In this case, the independence between the censoring and the duration variable does not hold and, therefore, the parametric estimators proposed under this assumption might lead to inconsistent estimators. There are different estimators that account for a weaker hypothesis where the assumption is the independence between the distributions of the censoring and the duration, but when conditioned to the covariates (Ritov, 1990) . Unfortunately, the consistency of the estimators in this type of models is only proved in a framework where the observations of the dependent variable lie in a interval truncated from above. This fact can lead to inconsistent estimators when they are related with the whole distribution (e.g. duration mean). In this particular case, since the censoring is concentrated at the end of the study, we expect that the local character of our nonparametric estimation should avoid global errors in the parameter estimators. In order to provide an intuitive argument for this, note that, in the backfitting procedure, if the nonparametric term is removed, the parameter estimators are consistent. For the nonparametric estimator at each point, we just use the 'closer' observations and this avoids the use of the information close to the end of study for this covariate. That is, the parametric part uses the whole set of information and the nonparametric part the local, which will lead to unreliable results only at the end of the study and for this specific covariate. However, it should lead to reliable global estimators for the rest of the covariates. To test for this, four different sample sizes are considered, n = 100, 500, 1000, 2000 and, for each sample size, we generate 1000 samples. The censorship level is kept fixed at 15% for all cases. We now estimate the partial regression model ln T = f (X ) + θ 2 Z + . The results for the parametric component of the model are presented in Table 3 , and Figure 4 shows the 95% empirical confidence bands for the estimation of the nonparametric part of the model, f (X ), for n = 1000.
From Table 3 , we can see that the estimation for the parameter θ 2 in the model has a bias and a variance that decrease as the sample size increases, which is a good sign for the estimation process. As we can see from Figure 4 , the resulting confidence bands for the nonparametric estimate covers the true value f (X ) = −2. As expected, the nonparametric estimator should not be interpreted at the end of the study. We also have computed the pure parametric model (6) using Stute's method. Table 4 presents the results where we can observe a clear bias in the estimators.
APPLICATION: STUDY OF THE SURVIVAL TIME FOR AIDS PATIENTS
The dataset contains information about the survival time for AIDS-diagnosed patients who lived in the Basque Autonomous Community and the Autonomous Community of Navarra in Spain. We have a 31, 1990 . The duration variable under study measures the survival time for the patient from the illness diagnosis time up to death or up to the end of the study (censored observations). The evolution of the HIV virus has three stages. The first one is known as the 'pre-antibody' stage and it is the shortest one with a duration of only several months and goes from the infection date to the development of antibodies or seroconversion point. The second stage, the 'incubation' stage, is the largest one, starting with the seroconversion (the patient is classified as seropositive) and goes until the diagnosis of AIDS. Finally, the third stage gives the survival time from the AIDS diagnosis time, when the individual develops some of the illnesses related to AIDS, up to death or up to the end of the study. We study the duration in the third stage. As of December 31, 1992, there were 447 patients that had died and 14 patients that had survived, the censored observations. The covariates are: sex (Sex), age at diagnosis (Age), transmission category, disease at AIDS diagnosis and the period of diagnosis (Period). The transmission category is coded using five dummy variables for T-Sex, T-Drug, T-Blood, T-Moth-child and T-Others. The disease at AIDS diagnosis is coded using three dummy variables Disease1, diagnosis through an opportunistic infection; Disease2, diagnosis produced by a Kaposi's sarcoma or some lymphoma; and Disease3, diagnosis through an HIV encephalopathy or a HIV wasting syndrome. For the effect of the AZT treatment (starting in the middle of 1987), we introduce the variable R which indicates the period of diagnosis (in quarters). Thus, this variable takes values from one (diagnosis in the second quarter of 1984) to 27 (diagnosis in the last quarter of 1990).
Since the variable period of diagnosis has a clear relation with the censoring variable (i.e. C = t 0 − R, where t 0 = 35, 27 quarters under study and eight under follow-up), we are in a situation similar to case 3 presented in Section 4 and this will affect to parametric specifications of this variable. This fact, together with the issue of considering a possible gradual effect for the AZT motivates to propose the estimation of a partial regression model in Section 2, where all covariates are introduced parametrically, except the period of diagnosis, which is introduced through a nonparametric term. As indicated in the previous section, the partial estimator should only be affected at the end of the range of the variable R. However, since one of the main interests in the application was the study of the effect of AZT, introduced in 1987, on the survival of the patients (i.e. r = 13-14 in the partial linear model), corresponding to the mid-part of the study, the interpretation of the results can be done in a reliable manner. As for the inference on the estimators, since we know the relation between the censoring variable and one of the explanatory variables (i.e. period of diagnosis) we have changed steps 4 and 5 in the bootstrap procedure described in Section 3, to reproduce this relation in the resamples. The new steps 4 and 5 will calculate the censoring indicator using δ * i = I (t * i c i ), where c i = t 0 − r i , t 0 = 35 quarters and r i is the period of diagnosis. With this procedure, we calculate standard deviations aŝ
, whereβ k i * indicates the estimated β k in the ith bootstrap sample. The confidence intervals are computed using the percentile method (Efron, 1982) , denoting by LL and UL the lower and upper limit respectively. Table 5 reports the results for the parametric component, and Figure 5 those for the nonparametric component.
With regard to the covariates introduced in the parametric component, only the age of the patient has a significant, negative, effect on his/her survival time. As for the estimation of the nonparametric component, the period of diagnosis does not seem to have a significant effect at the beginning of the study. As time goes by, a significant and positive effect appears with a clear acceleration several quarters before the beginning of the administration of AZT (started in the middle of 1987, i.e. r = 13). This makes sense because patients whose diagnosis time was several quarters before starting the administration of AZT also received this treatment. Therefore, we can say that the introduction of AZT has a positive effect on the survival, increasing the survival time of patients. In order to better illustrate this, we can look at Figure 5 and consider the rest of the covariates to remain constant. We can observe that the difference, in terms of mean of ln T , for a patient diagnosed of AIDS at the beginning of the illness (i.e. r = 1, last quarter of 1984) and a patient, for example, diagnosed with AIDS just after starting the introduction of , that represents the nonparametric estimation of the effect of the period covariate on the mean log-duration, together with the 95% confidence bands. From the figure we can observe a positive and gradual effect of the AZT treatment (that started in the middle of 1987, i.e. R = 13). The increase of the mean log-duration of patients is clear and it can be directly quantified by comparing the values in ordinates. This effect can not be easily captured using parametric specifications.
AZT (i.e. r = 13) is larger than 1. That is, the difference in mean survival time between those two periods increases approximately in almost four quarters.
DISCUSSION
As a summary, this paper proposes a censored partial regression model to analyse a response variable and the effect of some covariates under censored observations. The proposal is based on a distributionfree model, where the proportionality of the hazard functions is not required, and it allows us to model situations where the effect of one or more covariates is not parametrically specified. In addition, we model directly the effect of the covariates on the duration, which leads to an easier interpretation of the results.
The simulation study indicates that this procedure produces good estimates for the parametric component and for the nonparametric one, even in situations where the hypotheses of the model do not hold. A new bootstrap technique is derived to make inference on the estimators. Finally, the application of the methodology to the dataset allows us to interpret the gradual effect of the AZT treatment, that cannot be easily capture using parametric specifications. This analysis shows the evolution of the survival time for the illness during the period under study. In the first quarters, the effect of the period of diagnosis on the survival time is small and, as time goes by, this effect increases and presents a strong acceleration. This can be due to the fact that AIDS was quite unknown at the beginning and, then, as it became widely known, the disease was diagnosed earlier.
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