Background {#Sec1}
==========

Force Myography (FMG) involves measuring the outward force, or pressure, of a muscle as it changes conformation below the surface of the skin, as a means to characterize the state of the underlying musculo-tendinous complex \[[@CR1]\]. The use of FMG in conjunction with machine learning and pattern recognition techniques is an active area of research \[[@CR1]--[@CR5]\]. FMG provides a simple to use, inexpensive, and unobtrusive method for detecting the functional state of a limb. Studies have shown that FMG can be used to (i) predict grip strength \[[@CR1]\], (ii) predict single finger forces \[[@CR2]\], (iii) detect hand gestures \[[@CR3]\], (iv) detect grasp and move actions \[[@CR4]\], and (v) detect upper-extremity postures, including grasping, elbow flexion, and wrist pronation \[[@CR5]\]. Several applications have been proposed for FMG based sensing, including the creation of human machine interfaces to control robotic prosthesis \[[@CR6]\] and industrial robots \[[@CR7]\], as well as the creation of monitoring systems that encourage functional use of the limb as part of a stroke rehabilitation program \[[@CR4], [@CR5]\].

The potential use of FMG for grasp detection is especially relevant in the case of rehabilitation in individuals with upper-extremity impairments resulting, for instance, from stroke. Research suggests that it is necessary to practice hundreds, if not thousands, of grasp and release motions to optimize hand motor recovery after stroke \[[@CR8], [@CR9]\]. Accordingly, encouraging the use of the paretic limb to complete functional tasks in daily use is a key goal of stroke rehabilitation \[[@CR10], [@CR11]\]. In fact, given the wide variety of grasps required to complete activities of daily living (ADL) \[[@CR12]\], the presence of grasping, regardless of the grasp type, may be indicative of functional use of a limb, which may contribute to hand motor recovery. The ability to distinguish between grasping, regardless of grasp type, versus no grasping (i.e. no object in hand) could allow FMG based devices to encourage stroke survivors to use their paretic arm functionally as part of daily living, and contribute towards improved rehabilitation outcomes.

Several studies with healthy participants have shown the feasibility of FMG based grasp detection \[[@CR3], [@CR4], [@CR13], [@CR14]\]. Despite the noted work, the use of FMG for grasp detection still presents challenges. In fact, the FMG signal has been shown to be sensitive to joint positions, including that of the elbow, forearm, and wrist \[[@CR5], [@CR15]--[@CR17]\]. While the detection of upper-extremity joint positions may be useful in some applications, the sensitivity of FMG to joint positions could adversely impact grasp detection as joint positions will vary when the user is grasping and moving an object. Variations in joint position and movement trajectories, which would be expected as part of daily living, could confound the grasp detection classification scheme and reduce accuracy. Thus, further research is required to increase the robustness of FMG based grasp detection, such that it may be eventually used for grasp detection in unconstrained environments. Additionally, a majority of FMG classification research has focused on trying to distinguish between various types of grasps (i.e. multi-class problem) in the absence of significant upper-extremity movement \[[@CR3], [@CR18], [@CR19]\]. The ability to distinguish between a discrete set of grasp-types is a necessary attribute in human machine interface applications \[[@CR3], [@CR18]\]. However, the presence of grasping, regardless of the grasp type involved, can be indicative of functional use of a limb, which is a key goal in stroke rehabilitation \[[@CR11]\]. In stroke rehabilitation applications, FMG-based devices will have to detect and encourage grasping instead of a lack of grasping, regardless of which of the wide variety of grasp-types necessary to complete ADL \[[@CR35]\], was used. To the best of our knowledge, there have been no studies that have evaluated the accuracy of FMG, or other upper-extremity sensing modalities, when classifying data associated with multiple grasp-types, in the presence of significant upper-extremity movements, for the two-class problem of grasping, regardless of grasp type, versus no grasping (i.e. no object in hand), which may be a more clinically relevant scenario.

Contemporary FMG research has focused on classification of the raw FMG signal, in the form of instantaneous FMG samples from multiple channels (i.e. sensors), in order to detect the grasping of an object \[[@CR3]--[@CR5], [@CR13]\]. However, the grasping of an object is not a discrete, instantaneous action. Instead, it is a multi-stage process \[[@CR20]\]. The force generated during grasping will increase as an individual first moves his or her fingers, makes contact with the object, forms the grasp, and then proceeds to generate force in order to be able to grip the object securely, and lift the object against gravity. Subsequently, the releasing process involves a reduction in force and the opening of the hand into a neutral hand posture \[[@CR20]\]. Given that grasping involves a force profile that changes over the various stages of a grasp, we postulate that the temporal sequence of FMG values adjacent in time may provide descriptive information on the current grasping state of the hand (i.e. that grasp detection with FMG can be represented as a time series problem). Traditional machine learning methods, such as the support vector machine and neural network, use an instance based method for classification. In such methods, the instantaneous classifier output is dependent on the instantaneous inputs to the classifier; historical or future inputs do not affect the instantaneous classifier output. The use of temporal feature extraction has been shown to increase accuracy in applications that involve classifying data that have temporal or sequential dependence, such as the classification of electromyography (EMG) signals \[[@CR21]\]. The temporal feature extraction step involves calculating parameters (i.e. features) that represent the time series within a certain window size of data. The calculated features are then provided to the classifier as instantaneous inputs \[[@CR22]\].

Based on these considerations, the objective of this study is to evaluate the utility of classifying temporal features of the FMG signal for FMG data associated with a variety of grasp-types, in the presence of confounding upper-extremity movements, for the two-class grasp detection problem of grasp, regardless of grasp type, versus no grasp (i.e. no object in hand).

Methods {#Sec2}
=======

Participants {#Sec3}
------------

Healthy volunteers, with full upper-extremity functional ability, were recruited for the study. All participants provided informed consent for their participation in the study, which was approved by Office of Research Ethics, Simon Fraser University. Potential participants with height greater than allowed for by the experimental protocol were excluded from the study.

Data collection device {#Sec4}
----------------------

The experimental device consisted of a force sensing band with 16 force sensors and an additional external force sensor that was connected by flexible wire to the device's housing. The force sensing band was 28 cm long and 2 cm wide; the center-to-center distance between successive force sensors on the band was 1.7 cm. Figure [1](#Fig1){ref-type="fig"} depicts the dimensions of the force sensing band. The additional external force sensor was an FSR402 from Interlink electronics \[[@CR23]\]. The 16 force sensors in the force sensing band were fabricated with a polymer thick film, which exhibits a reduction in resistance as force is applied to it. The sensing characteristics of sensors fabricated with this polymer thick film are the same as the FSR402 from Interlink electronics \[[@CR23]\].Fig. 1Internal dimensions of force sensing band

The band was donned on the participant's wrist, on the distal side of the styloid process of the Ulna bone (Fig. [2](#Fig2){ref-type="fig"}). In the event that the band was longer than the participant's wrist circumference, the remaining length of the band was taped down to the device housing. The additional force sensor was taped to the participant's thumb (i.e. thumb sensor). The thumb sensor, connected to the device housing, is depicted in Fig. [3](#Fig3){ref-type="fig"}. The signal from the thumb sensor was used to label each datum that corresponded to a grasp (i.e. whenever force was observed on the thumb sensor due to the grasping of an object) using a threshold crossing that was tuned by the experimenter. Data from the thumb sensor served as the true label for training classifiers and evaluating FMG classification performance. This method of labeling the data was motivated from previous works published by our research group \[[@CR24]\] and was selected as all the grasp types used in this study involve active opposition of the thumb in order to form the grasp and secure an object.Fig. 2Device donning position Fig. 3Thumb sensor for labelling data

The change in resistance demonstrated by each force sensor in the 16 channel (i.e. sensors) force sensing band, and the thumb sensor was quantified using a voltage divider circuit with a 20 kΩ resistor using a 10-bit analog to digital convertor. Data were sampled at 10 Hz with an AT Mega 328 Microcontroller, located within the device housing, and wirelessly transmitted to a Personal Computer via Bluetooth. The 10 Hz sampling rate has been shown to be sufficient for FMG based sensing and classification \[[@CR4], [@CR6], [@CR25]\], as it has been shown that most volitional upper-extremity motion occurs below 4.5 Hz \[[@CR26], [@CR27]\]. Custom LabVIEW \[[@CR28]\] software was written to collect data from the data acquisition device. The software consisted of a communications module that received and logged data from the FMG data acquisition device and a graphical user interface that allowed the operator to insert a label associated with each round of data collection in the experimental protocol.

Experimental protocol {#Sec5}
---------------------

The experimental protocol comprised multiple repetitions of several grasp and move tasks. As noted previously, research has shown that the FMG signal is sensitive to joint positions of the wrist, forearm and elbow \[[@CR5], [@CR15]\], which are expected to vary with the varying movement trajectories that are likely to be employed when grasping and moving objects in daily use. In order to explore the limits of FMG grasp detection, the protocol was designed to involve movement in the three-dimensional workplace, and the use of joint movement (such as wrist flexion and extension, elbow flexion and extension, and shoulder flexion and extension) for task completion. Additionally, to evaluate the classifiers' robustness to false positives (i.e. incorrectly detecting a grasp when no grasp occurred), portions of the protocol required movement without grasping (i.e. with a neutral hand posture) in the same three-dimensional workplace.

Three-dimensional workspace {#Sec6}
---------------------------

Figure [4](#Fig4){ref-type="fig"} shows a model of the three-dimensional workspace created for the protocol. The workspace consisted of five shelving units placed on top of a U-shaped table. The U-shaped table was 80 cm tall. Four shelving units, 64 cm tall, were positioned at the four corners of the workspace. The space below the shelving units (i.e. the surface of the table) was accessible. Each shelving unit was used to create two target positions: one at the top of the shelf (height above table = 64 cm) and one at the bottom of the shelf (height above table = 0 cm). This created a total of eight target positions (positions 1--8 in Fig. [4](#Fig4){ref-type="fig"}). The fifth shelving unit was 32 cm tall (half the height of the other shelving units) and was placed in the center of the workspace to create the origin position (position 0 in Fig. [4](#Fig4){ref-type="fig"}). The participant was asked to stand in the center of the U-shaped table, directly in front of the origin position, and grasp and move the objects to-and-from the various shelving units on the table. The protocol required the top of the target shelves (positions 1, 3, 5 and 7 in Fig. [4](#Fig4){ref-type="fig"}) to be 5 cm above the height of the participant's shoulder, such that, the participant would be required to forward flex his/her shoulder above the horizontal to reach the target positions on top of the shelving unit. In the event that the participant was too short for this constraint, an adjustable platform was provided for the participant to stand on (Fig. [5](#Fig5){ref-type="fig"}). The number of shelves and their position relative to the participant was selected to ensure that participants had to move their arms superiorly, inferiorly, medially, laterally, proximally, and distally in order to move objects to-and-from each of the shelves. Figure [6](#Fig6){ref-type="fig"} shows the actual workspace created.Fig. 4Model of task workspace Fig. 5Adjustable platform Fig. 6Actual task workspace used for protocol

Grasp types {#Sec7}
-----------

Grasp types that are frequently used in ADL were selected for the protocol. Bullock et al. monitored the relative frequency of the different grasp types used by two machinists and two housekeepers as part of their daily activities \[[@CR12]\]. We selected seven of the most frequently used grasp types for evaluation: (1) medium wrap, (2) precision disk, (3) lateral pinch, (4) tripod, (5) lateral tripod, (6) power sphere, and (7) thumb-2 finger. Combined, these grasp types account for more than 50% of the grasps that occurred for the two machinists and two housekeepers in Bullock et al.'s study \[[@CR12]\]. A specific object was selected for each of the grasp types. The tripod and lateral tripod grasp types were considered identical from the FMG perspective, as they involve identical finger positions and are in fact variations of hand orientation in the three-dimensional workspace. It is noteworthy that other variants of grasp taxonomy do not distinguish between the tripod and lateral tripod grasp types \[[@CR29]\]. Table [1](#Tab1){ref-type="table"} lists the objects selected for each grasp type. Figures [7](#Fig7){ref-type="fig"}, [8](#Fig8){ref-type="fig"}, [9](#Fig9){ref-type="fig"}, [10](#Fig10){ref-type="fig"}, [11](#Fig11){ref-type="fig"} and [12](#Fig12){ref-type="fig"} depict the objects selected for each grasp type.Table 1Objects used for each grasp type evaluatedIndexGrasp typeObject1Medium wrapDrinking glass2Precision diskQuarter bowl3Lateral pinchQuarter plate4Tripod/lateral tripodBlock from box and blocks test \[[@CR30]\]5Power sphereTennis ball6Thumb-2 fingerPencil Fig. 7Drinking glass for medium wrap grasp type Fig. 8Quarter bowl for precision disk grasp type Fig. 9Quarter plate for lateral pinch grasp type Fig. 10Block for tripod/lateral tripod grasp type Fig. 11Tennis ball for power sphere grasp type Fig. 12Pen for thumb-2 finger grasp type

Instructions to participants {#Sec8}
----------------------------

The protocol consisted of three identical rounds of data collection, each of which consisted of grasp and move activity, and movement without grasping (i.e. with a neutral hand posture). The number of rounds was selected as a compromise between the goals of collecting the maximum amount of data possible, and avoiding muscular and attention fatigue in participants. Participants were asked to use their dominant hands for all activities. Participants started the protocol with their hand in the neutral position (i.e. hand by their side). For grasp and move activity, the participant was asked to move his/her hand to the origin position (position 0 in Fig. [4](#Fig4){ref-type="fig"}), grasp and lift an object from the origin position, move and release the object at one of the target positions (positions 1--8 in Fig. [4](#Fig4){ref-type="fig"}), and to return his/her hand to the neutral position (by his/her side). Subsequently, the participant was asked to move their hand to the previously used target position (positions 1--8 Fig. [4](#Fig4){ref-type="fig"}), grasp and lift the object from the target position (positions 1--8 Fig. [4](#Fig4){ref-type="fig"}), and to move and release the object at the origin position, before retuning his/her hand to the neutral position (by his/her side). The participant was asked to repeat this process for each of the target positions starting with position 1 in Fig. [4](#Fig4){ref-type="fig"}, and ending with position 8 in Fig. [4](#Fig4){ref-type="fig"}. This resulted in sixteen grasp and move actions for each object. It is noteworthy that the movement and placement of the objects at the target locations required the participant to move his/her wrist, elbow, and shoulder joints, and involved arm movement in all three planes of motion. This allowed for the evaluation of the false negative rate (incorrectly predicting a neutral hand posture when a grasp was occurring) of FMG based grasp detection while grasping in the presence of upper-extremity movement.

Data corresponding to movement without grasping were collected in-between the grasp and move activity for each object, in order to evaluate the false positive rate of FMG based grasp detection in the presence of upper-extremity movement. Examples of upper-extremity movement without grasping that may be encountered as part of ADL include raising and putting an arm through a sleeve while donning a garment, waving a hand in greeting, and swinging an arm while walking. Specifically, participants were asked to move their hands to the positions that would correspond to the movement involved in the grasp and move case, but without grasping any object. The participant was asked to move his/her hand from the neutral position, to hover over the origin position (position 0 in Fig. [4](#Fig4){ref-type="fig"}), and to then move his/her hand to hover over a target position (positions 1--8 in Fig. [4](#Fig4){ref-type="fig"}), before returning his/her hand to the neutral position. The participant was subsequently asked to move his/her hand from the neutral position to the previously used target position (positions 1--8 in Fig. [4](#Fig4){ref-type="fig"}), and then to move his/her hand to hover over the origin position (position 0 in Fig. [4](#Fig4){ref-type="fig"}), before returning to the neutral position. The sequence was repeated for each target position, resulting in sixteen rounds of movement. The above described movement without grasping, and grasp and move, actions were repeated for each grasp type and object. The entire sequence was repeated three times to form the three rounds of data collection. The instructions used for each round of movement without grasping, and each round of grasp and move activity, with different objects and grasp types, are summarized in Table [2](#Tab2){ref-type="table"}.Table 2Instructions to participants for each round of movement without grasping and each round of grasp and move activityTypeInstructions to participantMovement without graspingMove from neutral to origin position, and then to target position before returning to neutral. Subsequently move from neutral to target position, and then to origin position before returning to neutral. Repeat across eight target locations, resulting in sixteen movement actionsGrasp and moveMove from neutral to origin position, grasp and pick-up object, move object, place and release object at target position, before returning hand to neutral. Subsequently move from neutral to previous target position, grasp and pick-up object, move object, place and release object at origin position, before returning hand to neutral. Repeat across eight target locations, resulting in sixteen grasp and move actions

Analysis {#Sec9}
--------

### Features evaluated {#Sec10}

Five basic temporal feature extraction techniques were identified for evaluation: (i) mean absolute value (MAV), (ii) root mean squared (RMS), (iii) coefficients of linear fit (LF), (iv) coefficients of parabolic fit (PF), and (v) coefficients of autoregressive model (AR). These feature extraction techniques derive from two of the several ways in which time series can be represented. The MAV and RMS provide a representation of the overall magnitude of the data within the feature window. The LF, PF, and AR are all methods of modelling trends within the data. While more advanced methods of representing time series and extracting temporal features exist, the use of these features allows for clear interpretation of the merits of temporal feature extraction for FMG classification in this preliminary study. The specific rationale for evaluating each of these features is as follows.

MAV is a representation of the overall FMG activity, for the given channel, within the window. The use of an overall representation may lead to a reduction in misclassification due to changes in the FMG signal caused by upper-extremity movement and other outliers in the data. MAV has been used as a feature in the classification of Mechano Myography (MMG) signals \[[@CR31]\], and EMG signals \[[@CR32]\]. The MAV for each channel can be calculated using (1); where *i* is the sample number from 1 to n, *n* is the window size, and *k* is the channel number from 1 to 16.$$\documentclass[12pt]{minimal}
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                \begin{document}$$MAV_{k} = \frac{1}{n}\mathop \sum \limits_{i = 1}^{n} \left| {FMG_{k,i} } \right|$$\end{document}$$

RMS is a representation of the power of the FMG signal for the given channel, within the window. RMS may relate to grip strength, which could potentially increase the ease of separation of data corresponding to the participant having an object in his/her hand and a neutral hand posture. RMS has been shown to be an effective predictor of force of contraction in MMG signals \[[@CR33]\], and has been used in EMG classification \[[@CR34]\]. The RMS for each channel can be derived using (2); where *i* is the sample number from 1 to n, *n* is the window size, and *k* is the channel number from 1 to 16.$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
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LF models the trend and amplitude of the FMG for the given channel, within the window. The model may reflect a change in the force exerted by the participant's musculo-tendinous complex and may capture the temporal change in force that occurs as the user grasps, and releases an object. The LF is part of a wider class of linear model fit features. The use of LF for the preliminary evaluation of temporal features for FMG classification allows for easier interpretation of the utility of linear models. The LF for each channel can be calculated by computationally applying an error minimization routine to the least-squares residual expression in ([3](#Equ3){ref-type=""}) to solve for fit parameters *a* and *b*; where *E* is the residual error term of the fit, *i* is the sample number from 1 to *n*, *n* is the window size, a *k* is the channel number from 1 to 16. In this study, the fitting routine was carried out using the polyfit function in MATLAB \[[@CR35]\].$$\documentclass[12pt]{minimal}
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PF builds upon the LF and allows for modelling with three degrees of freedom. The additional fit term provided by the PF allows for the modeling of non-linear trends in the data within the window. The model may reflect a change in the force exerted by the participant's musculo-tendinous complex and may capture the temporal change in force that occurs as the user grasps, and releases an object. The PF has been shown to be an effective feature in handwritten character recognition \[[@CR36]\]. The PF is part of a wider class of non-linear model fit features. The use of PF for the preliminary evaluation of temporal features for FMG classification allows for the interpretation of the utility of non-linear models. The PF for each channel can be calculated by computationally applying an error minimization routine to the least-squares residual expression in ([4](#Equ4){ref-type=""}) to solve for fit parameters *a*, *b*, and *c*; where *E* is the residual error term of the fit, *i* is the sample number from 1 to *n*, *n* is the window size, and *k* is the channel number from 1 to 16. In this study, the fitting routine was carried out using the polyfit function in MATLAB \[[@CR35]\].$$\documentclass[12pt]{minimal}
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AR allows for modelling of the linear dependence of a data point on previously occurring data points and a stochastic term. The model may reflect a change in the force exerted by the participant's musculo-tendinous complex and may capture the temporal change in force that occurs as the user grasps, and releases an object. AR has been shown to be effective for MMG \[[@CR31]\] and EMG classification \[[@CR34]\]. The AR for each channel can be calculated by computationally solving for the *a* ~*i*~ terms in the expression in ([5](#Equ5){ref-type=""}); where *i* is the sample number from 1 to n, *n* is the window size, *k* is the channel number from 1 to 16, and *ɛ* is the stochastic error term. In this study, the order of the autoregressive model was set to be 1 below the number of samples in the window size. The AR parameters were calculated by applying the Yule-Walker method using the aryule function in MATLAB \[[@CR37]\].$$\documentclass[12pt]{minimal}
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Each feature extraction technique was run on the FMG data using a 0.5 s window (5 samples). In order to evaluate the utility associated with each candidate feature, no additional processing or filtering was conducted on the FMG data before or after feature extraction. The window size was selected based on an empirical analysis of the time-scale in which a transition between a neutral hand posture and a grasp hand posture occurs. In the case of the LF, PF and AR features, the selected window size allows for modelling of the temporal trends (such as slope and curvature) of the FMG signal for a given channel, within a 0.5 s timespan, which would allow for the capture of information on the change in the FMG profile that may occur as the transition to-and-from a grasp posture occurs. In all cases, the feature value associated with a single instantaneous FMG sample for a given channel was found by transforming data around the given sample using a symmetrically centered overlapping window (i.e. feature value corresponding to the current sample depended on the current sample and two samples before and after it). This resulted in an 80% (four out of five samples) overlap between successive feature extraction windows. The feature values were constructed sample-by-sample and channel-by-channel. The feature extraction scheme is depicted in Fig. [13](#Fig13){ref-type="fig"}.Fig. 13Exemplary 5 Sample, Centre Justified Feature Extraction Scheme. For brevity, only the first two, and last instances of the feature extraction routine are illustrated. *Black dots* are used to indicate additional samples or instances of the feature extraction routine have been omitted from the image. FMG~k,i~ is the ith FMG sample from the kth channel, where k = \[1, 16\], and i = \[1, N\]. Feat~k,i~ is the ith set of feature samples for the kth channel, where i = \[1, N − 4\]

### Feature evaluation framework {#Sec11}

A feature evaluation framework was developed in MATLAB \[[@CR38]\] in order to be able to evaluate the off-line classification performance obtained with different features of the FMG signal. The framework was based on the wrapper feature evaluation method \[[@CR39]--[@CR41]\]. In the wrapper method, a classifier is trained and tested using each candidate feature in order to understand their individual effectiveness for classification purposes. In this study, the wrapper method was used to evaluate off-line classification performance with each of the features and the raw FMG signal. While other more computationally efficient methods for feature evaluation and selection exist, the wrapper method was chosen as it allows for unambiguous understanding of the effectiveness of each feature proposed \[[@CR39]\]. The effectiveness of each feature was evaluated using the area under the receiver operating curve (AUC). Receiver operating curves plot the true positive rate (sensitivity) against the false positive rate (1-specificity) for a classifier \[[@CR42]\]. The ideal classifier will have a true positive rate of 1 (i.e. sensitive) and a false positive rate of 0 (i.e. specific), yielding an AUC of 1. The classification accuracy (i.e. ratio of the number of correctly predicted samples to the total number of samples) was also calculated for each feature, but was not used as a primary measure of the effectiveness of candidate features. AUC was chosen as the measure of effectiveness as it is insensitive to the relative distribution of the classes within the data, and hence, provides a robust method of evaluating classification performance when compared to classification accuracy \[[@CR42]\].

The feature evaluation framework consisted of two run-time stages, as depicted in Fig. [14](#Fig14){ref-type="fig"}. In the first stage, features were extracted for all three rounds of data collection for each participant and stored to file for future classification. In the second stage, classification performance with each of the extracted features was evaluated for each participant. A support vector machine (SVM) with a radial basis function kernel (RBF), implemented via the LIB-SVM library \[[@CR43]\] for MATLAB was used for classification. AUC and accuracy were evaluated in a three fold cross-validation scheme. Specifically, data from a given round was classified using a classifier that was constructed with data from the remaining two rounds for the participant. For each round, a ten fold cross-validation scheme within the training data was used to determine the optimal cost and gamma for the RBF-SVM via a grid search. The average AUC and accuracy obtained across three folds for a given feature and participant was calculated, and subsequently the average AUCs and accuracies across all participants were calculated for each feature. Features that resulted in increased AUC when compared to the raw FMG signal were identified. A single-tailed, paired samples Student's t test with alpha of 0.05 was used to determine if the increase in AUC seen due to the classification of a particular feature, in comparison to the classification of the raw FMG signal, was statistically significant.Fig. 14Feature evaluation flowchart

Results {#Sec12}
=======

Participant information {#Sec13}
-----------------------

Ten healthy participants were recruited for this study. Participant age, gender, and the need for the height adjusting step to meet the protocol's height restriction, are listed in Table [3](#Tab3){ref-type="table"}.Table 3Participant informationIDAge (years)GenderHeight adjusting step required123FemaleYes222FemaleNo327FemaleYes421MaleNo523MaleNo623MaleNo724MaleNo825FemaleYes921MaleNo1027MaleNo

Feature evaluation results {#Sec14}
--------------------------

Figure [15](#Fig15){ref-type="fig"} depicts the AUC obtained for each feature evaluated and the raw FMG signal. Four of the five features evaluated resulted in modest increases in AUC when compared to the raw FMG signal; two features (LF and PF) produced statistically significant increases in AUC. The AUC, accuracies, and associated standard deviations for the four features that demonstrated increased performance are listed in Table [4](#Tab4){ref-type="table"}. Table [4](#Tab4){ref-type="table"} also lists the P values (single-tailed, paired samples Student's t test) associated with the AUC for each feature in relation to the AUC associated with the raw FMG signal. The raw FMG signal yielded an AUC of 0.82 ± 0.10 and an accuracy of 88.79 ± 5.18%. The largest increase in AUC over the raw FMG signal was obtained using PF, yielding an AUC of 0.869 ± 0.061 and an accuracy of 90.64 ± 4.30%. The increases in AUC (P = 0.011 \< 0.05) and accuracy (P = 0.031 \< 0.05) observed over the raw FMG signal are statistically significant for PF.Fig. 15AUC for all features evaluated Table 4Features with increased AUC over the raw FMG signalFeatureAUCAccuracyP valueValueσValue (%)σ (%)PF0.8690.06190.6354.2980.011LF0.8620.06589.8594.9400.017MAV0.8340.07686.7036.6720.152RMS0.8290.07586.9096.7300.253Raw FMG0.8190.09888.7925.178N/A

Discussion {#Sec15}
==========

The objective of this study was to explore the utility of classifying temporal features of the FMG signal for FMG data associated with a variety of grasp-types, in the presence of upper-extremity movements, for the two-class grasp detection problem of grasp, regardless of grasp type, versus no grasp (i.e. no object in hand). The MAV, RMS, LF, and PF features all yielded modest increases in AUC when compared to the raw FMG. However, increases seen for the MAV and RMS were not statistically significant (single-tailed, paired samples Student's t test; P = 0.078). In contrast, LF and PF features yielded larger and statistically significant increases in performance. A potential explanation for the superior performance of the LF and PF features is the fact that they attempt to model the trends within the data window, while the MAV and RMS both calculate an estimate of the overall magnitude of the data for the given window. It is possible that the capturing of trend information allows for greater ease of separation of FMG data when compared to capturing only magnitude information. The capturing of trend information may reflect temporal changes in the FMG signal that occur when a transition into, or out of a grasp occurs. Furthermore, the trending of FMG data may also provide increased robustness to outliers, or noise in the data, as a single transient change in the signal will be attenuated by the remaining samples in the feature extraction window. It is noteworthy that in order to allow for the evaluation of the utility of the candidate features, all analysis steps in this study used the raw FMG data without any filtering. While the use of frequency selective filters will not enable the modeling of trend information within a window of data, it is possible that filtering the raw FMG signals could also yield increased robustness to noise and outliers in the FMG data.

These results suggest that the use of feature extraction techniques that attempt to model the FMG data as a linear, or non-linear time series may yield modest increases in grasp detection performance, when compared to feature extraction techniques that attempt to capture an overview of the FMG data within the window, and when compared to the classification of raw FMG data. It is noteworthy however, that the use of model-based features result in additional feature value(s) for each sample of data on each FMG channel, which in turn increases the computational cost of classification. For instance, the LF feature extraction step produces two feature samples for each window of the FMG signal evaluated. The benefits obtained by using this class of features will have to be traded off with additional computational time and complexity for the different applications of FMG based grasp detection. It may also be possible to reduce the amount of overlap between successive feature extraction windows in order to reduce the size of data, and associated computational requirements for classification of this class of features. The use of an additional fitting term in the PF did not significantly improve classification performance over the LF despite the additional feature value for each sample of data on each FMG channel. This indicates that the use of non-linear models may not provide benefit to offset the additional computation cost when compared to linear models. It is also possible that the PF feature resulted in over fitting of the data as the feature extraction window size was held constant despite the increased fitting term provided by the PF. We acknowledge that the use of a fixed, 5-sample window is a limitation of this study. To overcome this limitation, future work should explore the effect of varying feature extraction window sizes, symmetries, and overlaps.

Despite the noted advantages obtained via the LF and PF features, the use of the AR feature resulted in poor classification performance. The AR calculation models an invariant mean, stationary process \[[@CR37]\]. A potential explanation for this finding is that the stationarity assumption may not hold for the FMG data collected in this study. The mean value of the FMG signal may drift over time as the band slackens or tightens on the user's musculature. The use of models that account for a shifting mean or baseline such as the autoregressive moving average model may provide increased utility in FMG based grasp detection applications. It is also possible that orders of the AR model selected for the window configuration in this study were inappropriate for the FMG data collected.

Future work {#Sec16}
===========

The scope of this study was limited to a preliminary evaluation of the utility of classifying temporal features of the FMG signal for the two-class FMG grasp detection of grasp, regardless of grasp type, versus no grasp (i.e. no object in hand). The study focused on the evaluation of two types of basic temporal feature extraction methods in healthy volunteers. The results indicate that features that model temporal trends within the data may increase FMG based grasp detection performance. Based on these promising results, future work should include a focused evaluation of additional features that model temporal trends within the FMG data for grasp classification. Furthermore, the effect of varying feature extraction window sizes, symmetries, and overlaps should also be evaluated. Finally, the use of model-based temporal features should be evaluated with FMG data from individuals with stroke, who might ultimately benefit from this technology.

Conclusion {#Sec17}
==========

In this study, the utility of classifying temporal features of the FMG signal for the two-class grasp detection problem of grasp, regardless of grasp type, versus no grasp (i.e. no object in hand) was evaluated. An experimental protocol consisting of multiple repetitions of grasp and move tasks that are commonly used in ADL was designed. The protocol also included movement without grasping in order to evaluate the robustness of FMG based grasp detection to false positives. The use of MAV, RMS, LF, and PF features yielded modest improvements in grasp detection performance. However, increases in classification performance seen for MAV and RMS were not statistically significant. The largest increase in classification performance over the raw FMG signal was obtained for PF, corresponding to a relative increase in AUC of 6.1%. The LF also provided a statistically significant increase in classification performance. These results suggest that using features that model trends in data may provide increased FMG based grasp detection performance when compared to using the raw FMG signal, and when compared to using feature extraction techniques that attempt to capture an overview of FMG data within the window. The changes in performance between LF and PF were not statistically significant, indicating that the use of non-linear models may not provide benefit to offset the additional computation cost when compared to linear models. These results pave way for further evaluation of model-based temporal features of the FMG signal with varying window configurations, and an evaluation of the utility of classifying features of the FMG signal from individuals with stroke, such that FMG may be eventually used for grasp detection in stroke rehabilitation applications.

ADL

:   activities of daily living

AR

:   autoregressive model

AUC

:   area under the receiver operating curve

EMG

:   electromyography

FMG

:   Force Myography

LF

:   linear fit

MAV

:   mean absolute value

MMG

:   Mechano Myography

PF

:   parabolic fit

RBF

:   radial basis function

RMS

:   root mean squared

SVM

:   support vector machine
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