Abstract-In this paper, frequency-domain relay processing in a two-hop transmission system is investigated. The relay is constrained to be "non-regenerative"; that is, the relay is only allowed to perform a symbol-by-symbol memoryless transformation of its received signals. Multicarrier modulation, e.g., orthogonal frequency division multiplexing (OFDM), is utilized to convert each hop into a collection of non-interfering parallel subcarriers. In contrast to conventional scalar amplify-andforward (AF) relays that scale all the subcarriers uniformly, it is possible to suppress relay noise and to exploit frequencydomain diversity by optimizing the relay scaling coefficients of different subcarriers jointly with subcarrier power allocation at the source transmitter. This type of scheme is denoted by multicarrier amplify-and-forward (MCAF). Although the endto-end achievable rate of MCAF is a non-concave function of the power allocation vectors, its optimization is accomplished with an algorithm (O-MCAF) whose computational complexity grows only quadratically with the number of subcarriers, by utilizing a structural property of the problem. Further motivated by the problem structure, a suboptimal algorithm (WF-MCAF) with a linear complexity is also proposed, in which each hop performs waterfilling separately over a selected subset of subcarriers. For hops with a frequency-flat channel response, the maximum achievable rate is explicitly derived from the associated optimization. For hops with Rayleigh fading frequency-domain channel responses, numerical results are presented and it is illustrated that the proposed low-complexity WF-MCAF algorithm usually achieves near-optimal performance.
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I. INTRODUCTION
I N a multihop transmission system, information flows through hops connected by relays (repeaters) from a source to a destination. Such systems have been persistently studied since the early days of communication engineering; see, e.g., [2] - [12] and references therein for an incomplete list covering various aspects of multihop transmission. 1 Multihop transmission can dramatically improve the per-hop signal-tonoise ratio (SNR) by splitting a long-distance transmission link into multiple shorter hops, and thus is an indispensable solution in various systems like digital subscriber lines (DSL), wireless mesh networks, satellite communication, underwater acoustic networks, low-power sensor networks, and optical networks.
Among different processing techniques at relay nodes, the decode-and-forward (DF) scheme achieves the capacity of a multihop transmission system, as can be readily argued by a cut-set bounding technique [13] . In certain practical systems, however, due to other considerations like complexity (e.g., [6] ) or latency (e.g., [12] ), nodes may adopt simpler signal processing techniques, in particular, non-regenerative relaying in which only symbol-by-symbol memoryless transformations are allowed. In single-carrier modulation, non-regenerative relay processing is conventionally implemented by an amplifyand-forward (AF) scheme, in which the received signal is linearly scaled by a scaling coefficient and then transmitted towards the destination.
The conventional scalar AF scheme fails to suppress the relay noise, and does not exploit potential frequency diversity exhibited by the hops, especially in multicarrier modulation such as orthogonal frequency division multiplexing (OFDM) which decomposes each hop into a collection of noninterfering parallel subcarriers. In this paper, we investigate the problem of jointly optimizing the AF scaling coefficients in the frequency domain across subcarriers at the relay transmitter and the subcarrier power allocation at the source transmitter. For clarity, we focus on a two-hop system with a single relay node. The objective of our proposed optimization is to maximize the end-to-end achievable information rate under the new frequency-domain AF scheme, expressed as the mutual information between the source input and the destination output, subject to both source and relay power constraints. We term this type of scheme as multicarrier amplify-andforward (MCAF). The MCAF scheme can be viewed as an intermediate solution between conventional scalar AF and DF, in terms of both complexity and delay. The domain conversion operations (time-domain to/from frequency-domain) do increase the complexity of the MCAF scheme compared with conventional scalar AF. Nevertheless, the MCAF scheme only employs symbol-by-symbol memoryless processing as 1 Our multihop model only considers transmission between adjacent nodes, in contrast to the information-theoretic relay channel model where the source and the destination are also directly connected [13] . Such a hop-by-hop transmission is a consequence either of physical constraints (e.g., wireline), or of practical design (e.g., treating signals from remote nodes as interference).
0090-6778/11$25.00 c ⃝ 2011 IEEE opposed to block decoding/re-encoding (typically across a large number of OFDM symbols) in DF. Therefore, there may exist scenarios where the MCAF scheme is advantageous. Interestingly, the same rate-maximization problem has been independently formulated in [14] and [15] , stemming from the general problem of designing an optimal linear source precoder and a linear relay transformer for a two-hop system equipped with multiple antennas. Note that through a singularvalue decomposition (SVD), the effect of the MIMO channel matrices can be decoupled into multiple parallel channels. The resulting end-to-end achievable rate, unfortunately, is a nonconcave function with power allocation vectors, and thus cannot be readily maximized utilizing techniques like the interior point method or other methods relying on the sufficiency of the Karush-Kuhn-Tucker (KKT) conditions (see, e.g., [16] ) to characterize optimal solutions. Due to this difficulty, only heuristic algorithms were provided in [14] and [15] , either following an iterative procedure between the power allocation vectors for the two hops, or using a dual-decomposition approach to decouple the problem, or approximating the problem under a high-SNR setting. No optimal solution or optimization algorithm was provided in either [14] or [15] . Nevertheless, by extending the proof techniques in an earlier work [17] , the authors of [14] established an important structural property of the optimal solution. For the multicarrier system considered here, the structural property implies that optimal linear relay processing of MCAF consists of two stages. In the first stage, the incoming subcarriers from the source-relay link should be permuted, so that their rankings with respect to their channel gain magnitudes are matched to that of the outgoing subcarriers of the relay-destination link. 2 In this way, strong subcarriers are further strengthened, and weak subcarriers are further weakened. This is somewhat analogous to maximalratio combining in diversity reception [18] . Subsequently, the second stage corresponds to a collection of per-subcarrier linear AF, and is subject to optimization.
In this paper, we optimize the end-to-end achievable rate, and the optimization algorithm (termed O-MCAF) is a linear search procedure with computational complexity that is quadratic with the number of subcarriers. Although the optimization problem lacks the desired convexity properties, it is still possible, at least in principle, to obtain its solution through an exhaustive enumeration of all of its stationary and boundary points. Generally speaking, the number of such candidate solutions grows exponentially with the size of an optimization problem (here characterized by the number of subcarriers) so that an exhaustive enumeration is practically infeasible. Fortunately, for the specific MCAF optimization problem encountered in this paper, by utilizing the aforementioned structural property regarding optimal permutation as established in [17] and [14] , we find that the exhaustive enumeration can be reduced to a linear search, in which, at each step, we compute the maximum rate under the constraint that a few weak subcarriers are not allocated any power.
The optimal solution involves solving a series of cubic equa- tions, which still may not be pragmatic. Further motivated by the structural property and by a simple heuristic, we propose a suboptimal alternative algorithm (termed WF-MCAF), in which each hop simply performs waterfilling separately over a progressively searched subset of subcarriers, thus avoiding the occurrence of cubic equations. A surprising observation made empirically via simulations is that this linear-complexity, suboptimal algorithm usually achieves near-optimal performance, with negligible rate loss. We note that all the developments in this paper can readily be applied to a two-hop system whose transceivers have multiple input/output ports, as in [14] and [15] . In Fig. 1 , we qualitatively contrast the several algorithms in terms of their performance-complexity tradeoff. We further present analytical results for the special case of a frequency-flat channel response, i.e., with common channel gain across all subcarriers in a hop. For this case, the WF-MCAF algorithm coincides with the O-MCAF algorithm, and the maximum rate is achieved by an on-off power allocation scheme over the subcarriers. This solution precisely reflects the impact of the lack of convexity in the problem. Consequently, even if each hop is wideband with sufficiently many subcarriers available, it is often optimal not to use all of these subcarriers. In contrast, for single-hop transmission, it is always optimal to uniformly allocate power among all subcarriers in the wideband regime.
The remainder of this paper is organized as follows. Section II introduces the two-hop system model and formulates the MCAF rate maximization problem. Section III establishes the O-MCAF algorithm that yields the optimal solution to the rate maximization problem. Section IV motivates and describes the linear-complexity suboptimal WF-MCAF algorithm. Section V presents results and discussion on the case where the hops exhibit frequency-flat channel response. Section VI generalizes the problem to the limit of continuous frequency-domain response. Section VII presents results and discussion from numerical simulation, for subcarriers whose channel responses follow Rayleigh fading. Finally Section VIII concludes the paper. As a convention, all logarithms are to base , and all rates are measured by nats.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, we consider a two-hop system, with each hop being a multicarrier modulated channel consisting of subcarriers. We assume that the channel responses remain static throughout transmission, and that the inter-carrier interference between subcarriers is negligible. With the time index suppressed, the channel equation for subcarrier is written in discrete-time baseband form as, 
The additive noise random variables Z [⋅] are modeled as circularly symmetric complex Gaussian, with zero mean and variance 2 for = 1, 2. We further assume that Z [⋅] are mutually independent across time and across subcarriers (i.e., "white" in both time and frequency). The complexvalued channel response coefficients, ℎ [⋅] , are modeled as deterministic and perfectly known throughout transmission, in light of the quasi-static channel assumption.
The relay node that joins the two hops is the cascade of a permutation stage and a scaling stage, as illustrated in Fig. 2 . In its operation, the relay first transforms the timedomain received signal into the frequency domain, obtaining the signals over the subcarriers from the source-relay link,
T . This is accomplished by standard OFDM demodulation, including removing the cyclic prefix, serial-parallel conversion, and discrete Fourier transform (DFT) (see, e.g., [19] ). In the subsequent permutation stage, the relay permutes the elements of the Y 1 vector according to a deterministic permutation function (⋅), thus obtaining
Taking Y ( ) 1 as its input vector, the amplification stage consists of linear amplifiers each corresponding to one element in Y ( ) 1 . The amplified signal vector is thus,
Note that the amplification coefficients [⋅] are generally different over the subcarriers. The optimal and suboptimal selections of these coefficients is one of the major contributions of this work. Finally, the relay forms its time-domain output signal for transmission over the relay-destination link, by performing standard OFDM modulation (inverse DFT, adding the cyclic prefix, and parallel-to-serial conversion) on X 2 . The received signal at the destination for subcarrier is denoted
given by (5) . To proceed, it is more convenient to rewrite
such that eachX [ ] has zero mean and unit variance, and such that the non-negative power allocation vector
With this notation, the amplification coefficients at the relay satisfy
Consequently, the end-to-end channel equation (5) can be normalized and reduced tõ
whereZ[ ] is a circularly symmetric complex Gaussian random variable with zero mean and unit variance, and
characterizes the end-to-end SNR for
To simplify notation, in the remainder of this paper, we introduce
as the normalized channel gains, and rewrite the per-subcarrier
For a specified permutation function (⋅) and power allocation vectors , = 1, 2, the theoretically maximum information rate that is achievable over the end-to-end twohop multicarrier system is
To achieve the rate
, we assume that all the inputs over the subcarriers are generated as mutually independent and circularly symmetric complex Gaussian random variables, and that optimum encoding/decoding procedures are utilized at the source and the destination, respectively. Consequently, the problem that we seek to solve in this paper is to maximize the information rate, as follows,
s.t.
variables:
where [ ] is given by (10) .
Remark 1:
In the rate function in (12), we implicitly ignore the rate loss due to the cyclic prefix if the multicarrier modulation scheme is implemented by OFDM. Such a loss can readily be accounted for by scaling
by a constant factor, and it becomes negligible when we increase to be much larger than the channel delay spread.
Remark 2: The preceding description of the channel model accommodates both full-duplex and half-duplex relay transceivers. For the half-duplex case, we only need to properly scale the model, namely, double the average power constraint ( , = 1, 2) and halve the resulting information rate ( (⋅), ) .
III. STRUCTURE AND ALGORITHM FOR OPTIMAL SOLUTION
The optimization problem (12) can be decoupled into two separate subproblems: a discrete optimization that yields the optimum permutation function * (⋅), and a continuous optimization that yields the optimum power allocation vectors * , = 1, 2. At first glance, optimizing (⋅) requires an exhaustive search over all possible permutations of {1, . . . , }, whose complexity grows exponentially with because the total number of possible permutations is !. Fortunately, by exploiting matrix theory, the authors of [17] , [14] were able to circumvent the exhaustive enumeration and prove that the optimal permutation function yields a rather simple form. Furthermore, in this paper, in addition to the characterization of optimal solution structures, we also provide practical algorithm implementations.
To rephrase the solution for our problem in this paper, it is convenient to introduce a ranking operator instead of the permutation function. For a vector, the ranking operator is defined as follows.
Definition 1: For a length-vector = { [ ]} =1 whose elements are all non-negative, the ranking operator ℛ is defined such that
is another lengthvector, whose elements are obtained by permuting the elements of , with
Having defined the ranking operator, we state the optimal permutation function in the following lemma. (12) is an identity function ( ) = if we apply the ranking operator
In other words, Lemma 2 states that if we rank and reindex the subcarriers of each hop according to the rankings of the subcarriers' channel gain magnitudes, in a descending order, then no further permutation is needed for achieving the maximum transmission rate. Throughout the remainder of this paper, we shall adhere to this ranking (therefore suppressing the superscript
, thus reducing the problem to one of power allocation only. Now it is convenient to rewrite the achievable rate in (12), utilizing (10), as
where we once again emphasize that the channel response coefficients have been ranked and re-indexed so that
By inspecting (14) , it is apparently seen that ( ) is a bounded and continuous function for non-negative , lower bounded by zero and upper bounded by the achievable rate of the DF scheme which performs waterfilling separately for the two hops. Therefore, the optimization problem (12) has a solution whose corresponding objective function attains a finite maximum value. Hence, the remaining task is to identify the optimal solution of .
It can be verified that ( ) is not a concave function, and thus its maximization cannot be solved by techniques like the interior point method or other methods relying on the sufficiency of the Karush-Kuhn-Tucker (KKT) conditions in characterizing optimal solutions [16] . Nevertheless, the KKT conditions can still serve as necessary conditions to yield all possible candidates of the optimal solution. 3 With the KKT conditions in hand, we characterize the optimal solution by exploiting Lemma 2 which leads to a dramatic reduction in the search space and enables a tractable search for the optimal solution. Specifically, consider the (reduced) Lagrangian
for non-negative Lagrange multipliers 1 , 2 . Applying the KKT conditions (see, e.g., [23, Chap. 9 , Sec. 4, Example 2]), we have, that at the optimal solution, for each component of , either the partial derivative of the Lagrangian with respect to that component vanishes, or the component itself vanishes. Furthermore, by inspecting the structure of ( ) , if a subcarrier in one hop is allocated zero power ("nullified"), then its corresponding subcarrier in the other hop is also necessarily nullified. We can write a set of necessary conditions for optimality as follows:
for each subcarrier index ∈ {1, . . . , }. Furthermore, the power constraints (13) become equalities at the optimal value of . A more rudimentary, yet perhaps more intuitive, way of arriving at the necessary conditions (16)- (17) is to utilize the first-order optimality test in calculus which asserts that an extrema either achieves vanishing first partial derivatives in the interior of the feasible set, or resides on the boundary of the feasible set. Having specified those components on the boundary in (17) , the remaining components then necessarily become stationary, i.e., (16) .
At a first glance, the necessary conditions (16)- (17) do not make the problem tractable, because there are (2 − 1) possible ways to nullify components while maintaining the power constraints (13) as active, and thus, enumerating all those candidate solutions is still overwhelming in complexity, increasing exponentially with . Fortunately, applying Lemma 2, we obtain that the optimal power allocation solution necessarily exhibits the following truncated structure.
Lemma 3: For the optimal power allocation vectors * , = 1, 2, there exists an integer ∈ {1, . . . , }, such that *
Proof: This lemma is a direct consequence of the ranking
The proof is by contradiction. Assume that there exist 1 and 2 , 1 < 2 , with at least one of the inequalities [⋅], = 1, 2. Such an increase thus implies that our initial assumption is invalid, and therefore the only possibility is that given by the statement of the lemma.
□
The implication of Lemma 3 is that we can adopt a linear search procedure to seek the optimal power allocation vectors and the maximum achievable rate. Due to the truncated structure of the optimal solution, all the power allocation components satisfying the boundary condition (17) are grouped together around the weak subcarriers, and all the remaining power allocation variables have to be strictly positive (i.e., "active") satisfying the stationary condition (16). In the -th step of the linear search, we explicitly enforce [ ] = 0, (13) are satisfied with equality. For each ∈ {1, . . . , }, the above procedure yields a pair of power allocation vectors and an achievable rate. The solution to the optimization problem (12) corresponds to the maximum among the obtained rates in the search steps. Formally, we can describe the linear search procedure in details, as follows.
Proposition 1: For the rate maximization problem (12), the optimal solution can be obtained through the following linear search algorithm (O-MCAF).
The optimal multicarrier amplify-and-forward algorithm (O-MCAF) Initialization: (14) .
(b) Find > 0, = 1, 2, such that the positive solutions { [ ]} =1 , = 1, 2, of the following array of equations:
for = 1, . . . , , satisfies the power constraints
Exception 1: If for certain , multiple positive solutions exist for (20, 21) , compare the resulting values of the corresponding term in ( ) , and keep the solution that leads to the maximum; c.f., e.g., [24] .
Exception 2: If for certain , no positive solutions exist for (20, 21) , then the corresponding pair of ( 1 , 2 ) does not satisfy the power constraints and therefore should be discarded.
(c) Compute˜= ( ) according to (14) using the power allocation vectors obtained in (b).
Termination:
Choose ∈ {1, . . . , } that achieves the maximum˜, which is the outcome of the optimization problem (12) , and the associated power allocation vectors are the optimal solution.
In the O-MCAF algorithm described, the key part is step (b) in the execution, where for each 1 ≤ ≤ , a pair of equations (20)- (21) need be solved. In implementation, these two equations can be solved through a cubic equation as follows,
, where is a positive solution of
We note that, finding ( 1 , 2 ) ∈ ℝ 2 that satisfies the power constraints involves a two-dimensional grid search, which can be implemented, in practice through discretization, because from (20, 21) it is obvious that 0 < < min ≤ [ ], = 1, 2, corresponding to a bounded rectangle area. Discussion on complexity: The O-MCAF algorithm has a linear search procedure with , the number of subcarriers. The two-dimensional grid search, however, is a comparably demanding task. If we uniformly discretize the search rectangle into × grids, then for each from 2 to , there are (
grid points to compute; for each grid point, cubic equations need to be solved. So for general channel response, the total number of cubic equations throughout the optimal algorithm scales like ( 2 / 2 ), i.e., quadratically with .
IV. LINEAR-COMPLEXITY SUBOPTIMAL ALGORITHM
BASED ON WATERFILLING In this section, we propose a linear-complexity algorithm, which is usually near-optimal in practice and is optimal for certain special channel responses (see Section V). The idea is based on a simple heuristic stemming from (14) ; that is, in (14) we only maximize the first two summations without considering the loss in the third. This is easily accomplished by waterfilling the two hops separately. Meanwhile, in light of the structure of the optimal solution developed in Lemma 3, we again adopt a linear search procedure progressively activating the subcarriers, rather than always activating all of them.
The linear-complexity algorithm (WF-MCAF) is described in details as follows. 
to satisfy the power constraints
Termination:
Choose ∈ {1, . . . , } that achieves the maximum˜, which is the outcome of the algorithm, and the associated power allocation vectors are the (suboptimal) solution.
Discussion on complexity:
It is clear that step (b) herein generally leads to a power allocation different from that of the O-MCAF algorithm in Section III. However, the attendant computational complexity is substantially reduced, rendering the algorithm attractive for practical purposes. Compared with the O-MCAF algorithm, we only need to run two separate one-dimensional searching procedures to solve the waterfilling problems in step (b), which can further be expedited using the bisection method. We conclude that the overall complexity of WF-MCAF is ( ).
For the above WF-MCAF algorithm, we can establish a result regarding the permutation function, as given by the following proposition.
Proposition 2: In the WF-MCAF algorithm described above, the optimal permutation function is still the same as that given by Lemma 2. Proof: We shall prove that for any value of in the algorithm execution, the optimal re-indexing of the subcarriers should be such that 1 
From the waterfilling step in the algorithm, we observe that if we adopt the reindexing implied by Lemma 2, the overall signal strengths also satisfy 1 
Hence, now it suffices to prove the following inequality: for any two length-non-negative real vectors { } =1 and { } =1 , both sorted in descending order, we have
for any permutation function (⋅). By invoking certain matrix inequalities, (25) can be shown to be a special case of the development in [17] . Herein we provide an alternative, direct proof. Since any permutation function can be decomposed into the concatenation of a series of swap operations, each swapping the indices of two elements, 4 it suffices to show that each such swap operation does not decrease the value of the left hand side of Inequality (25) . Suppose we swap and with < (hence ≥ and ≥ ). Then, the net increment due to this operation is nonnegative, as given by (26) , since 
V. HOPS WITH FREQUENCY-FLAT CHANNEL RESPONSE
If the two hops in the system model both have a frequencyflat channel response, i.e., 1 [ ] = 1 and 2 [ ] = 2 for all = 1, . . . , , then from the O-MCAF algorithm in Section III, we readily find that the optimal power allocation vectors take an on-off form, and that the maximum achievable rate can be written as * = max
If we denote the maximizing by * , then the optimal power allocation is to select any * sub-carriers out of the total sub-carriers, and employ the power allocation / * , = 1, 2, and to not use the remaining ( − * ) subcarriers, for both hops. Also, there is no need to use any specific permutation function, since an "on" subcarrier in one hop is always connected to an "on" subcarrier in the subsequent hop. Intuitively, the simplicity of the solution for frequencyflat channel responses is due to the fact all the subcarriers are homogeneous.
From (27) , the maximum rate can be approximated by the following relaxed form: * ≈ max
Here we note that the real-valued variable is no longer restricted to be the reciprocal of an integer. For the underlying function
over ∈ (0, 1] in (28), it can be shown that it has a unique maximum and asymptotically vanishes as → 0, for any finite ( , ), = 1, 2. Denote the maximizer by * . It then follows that
That is, when the number of subcarriers is relatively small, it is optimal to allocate power uniformly over all of them; however, when exceeds a threshold (namely 1/ * ), there is no further benefit from spreading the power, and instead the optimal number of subcarriers remains fixed. In fact, since lim →0 + ( ) = 0, uniform wideband power allocation only leads to vanishing achievable rates.
To illustrate the analysis, we plot in Figs. 3 and 4 the behavior of 1/ * and * , for the case where 1 1 = 2 2 , i.e., both hops have identical SNR. In Fig. 3 it is evident that the optimal number of subcarriers ( * ≈ 1/ * ) rapidly grows with SNR, approximately at a linear speed in the loglog plot. Consequently, in Fig. 4 we notice that the maximum achievable rate * rapidly increases with the SNR of the hops. The optimal number of subcarriers in a wideband system of frequency-flat channel response, as a function of hops' SNR (both hops have identical SNR in the plot). Although perhaps not immediately evident, a closer look at Fig. 4 reveals that the ratio between * and , = 1, 2, is actually a constant approximately equal to 0.3. Note that therein , = 1, 2, can be shown to be nothing, but the two-hop channel capacity using the DF scheme in the wideband limit. So this observation shows that the optimal frequency-domain non-regenerative relay processing can achieve an information rate linearly growing with SNR, but with a reduced growth slope. To further elaborate on this issue, let 1 1 = and 2 2 = , where > 0 is fixed as changes. Now consider the performance metric which is the ratio between the achievable rate upon activating 1/ subcarriers and , and can be maximized by changing (equivalent to changing / , the SNR-normalized number of active subcarriers), for any given . In Fig. 5 , we plot the relationship between * / and (in dB). As can be seen, the optimal number of active subcarriers increases with ; for example, if = 1 (0 dB), then it is optimal to activate approximately 0.7 subcarriers. In Fig. 6 , we further plot the relationship between * / and (in dB). To verify our observation in Fig. 4 , we can see that * / ≈ 0.3 at = 1. As increases (i.e., the relay-destination hop becomes less noisy), * / gradually approaches one, corresponding to the wideband DF capacity . This is because as → ∞, the relay-destination link effectively diminishes, and the two-hop system is reduced to a single-hop system with the source-relay link only.
VI. CONTINUOUS FREQUENCY-DOMAIN CHANNEL RESPONSE
In the previous sections, we focused on multicarrier channels with a fixed number of subcarriers. In physical systems, a multicarrier channel is obtained from discretizing a continuous frequency-domain channel response into a collection of discrete frequency bins over each of which the frequency response is approximately "flat". In this section, we therefore present the problem in the limit of continuous frequencydomain channel responses, and analyze the behavior of the WF-MCAF algorithm.
We start with a two-hop network, in which each hop is described by a continuous-time real baseband channel [25] , as
where the superscript ⋅ indicates that the variables are functions in time, and the subscript ⋅ = 1, 2 denotes the sourcerelay link or the relay-destination link, respectively. The additive noise process Z ( ) is band-limited white Gaussian, with in-band one-sided power spectral density 0 . The channel For the subsequent exposition, it is convenient to extend the ranking operator from vectors to continuous functions, as given in the following definition.
Definition 4: For a measurable non-negative real function ( ) over the positive real line ≥ 0, the ranking operator ℛ converts ( ) into another measurable non-negative real function ℛ ( ) over the positive real line, defined as the inverse function of
where (⋅) denotes the Lebesgue measure [26] on the real line. It can be readily seen that ℛ ( ) satisfies the following:
2) For arbitrary 0 ≤ 1 < 2 , we have
Intuitively, the ranking operator is used to "re-index" the frequencies so that the resulting frequency-domain channel response becomes a monotonically decreasing function with frequency. Consequently, no further permutation is needed in any discretized multicarrier systems. We assume that for each = 1, 2, both ( ) = |ℎ ( )| 2 / 0 and ℛ ( ) are sufficiently smooth with piecewise continuous derivatives. Now, as we discretize the bandwidth into infinitesimal frequency bins, and consider multicarrier modulation over them, the resulting rate maximization problem for frequencydomain non-regenerative relaying can be formulated in the following form:
where the SNR density function ( ) is given by
With sufficiently fine discretization, it is, in principle, possible to carry out the linear search procedure in Section III following O-MCAF to find out the optimal solution to (35). In practice, however, the computational complexity of such a procedure is expected to be prohibitive. Here, we turn to analyzing the behavior of the WF-MCAF algorithm as proposed in Section IV, for which we can establish analytical results.
Following Section IV, for the ranked frequency-domain channel responses ℛ ( ), = 1, 2, we need to find a cutoff frequency¯> 0, such that the transmitted signals have strictly positive power spectral density below¯, and vanish beyond . There exists a maximum value for possible¯, since ifī s chosen too large, the waterfilling procedure would enforce some frequency components below¯to be zero. To determine the maximum possible¯, we note that for a valid¯, we have
and
Hence , = 1, 2, should satisfy
On the other hand, for each = 1, 2, since ℛ ( ) is monotonically decreasing with , we need to have 1/ ≥ 1/ ℛ (¯) to ensure ( ) > 0 for all <¯. Therefore, the maximum possible¯is the lesser of the solutions to the two equations:
Let us denote the maximum possible¯by¯m ax . For each cutoff frequency¯≤¯m ax , the achievable rate is shown in (42), where , = 1, 2, are given by (40). The maximum rate of the WF-MCAF algorithm is therefore max 0≤¯≤¯max (¯).
VII. SIMULATION RESULTS
In this section, we study the performance of the algorithms presented in Sections III and IV, via Monte Carlo simulations as a theoretical analysis appears elusive (except for certain special cases as in Section V).
The simulation study compares the following end-to-end achievable rates.
1) The capacity of the two-hop transmission system, which is achieved by the DF scheme (see, e.g., [7] ), with the source and the relay performing waterfilling to optimally allocate power among subcarriers. The resulting rates will be indicated by "DF" in the plots.
2) The rate achieved by the conventional scalar AF scheme (see, e.g., [27] ), in which the power is uniformly allocated among subcarriers at the source transmitter, and the relay uniformly scales all the subcarriers subject to its power constraint. The resulting rates will be indicated simply by "AF" in the plots.
3) The rate achieved by the O-MCAF algorithm in Section III. The resulting rates will be indicated by "optimal algorithm" in the plots. 4) The rate achieved by the WF-MCAF algorithm in Section IV. The resulting rates will be indicated by "suboptimal algorithm" in the plots. First, to get a qualitative view of the execution of the algorithms, we plot in Fig. 7 , the snapshot corresponding to a particular channel realization (see Table I ) with = 16 and
2 ) = (10, 20) dB. Both the O-MCAF and WF-MCAF algorithms described in this paper perform a linear search, increasing the number of active subcarriers from one to , so the x-axis indicates the number of active subcarriers through the execution of algorithms, and the y-axis correspondingly indicates the achieved rate˜when the strongest subcarriers are activated. Comparing the curves for the O-MCAF (curve with circles) and the WF-MCAF (curve with squares) algorithms, we find that the performance of the two algorithms are fairly close. The O-MCAF algorithm yields the maximum rate 6.68 [nats/symbol] when the number of active subcarriers is nine, and its subsequent linear search beyond nine active subcarriers ceases to yield feasible solutions. In contrast, the WF-MCAF algorithm achieves its maximum rate 6.60 [nats/symbol] when the number of active subcarriers is eight. For both algorithms, it is not optimal to activate all the available subcarriers.
For comparison, the capacity (achieved by DF) and the conventional scalar AF achievable rate are indicated as straight lines in Fig. 7 . We note that as the number of active subcarriers increases, the achievable rates of the O-MCAF and WF-MCAF algorithms gradually exceed that achieved by the conventional scalar AF scheme. Even for the relatively small number of subcarriers ( = 16), we observe that the frequency-domain AF relay processing does lead to a large performance gain compared with the conventional scalar AF scheme.
In the following simulation, for each system realization, we randomly generate the link channel response coefficients { [ ]} =1 , = 1, 2. Specifically, these coefficients are generated as the squared magnitudes of 2 independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian random variables with zero mean and unit variance. scattering propagation environments with abundant multipath and without significant line-of-sight paths. Simulation results for other transmission systems can be similarly generated. We plot in Fig. 8 the empirical cumulative distribution functions (CDF) of the achievable rates, for a system with parameters of = 16 and
2 ) = (10, 10) dB. Obviously the CDF of the capacity (achieved by DF) dominates those of the other transmission strategies, while the CDF of the AF achievable rate is the most inferior. The CDF of the O-MCAF algorithm and the WF-MCAF algorithm are quite close with each other without much noticeable difference, and lie between that of the capacity and that of the AF achievable rate.
Similarly, we plot in Fig. 9 the empirical CDF of the achievable rates for = 16 and
2 ) = (5, 20) dB. Surprisingly, here the CDF of both the O-MCAF algorithm and the WF-MCAF algorithm become quite close to that of the capacity. The reason is that the second hop has a fairly high power ( 2 / 2 2 = 20 dB) so as to render the second hop somewhat "noise free". Consequently, the achievable rate of the system is dominated by the first hop only, and the optimal solution tends to behave similarly to waterfilling. The benefit from the multicarrier relay processing over the conventional scalar AF becomes more significant as the number of subcarriers grows large, and this is illustrated by the empirical CDF in Fig. 10 , for = 256 and
2 ) = (20, 20) dB. We do not present the CDF of the O-MCAF algorithm due to its slow execution for large . Even for the WF-MCAF algorithm, we notice that, on average, it yields a rate increase of a factor of two over the conventional scalar AF scheme.
Throughout our numerical study, we have found that the suboptimal WF-MCAF algorithm performs quite closely to the optimal O-MCAF algorithm. In fact, we believe that the most benefit of source-relay joint processing is accrued when the number of subcarriers grows large, thus rendering the average per-subcarrier SNR low. We recall from the introduction, that our proposed MCAF optimization problem for multicarrier systems shares important traits with the MIMO problem considered in [14] . In [14] , two intuitive algorithms respectively based on source-relay iterative waterfilling and dual decomposition were studied, and empirically shown to yield identical results for the numerical cases considered therein. We have simulated the algorithms in [14] , and compared them to our proposed solution methods. Interestingly, we find that for the simulated cases encountered in this section, most of the time the source-relay iterative waterfilling algorithm empirically coincides (within negligible numerical tolerance) with our optimal O-MCAF algorithm. This observation renders the source-relay iterative waterfilling algorithm an attractive choice, since it does not need to perform two-dimensional grid search, which is necessary for both the O-MCAF algorithm and the dual decomposition algorithm. We note that, however, caution should be exercised in applying the intuitive algorithms of [14] , because both the source-relay iterative waterfilling algorithm and the dual decomposition algorithm are not always guaranteed to yield the optimal solution. As a simple example, consider a system with frequency-flat channel responses as in Section V. For such a system model, if we start with a uniform power allocation at the source (a natural choice since it is the waterfilling solution for the source-relay hop), then the sourcerelay iterative waterfilling algorithm always yields uniform power allocation at both the source and the relay, and thus never converges to the optimal solution, when we need to "turn off" part of the subcarriers to attain optimality (cf. Section V). Similarly, it can be shown that for this frequency-flat case the dual decomposition algorithm also is not guaranteed to solve the optimization problem; in fact, the duality gap may be positive.
VIII. CONCLUSIONS
As the paradigm of communication shifts from pointto-point links to connected networks, there arise numerous novel signal processing problems in designing and analyzing efficient communication strategies. In this paper, realizing the inherent limitations of conventional scalar AF relaying schemes, we formulate the problem of frequency-domain nonregenerative relay processing, for information transmission over multicarrier two-hop systems. The novelty of our discovery is that, even though the problem of jointly optimizing source and relay power allocation is not amenable to standard convex optimization techniques due to its lack of convexity, we obtain the optimal solution, by exploiting a convenient truncated structure. The optimal solution can be implemented as a linear search procedure whose complexity grows quadratically rather than exponentially with the number of subcarriers. Furthermore, combining the truncated structure and a simple heuristic, we obtain a linear-complexity suboptimal algorithm in which the optimization of the source and the relay is separated as individual waterfilling.
The implementation of the proposed algorithms demands knowledge of the channel response coefficients at the source, the relay, and the destination, thus rendering it in a certain sense less attractive for mobile wireless systems where the channel may change with time rapidly. However, for quasistatic wireless systems like mesh networks or indoor local-area networks, and for wireline systems like DSL, the frequencydomain non-regenerative relaying algorithms may be a possible solution, especially if a modest amount of complexity/delay increase over the scalar AF scheme is allowed. Future research problems include investigating the algorithms' performance under imperfect channel knowledge, extending the problem and its algorithms to multihop transmission systems with more than two hops, and combining the problem with interference mitigation in DSL systems.
