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ABSTRAK  
Misal diberikan suatu data (Xi,Yi), maka model regresinya adalah  
( ) iii XgY ε+=  
di mana Xi adalah elemen ke- i dari variabel prediktor X dan Yi adalah elemen ke- i dari variabel respon Y. 
Variabel X yang merupakan variabel prediktor dari hasil pengamatan biasanya merupakan konstanta tertentu, 
namun terkadang juga dijumpai X yang merupakan variabel random atau variable dimana nilainya bukan 
konstanta tetap . Untuk itulah dalam hal ini model regresinya disebut dengan model regresi dengan kesalahan 
pengukuran. Ada dua metode Pendekatan yaitu parametrik dan Nonparametrik. Dalam penelitian ini untuk 
pendekatan parametrik digunakan Ordinary Least Square (OLS), dan untuk Nonparametrik bila kesalahan 
pengukuran diabaikan digunakan metode B-spline dan bila kesalahan pengukuran tidak diabaikan digunakan 
Metode Iterative Conditional Modes (ICM)..Dan pemanfaatan Software yang tepat serta pengembangannya 
dapat memberikan hasil estimasi yang bagus, dan dalam penelitian kali ini dengan menggunakan S-Plus. 
 
Kata Kunci: Bayes, ICM, kesalahan pengukuran, regresi, Software S-Plus. 
 
1. LATAR BELAKANG 
 
Dalam kehidupan sehari-hari banyak 
sekali kejadian yang bisa dijelaskan dalam suatu 
kurva regresi. Kurva regresi adalah kurva yang 
menjelaskan hubungan antara suatu variabel 
prediktor, X, dan variabel respon, Y. Misal diberikan 
suatu data (X,Y), model regresinya dapat dituliskan 
sebagai   
( ) ε+= XgY                  (1) 
di mana X adalah variabel prediktor, Y variabel 
respon, g adalah suatu fungsi tertentu, dan ε adalah 
sesatan random independent dengan mean nol dan 
variansi 2εσ .  
Variabel X yang merupakan variabel 
prediktor dari hasil pengamatan biasanya 
diasumsikan sebagai variabel tetap (fixed variable). 
Namun kenyataannya, sering dijumpai X yang 
bukan fixed variable tetapi variabel random atau 
variabel X diukur dengan kesalahan (error in 
variable). Namun hal ini sering diabaikan untuk 
alasan praktis dan kemudahan perhitungan. Sebagai 
contoh, ingin diamati masalah pendapatan. Jika 
responden yang diwawancara tidak bisa 
menyebutkan pendapatannya secara tepat, tentunya 
hasil catatan penelitian akan lebih tinggi atau lebih 
rendah dari nilai yang sebenarnya. Hal ini dikenal 
dengan kesalahan pengukuran. Kasus ini bisa 
dijumpai diantaranya dalam masalah epidemiologi, 
geologi, dan survival.  
Kesalahan pengukuran (measurement 
error) adalah kesalahan yang muncul manakala 
suatu nilai dicatat tidak persis sama dengan nilai 
sebenarnya dalam kaitan dengan suatu proses 
pengukuran. Sehingga berkaitan dengan definisi ini, 
ada 3 variabel di dalam model kesalahan 
pengukuran, yaitu variabel yang menyatakan data 
hasil pengamatan, variabel yang menyatakan data 
sesungguhnya yang tidak terukur, dan variabel 
kesalahan pengukuran. Secara matematis, model 
kesalahan pengukuran dapat dituliskan sebagai 
berikut 
UXW +=                                                (2)                          
dengan W  adalah variabel yang menyatakan 
hasil pengamatan yang disebut dengan variabel 
pengganti (surrogate), X adalah variabel prediktor 
yang tidak teramati (latent variable), dan U adalah 
variabel kesalahan pengukuran yang diasumsikan 
normal independen dengan mean 0 dan variansi 2uσ
.                             
Berdasarkan model regresi (1) dan (2), 
ada dua pendekatan digunakan untuk menduga 
kurva regresi yaitu metode regresi parametrik dan 
nonparametrik. Metode regresi parametrik 
merupakan metode yang sering digunakan untuk 
menduga kurva regresi. Namun metode regresi 
parametrik memiliki keterbatasan untuk menduga 
pergerakan data yang tidak diharapkan. Jika salah 
satu asumsi dari metode regresi parametrik tidak 
dipenuhi, maka kurva regresi dapat diduga dengan 
menggunakan metode regresi nonparametrik. 
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Tujuan dari penelitian ini adalah untuk 
menduga kurva regresi bila ada kesalahan 
pengukuran dalam data. Metode yang digunakan 
adalah untuk pendekatan parametrik dengan OLS, 
sedangkan untuk pendekatan Nonparametrik 
digunakan Naïve Method dan Metode ICM. 
 
2. MODEL KESALAHAN PENGUKURAN 
 
Menurut Carrol, et al (1995), kesalahan 
yang muncul manakala suatu nilai dicatat tidak 
persis sama dengan nilai sebenarnya dalam kaitan 
dengan suatu kekurangan di dalam proses 
pengukuran disebut dengan kesalahan pengukuran. 
Kesalahan pengukuran erat kaitannya dengan 
realibility dari suatu alat ukur.  
Setiap alat ukur harus memiliki 
kemampuan untuk memberikan hasil pengukuran 
yang konsisten. Pada alat ukur fenomena fisik 
seperti berat badan, tinggi badan, konsistensi hasil 
pengukuran bukanlah hal yang sulit untuk dicapai, 
namun perlu juga untuk mempertimbangkan 
kesalahan pengukuran akibat peralatan yang 
digunakan. Khususnya alat ukur alternatif yang 
digunakan di dalam dunia kesehatan, seperti PET 
Scanner yang merupakan alat alternatif untuk 
mendeteksi adanya stroke dengan jalan mengukur 
aliran darah dalam otak dengan lebih aman 
dibandingkan dengan alat ukur angiogram yang 
beresiko kematian. Untuk itulah, perlu kiranya untuk 
hati-hati di dalam melakukan pengukuran karena 
peralatan pengukuran yang sudah baku itu bisa 
merupakan sumber dari kesalahan pengukuran.  
Tidak seperti di dalam pengukuran fisik 
yang mungkin sudah ada peralatan baku yang bisa 
digunakan, dalam pengukuran fenomena sosial 
seperti sikap, opini, dan persepsi pengukuran yang 
konsisten agak sulit dicapai, karena tidak ada 
peralatan yang baku yang bisa mengukur variabel 
itu. Bisa saja orang yang sama akan memberikan 
jawaban yang berbeda dengan alat ukur (pernyataan) 
yang sama. Hal ini merupakan salah satu sumber 
adanya kesalahan pengukuran. 
  Setiap hasil pengukuran khususnya 
fenomena sosial merupakan kombinasi antara hasil 
pengukuran dengan kesalahan pengukuran. Model 
kesalahan pengukuran dituliskan dalam bentuk 
umum sebagai 
    
 UZXW +++= 210 γγγ ,                                       
dengan Z adalah variabel instrumen.  
Selain itu,  model kesalahan pengukuran yang 
lebih sederhana (model kesalahan pengukuran 
klasik) dapat dituliskan seperti pada (2) dengan 
elemen-elemennya sebagai berikut 
ijiij UXW += , i=1,…,n dan j=1,…,mi. 
dengan 
Wij    :   nilai yang diperoleh dari hasil 
pengamatan ( Surrogate Variable) 
Xi     :   nilai sebenarnya yang tidak teramatai 
(Latent Variable) 
Uij   :   kesalahan pengukuran. 
Makin kecil kesalahan pengukuran, 
makin reliabel suatu alat ukur. Sebaliknya makin 
besar kesalahan pengukuran makin tidak reliabel 
suatu alat ukur. Besar kecilnya pengukuran dapat 
dilihat dari korelasi antara pengukuran pertama dan 
kedua. Bila angka korelasi dikuadratkan maka 
didapatkan koefisien determinasi yang merupakan 
petunjuk besarnya hasil pengukuran yang 
sebenarnya. Sebagai contoh jika, r =0.9 maka 2r
=0.81, ini berarti bahwa 81% merupakan hasil 
pengukuran sebenarnya dan 19% menunjukkan 
besarnya kesalahan pengukuran. Sehingga sangatlah 
perlu untuk mempertimbangkan adanya kesalahan 
pengukuran dalam analisis statistik sehingga 
didapatkan proses inferensi yang lebih baik. 
  
3.  EFEK KESALAHAN PENGUKURAN 
Misalkan suatu model regresi  ( ) ε+= XgY , 
dengan ( )Xg = Xβ, ( )kβ ββ ,....,0= .  
Berikut pengaruh dari adanya kesalahan 
pengukuran. 
1. Terhadap mean : 
( ) ( ) ( )XEUXEWE =+=  
Kesalahan pengukuran tidak menyebabkan 
bias di dalam nilai harapan. 
      2.   Terhadap variansi: 
 
( ) ( ) ( ) ( ) ( )UXUXUXW ,Cov2VarVarVarVar −+=+=
. 
 Kesalahan pengukuran menyebabkan  bias 
di dalam nilai variansi. 
1. Terhadap kovariansi  
         
( ) ( ) ( ) ( )YXYUYXYW ,Cov,Cov,Cov,Cov =+= . 
      4.   Terhadap slope kurva regresi 
Dalam hal ini diambil regresi linear 
sederhana yang dituliskan sebagai berikut 
    ( )
vWY
UWY
XY
++=
+−+=
++=
1
1
1
bbo
bbo
bbo
ε
ε
                          (3)                                       
dengan Uv −= ε . 
Estimasi b1  untuk persamaan (3) adalah 
sebagai berikut 
       
( )
( )
( )( )
( )( )( )
( )
( )( )( )
( )
)(Var
,Covb
)(Var
bbo,Cov
Var
bbo,Cov
)(Var
bbo,Cov
Var
,Covbˆ
1
1
1
1
1
W
vW
W
vWW
X
UWW
W
XW
W
YW
+=
++
=
+−+
=
++
==
ε
ε
         (4)                             
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Dalam permasalahan model regresi 
dengan kesalahan pengukuran, maka nilai 
     
( ) ( )
( ) ( ) ( ) ( )UUUUXX
UUXvW
11
1
b,Cov,Covb,Cov,Cov
b,Cov,Cov
−+++=
−+=
εε
ε
         (5) 
Diasumsikan u dan ε independen satu 
dengan yang lainnya, sehingga  
    
( ) ( ) ( ) 0b,Cov,Covb,Cov 11 =−++ UUUUX ε                                            
dan 
     
( ) ( ) )(Varb,Cov,Cov 11 UbUUvX −=−=              (6)                                 
Karena ,0),(Cov ≠vX maka persamaan 
(4) menjadi 
     
( )
1
1
1
11
b
)(Var
)(Varb
b
)(Var
,Covbbˆ
≠
−
+=
+=
X
U
X
vX
                    (7).                                                      
Dan berdasarkan persamaan (7) maka 
( ) 11ˆ bbE ≠ . Jadi estimator b1 tidak memenuhi sifat 
unbias. 
 
Selanjutnya, akan dikaji estimator yang lebih 
baik bila ada kesalahan pengukuran dalam data: 
a. Asumsi-asumsi: 
a.1 vektor error ( )ii U,ε  , i=1,2,3,…,n 
dimana Ui adalah elemen baris ke-i 
dari U, variabel random yang 
berdistribusi Normal independen 
dengan mean nol dan mempunyai 
matrik variansi sebagai berikut 








ΣΣ
Σ
UUUε
U
2
εεσ = 
( )kkUUUU σσσεε ,...,,diag 11 .
         
a.2 Distribusi dari ( )ii U,ε  adalah 
independen dari X, untuk semua i dan j 
, dimana Xi adalah baris ke-i dari X. 
a.3 Xi adalah variabel normal independen 
berdistribusi normal independen 
dengan mean nol dan matrik kovariansi 
singular 
XX
Σ . 
Jika X dan U berdistribusi normal, 
maka W variabel random berdistribusi 
normal independen dengan mean nol 
dan matrik kovariansi  
UUXXWW ΣΣΣ += .
   
          
Misalkan rasio variansi error 
dengan variansi total dinotasikan 
dengan jjλ dimana    
UUWW σσλ
1−=jj    
           
dan WWσ adalah varians dari W. dan 
1- jjλ adalah reliabilitas variabel ke-j. 
a.4 Diasumsikan bahwa jjλ  diketahui. 
Matrik diagonal dari rasio dituliskan  
dengan  
( )
KKUU
λλλλ ...,,, 332211diag=Λ ,
                        
 
b.   Didefinisikan estimator βˆ  setelah  dikalikan 
dengan faktor koreksi, yaitu 
( )YWHβ T11 nˆ −−= ,      
dengan   ( ) DDWWH UUΛ−= − T1n                                                                
 
Selanjutnya akan dikaji tentang sifat sampel 
besar untuk estimasi βˆ . 
( ) ( )[ ]
( ) ( ) ( ) 





Λ+Λ−=
Λ+Λ−+=
−−−
−−−
βββ
βββ
DDvWDDWW
DDvWDDWW
UUUU
UUUU
2
1T2
11T12
1
T11T1
nnn - ˆn  
nn  ˆ  
                                                                                (8) 
 
 
4. B-SPLINE 
 
Jika terdapat spline dengan orde m dan 
kumpulan knots yang memenuhi 
b...a k <<<< ξξ1 . Dapat didefinisikan 
sejumlah 2m knot tambahan 
( ) mkkm ,...,,,,..., ++−− ξξξξξ 1011  
dimana 
( ) a,...,m =−− 01 ξξ  dan 
b,..., mkk =++ ξξ 1 . 
B-spline orde m yang sesuai untuk knot 
k,...,ξξ1  dinyatakan dengan 
 
( ) ( ) ( )XB
X
XB
X
XB 1,1
1
1,
1
, −+
++
+
−
−+ −
−
+
−
−
= mj
jmj
mj
mj
jmi
j
mj ξξ
ξ
ξξ
ξ
, 
dengan ( ) )[


 ∈
= +
lain. yanguntuk 0
1
B 11 ,
,X,
X jjj,
ξξ
 
Misal diasumsikan bahwa  
( ) ( )∑=
=
p
1j
jmj, XBXgˆ β , 
(16) 
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dengan ( ) ( )X,...,X pBB1 , adalah basis untuk 
vektor spline berderajat m dengan titik knot  
k,...,ξξ1 dan p=m+k. Maka  
( ) ( ){ } ( ){ }∫+∑ −= =
b
a
n
i ii dxxgXgYS
2)2(2
1 ˆg α  
( ) ( ) ( )∫






∑+∑








∑−=
=
=
=
b
a
ii
p
i
n
i
p
j
jimji dxxgS
2
''
1
2
1
1
, BββXBY α
 
Sehingga estimator Penalized Least Square di 
atas dapat dituliskan dengan 
( ) ( )( ) ( )( ) βαβββ DBYBYgS TT XX +−−= ,  (17 )                
dengan elemen ke-ij dari D adalah 
( ) ( ){ }∫= b
a
ji dxxx
'''' BBD . 
Maka penyelesaian untuk (17) adalah 
( ) ( ){ } ( ){ }
( )( ) ( )( ) ( )
( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( )
( )( ) ( )( ) ( )( ) YBDBB
YBDBB
DBBYB
DBBYB
DBYBYg
T1T
TT
TT
TT
TT
XXX     
X  XX   
XXX      0     
2XX2X2-       0     
XXS
−
+=
=+
++−=
++=
∂
+−−∂
=
∂
∂
αβ
βα
βα
βαβ
β
βαβββ
β
. 
 
Sehingga penduga fungsi g adalah 
( ) ( )∑=
=
p
1j
jmj, XXgˆ βB ,p=m+k                   (18) 
dengan  
( )( ) ( )( ) ( )( ) YBDBB T1T XXX −+= αβ . 
  B-spline dalam penelitian ini, 
diaplikasikan untuk data bila kesalahan pengukuran 
diabaikan, dan juga bila kesalahan pengukuran 
diperhitungkan dalam model. Estimasi kurva regresi 
bila kesalahan pengukuran diabaikan yaitu 
meregresikan antara W dan Y. Di samping itu juga 
akan digunakan spline untuk estimasi kurva regresi 
dengan Naïve Method, yaitu dengan meregresikan 
antara rata-rata W dan Y. 
 
 
 
5. METODE ICM UNTUK MODEL 
DENGAN KESALAHAN PENGUKURAN 
 
Untuk mengestimasi fungsi g dalam 
model kesalahan pengukuran dengan Metode ICM 
diperlukan informasi prior sebelum menentukan 
distribusi posterior yang selanjutnya digunakan 
untuk iterasi dalam Metode ICM. 
Misalkan data observasi diasumsikan 
berdistribusi normal,  
( )( )2i ,X~ YgNY σ  
( )2i ,X~ WNW σ  
Distribusi Prior untuk X dan g yang digunakan 
untuk model kesalahan pengukuran (1) adalah 
sebagai berikut 
( )2,N~X XX σµ  
dimana Xµ dan
2
Xσ  adalah suatu konstanta yang 
ditentukan. 
Sedangkan untuk distribusi prior g 
dilakukan pendekatan “partially improper” (Green 
and Silverman, 1995) yaitu: 
( ) ( )Kgg
2
expg Tp α−∝ , 
Prior untuk varians-varians yang digunakan 
dalam Metode ICM merupakan hasil dari 
estimasinya, yaitu sebagai berikut: 
   
 
( )
( )∑ −
∑ −
=
=
=
n
i i
n
i ii
m
sm
1
1
2
2
U 1
1
σˆ , 
dan menurut Green and Silverman (1995), 
estimasi dari varians error adalah 
   
 
( ){ }
( ){ }ασε ˆ
1
2
2
AItr
XgY
n
i
ii
−
∑ −
= = , 
dengan αˆ diestimasi dengan metode GCV. 
 
Pemilihan prior dimaksudkan guna 
membentuk distribusi posterior bersama. Parameter 
dalam model (1) yaitu 222 dan,,, uXgX σσσ ε . 
Misalkan, ( )222 ,,,θ uXX,g σσσε=  maka densitas 
posterior dari θ adalah 
( ) ( ) ( ) ( )
( )
( ) ( ) ( ) ( ) ( ) ( )ασσσσσ
σσσσσ
θθθθ
εε
εε
ppppgpXpXWpXgYp
XWpXgYpgXp
WpYppWYp
UXu
uUX
22222
22222
,,,
,,,,,,,
,








∝








∝
∝
             
Distribusi posterior bersama dengan Metode 
ICM bersyarat pada 222 uX σσσ ε ˆ,ˆ,ˆ dan  adalah 
   
( ) ( ) ( )
( ) ( ) ( ) ( )
( )( ) ( )
( ) 


−+−−




−−−−∝








∝
Kgg
pppp
pXpXWpg,XYpY,Wp
X
X
W
UX
u
T
2
2
i2
2
ii2
2
ii2
222
22
2
ˆ
X
2
1
XW
2
1XgY
2
1exp
g,,
ε
ε
ε
ε
σ
α
µ
σ
σσ
ασσσ
σσθ
              
           (22) 
(19) 
(21) 
(20) 
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Pendekatan ICM seperti yang dijelaskan oleh 
Besag (1986), yaitu dengan menentukan mode 
posterior dari (22). Dalam Metode ICM parameter 
diperbarui (update) dalam setiap iterasinya.  
 Berikut ini algoritma dari Metode ICM. 
1. Menentukan nilai awal 222 dan uX σσσ ε ˆ,ˆ,ˆ , 
dan )( 0g  
)( 0g  merupakan hasil estimasi dengan 
menggunakan Naïve Method, yaitu 
meregresikan antara nilai Y dengan rata-
rata dari W. Nilai awal dari 
222 dan uX σσσ ε ˆ,ˆ,ˆ  diturunkan dari (19), 
(20), (21). 
2. Berdasarkan pada kondisi 1, 
menentukan data (i)X  bersyarat )(i 1−g  
yang memaksimalkan (22) 
Nilai (i)X  yang memberikan nilai yang 
maksimum pada (22) tidak dapat 
diselesaikan secara analitik. Untuk itu, 
dalam hal ini, digunakan metode grid 
uniform untuk memaksimumkan (22).  
3. Menentukan vektor (i)g  bersyarat pada 
(i)X , dengan menggunakan Regresi 
Spline. 
Berdasarkan pada (22), dengan 
bersyarat pada (i)X , memaksimumkan 
densitas posterior (22) sama artinya dengan 
meminimumkan 
     
( )( ) 






+−∑
=
Kgg
2
ˆ
2
1
2
2
12
T
ii
n
i
XgY
εε σ
α
σ .
                     (23) 
Bentuk (23) merupakan persamaan 
Smoothing Spline. Untuk itu, mengestimasi 
g dapat digunakan B-Spline 
4. Iterasi i=i+1diulang sampai i tertentu. 
 
 
6. PROGRAM S-PLUS 
Pemberdayaan software SPSS untuk 
membuat model regresi dari data dengan 
kesalahan pengukuran adalah sbb: 
Program ICM 
 
icm _ 
function(w,y,regress=F,ak=T,iter=10,
spar=0,grid=500,sigw=0){ 
n _ length(y) 
k _ dim(w)[2] 
wbar _ apply(w,1,mean) 
 
# initial values of x: 
x _ wbar 
 
# initial estimate of sigw: 
if (sigw ==0){ 
ssw _ apply(w,1,var) 
sigw _ sqrt(mean(ssw)) 
} 
 
# xp is the grid values over 
x...keep track of the spline values 
xp _ 
seq(min(wbar),max(wbar),length=grid) 
 
# Initial smoothing 
fit _ 
smooth.spline(x,y,all.knots=ak,spar=
spar,cv=T) 
spar _ fit$spar 
fit2 _ predict(fit,xp) 
res <- (fit$yin - fit$y)/(1-fit$lev) 
 
# initial estimate of sigy: 
sigy _ sqrt(var(res)) 
 
for (i in 1:iter){ 
 
# find the condition post. value for 
each x_i 
    for (ii in 1:n){ 
        val _ (-
1/(2*sigy^2))*((y[ii] - fit2$y)^2) 
val _ val - 
(k/(2*sigw^2))*((mean(w[ii,]) - 
xp)^2) 
if (regress){ 
val _ val - 
(1/(2*var(x)^2))*((mean(xp) - xp)^2) 
} 
 
# Set x_i to its max 
x[ii] _ xp[val==max(val)] 
    } 
 
    fit _ 
smooth.spline(x,y,spar=spar,all.knot
s=ak) 
# this saves the predicted values 
for each grid point (the height of 
y) 
    fit2 _ predict(fit,xp) 
 
 
fit21 _ predict(fit,xp) 
res1 <- (fit$yin - fit$y)/(1-
fit$lev) 
 
#  estimate of sigy icm: 
sigy1 _ sqrt(var(res1)) 
 
 
out _ 
list(x=xp,y=fit2$y,s,xfit=x,sigy=sig
y,sigy1=sigy,sigw=sigw,spar=spart) 
out 
} 
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Kasus 1: 
 
#######here is an example 
simulation: (uncomment and run) 
ff1 _ function(x) 
{ 
  d <- sin(0.5 * pi * x)/( 1 + 
(sign(x) + 1)*(2*x^2)) 
 d 
} 
 
##### generate the x-y-w 
n _ 100 
x _ rnorm(n,0.5,0.25) 
y _ ff1(x) + rnorm(n,0,.015) 
repeats _ 2 
w _ matrix(0,nrow=n,ncol=repeats) 
for (j in 1:repeats){ 
 w[,j] _ x + 
rnorm(n,0,(sqrt(3/7)*0.25) )} 
wbar _ apply(w,1,mean) 
xp _ 
seq(min(wbar),max(wbar),length=500) 
yp _ ff1(xp) 
 
###### neat pictures (prints (x,y) 
points, (wbar,y) , true curve, 
###### naive, and icm spline 
plot(x,y,pch=5,xlim=c(min(wbar),max(
wbar)),ylim=c(min(y),max(y)), 
 xlab="",ylab="") 
points(wbar,y,pch=18,col=2) 
lines(xp,yp,lty=1,lwd=2) 
ddd _ smooth.spline(wbar,y) 
lines(ddd$x,ddd$y,lty=1,col=2,lwd=2) 
im5 _ icm(w,y,iter=5) 
lines(im5$x,im5$y,lty=1,lwd=2,col=3) 
 
 
kasus 2: 
#######here is an example 
simulation: (uncomment and run) 
ff1 _ function(x) 
{ 
  d <- sin(0.5 * pi * x)/( 1 + 
(sign(x) + 1)*(2*x^2)) 
 d 
} 
##### generate the x-y-w 
n _ 100 
x _ rnorm(n,0.5,0.25) 
y _ ff1(x) + rnorm(n,0,.015) 
repeats _ 2 
w _ matrix(0,nrow=n,ncol=repeats) 
for (j in 1:repeats){ 
 w[,j] _ x + 
rnorm(n,0,(sqrt(3/7)*0.25) )} 
wbar _ apply(w,1,mean) 
xp _ 
seq(min(wbar),max(wbar),length=500) 
yp _ ff1(xp) 
 
###### neat pictures (prints (x,y) 
points, (wbar,y) , true curve, 
###### naive, and icm spline 
plot(x,y,pch=5,xlim=c(min(wbar),max(
wbar)),ylim=c(min(y),max(y)), 
 xlab="",ylab="") 
points(wbar,y,pch=18,col=2) 
lines(xp,yp,lty=1,lwd=2) 
ddd _ smooth.spline(wbar,y) 
lines(ddd$x,ddd$y,lty=1,col=2,lwd=2) 
im5 _ icm(w,y,iter=5) 
lines(im5$x,im5$y,lty=1,lwd=2,col=3) 
 
Kasus 3: 
#######here is an example 
simulation: (uncomment and run) 
ff1 _ function(x) 
{ 
 d <- 10*sin(4*pi*x) 
 d 
} 
##### generate the x-y-w 
n _ 100 
x _ rnorm(n,0.5,0.25) 
y _ ff1(x) + rnorm(n,0,.015) 
repeats _ 2 
w _ matrix(0,nrow=n,ncol=repeats) 
for (j in 1:repeats){ 
 w[,j] _ x + 
rnorm(n,0,(sqrt(3/7)*0.25) )} 
wbar _ apply(w,1,mean) 
xp _ 
seq(min(wbar),max(wbar),length=500) 
yp _ ff1(xp) 
 
###### neat pictures (prints (x,y) 
points, (wbar,y) , true curve, 
###### naive, and icm spline 
plot(x,y,pch=5,xlim=c(min(wbar),max(
wbar)),ylim=c(min(y),max(y)), 
 xlab="",ylab="") 
points(wbar,y,pch=18,col=2) 
lines(xp,yp,lty=1,lwd=2) 
ddd _ smooth.spline(wbar,y) 
lines(ddd$x,ddd$y,lty=1,col=2,lwd=2) 
im5 _ icm(w,y,iter=5) 
lines(im5$x,im5$y,lty=1,lwd=2,col=3) 
 
 
Kasus 4: 
#######here is an example 
simulation: (uncomment and run) 
ff1 _ function(x) 
{ 
 d <- 10*sin(4*pi*x) 
 d 
} 
 
##### generate the x-y-w 
n _ 500 
x _ rnorm(n,0.5,0.25) 
y _ ff1(x) + rnorm(n,0,.015) 
repeats _ 2 
w _ matrix(0,nrow=n,ncol=repeats) 
for (j in 1:repeats){ 
 w[,j] _ x + 
rnorm(n,0,(sqrt(3/7)*0.25) )} 
wbar _ apply(w,1,mean) 
xp _ 
seq(min(wbar),max(wbar),length=500) 
Simulasi Data Untuk:
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yp _ ff1(xp) 
 
###### neat pictures (prints (x,y) 
points, (wbar,y) , true curve, 
###### naive, and icm spline 
plot(x,y,pch=5,xlim=c(min(wbar),max(
wbar)),ylim=c(min(y),max(y)), 
 xlab="",ylab="") 
points(wbar,y,pch=18,col=2) 
lines(xp,yp,lty=1,lwd=2) 
ddd _ smooth.spline(wbar,y) 
lines(ddd$x,ddd$y,lty=1,col=2,lwd=2) 
im5 _ icm(w,y,iter=5) 
lines(im5$x,im5$y,lty=1,lwd=2,col=3) 
 
 
Kasus 5: 
#######here is an example 
simulation: (uncomment and run) 
ff1 _ function(x) 
{ 
 d <- x^4 
 d 
} 
 
##### generate the x-y-w 
n _ 100 
x _ rnorm(n,0,1) 
y _ ff1(x) + rnorm(n,0,.1) 
repeats _ 2 
w _ matrix(0,nrow=n,ncol=repeats) 
for (j in 1:repeats){ 
 w[,j] _ x + rnorm(n,0,.01) } 
wbar _ apply(w,1,mean) 
xp _ 
seq(min(wbar),max(wbar),length=500) 
yp _ ff1(xp) 
 
###### neat pictures (prints (x,y) 
points, (wbar,y) , true curve, 
###### naive, and icm spline 
plot(x,y,pch=5,xlim=c(min(wbar),max(
wbar)),ylim=c(min(y),max(y)), 
 xlab="",ylab="") 
points(wbar,y,pch=18,col=2) 
lines(xp,yp,lty=1,lwd=2) 
ddd _ smooth.spline(wbar,y) 
lines(ddd$x,ddd$y,lty=1,col=2,lwd=2) 
im5 _ icm(w,y,iter=5) 
lines(im5$x,im5$y,lty=1,lwd=2,col=3) 
 
 
 
Kasus 6: 
#######here is an example 
simulation: (uncomment and run) 
ff1 _ function(x) 
{ 
 d <- x^4 
 d 
} 
 
##### generate the x-y-w 
n _ 500 
x _ rnorm(n,0,1) 
y _ ff1(x) + rnorm(n,0,.1) 
repeats _ 2 
w _ matrix(0,nrow=n,ncol=repeats) 
for (j in 1:repeats){ 
 w[,j] _ x + rnorm(n,0,1) } 
wbar _ apply(w,1,mean) 
xp _ 
seq(min(wbar),max(wbar),length=500) 
yp _ ff1(xp) 
 
###### neat pictures (prints (x,y) 
points, (wbar,y) , true curve, 
###### naive, and icm spline 
plot(x,y,pch=5,xlim=c(min(wbar),max(
wbar)),ylim=c(min(y),max(y)), 
 xlab="",ylab="") 
points(wbar,y,pch=18,col=2) 
lines(xp,yp,lty=1,lwd=2) 
ddd _ smooth.spline(wbar,y) 
lines(ddd$x,ddd$y,lty=1,col=2,lwd=2) 
im5 _ icm(w,y,iter=5) 
lines(im5$x,im5$y,lty=1,lwd=2,col=3) 
 
7. SIMULASI 
Model :  Fungsi Eksponen 
( ) ( )xexpxg = ,                            
Dengan n=250, 22 010.=εσ ,  
1dan  01 2x
22 === σµσ ,, xu . 
Dan dari hasil output S-plus, didapatkan kurva 
regresi spline dan nilai MSE dari simulasi di atas 
seperti terlihat dalam Tabel 1 dan  gambar 1. 
 
Tabel 1. Nilai MSE Fungsi Eksponens 
No Metode Nilai MSE 
1 Non ME[1] 19.90525 
2 Non ME[2] 25.0184 
3 Naïve 12.80861 
4 ICM 4.231545 
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  kurva sebenarnya                 non ME[1] 
  non ME[2]              Naïve               ICM 
                                                          
Gambar 1. Estimasi Kurva untuk Fungsi 
Eksponens. 
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Model 2:  Fungsi Truncated:  
( ) ( )++ −+= xxxg 1 . 
dengan n=250, 22 010.=εσ , 
22 50.=Uσ , 
1dan  0 2x == σµ ,x . 
Dan dari hasil output S-plus, didapatkan kurva 
regresi spline dan nilai MSE seperti dalam Tabel 2 
dan gambar 2.  
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Gambar 2. Estimasi Kurva untuk Fungsi 
Truncated. 
Tabel 2.  Nilai MSE Fungsi Truncated. 
No Metode Nilai MSE 
1 Non ME[1] 0.157338 
2 Non ME[2] 0.139422 
3 Naïve 0.102883 
4 ICM 0.00143 
 
 
Model 3 :  Fungsi Trigonometri 
( ) ( )
( )( )121
2
2 ++
=
xgsinx
/xsinxg π ,                            
n=250, 22 010.=εσ , 
1dan  010 2x
22 === σµσ ,,. xu . 
 
Dan dari hasil output S-plus, didapatkan kurva 
regresi spline dari simulasi di atas adalah sebagai 
berikut: 
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-0
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0.
0
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5
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0
 
Gambar 3   Estimasi Kurva untuk Fungsi 
Trigonometri 
 
Tabel 3 Nilai MSE untuk Fungsi Trigonometri 
No Metode Nilai MSE 
1 Non ME[1] 0.158436 
2 Non ME[2] 0.195413 
3 Naïve 0.147683 
4 ICM 0.030937 
Gambar 1, 2, dan 3 di atas menunjukkan 
kurva regresi dari 3 metode, yaitu kurva regresi dari 
data dengan mengabaikan adanya kesalahan 
pengukuran, dengan naïve Method, dan juga dengan 
ICM. Dilihat dari ketiga gambar , pengabaian 
kesalahan pengukuran, berpengaruh terhadap kurva 
regresi. Terlihat bahwa kurva regresi bila kesalahan 
pengukuran diabaikan jauh dari kurva sebenarnya. 
Nampak juga dari Gambar 1, 2, dan 3, kurva regresi 
dengan ICM yang paling mendekati dengan kurva 
sebenarnya,g(x).   Selain itu, dengan Naïve Method, 
juga memberikan estimasi kurva regresi yang lebih 
mendekati kurva g(x) dibandingkan dengan kurva 
bila kesalahan pengukuran diabaikan. 
Hal ini membuktikan bahwa adanya kesalahan 
pengukuran dalam variabel prediktor, X, 
berpengaruh terhadap kurva regresi.  
Selanjutnya dilakukan simulasi untuk 
masing-masing model 1, model 2, model 3, dengan 
variasi nilai n = 25, 50, 100, 250, 
21 ,.,. 222 10010=εσ , , 
22222 1dan 5010010 .,.,.=Uσ , 
1dan  0 2x == σµ ,x . 
 
 
8. KESIMPULAN 
 
Berdasarkan pembahasan di atas, maka dapat 
disimpulkan bahwa: 
1. Adanya kesalahan pengukuran di dalam 
analisis regresi, khususnya linear sederhana,  
menyebabkan estimator koefisien regresi 
tidak memenuhi sifat unbias, yaitu 
   
 ( ) 11 bb ≠     E         . 
Dan secara umum didapatkan bentuk 
estimator yang telah dikoreksi untuk β  , 
yaitu  
( )YWH T11 nˆ −−=β  
    merupakan estimator yang secara asimtotik 
berdistribusi Normal,   
              
( ) ( ) 




 ΣΓΣ→− −− 11
d21 ,ˆn XXXX0Nββ . 
2. Estimasi kurva regresi dengan metode ICM 
yaitu estimasi g yang ditentukan secara 
iterative dan memberikan nilai maksimum 
pada densitas posterior bersama sebagai 
berikut 
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( ) ( )( )
( )
( )



−
+−
−−




−−−∝
Kgg
Y,Wp
X
X
W
T
2
2
i2
2
ii2
2
ii2
2
ˆ
X
2
1
XW
2
1
XgY
2
1exp
ε
ε
σ
α
µ
σ
σ
σ
θ
 
3. Berdasarkan hasil simulasi, fungsi 
Eksponens, Truncated dan Trigonometri, 
didapatkan nilai MSE dari masing-masing 
metode. Hasil simulasi menunjukkan 
bahwa: 
a. Semakin besar 2Uσ , menunjukkan 
bahwa perbedaan MSE antara non 
ME dan ICM semakin besar. 
Berdasarkan dari hasil simulasi, 
MSE non ME (pengabaian kesalahan 
pengukuran} bisa mencapai 4 kali 
lebih besar dari model bila ada 
kesalahan pengukuran diestimasi 
dengan ICM, baik utuk n=25, 
50,100,dan 250. Sedangkan untuk 
Naïve Method juga menunjukkan 
nilai MSE yang lebih baik 
dibandingkan bila adanya kesalahan 
pengukuran diabaikan. 
b. Berdasarkan hasil simulasi juga 
menunjukkan bahwa metode ICM 
memberikan nilai yang lebih baik 
dibandingkan dengan Naïve Method. 
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