Forcing faces in plane bipartite graphs (II)  by Che, Zhongyuan & Chen, Zhibo
Discrete Applied Mathematics 161 (2013) 71–80
Contents lists available at SciVerse ScienceDirect
Discrete Applied Mathematics
journal homepage: www.elsevier.com/locate/dam
Forcing faces in plane bipartite graphs (II)
Zhongyuan Che a, Zhibo Chen b,∗
a Department of Mathematics, Pennsylvania State University, Beaver Campus, Monaca, PA 15061, USA
b Department of Mathematics, Pennsylvania State University, Greater Allegheny Campus, McKeesport, PA 15132, USA
a r t i c l e i n f o
Article history:
Received 6 March 2012
Received in revised form 4 August 2012
Accepted 10 August 2012
Available online 7 September 2012
Keywords:
Forcing edge
Forcing face
Handle
Perfect matching
Plane elementary bipartite graph
Z-transformation graph
a b s t r a c t
The concept of forcing faces of a plane bipartite graphwas first introduced in Che and Chen
(2008) [3] [Z. Che, Z. Chen, Forcing faces in plane bipartite graphs, DiscreteMathematics 308
(2008) 2427–2439], which is a natural generalization of the concept of forcing hexagons
of a hexagonal system introduced in Che and Chen (2006) [2] [Z. Che and Z. Chen,
Forcing hexagons in hexagonal systems, MATCH Commun.Math. Comput. Chem. 56 (2006)
649–668]. In this paper, we further extend this concept from finite faces to all faces
(including the infinite face) as follows: A face s (finite or infinite) of a 2-connected plane
bipartite graph G is called a forcing face if the subgraph G− V (s) obtained by removing all
vertices of s together with their incident edges has exactly one perfect matching.
For a plane elementary bipartite graph G with more than two vertices, we give three
necessary and sufficient conditions for G to have all faces forcing. We also give a new
necessary and sufficient condition for a finite face of G to be forcing in terms of bridges
in the Z-transformation graph Z(G) of G. Moreover, for the graphs G whose faces are all
forcing, we obtain a characterization of forcing edges in G by using the notion of handle,
from which a simple counting formula for the number of forcing edges follows.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
An edge of a connected graph G is called a forcing edge if it is contained in exactly one perfect matching of G. The notion
of forcing edge first appeared in a 1991 paper [6] on polyhexes by Harary et al. The root of these concepts can be traced to
the works [8,11] by Randić and Klein in 1985–1987. Since then, forcing edges of perfect matchings have been investigated
intensively for hexagonal systems (also called polyhexes) because they are closely related to the study ofmolecule resonance
structures in chemistry. Most known results on forcing edges have been surveyed in [4], where some open questions and
conjectures are also included.
In 1995, Zhang and Li [15] gave characterizations for a hexagonal system with forcing edges, by using the concept of
Z-transformation graph of a hexagonal system introduced by Zhang et al. in [14]. In order to extend various studies on
hexagonal systems, Zhang and Zhang [17] conducted an extensive study on plane elementary bipartite graphs so that many
important known results for hexagonal systems can be treated in a unified way for plane bipartite graphs. In particular,
they extended the concept of forcing edges from hexagonal systems to plane bipartite graphs. Motivated by their work,
we introduced the concept of forcing hexagons of a hexagonal system in [2], and further generalized the above concept to
forcing faces of a plane bipartite graph in [3]. Some known results on forcing hexagons and forcing faces will be presented
in the next section.
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In this paper, we further extend the concept of forcing faces of a plane bipartite graph from finite faces to all faces
(including the infinite face). For a plane elementary bipartite graph G with more than two vertices, we show that the
following statements are equivalent:
(i) each finite face of G is forcing,
(ii) each face of G is forcing,
(iii) each perfect matching of G contains a forcing edge,
(iv) the subgraph G − V (s1) − V (s2) has no perfect matchings for any two vertex disjoint faces s1 and s2 (one can be the
infinite face) of G.
Moreover, we show that a finite face s of G is forcing if and only if its Z-transformation graph Z(G) has exactly one bridge
M1M2 such that the symmetric difference ofM1 andM2 is the boundary of s.
Finally, we further study the forcing edges in a plane elementary bipartite graphGwhich has all faces forcing. By using the
notion of handle, we obtain a characterization of forcing edges in G, from which a simple counting formula for the number
of forcing edges follows.
2. Preliminaries
All graphs considered in this paper are finite, simple and connected. A perfect matching (or, 1-factor) of a graph G is a set
of disjoint edges that covers all vertices of G. We assume that all graphs G in this paper have a perfect matching unless it is
specified. An edge of G is called allowed if it is contained in a perfect matching of G, and forbidden otherwise. A graph G is
called elementary if the union of all perfect matchings of G forms a connected subgraph. It is clear that any elementary graph
with more than two vertices has no pendant edges and that such a graph has at least two perfect matchings. In particular, a
connected bipartite graph is elementary if and only if each edge of the graph is allowed, see [9].
Let M be a perfect matching of a graph G. A cycle C of G is called an M-alternating cycle if its edges are alternately in M
and E(G)−M , and we simply call C an alternating cycle if there is no need to specify the perfect matchingM . The symmetric
difference of two perfect matchings M and N of G, denoted by M ⊕ N , is the set of edges contained in either M or N , but
not in both. An (M,N)-alternating cycle of G is a cycle whose edges are inM and N alternately. It is well known [9] that the
symmetric difference of two perfect matchingsM and N of G is a disjoint union of (M,N)-alternating cycles. By definition,
we can see thatM is the unique perfect matching of G if and only if G has noM-alternating cycles. Kotzig [7] showed that if
a connected graph G has a unique perfect matching M , then G has a bridge in M . Therefore, any 2-connected graph with a
perfect matching has at least two perfect matchings.
A graph is called a plane graph if it is drawn in the plane in such a way that any two edges do not intersect, except at a
common end vertex if any. A planar embedding of a graph G is a plane graph G′ isomorphic to G. A graph is called a planar
graph if there is a planar embedding of the graph. A plane graph divides the plane into regions which are called faces. Each
bounded region is called a finite face, and the unbounded region is called the infinite face. A face s (finite or infinite) of a plane
graph G is said to beM-resonant if the boundary of s is anM-alternating cycle with respect to some perfect matchingM of
G. AnM-resonant face is briefly said to be resonant when there is no need to specify the perfect matchingM . The following
characterization of a plane elementary bipartite graph in terms of resonant faces was given by Zhang and Zhang (2000).
Theorem 2.1 ([17]). Let G be a connected plane bipartite graph with more than two vertices. Then each face of G (including the
infinite face) is resonant if and only if G is elementary.
The concept of forcing face was first introduced in [3, Definition 1.1] as follows: In a connected plane bipartite graph
G with minimum degree >1, a finite face s of G is called a forcing face if the subgraph G − V (s) obtained by removing all
vertices of s together with their incident edges has exactly one perfect matching. It is known [17] that for any connected
plane bipartite graphGwithminimumdegree>1, ifGhas a forcing edge, thenG is elementary. In [3]weproved the following
result.
Theorem 2.2 (Theorem 3.1 in [3]). For any connected plane bipartite graph G with no pendent edges, if G has a forcing (finite)
face, then G is elementary.
Here wemust point out that the ‘‘finite face s’’ in the definition of ‘‘forcing face’’ should be clarified as ‘‘finite face swhose
boundary is an even cycle’’. Otherwise, that definition would not be so meaningful. It is because the number of vertices on
the boundary of a finite face smay be an odd number if the boundary of s is not a cycle, whichmay occur in the uninteresting
case that the graph G itself has no perfect matchings although G − V (s) has exactly one perfect matching. For example in
Fig. 1, G1 − V (s) is an edge and so has exactly one perfect matching, but obviously G1 has no perfect matchings. Moreover,
the proof given in [3] for Theorem 2.2 implicitly used the assumption that ‘‘a forcing face is a finite face whose boundary
is an even cycle’’. This occurred when we claimed in the proof that a forcing (finite) face of G must be in some elementary
component of G. If we allow a finite face swhose boundary is not an even cycle to be included in the definition for a forcing
face, then the claim mentioned above is not always valid for the graphs G in concern, and so Theorem 2.2 will not hold in
general even if the graph G does have perfect matchings. This can be seen from the graph G2 depicted in Fig. 1. It is clear that
G2 has perfect matchings, and that G2 − V (s) has exactly one perfect matching. But G2 is not elementary since its edge e is
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Fig. 1. Examples for clarification.
not allowed. According to the above clarification, the finite faces s of graph Gi (i = 1, 2) in Fig. 1 are not forcing faces since
each of their boundaries is not an even cycle.
In the studies on forcing edges and forcing faces in a plane bipartite graph G, the concepts of a reducible face
decomposition of G (abbreviated as ‘‘RFD’’) and the Z-transformation graph of G (denoted by Z(G)) play important roles.
For the rest of the section, we will introduce some known results on these two concepts, which will be used to obtain some
of our main results in this paper.
A reducible face decomposition [17] of a plane bipartite graphG is defined as follows. Assume that vertices ofG are properly
colored in black andwhite. Start from an edge e of G. Join the two end vertices of e by a path P1 of odd length (called the ‘‘first
ear’’) to form a finite face G1(=s1) of G. Then proceed inductively to build a sequence of plane bipartite graphs as follows: if
Gi−1 = e+ P1+ P2+ · · · + Pi−1 has already been constructed, add a path Pi of odd length (called the ‘‘ith ear’’) by joining its
two end vertices to two vertices of different colors in Gi−1 in such a position that Pi lies in the exterior of Gi−1 and that Pi and
a part of the boundary of Gi−1 surround a finite face si of G, for all i ≥ 2. The decomposition G = Gn = e+ P1+ P2+ · · ·+ Pn
is called a reducible face decomposition of G, and denoted as RFD(G1,G2, . . . ,Gn(=G)), which is associated with a sequence
of finite faces s1, s2, . . . , sn and a sequence of odd length ears P1, P2, . . . , Pn. Zhang and Zhang [17] showed that any plane
bipartite graph Gwithmore than two vertices is elementary if and only if it has a reducible face decomposition starting from
any finite face of G.
Let G be a plane bipartite graph with a perfect matching. The Z-transformation graph of G, denoted as Z(G), is the graph
whose vertices are the perfect matchings of G, and two vertices of Z(G) are adjacent if and only if their symmetric difference
is the boundary of some finite face of G. Properties of the Z-transformation graph of a plane elementary bipartite graph are
given in the following theorem.
Theorem 2.3 ([17]). Let G be a plane elementary bipartite graph. Then
(i) Z(G) is a connected bipartite graph,
(ii) Z(G) has at most two vertices of degree one, and
(iii) if Z(G) has a vertex of degree≥ 3, then the girth of Z(G) is 4; otherwise, Z(G) is a path.
Using Z(G) as a tool, characterizations of the plane elementary bipartite graphs G with a forcing edge or a forcing face
are given in the following two theorems. For convenience, we use ∂s to denote the boundary of a finite face s of G, and ∂G to
denote the boundary of G, that is, the boundary of the infinite face of G. A finite face of a plane graph G is called a peripheral
face if it has some edges on ∂G. Two faces of G are said to be adjacent if their boundaries have some common edge(s). It is
easy to see that for any perfect matchingM of G, twoM-resonant faces of G are either adjacent or vertex disjoint.
Theorem 2.4 ([17]). Let G be a plane elementary bipartite graph with more than two vertices. Then G has a forcing edge if and
only if one of the following statements holds:
(i) Z(G) has a degree-1 vertex M such that the unique M-resonant finite face s is a peripheral face of G, and ∂G must be an
M-alternating cycle. Moreover, if P is a maximal common path of ∂s and ∂Gwhere ∂s ≠ ∂G, then P is an M-alternating path
with end edge(s) in M, and the edge(s) of P belonging to M are the forcing edges of G.
(ii) Z(G) has a degree-2 vertex M such that the two M-resonant finite faces s1 and s2 of G are adjacent, and ∂G is not an M-
alternating cycle. Moreover, if P is a maximal common path of ∂s1 and ∂s2, then P is an M-alternating path with end edge(s)
in M, and the edge(s) of P belonging to M are forcing edges of G.
Theorem 2.5 ([3]). Let G be a plane elementary bipartite graph with more than two vertices. Then a finite face s of G is forcing if
and only if one of the following statements holds:
(i) Z(G) has a degree-1 vertex M such that the unique M-resonant finite face s is a peripheral face of G and ∂G must be an
M-alternating cycle.
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Fig. 2. Two different planar embeddings of the same planar graph.
(ii) Z(G) has a degree-2 vertex M such that s is one of the two adjacent M-resonant finite faces. Furthermore, if ∂G is an M-
alternating cycle, then s is a peripheral face of G.
(iii) Z(G) has a degree-(n+ 1) vertex M where n ≥ 2 and s, si (1 ≤ i ≤ n) are the M-resonant finite faces such that s and si are
adjacent for each 1 ≤ i ≤ n; si and sj are vertex disjoint whenever 1 ≤ i ≠ j ≤ n. Furthermore, if ∂G is an M-alternating
cycle, then s is a peripheral face of G.
By Theorems 2.4 and 2.5, we can see that in a plane elementary bipartite graph G with more than two vertices, the
existence of forcing edges implies the existence of forcing faces, but it is not true conversely. In particular, if e is a forcing
edge of G, then any finite face of G containing e is a forcing face of G. On the other hand, if G has a forcing face, then it is
possible that G does not have any forcing edges, see [3].
Using the tool of RFD, structural characterizations can be obtained for those plane elementary bipartite graphs G with
the property that each finite face of G is forcing or that its Z-transformation graph Z(G) is a path.
Theorem 2.6 ([3]). Let G be a plane elementary bipartite graphwithmore than two vertices. Then each finite face of G is forcing if
and only if G has a RFD(G1,G2, . . . ,Gn(=G)) associatedwith the face sequence s1, s2, . . . , sn and the ear sequence P1, P2, . . . , Pn
satisfying
(i) all Pi’s start with black (resp. white) vertices and end with white (resp. black) vertices w.r.t. the clockwise orientation of the
boundaries of Gi’s;
(ii) si and si+1 have edges in common for all i; and
(iii) s1 is a peripheral face of Gn(=G).
Theorem 2.7 ([17]). Let G be a plane elementary bipartite graph with more than two vertices. Then Z(G) is a path if and only if G
has an RFD(G1,G2, . . . ,Gn(=G)) associated with the face sequence s1, s2, . . . , sn and the ear sequence P1, P2, . . . , Pn such that
(i) all Pi’s start with black (resp. white) vertices and end with white (resp. black) vertices w.r.t. the clockwise orientation of the
boundaries of Gi’s;
(ii) si and si+1 have edges in common for all i; and
(iii) s1 is a peripheral face of Gn(=G) or Gn−1.
By Theorems 2.6 and 2.7, if each finite face of a plane elementary bipartite graph G is forcing, then Z(G) is a path. The
converse is not true in general, which can be seen from [3]. However, the converse holds for the special case when G is a
hexagonal system H , since it is known [2] that each hexagon of H is forcing if and only if Z(H) is a path if and only if H is a
linear hexagonal chain.
3. Main results
It is easily seen that the number of forcing edges of a graph is invariant under graph isomorphisms, but the number of
forcing finite faces of a planar bipartite graph is not invariant, even if we restrict the involved isomorphic graphs to be just
planar embeddings. For example, G1 and G2 in Fig. 2 are two different planar embeddings of the same planar graph G, where
G1 has two forcing finite faces si (for 1 ≤ i ≤ 2) but G2 has three forcing finite faces si (for 1 ≤ i ≤ 3).
For any planar graph G, it is well known [1] that if s is a finite face in some planar embedding of G, then G admits a planar
embedding whose infinite face has the same boundary as s. This fact inspires us to extend the concept of forcing faces of a
plane bipartite graph from finite faces to all faces (including the infinite face).
It is known [12] that if a plane graph G is 2-connected, then each face (no matter finite or infinite) is bounded by a cycle.
It is also known that all plane elementary bipartite graphs withmore than two vertices are 2-connected. So wewill consider
only the 2-connected plane bipartite graphs when we extend the concept of forcing faces of a graph G from finite faces to
all faces (including the infinite face).
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Fig. 3. The modified stereographic projection.
Definition 3.1. Let G be a 2-connected plane bipartite graph. A face s (finite or infinite) of G is called a forcing face if the
subgraphG−V (s) obtained by removing all vertices of s togetherwith their incident edges has exactly one perfectmatching.
(Note that the empty graph is assumed to have exactly one perfect matching by convention.)
It is easy to see that the result stated in Theorem 2.2 holds for all 2-connected plane bipartite graphs, under the extended
definition of forcing face. We write it as the following theorem.
Theorem 3.2. For any 2-connected plane bipartite graph G, if G has a forcing face, then G is elementary.
The classical stereographic projection is a topological mapping from the sphere (with the north pole deleted) to the plane
tangent to the sphere at the south pole. (A figure illustration can be seen on page 247 in Bondy andMurty’s book [1].) Below,
we will give a somewhat modified stereographic projection, which will be used later in this section. The modification is to
move the plane up, from the bottom of the sphere to the position of the equator.
Definition 3.3. Let C be a cycle of a plane graph G in consideration. The stereographic projection h with respect to C is a
topological mapping defined as follows. We first embed the graph G on the sphere such that the cycle C is the equator, and
the faces of G inside (outside, resp.) C are on the north (south, resp.) hemisphere. The stereographic projection h projects G
from the north pole to the equator plane to get the image graph G′ = h(G), see Fig. 3.
It is easy to see that the faces of G inside (resp. outside) the cycle C are mapped to faces of G′ outside (resp. inside) the
cycle h(C) = C . In particular, when C is the boundary of a finite face of G, h(C) becomes the boundary of the infinite face
of G′.
Proposition 3.4. Let G be a plane elementary bipartite graph with more than two vertices. If each finite face of G is forcing, then
the infinite face of G is forcing.
Proof. It is known that any plane elementary bipartite graph with more than two vertices has a RFD, and so has at least one
finite face. The proof is trivial if G has exactly one finite face. So we only need to prove for the plane elementary graphs G
with more than one finite face. By Theorem 2.1, all faces of G (including the infinite face) are resonant. Assume that each
finite face of G is forcing, but the infinite face of G is not forcing. Then the induced subgraph G′ obtained by removing all
vertices on the boundary of G together with their incident edges has at least two perfect matchings. It follows that G has an
M-alternating cycle C contained in G′, where M is a perfect matching of G such that ∂G is M-alternating. By Theorem 2.9
in [17], the induced subgraph I[C] ofG generated by all vertices in the interior and on the boundary of C is a plane elementary
bipartite graph. By Corollary 3.4 in [17], I[C] contains a finite face s of G which is M-resonant. It is clear that s cannot be a
forcing face of G since it is disjoint from theM-alternating cycle ∂G. This is a contradiction to the assumption. Therefore, the
infinite face of G is forcing. 
Remark 3.5. The converse of the above proposition does not hold.
It can be seen as follows. We start with a plane elementary bipartite graph G0 with n ≥ 4 finite faces among which there is
a unique forcing finite face s0. The existence of G0 is seen from Theorem 3.2 in [3]: For any integers n and kwith n ≥ 4 and
0 ≤ k ≤ n, there exists a plane elementary bipartite graph G0 such that exactly k of the n finite faces of G0 are forcing. Then
by the stereographic projection h with respect to the cycle C = ∂s0 given in Definition 3.3, we can get a plane elementary
bipartite graph G that is a topologically equivalent image of G0, and the infinite face of G corresponds to the finite face s0 of
G0. It is easily seen that the infinite face of G is forcing. But all those finite faces of G that are also finites faces of G0 cannot
be forcing.
Proposition 3.6. Let G be a plane elementary bipartite graph with more than two vertices. Then each finite face of G is forcing if
and only if each perfect matching of G contains a forcing edge. In particular, each hexagon of a hexagonal system H is forcing if
and only if each perfect matching of H contains a forcing edge if and only if H is a linear hexagonal chain.
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Proof. It is known that any plane elementary bipartite graph with more than two vertices has a RFD. The proposition is
trivial if G is an even cycle. So we may assume that G is a plane elementary bipartite graph with more than one finite face.
It is clear that G has more than one perfect matching.
Necessity: Assume that each finite face of G is forcing. Then by Theorem 2.6, G has a RFD(G1,G2, . . . ,Gn(=G)) associated
with the face sequence s1, s2, . . . , sn and the ear sequence P1, P2, . . . , Pn satisfying (i) the Pi’s start with black (resp. white)
vertices and end with white (resp. black) vertices w.r.t. the clockwise orientation of the boundaries of Gi’s; (ii) si and si+1
have edges in common for all i; and (iii) s1 is a peripheral face of Gn(=G). By the proof of Lemma 3.8 in [3], we can see that
Z(G) = M0M1M2 · · ·Mn is a path, where Mi = M0 ⊕ ∂Gi and Mi−1 ⊕ Mi = ∂si for 1 ≤ i ≤ n. Let M be a perfect matching
of G. If M has degree-1 in Z(G). Then M = M0 (resp. M = Mn), and s = s1 (resp. s = sn) is the unique M = M0-resonant
(resp.M = Mn-resonant) finite face. Moreover, ∂G is anM-alternating cycle. By Theorem 2.4 (i), the edges ofM belonging to
∂s∩ ∂G are the forcing edges ofM . IfM has degree-2 in Z(G). ThenM = Mi for some 1 ≤ i ≤ n−1, and the twoM-resonant
finite faces si and si+1 are adjacent. Moreover, ∂G is not anM-alternating cycle. By Theorem 2.4(ii), the edges ofM belonging
to ∂si ∩ ∂si+1 are forcing edges ofM . Therefore, each perfect matching of G contains a forcing edge.
Sufficiency: Assume that each perfectmatching of G has a forcing edge. By Theorem 2.4, each perfectmatchingM of G has
either degree one or degree two in Z(G). By Theorem 2.3, Z(G) is a path. By Theorem 2.7, G has a RFD(G1,G2, . . . ,Gn(=G))
associated with the face sequence s1, s2, . . . , sn and the ear sequence P1, P2, . . . , Pn such that (i) the Pi’s start with black
(resp. white) vertices and end with white (resp. black) vertices w.r.t. the clockwise orientation of the boundaries of Gi’s;
(ii) si and si+1 have edges in common for all i; and (iii) s1 is a peripheral face of Gn(=G) or Gn−1. It remains to show that s1
is a peripheral face of G. By the proof of Lemma 3.8 in [3], we can see that Z(G) = M0M1M2 · · ·Mn, where Mi = M0 ⊕ ∂Gi
and Mi−1 ⊕ Mi = ∂si for 1 ≤ i ≤ n. In particular, s1(=G1) is the unique M0-resonant finite face, and the boundary of G is
M0-alternating. By Theorem 2.4(i), s1 must be a peripheral face of G sinceM0 has forcing edges. Therefore, each finite face of
G is forcing by Theorem 2.6. 
Now we are ready to give four equivalent statements as follows.
Theorem 3.7. Let G be a plane elementary bipartite graph with more than two vertices. Then the following statements are
equivalent:
(i) each finite face of G is forcing,
(ii) each face (including the infinite face) of G is forcing,
(iii) each perfect matching of G contains a forcing edge,
(iv) there are no perfect matchings when any two vertex disjoint faces (one can be the infinite face) of G are deleted.
Proof. The equivalences of (i)⇐⇒ (ii) and (i)⇐⇒ (iii) directly follow from Propositions 3.4 and 3.6, respectively. Hence,
statements (i), (ii) and (iii) are equivalent. In the proof for the remaining equivalences, wemay assume that G has two vertex
disjoint faces, since it is trivial if any two faces (one can be the infinite face) of G have some vertices in common.
(ii)H⇒ (iv): It can be shown by contradiction. Assume that (iv) does not hold. That is, there are two vertex disjoint faces
s and s′ of G such that G− V (s)− V (s′) has a perfect matching. Then it is obvious that none of s and s′ can be a forcing face
of G. This contradicts (ii).
(iv) H⇒ (i): It also can be shown by contradiction. Assume that there are no perfect matchings when any two vertex
disjoint faces of G are deleted, but G has a finite face swhich is not forcing. By Theorem 2.1, s isM-resonant for some perfect
matching M of G. Moreover, G − V (s) has more than one perfect matching since s is not forcing. Therefore, G − V (s) has
anM-alternating cycle C . Then C cannot be the boundary of G by the assumption that there are no perfect matchings when
the two vertex disjoint faces (s and the infinite face of G) are deleted. Let I[C] be the induced subgraph of G generated by
all vertices in the interior and on the boundary of C . Then I[C] is a plane elementary bipartite graph by Theorem 2.9 in [17].
Note that the restriction of M on I[C] is a perfect matching of I[C]. By Corollary 3.4 [17], I[C] has a finite face s′ which is
M-resonant. Then s and s′ must have some vertex in common (special case s = s′). Otherwise, we have two vertex disjoint
M-resonant faces s and s′ of G such that there is a perfect matching after the removal of those two vertex disjoint faces, and
this is a contradiction to the assumption. Therefore, s and s′ have some vertex in common. It follows that s and s′ must have
some edges in common since both of them are M-resonant. Then s is contained in the interior of I[C] since s′ is contained
in I[C] and boundaries of s and I[C] are vertex disjoint. Now we consider the induced subgraph O[C] of G generated by all
vertices of (G− I[C])∪C . From the point of view of the modified stereographic projection with respect to the cycle C of G, it
is easy to see that O[C] is also a plane elementary bipartite graph by Theorem 2.9 in [17]. Similar to the above proof, O[C] has
a finite face s′′ which is M-resonant. It is clear that s′′ is also a face (can be the infinite face) of G. Then we have two vertex
disjoint faces s and s′′ of G such that G − V (s) − V (s′′) has a perfect matching. This is a contradiction to the assumption.
Therefore, each finite face of G is forcing. 
Next, we will use the property of a median graph to show that a finite face s of a plane elementary bipartite graph G is
forcing if and only if its Z-transformation graph Z(G) has a unique bridge M1M2 such that the symmetric difference of its
two end vertices is the boundary of s. Let u and v be two vertices of a graph G. The interval I(u, v) between two vertices
u, v consists of all vertices on shortest paths between u and v in G. A median of vertices u, v and w is a vertex that lies on
I(u, v)∩ I(u, w)∩ I(v,w). A connected graph is called amedian graph if every triple of its vertices has a unique median. It is
well known [16] that the Z-transformation graph of a plane elementary bipartite graph is a median graph. Furthermore, an
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edge of a median graph which is not a bridge necessarily lies in a 4-cycle, see [10]. Then, the following proposition follows
immediately.
Proposition 3.8. Let G be a plane elementary bipartite graph with more than two vertices. Then each edge of Z(G) which is not
a bridge is contained in an induced 4-cycle of Z(G).
Proposition 3.9. Let G be a plane elementary bipartite graph with more than two vertices. Let M1M2 be an edge of Z(G) such
that M1 ⊕ M2 = ∂s. Then M1M2 is a bridge of Z(G) if and only if any finite face of G which is Mi-resonant (i = 1 or 2) has a
common edge with s.
Proof. Necessity: We prove it by contradiction. Suppose that the necessity does not hold. Then, without loss of generality,
we may assume that there is a finite face s′ of G which is M1-resonant but has no common edges with s. Then s′ must be
vertex disjoint from s since both of them areM1-resonant. It follows that s′ must be alsoM2-resonant sinceM1 ⊕M2 = ∂s.
Now both s and s′ are Mi-resonant for i = 1, 2, and M2 = M1 ⊕ ∂s. We can let M3 = M2 ⊕ ∂s′ and M4 = M3 ⊕ ∂s. Then
M1 = M4 ⊕ ∂s′ andM1M2M3M4M1 is a 4-cycle of Z(G). This contradicts the condition thatM1M2 is a bridge of Z(G).
Sufficiency: We only need show the following: Suppose thatM1M2 is not a bridge. Then there is a finite face s2 which is
Mi-resonant (for i = 1, 2) and vertex disjoint from s(=s1).
By Proposition 3.8,M1M2 is contained in an induced 4-cycleM1M2M3M4M1 of Z(G). Thenwemay assume thatM1⊕M2 =
∂s1,M2⊕M3 = ∂s2,M3⊕M4 = ∂s3, andM4⊕M1 = ∂s4, where si (1 ≤ i ≤ 4) are finite faces of G. It is clear that s1 ≠ s2 and
s2 ≠ s3 sinceM1 ≠ M3 andM2 ≠ M4.We first show that s1 = s3 by contradiction. Suppose that s1 ≠ s3. Then s1, s2 and s3 are
pairwise different from each other. Note thatM1⊕M4 = (M1⊕M2)⊕ (M2⊕M3)⊕ (M3⊕M4) = ∂s1⊕∂s2⊕∂s3. By the fact
that G have a RFD(G1,G2, . . . ,Gn(=G)) starting from G1(=s1) and associated with the finite face sequence s1, si2 , . . . , sin ,
we can see that ∂s1 ⊕ ∂s2 ⊕ ∂s3 cannot be the boundary of any finite face of G. It implies thatM1M4 cannot be an edge. This
contradicts the assumption thatM1M2M3M4M1 is a 4-cycle of Z(G). Therefore, s1 = s3. Similarly, we can show that s2 = s4.
Next, we show that s1 and s2 are vertex disjoint. It can be proved by contradiction. Suppose that s1 and s2 are not vertex
disjoint. Since s1 and s2 are both M2-resonant, it is clear that they have a common edge e = xy such that x is adjacent to a
vertex v1 in s1 \ s2 and also x is adjacent to a vertex v2 in s2 \ s1. It is also easy to see that emust belong toM2, which implies
that e is not inM3 = M2 ⊕ ∂s2. Then since s2 isM3-resonant, the edge xv2 of s2 must belong toM3. Thus the edge xv1 of s1
cannot belong toM3. Then ∂s1 has two incident edges e and xv1 not inM3, and so s1 is notM3-resonant. This contradicts the
fact that s1 = s3 and s3 isM3-resonant. Therefore, s1 and s2 are vertex disjoint. This completes the proof. 
Theorem 3.10. Let G be a plane elementary bipartite graph with more than two vertices. Then a finite face s of G is forcing if and
only if Z(G) has exactly one bridge M1M2 such that M1 ⊕M2 = ∂s.
Proof. It is trivial if G has exactly one finite face. So we may assume that G has more than one finite face in the proof.
Necessity: Let sbe a forcing face ofG. Then there are exactly twoperfectmatchingsM1 andM2 ofG such thatM1⊕M2 = ∂s.
Hence, M1M2 is the only edge in Z(G) such that M1 ⊕ M2 = ∂s. Suppose that M1M2 is not a bridge in Z(G). Then by
Proposition 3.9, there is a finite face s′ of G which is Mi-resonant (i = 1, 2) and vertex disjoint from s. It implies that the
induced subgraph G − V (s) obtained by removing vertices of s together with their incident edges has at least two perfect
matchings. This is a contradiction to the fact that s is a forcing face of G. Therefore,M1M2 is a bridge in Z(G).
Sufficiency: Assume that Z(G) has exactly one bridgeM1M2 such thatM1⊕M2 = ∂s. Then the restriction ofM1 andM2 on
G− V (s) are the same sinceM1 ⊕M2 = ∂s. We can assume thatM1|G−V (s) = M2|G−V (s) = M . Moreover, by Proposition 3.9,
any finite face of G which is Mi-resonant (i = 1, 2) must have a common edge with s since M1M2 is a bridge in Z(G). We
will show that s is forcing by contradiction. Suppose that s is not forcing, then G − V (s) has a perfect matching N different
from M . It follows that G has two perfect matchings N1 and N2 different from M1 and M2 such that N1 ⊕ N2 = ∂s and
N1|G−V (s) = N2|G−V (s) = N . Recall that anyMi-resonant (i = 1, 2) finite face must have common edges with s. ThenM ⊕ N
is a set of vertex disjoint (M,N)-alternating cycles C1, C2, . . . , Ct in G, which cannot be the boundary of any finite face of G.
Suppose that N1N2 is not a bridge of Z(G), then, by Proposition 3.9, there is a finite face s′ of G vertex disjoint from s such
that s′ is Ni-resonant for i = 1, 2. In particular, s′ is N-resonant in G − V (s). Hence, the boundary of s′ cannot be cycles Ci
for 1 ≤ i ≤ t . It follows that the restrictions of M and N on s′ are the same, and so s′ is Mi-resonant for i = 1, 2. This is a
contradiction to the above fact that anyMi-resonant (i = 1, 2) finite face must have a common edge with s. Hence, N1N2 is
a bridge of Z(G) different fromM1M2 such that N1 ⊕ N2 = ∂s. This contradicts the assumption. Therefore, s is a forcing face
of G. 
Remark 3.11. If there is a bridge in Z(G) such that the symmetric difference of the two perfect matchings represented by its
two end vertices is the boundary of a finite face s, it is not necessarily true that s is a forcing face of G. This can be seen from
Fig. 4, which was first given in [3]. In Fig. 4, G is a plane elementary bipartite graph, and Z(G) has two bridges M0M1 and
M6M7 such that the symmetric difference of the two perfect matchings represented by the two end vertices of each bridge
is the boundary of the finite face s1, whereas s1 is not a forcing face of G.
An outerplane graph is a plane graph that has all vertices lying on its boundary. Note that any 2-connected outerplane
bipartite graph Gmust have an even number of vertices and its boundary ∂Gmust be a Hamiltonian even cycle.
Corollary 3.12. Let G be a 2-connected outerplane bipartite graph. Then a finite face s of G is forcing if and only if Z(G) has a
bridge M1M2 such that M1 ⊕M2 = ∂s.
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Fig. 4. Two bridges of Z(G) correspond to the same finite face s1 .
Fig. 5. Odd length handles (marked in colors).
Proof. Note that the boundary of G is an even cycle B, which is the union of two perfect matchings of G. Then the union of all
perfect matchings of G is connected since it contains B. Therefore, G is elementary. Then the necessity follows immediately
from Theorem 3.10.
We prove the sufficiency by contradiction. Suppose thatM1M2 is a bridge in Z(G) such thatM1 ⊕M2 = ∂s but the finite
face s is not forcing. Then, G−V (s) has anMi-alternating cycle C for i = 1, 2. Let I[C] be the induced subgraph of G generated
by all vertices in the interior and on the boundary of C . Note that s is vertex disjoint from C . Recall that the boundary of G
is a Hamiltonian cycle, s cannot be contained inside I[C]. By Corollary 3.4 in [17], G has an Mi-resonant face s′ in I[C] for
i = 1, 2. Clearly s′ is vertex disjoint from s. Then by Proposition 3.9, M1M2 cannot be a bridge of Z(G). This contradicts the
assumption. 
Corollary 3.13. Let G be a plane elementary bipartite graph with more than two vertices. Then the number of finite faces of G
that are forcing is at most the number of bridges of Z(G). In particular, if G is a 2-connected outerplane bipartite graph, then the
number of finite faces of G that are forcing is equal to the number of bridges of Z(G).
It is well known [17] that any plane elementary bipartite graph with more than two vertices is 2-connected, and so it is
either an even cycle or it must have more than one finite face. By Theorem 2.4, if G is a plane elementary bipartite graph
withmore than one finite face, then forcing edges (if any) of G are alternating edges of an odd lengthmaximal common path
P along the boundaries of two faces (one can be the infinite face) of G, and these alternating edges contain the end edge(s)
of P . Such paths are of importance in the studies on forcing edges.
Definition 3.14. A path in a plane bipartite graph G is called a handle of G if both its two end vertices have degree >2 but
all its interior vertices (if any) have degree 2 in G (see Fig. 5).
Note that a handle is also called a maximal chain in [13,5]. By definition, a handle of a plane bipartite graph is a maximal
common path of two adjacent faces (one of which may be the infinite face).
Z. Che, Z. Chen / Discrete Applied Mathematics 161 (2013) 71–80 79
Fig. 6. Forcing edges of a linear hexagonal chain, where forcing edges are marked by small bars.
Let G be a plane elementary bipartite graph with more than one finite face. It is known that G has a reducible face
decomposition as defined in [17]: G = e + P1 + P2 + · · · + Pn with n > 1. Clearly Pn is an odd length handle. Thus,
G must have at least one odd length handle. By Theorem 2.4, one can see that if P = v0e1v1e2v2 · · · e2m+1v2m+1 is an odd
length handle ofGwith vertices vi (0 ≤ i ≤ 2m+1) and edges ei (1 ≤ i ≤ 2m+1), then the alternating edges e2j (1 ≤ j ≤ m)
of P cannot be forcing edges; and if P is an even length handle of G, then no edges of P can be forcing.
Using the notion of handle, the above elaboration on Theorem 2.4 immediately yields the following proposition.
Proposition 3.15. Let G be a plane elementary bipartite graph with more than one finite face. A forcing edge e of G must belong
to an odd length handle P of G. Moreover, if e is a forcing edge of the perfect matching M of G, then P is M-alternating with end
edge(s) contained in M, and all the edges of P contained in M are forcing edges of G.
It can be easily seen that the above necessary condition on forcing edges is not sufficient in general. On the other hand, for
a linear hexagonal chain H (Fig. 6), we know that all hexagons of H are forcing, and all forcing edges in H can be completely
determined. We observe that the necessary condition on forcing edges in Proposition 3.15 is also sufficient if the concerned
graphs are linear hexagonal chains with more than one hexagon.
Below, we extend the above observation on forcing edges of a linear hexagonal chain with more than one hexagon to
forcing edges of a plane elementary bipartite graph with more than one finite face and all its finite faces are forcing.
Theorem 3.16. Let G be a plane elementary bipartite graph with more than one finite face. Assume that all finite faces of G are
forcing. Then an edge of G is forcing if and only if it belongs to the perfect matching of an odd length handle in G.
Proof. Necessity follows immediately from Proposition 3.15.
Sufficiency: Let G be a plane elementary bipartite graph with n > 1 finite faces, and all faces of G be forcing. By
Theorem 2.6, G has a RFD(G1,G2, . . . ,Gn−1,Gn(=G)) associated with the face sequence s1, s2, . . . , sn and the ear sequence
P1, P2, . . . , Pn such that, without loss of generality, (i) all Pi’s start with black vertices and end with white vertices w.r.t.
the clockwise orientation of the boundaries of Gi’s; (ii) si and si+1 have edges in common for all 1 ≤ i ≤ n − 1; and (iii)
s1 is a peripheral face of Gn(=G). By the proof of Lemma 3.8 in [3], Z(G) = M0M1M2 · · ·Mn, where Mi = M0 ⊕ ∂Gi and
Mi−1 ⊕ Mi = ∂si for 1 ≤ i ≤ n. Therefore, M0 and Mn have degree one in Z(G), and s1 (resp. sn) is the unique finite face
which is M0-resonant (resp. Mn-resonant); and for each 1 ≤ i ≤ n − 1,Mi has degree two in Z(G), and si, si+1 are two
adjacent finite faces that are Mi-resonant. By the above RFD structure of G, it is easily seen that each of ∂si ∩ ∂si+1 (where
1 ≤ i ≤ n− 1), and ∂si ∩ ∂G (where i = 1 or n) must be an odd length handle of G. By Theorem 2.4, uv is a forcing edge of
G if and only if uv = e2j+1 from some odd length handle P = v0e1v1e2v2 · · · e2m+1v2m+1, where either P = ∂si ∩ ∂si+1 for
some 1 ≤ i ≤ n− 1, or P = ∂si ∩ ∂Gwhere i = 1 or n.
Claim. Any odd length handle of G is either ∂si ∩ ∂si+1 for some 1 ≤ i ≤ n− 1, or ∂si ∩ ∂G where i = 1 or n.
We prove the claim by induction on n ≥ 2. It is obviously true for n = 2. Let n > 2, and Gn−1 be the subgraph of G
generated from the above RFD(G1,G2, . . . ,Gn−1,Gn(=G)) of G. Then Gn−1 is a plane elementary bipartite graph with n− 1
finite faces si (where 1 ≤ i ≤ n− 1) and each of them is forcing. Assume that the claim is true for Gn−1. Let P be an arbitrary
odd length handle of G. Then P is either contained in ∂si ∩ ∂sj for some 1 ≤ i < j ≤ n or contained in ∂si ∩ ∂G for some
1 ≤ i ≤ n.
We first show that if P is contained in ∂si ∩ ∂sj for some 1 ≤ i < j ≤ n, then P = ∂si ∩ ∂si+1 for some 1 ≤ i ≤ n − 1.
Note that if P is contained in ∂si ∩ ∂sj for some 1 ≤ i < j ≤ n− 1. Then P is also an odd length handle of Gn−1. By induction
hypothesis, P = ∂si ∩ ∂si+1 where 1 ≤ i ≤ n− 2. Assume that P is contained in ∂si ∩ ∂sn for some 1 ≤ i ≤ n− 1. Since G
has a RFD(G1,G2, . . . ,Gn) satisfying conditions (i)–(iii), if ∂si ∩ ∂sn is not empty for some 1 ≤ i ≤ n− 2, then ∂si ∩ ∂sn must
be a disjoint union of even length handles, each of them starts and ends with vertices of the same color (black or white).
On the other hand, we know that ∂sn−1 ∩ ∂sn is an odd length handle of G. Therefore, if P is contained in ∂si ∩ ∂sn for some
1 ≤ i ≤ n− 1, then P = ∂sn−1 ∩ ∂sn.
We now show that if P is contained in ∂si ∩ ∂G for some 1 ≤ i ≤ n, then i = 1 or n. Recall that each of ∂si ∩ ∂G (where
i = 1 or n) is an odd length handle of G. It remains to show that for each 2 ≤ i ≤ n−1, ∂si∩ ∂G = (∂si∩ ∂Gn−1)\ (∂si∩ ∂sn)
is a disjoint union of even length handles (if not empty) as follows. If i = n − 1, then ∂sn−1 ∩ ∂Gn−1 and ∂sn−1 ∩ ∂sn
start from a black vertex and end with a white vertex w.r.t. the clockwise orientation of the boundaries of Gn−1. It follows
that ∂sn−1 ∩ ∂G = (∂sn−1 ∩ ∂Gn−1) \ (∂sn−1 ∩ ∂sn) is a disjoint union of even length handles (if not empty), and
each of them starts and ends with vertices of the same color. Assume that 2 ≤ i ≤ n − 2. By induction hypothesis,
∂si ∩ ∂Gn−1 (where 2 ≤ i ≤ n − 2) is a disjoint union of even length handles (if not empty) of Gn−1. Recall that ∂si ∩ ∂sn
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(where 2 ≤ i ≤ n − 2) is a disjoint union of maximal even length handles (if not empty). Moreover, by the above RFD
structure of G, any such maximal even length handle of ∂si ∩ ∂sn is either identical to a maximal even length handle of
∂si ∩ ∂Gn−1 or has one end vertex in common with a maximal even length handle of ∂si ∩ ∂Gn−1. Therefore, for each
2 ≤ i ≤ n− 2, ∂si ∩ ∂G = (∂si ∩ ∂Gn−1) \ (∂si ∩ ∂sn) is a disjoint union of even length handles (if not empty).
This finishes the induction proof for the claim, and so the proof of the theorem is complete. 
By Theorem 3.16, the following counting formula for the number of forcing edges can be obtained immediately.
Corollary 3.17. Let G be a plane elementary bipartite graph with more than one finite face. Assume that all finite faces of G are
forcing. Then the number of forcing edges of G is given by
fe(G) =

h∈Hd

L(h)
2

,
where the sum is taken when h runs over the set Hd of all the odd length handles of G, L(h) denotes the length of the handle h,
and ⌈x⌉ is the usual ceiling function.
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