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CONSERVATIVE DILATIONS OF DISSIPATIVE
MULTIDIMENSIONAL SYSTEMS: THE COMMUTATIVE AND
NON-COMMUTATIVE SETTINGS
JOSEPH A. BALL AND DMITRY S. KALIUZHNYI-VERBOVETSKYI
Abstract. We establish the existence of conservative dilations for various
types of dissipative non-commutative N-dimensional (N-D) systems. As a
corollary, a criterion of existence of conservative dilations for corresponding
dissipative commutative N-D systems is obtained. We point out the cases
where this criterion is always fulfilled, and the cases where it is not always
fulfilled.
1. Introduction
Consider 1D linear system of the form
Σ :
{
x(z) = zAx(z) + zBu(z),
y(z) = Cx(z) +Du(z), (1.1)
where x ∈ X [[z]], u ∈ U [[z]], y ∈ Y[[z]] are formal power series in a single indeter-
minate z with the coefficients from separable Hilbert spaces X ,U ,Y, respectively,
and A ∈ L(X ), B ∈ L(U ,X ), C ∈ L(X ,Y), D ∈ L(U ,Y), i.e., A,B,C, and D are
bounded linear operators acting in the corresponding pairs of spaces. Comparing
the coefficients of formal power series in the two sides of the equalities (1.1), we
obtain the standard form of 1D linear system in a discrete time domain:
Σ :
{
xj+1 = Axj +Buj ,
yj = Cxj +Duj ,
j = 0, 1, . . . , (1.2)
together with the zero initial condition x0 = 0. Here and in the sequel we prefer
to write a linear system in the form of equations for formal power series in one or
several, commuting or non-commuting, indeterminates.
From (1.1) we obtain the equality y(z) = TΣ(z)u(z), where
TΣ(z) := D +
∞∑
j=1
CAj−1Bzj ∈ L(U ,Y)[[z]]
is a formal power series in z with the coefficients from L(U ,Y), which is called
the transfer function of the system Σ. It is clear that substitution of scalars for
the indeterminate in the series TΣ is well defined in some neighborhood of 0 ∈ C
where the series converges, so that TΣ becomes a holomorphic function on this
neighborhood where
TΣ(z) = D + C(IX − zA)−1zB.
If a system Σ of the form (1.1) is dissipative, i.e., the system operator
U :=
[
A B
C D
]
∈ L(X ⊕ U ,X ⊕ Y) (1.3)
1
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is contractive, or, equivalently, system trajectories {uj , xj , yj}j=0,1,... (i.e., solutions
of the system equations (1.2)) satisfy the energy-balance inequality
‖xj+1‖2 − ‖xj‖2 ≤ ‖uj‖2 − ‖yj‖2 for j = 0, 1, . . . (instantaneous form)
‖xN+1‖2 − ‖x0‖2 ≤
N∑
j=0
‖uj‖2 −
N∑
j=0
‖yj‖2 for N = 0, 1, . . . (integral form), (1.4)
then TΣ belongs to the Schur class S(U ,Y) of holomorphic contractive L(U ,Y)-
valued functions on the unit disk D. Conversely, every formal power series F from
the class S(U ,Y) has a dissipative, moreover conservative realization, i.e., a 1D
system Σ with a unitary operator U from (1.3), or equivalently, a 1D system Σ so
that the system trajectories {(uj , xj , yj)}j=0,1,... satisfy the energy-balance equality
‖xj+1‖2 − ‖xj‖2 = ‖uj‖2 − ‖yj‖2 for j = 0, 1, . . . (instantaneous form)
‖xN+1‖2 − ‖x0‖2 =
N∑
j=0
‖uj‖2 −
N∑
j=0
‖yj‖2 for N = 0, 1, . . . (integral form) (1.5)
with a similar identity for trajectories of the adjoint system, such that F = TΣ.
If one replaces the second equation in (1.1) by
y(z) = zCx(z) + zDu(z),
then one obtains a 1D system Σ′ which corresponds to a 1D system with a unit
delay in a discrete time domain:
Σ′ :
{
xj = Axj−1 +Buj−1,
yj = Cxj−1 +Duj−1,
j = 1, . . . , (1.6)
and has the transfer function
TΣ′(z) = zD + zC(IX − zA)−1zB = zD +
∞∑
j=2
CAj−2Bzj = zTΣ(z).
In the 1D case this gives an equivalent system theory, e.g., the transfer func-
tion of a dissipative system Σ′ (which corresponds to the same contractive sys-
tem operator (1.3) as does Σ) belongs to the subclass S0(U ,Y) of the Schur class
S(U ,Y) consisting of functions vanishing at 0 ∈ C, and by the Schwarz lemma
S0(U ,Y) = zS(U ,Y). However, in the N-D case counterparts of systems Σ and Σ′
lead to non-equivalent theories: e.g., there is no canonical isomorphism between
the (commutative) Schur–Agler class SAN (U ,Y) and its subclass SA0N (U ,Y) con-
sisting of functions vanishing at 0 ∈ CN , which serve as the corresponding classes
of transfer functions of conservative N-D systems (see [1, 12, 11] and [19]).
Denote the collection of data for the 1D system (1.1) or (1.2) (which is the same
for system (1.6)) by Σ = (1;U ;X ,U ,Y), or in more detail, by
Σ = (1;A,B,C,D;X ,U ,Y).
We shall identify the system Σ (say, of the form (1.1)) with this collection of data.
Recall that the 1D system Σ˜ = (1; A˜, B˜, C˜,D; X˜ ,U ,Y) is called a dilation of the 1D
system Σ = (1;A,B,C,D;X ,U ,Y) (or, alternatively, we say that Σ is a reduction
of Σ˜) if there exist subspaces D and D∗ in X˜ such that
X˜ = D ⊕X ⊕D∗, (1.7)
A˜D ⊂ D, C˜D = {0}, A˜∗D∗ ⊂ D∗, B˜∗D∗ = {0}, (1.8)
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A = PX A˜|X , B = PX B˜, C = C˜|X (1.9)
(here PX denotes the orthogonal projection onto X in X˜ ). It is easily seen that in
this case Σ˜ and Σ have the same transfer functions (TeΣ(z) = TΣ(z)). In the affine
setting (where no energy-balance relations as in (1.4) are taken into account), the
process of reduction arises naturally in the Kalman theory of constructing a sys-
tem Σ with minimal possible state-space dimension having a given rational matrix
function F as its transfer function from a given system Σ having transfer function
equal to F (see [18]). Less well known is that there is also a version of Kalman
reduction which takes into account the energy-balance relations (1.4) (see [6, 7]).
The key notion is that of optimal and of ∗-optimal dissipative linear system: among
all dissipative realizations of a given Schur-class function S(z), the optimal (respec-
tively, ∗-optimal) dissipative realization is such that the state to which a given
finite input-string drives the system has minimum possible (respectively maximum
possible) norm (or energy)—to avoid trivialities one considers only observable real-
izations for the ∗-optimal case. Given a conservative realization Σ˜, one can always
reduce to an optimal dissipative system Σo or a ∗-optimal dissipative system Σo∗.
In the theory of optimal and ∗-optimal dissipative systems, the converse direction
of conservative dilation of a given (not necessarily optimal) dissipative system plays
a key role.
The following lemma which has been proved in [20, Lemma 2.1] gives a reformu-
lation of this geometrical definition (1.8) of dilation/reduction in algebraic language
and generalizes the Sarason lemma [26, Lemma 0] on operator dilations to the case
of system dilations.
Lemma 1.1. The system Σ˜ = (1; A˜, B˜, C˜,D; X˜ ,U ,Y) is a dilation of the system
Σ = (1;A,B,C,D;X ,U ,Y) if and only if X˜ ⊃ X and for all j ∈ Z+ the following
equalities hold:
Aj = PX A˜j |X, AjB = PX A˜jB˜, CAj = C˜A˜j |X , CAjB = C˜A˜jB˜. (1.10)
A special case of Lemma 1.1 where U = Y = {0} is the Sarason lemma [26,
Lemma 0]. From Lemma 1.1 we obtain the well known fact (see, e.g., [5]) that
transfer functions of a 1D system and of its dilation coincide (as formal power
series, and as functions holomorphic at 0 ∈ C, on some neighborhood of 0). It
has been proved in [5] that any dissipative 1D system has a conservative dilation;
moreover, there is a minimal such conservative dilation which is unique up to a
unitary similarity. This result is a generalization of the Sz.-Nagy theorem on the
existence of a unitary dilation of a contractive operator [28].
The purpose of the present paper is to extend all these ideas, especially the
conservative dilation theorem for dissipative systems from [5, 6, 7], to the case of
N-D systems, both in the commutative and in the non-commutative settings. As
was mentioned above, the two types of systems (1.2) and (1.6), while equivalent
in the 1-D case, diverge in several directions in the N-D case. In Section 2 we
introduce the various types of N-D systems (for both the commutative and non-
commutative case) which we shall consider here, namely: Kalyuzhniy-Verbovetskyi
(KV) systems (following the terminology from [11] for the systems introduced in
[19]), Fornasini-Marchesini (FM) systems (appearing in [15] for the commutative
case), Givone-Roesser (GR) systems (originating in [16, 17] for the commutative
case) and structured or Ball-Groenewald-Malakorn (BGM) systems (appearing in
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[9, 10] for the noncommutative case). Here we also delineate the various relations
among these families of systems and introduce their respective transfer functions.
In Section 3 we define the notion of dissipative/conservative for each of these
types of N-D systems by demanding that each 1-D system in an appropriate parame-
trized family of 1-D systems associated with the N-D system be dissipative/conserv-
ative as a 1-D system in the sense described above; this follows the path of [20, 21]
rather than that of [13, 14, 10] where the dissipative/conservative property was
understood via multidimensional analogues of the “time-domain” energy-balance
relations (1.4) and (1.5).
As there is a multitude of types of N-D systems, there is a corresponding multi-
tude of forms of the conservative system dilation theorems for the N-D case. The
first theorem obtained of this kind was in the context of commutative KV systems
(see [20]). It was shown in [20] that for N ≥ 3 not every N -dimensional dissi-
pative KV system has a conservative dilation, and a criterion for existence of a
conservative dilation of dissipative KV system was obtained. Let us remark also
that in [21] it was shown that any commutative KV system has a J-conservative
dilation, with some signature operator J = J−1 = J∗ which defines a (in general,
indefinite) metric in the state space of this dilation system. Section 4 presents our
results on conservative dilations of KV systems. We prove that every dissipative
non-commutative KV system has a (even so-called uniform) conservative dilation
(see Theorem 4.5). As a consequence, we obtain the criterion from [20] for the ex-
istence of a conservative dilation for commutative KV systems (see Theorem 4.10).
Moreover, in the case when a conservative dilation exists, we establish the existence
of a so-called uniform conservative dilation for the commutative case (see Theorem
4.11); this is an improvement of the main result of [20].
In Section 5 we establish analogous results for Fornasini–Marchesini (FM) sys-
tems, both in the commutative and non-commutative settings (see Theorems 5.5,
5.11 and 5.12). Note that the version of dissipative FM systems considered here
(which will be called the polydisk version), as well as of KV systems, is related to
functions on the unit polydisk DN in the commutative setting, and to functions on
the non-commutative polydisk DN , the set of N -tuples of strictly contractive linear
operators on a common separable Hilbert space, in the non-commutative setting.
Conservative FM systems of this type were first considered in [11]. (The ball version
of conservative FM systems was considered in [13] in the commutative setting, and
in [14] in the non-commutative, or Cuntz-algebra, setting.)
In Section 6 we prove that every dissipative non-commutative structured N-D
system, or Ball–Groenewald–Malakorn (BGM) system (see [9, 10]) has a conser-
vative dilation (see Theorem 6.6). In the commutative setting, as opposed to the
cases of KV and FM systems, we obtain that every dissipative BGM system has a
conservative dilation (see Theorem 6.9). We remark that the notion of commutative
BGM system appears here, apparently, for the first time.
One of the main tools used to obtain these conservative dilation theorems is a
version of the Sarason lemma for each type of system which we also obtain along the
way. In the derivation of many of the results mentioned above, the non-commutative
case is derived first and then the commutative case is derived as an application of
the non-commutative version.
As was mentioned above, the notion of conservative dilation of a dissipative
system plays a key role in the theory of optimal and ∗-optimal dissipative systems.
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We expect that the results of this paper will provide the starting point for the
development of an N-D analogue of the theory of optimal and ∗-optimal dissipative
linear systems.
2. Preliminaries on multidimensional systems
We consider N -dimensional linear systems of the form
Σ :
[
x(z)
y(z)
]
= Uz
[
x(z)
u(z)
]
, (2.1)
where x(z), u(z), y(z) are formal power series (FPSs) in N indeterminates z =
(z1, . . . , zN ) which commute (in this case we write Σ = Σc) or do not commute (in
this case we write Σ = Σnc), with the coefficients in separable Hilbert spaces X
(the state space), U (the input space), Y (the output space), and
Uz = U0 +
N∑
k=1
Ukzk =
[
Az Bz
Cz Dz
]
(2.2)
is a linear polynomial in z with the coefficients in L(X ⊕ U ,X ⊕ Y). We use the
convention that the product of two FPSs with compatible spaces of (operator or
vector) coefficients (in particular, one or both of these FPSs may be polynomial)
is well defined, i.e., the indeterminates formally commute with the coefficients. In
the commutative case,
x(z) =
∑
t∈Z+N
xtz
t ∈ X [[z1, . . . , zN ]],
where L[[z1, . . . , zN ]] denotes the linear space of commutative FPSs with the co-
efficients in the linear space L, Z+N := {t ∈ ZN : tk ≥ 0, k = 1, . . . , N} and
zt :=
∏N
k=1 z
tk
k for t = (t1, . . . , tN ) ∈ Z+N . Similarly for u(z) ∈ U [[z1, . . . , zN ]],
y(z) ∈ Y[[z1, . . . , zN ]].
In the non-commutative case,
x(z) =
∑
w∈FN
xwz
w ∈ X 〈〈z1, . . . , zN 〉〉 ,
where L〈〈z1, . . . , zN 〉〉 denotes the linear space of non-commutative FPSs with the
coefficients in the linear space L, FN is the free semigroup with N generators
g1, . . . , gN and neutral element ∅; zw := zi1 · · · zim for w = gi1 · · · gim , and z∅ = 1.
Similarly for u(z) ∈ U 〈〈z1, . . . , zN 〉〉, y(z) ∈ Y 〈〈z1, . . . , zN 〉〉.
The time-domain version of the system equations is obtained by equating power-
series coefficients in the frequency-domain equations (2.1). For the noncommutative
case the result is
xgjv = A0xgjv +Ajxv +B0ugjv +Bjuv, (2.3)
ygjv = C0xgjv + Cjxv +D0xgjv +Djxv for j = 1, . . . , N and v ∈ FN (2.4)
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while for the commutative case the result is
xt = A0xt +
N∑
j=1
Ajxt−ej +B0ut +
N∑
j=1
Bjut−ej (2.5)
yt = C0xt +
N∑
j=1
Cjxt−ej +D0ut +
N∑
j=1
Djut−ej for t ∈ Z+N (2.6)
where ej = (0, . . . , 1, . . . 0) is the j-th standard N -tuple for the lattice ZN . In the
sequel we shall focus exclusively on the frequency-domain version of the system
equations.
In this paper we concentrate on the following types of N-D systems.
2.1. Kaliuzhnyi-Verbovetskyi (KV) systems. These are systems (2.1) for which
Uz = UKVz =
[
zA zB
zC zD
]
, (2.7)
where zA =
∑N
k=1 zkAk for A = (A1, . . . , AN ) ∈ L(X )N , and similarly for zB, zC
and zD. The corresponding “N-D time-domain” equations are obtained as equa-
tions for the coefficients of FPSs in (2.1) with Uz = UKVz given in (2.7). In the
commutative case, they were considered first in [19] (see also [20, 21, 22, 11]).
2.2. Fornasini–Marchesini (FM) systems. These are systems (2.1) for which
Uz = UFMz =
[
zA zB
C D
]
, (2.8)
where C and D are constant. The corresponding “N-D time-domain” equations
have appeared first in the commutative case in [15], and in the non-commutative
case in [9].
2.3. Givone–Roesser (GR) systems. These are a special case of FM systems
where
Uz = UGRz =
[
zP 0
0 IY
] [
A B
C D
]
, (2.9)
with a constant operator-block matrix
U =
[
A B
C D
]
∈ L(X ⊕ U ,X ⊕ Y), (2.10)
and zP :=
∑N
k=1 zkPk (here P = (P1, . . . , PN ) ∈ L(X )N is an N -tuple of the
orthogonal projections Pk onto the subspaces Xk ⊂ X such that X =
⊕N
k=1 Xk).
Thus, we have Ak = PkA, Bk = PkB, k = 1, . . . , N , in the definition of FM
system. The corresponding “N-D time-domain” equations have appeared first in
the commutative case in [16, 17], and in the non-commutative case in [9].
2.4. Structured, or Ball–Groenewald–Malakorn (BGM) systems. Let us
first recall briefly some auxiliary definitions from [9]. A bipartite graph G with
the finite (ordered) sets of source vertices, S, of range vertices, R, and of edges,
E, is called admissible if each pathwise-connected component Gk of G is a non-
degenerate complete bipartite graph; i.e., its (non-empty) sets of source vertices,
Sk ⊂ S, and of range vertices, Rk ⊂ R, are such that for each pair (s, r) ∈ Sk ×Rk
there is exactly one edge e ∈ E with s(e) = s and r(e) = r (here s(e) is the source
vertex of the edge e, and r(e) is the range vertex of the edge e).
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Let {Xs}s∈S and {Xr}r∈R, be two sets of Hilbert spaces indexed by the sets of
the source vertices, S, and of the range vertices, R, respectively. We will assume
that if the path components of the vertices s1, s2 ∈ S, r1, r2 ∈ R are the same:
[s1] = [s2] = [r1] = [r2],
then
Xs1 = Xs2 = Xr1 = Xr2 .
In other words, a Hilbert space Xs or Xr is determined by the path-connected
component of the vertex s or r.
With an admissible graph G and the collections of Hilbert spaces {Xs}s∈S and
{Xr}r∈R specified, define a linear form ∆Σ(z) in (commuting or non-commuting,
depending on the setting) indeterminates z = (ze, e ∈ E) indexed by the edge set
E of G, as follows. For each e ∈ E, define a matrix IΣ,e = [IΣ,e;s,r]s∈S, r∈R (with
rows indexed by S and columns indexed by R) with block operator entries given by
IΣ,e;s,r =
{
IX[s(e)] = IX[r(e)] if (s, r) = (s(e), r(e)),
0 otherwise.
(2.11)
This matrix represents an operator from
⊕
r∈R Xr to
⊕
s∈S Xs. Then set
∆Σ(z) =
∑
e∈E
IΣ,eze. (2.12)
(This linear form is denoted in [9] by ZG(z), however we prefer to change the
notation here to avoid some confusion.)
BGM systems are a special case of FM systems, with N = #E, X =⊕s∈S X[s]
and with
Uz = UBGMz =
[
∆Σ(z) 0
0 IY
] [
A B
C D
]
, (2.13)
with a constant operator-block matrix
U =
[
A B
C D
]
=
[
[Ar,s]r∈R, s∈S colr∈R[Br]
rows∈S [Cs] D
]
∈ L
((⊕
s∈S
X[s]
)
⊕ U ,
(⊕
r∈R
X[r]
)
⊕ Y
)
. (2.14)
Thus, we have Ak = IΣ,ekA, Bk = IΣ,ekB, k = 1, . . . , N , in the definition of FM
system. The corresponding “N-D time-domain” equations have appeared first in
the non-commutative case in [9].
Let us note that both a FM system and a GR system, in turn, can be viewed as
special cases of a BGM system (see [9]). For the case of a FM system, the graph
G consists of one component, E = {e1, . . . , eN}, S = {s1}, R = {r1, . . . , rN}, A =
colk=1,...,N [Ak], B = colk=1,...,N [Bk], ∆Σ(z) = rowk=1,...,N [zkIX ]. For the case of
a GR system, the graph G consists of N components, E = {e1, . . . , eN}, S =
{s1, . . . , sN}, R = {r1, . . . , rN}, A = [Akj ]k,j=1,...,N , B = colk=1,...,N [Bk], C =
rowk=1,...,N [Ck], ∆Σ(z) = diagk=1,...,N [zkIXk ].
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2.5. Transfer function of a N-D system. If Az in (2.2) is linear homogeneous,
i.e., Az = zA (which is the case for all the types of systems above), then it follows
from system equations (2.1) that
y(z) = TΣ(z)u(z),
where
TΣ(z) = Dz +
∞∑
j=0
CzA
j
zBz
is a FPS (commutative or non-commutative, depending on the setting) with the
coefficients in L(U ,Y), which is called the transfer function of the N-D system
Σ. Note that substitution of scalars z1, . . . , zN in the place of commuting indeter-
minates always turns TΣc into a holomorphic function on some neighborhood of
0 ∈ CN .
We will use a notation Σ = (N ;Uz;X ,U ,Y) for a N-D system (2.1). For a
BGM system ΣBGM = (N ;UBGMz ;X ,U ,Y) we prefer to use notation ΣBGM =
(G;U ;X ,U ,Y).
3. Dissipative and conservative N-D systems
3.1. KV systems. Recall (see [19]) that the commutative KV system ΣKV,c =
(N ;UKV,cz ;X ,U ,Y) is called dissipative (respectively, conservative) if for every ζ ∈
TN (the N -dimensional unit torus)
UKVζ = ζU :=
N∑
k=1
ζkUk
is a contractive (respectively, unitary) operator, where U = (U1, . . . , UN ), with
Uk :=
[
Ak Bk
Ck Dk
]
∈ L(X ⊕ U ,X ⊕ Y), k = 1, . . . , N.
Let BN (U ,Y) denote the class of commutative FPSs which become holomorphic
contractive L(U ,Y)-valued functions on the unit polydisk DN , and B0N (U ,Y) its
subclass consisting of FPSs F with F0 = 0. Let SAN (U ,Y) denote the Schur–
Agler class of commutative FPSs F (z) =
∑
t∈ZN+ Ftz
t ∈ BN (U ,Y) which satisfy
‖F (T)‖ ≤ 1 for any N -tuple T = (T1, . . . , TN ) of commuting strict contractions on
some common Hilbert space H, where
F (T) :=
∑
t∈ZN+
Ft ⊗Tt,
and the series converges in the operator norm. Finally, let SA0N (U ,Y) be a subclass
of the class SAN (U ,Y) consisting of FPSs F with F0 = 0. It was proved in [19] that
an arbitrary dissipative commutative KV system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) has
the transfer function TΣKV,c in B0N (U ,Y). It was also proved in [19] that an arbitrary
F ∈ SA0N (U ,Y) has a conservative KV-system realization, i.e., a conservative KV
system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) such that F = TΣKV,c . In the cases N = 1
and N = 2 the classes B0N (U ,Y) and SA0N (U ,Y) coincide, thus for these cases the
class of transfer functions of dissipative commutative KV systems, as well as the
class of transfer functions of conservative commutative KV systems, with the input
space U and the output space Y, is B0N (U ,Y) = SA0N (U ,Y) (see Theorem 2.3 and
Theorem 3.2 in [19]). It was shown in [22] that for every N ≥ 3 these classes
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of transfer functions, in general, do not coincide. Namely, the class of transfer
functions of dissipative commutative KV systems with some input space U and
some output space Y is a strictly larger subclass in B0N (U ,Y) than SA0N (U ,Y),
while the latter, in case U = Y coincides with the class of transfer functions of
conservative commutative KV systems. However, it is still an open question as to
exactly how large a class it is—in particular, whether it is a proper subclass in
B0N (U ,Y) for some pair of U and Y or whether it coincides with all of B0N (U ,Y) for
every pair of U and Y.
We shall call a non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) dis-
sipative (respectively, conservative) if for every V = (V1, . . . , VN ) ∈ UN (the set of
N -tuples of unitary operators on a common Hilbert space, say H),
U⊗V :=
N∑
k=1
Uk ⊗ Vk ∈ L((X ⊕ U)⊗H, (X ⊕ Y)⊗H)
is a contractive (respectively, unitary) operator. Let us remark that we can consider
the same collection of data ΣKV = (N ;UKVz ;X ,U ,Y) for the commutative KV
system, ΣKV,c, and for the non-commutative KV system, ΣKV,nc. Then (see [19,
Proposition 2.4] and [24, Proposition 2.1]) ΣKV,nc is conservative if and only if
ΣKV,c is conservative. It is obvious that if ΣKV,nc is dissipative then ΣKV,c is
dissipative as well. The converse is true for N = 1 and N = 2, however is not
true for N ≥ 3. Indeed, for N = 1 if ‖ζU‖ ≤ 1 for every ζ ∈ T then ‖U‖ ≤ 1,
and hence ‖U ⊗ V ‖ ≤ 1 for every unitary operator V . For N = 2 the generalized
von Neumann inequality established in [4] implies that one has ‖U⊗T‖ ≤ 1 for
every pair T = (T1, T2) of commuting contractions as soon as maxζ∈T2 ‖ζU‖ ≤ 1,
therefore it is also true for every pair T˜ = (T˜1, T˜2) of non-commuting contractions.
To show the latter, for a pair T˜ = (T˜1, T˜2) of non-commuting contractions acting on
a Hilbert space H we define a pair of commuting contractions T = (T1, T2) acting
on H⊕H by
Tk :=
[
0 T˜k
0 0
]
, k = 1, 2,
(clearly, TkTj = 0, k, j = 1, 2) and observe that
‖U⊗ T˜‖ = ‖U⊗T‖ ≤ 1.
In particular, for every pair V = (V1, V2) of unitary operators, one has ‖U⊗V‖ ≤
1. For N ≥ 3 it was deduced in [20, Theorem 5.5] from the main result of the
paper [23] that there exists a commutative dissipative KV system ΣKV,c such that
‖U⊗T‖ > 1 for some N -tuple T = (T1, . . . , TN ) of commuting contractions on a
Hilbert space, say H, thus the corresponding non-commutative KV system ΣKV,nc
cannot be dissipative. Indeed, by [29] T has a unitary dilation, i.e., an N -tuple
V = (V1, . . . , VN ) of (not necessarily commuting) unitary operators on some Hilbert
space K ⊃ H such that
Tw = PHVw|H, w ∈ FN ,
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thus
‖U⊗V‖ =
∥∥∥∥∥
N∑
k=1
Uk ⊗ Vk
∥∥∥∥∥ ≥
∥∥∥∥∥
N∑
k=1
(IX⊕Y ⊗ PH)(Uk ⊗ Vk)|((X ⊕ U)⊗H)
∥∥∥∥∥
=
∥∥∥∥∥
N∑
k=1
Uk ⊗ Tk
∥∥∥∥∥ = ‖U⊗T‖ > 1.
Recall (see [10]) that the non-commutative Schur–Agler class SAncN (U ,Y) con-
sists of non-commutative FPSs F (z) =
∑
w∈FN Fwz
w ∈ L(U ,Y) 〈〈z1, . . . , zN 〉〉 sat-
isfying the condition that the series
F (T) :=
∑
w∈FN
Fw ⊗Tw ∈ L(U ⊗H,Y ⊗H)
converges as a sequence of homogeneous polynomials in the norm topology to a
contractive operator for every T ∈ DN , i.e., for every N -tuple of strict contractions
T = (T1, . . . , TN ) on a common Hilbert space H. It was shown in [2] that for
F ∈ SAncN (U ,Y) it suffices to verify the convergence and the property ‖F (T)‖ ≤ 1
for all T from the non-commutative matrix polydisk DNmatr ⊂ DN (the latter is
the disjoint union of the sets of all N -tuples of strictly contractive n× n matrices,
n = 1, 2, . . .). Let SAnc,0N (U ,Y) denote the subclass of SAncN (U ,Y) consisting of
FPSs F which satisfy F∅ = 0.
Proposition 3.1. The transfer function TΣKV,nc of a dissipative non-commutative
KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) belongs to the class SAnc,0N (U ,Y). An ar-
bitrary F ∈ SAnc,0N (U ,Y) admits a conservative KV realization, i.e., a conservative
non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) such that F = TΣKV,nc .
Proof. Let ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) be a dissipative non-commutative KV
system. Let n ∈ Z+ \ {0} and T = (T1, . . . , TN ) ∈ DNmatr ∩ (Cn×n)N . Then by the
maximum principle
‖U⊗T‖ =
∥∥∥∥∥
N∑
k=1
Uk ⊗ Tk
∥∥∥∥∥ < 1
(we recall that UN ∩ (Cn×n)N is the Shilov boundary of DNmatr ∩ (Cn×n)N [27]).
Hence,
‖A⊗T‖ = ‖(PX ⊗ In)(U⊗T)|(X ⊗ Cn)‖ < 1.
This implies that
TΣKV,nc(T) = D⊗T+ (C⊗T)
∞∑
j=0
(A⊗T)j(B⊗T)
= D⊗T+ (C⊗T)(IX⊗Cn −A⊗T)−1(B⊗T)
is well defined. The 1D system ΣKV,ncT := (1;A⊗T,B⊗T,C⊗T,D⊗T;X ⊗
Cn,U ⊗ Cn,Y ⊗ Cn) is dissipative, thus its transfer function
TΣKV,ncT
(λ) = λ(D⊗T) + λ(C⊗T)(IX⊗Cn − λ(A⊗T))−1λ(B⊗T)
is a contractive holomorphic function on the unit disk D. The function TΣKV,nc(Z),
as a function of matrix entries (Zk)ij , k = 1, . . . , N, i, j = 1, . . . , n, is holomorphic,
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and thus continuous on DNmatr ∩ (Cn×n)N . Therefore,
‖TΣKV,nc(T)‖ = lim
λ∈D, λ→1
‖TΣKV,nc(λT)‖ = lim
λ∈D, λ→1
‖TΣKV,ncT (λ)‖ ≤ 1,
which implies, together with the obvious property (TΣKV,nc)∅ = 0, that TΣKV,nc ∈
SAnc,0N (U ,Y).
For the second statement of the Proposition, assume first that F ∈ SAnc,0N (Y),
i.e., that U = Y. Then (see [24]) the FPS
f(z) := (IY + F (z))(IY − F (z))−1
is well defined and belongs to the subclass HAnc,IN (Y) of the non-commutative
Herglotz–Agler class HAncN (Y), i.e., f ∈ HAncN (Y) and f∅ = IY (recall that the
class HAncN (Y) consists of non-commutative FPSs φ ∈ L(Y) 〈〈z1, . . . , zN 〉〉 such
that the series φ(T) =
∑
w∈FN φw ⊗Tw converges in the operator norm as a series
of homogeneous polynomials, and Re φ(T) ≥ 0 for every N -tuple T = (T1, . . . , TN )
of strict contractions on a common Hilbert space). By [24, Theorem 3.1], there
exists a conservative non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,Y,Y)
such that
f(z) = PY(IX⊕Y + zU)(IX⊕Y − zU)−1|Y. (3.1)
Therefore,
F (z) = (f(z)− IY)(f(z) + IY)−1
= IY − 2(f(z) + IY)−1
= IY − 2(PY(IX⊕Y + zU)(IX⊕Y − zU)−1|Y + IY)−1
= IY − (PY(IX⊕Y − zU)−1|Y)−1
= IY − (IY − zD− zC(IX − zA)−1zB)
= zD+ zC(IX − zA)−1zB
= TΣKV,nc(z)
(we used here the well known Schur complement formulas).
Consider now the general case F ∈ SAnc,0N (U ,Y). Define
F˜ (z) :=
[
0 0
F (z) 0
]
∈ L(U ⊕ Y) 〈〈z1, . . . , zN 〉〉 .
Clearly, F˜ ∈ SAnc,0N (U ⊕ Y). By the result of the previous paragraph, there is a
conservative non-commutative KV system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ⊕ Y,U ⊕ Y)
such that TeΣKV,nc = F˜ . In particular,
D˜k =
[
0 0
Dk 0
]
∈ L(U ⊕ Y)
where we set Dk := Fgk , k = 1, . . . , N . We may also write
B˜k =
[
B˜k
U
B˜k
Y ] ∈ L(U ⊕ Y, X˜ ), k = 1, . . . , N,
C˜k =
[
C˜k
U
C˜k
Y
]
∈ L(X˜ ,U ⊕ Y), k = 1, . . . , N.
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We define another non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) as
follows. Set X := · · ·⊕U ⊕U ⊕X˜ ⊕Y⊕Y⊕· · · , and with respect to this orthogonal
sum decomposition,
Ak :=

. . .
δ1k
C˜k
U
A˜k B˜k
Y
δ1k
. . .

, Bk :=

...
0
B˜k
U
0
...

,
Ck :=
[
. . . 0 C˜k
Y
0 . . .
]
, k = 1, . . . , N.
Here δ1k is the Kronecker delta, blank places in the matrix Ak correspond to zero
operator blocks, and the frames allocate an L(X˜ , X˜ )-block, an L(U , X˜ )-block, an
L(X˜ ,Y)-block in matrices Ak, Bk, and Ck, respectively. It is an easy exercise to
check that the just defined KV system ΣKV,nc is conservative, and that TΣKV,nc = F .
(Hint: observe that F (z) = zD+ zC˜Y(I eX − zA˜)−1zB˜U .) 
Since any conservative non-commutative KV system is dissipative, this theorem
means that the class of transfer functions of dissipative non-commutative KV sys-
tems, as well as the class of transfer functions of conservative non-commutative KV
systems, with the input space U and the output space Y, is SAnc,0N (U ,Y).
Remark 3.2. For the proof of the first statement of Proposition 3.1 we used here
the same argument as for the proof of its commutative counterpart, [19, Theo-
rem 2.3]. The proof of the second statement goes through without changes in the
commutative setting for functions/commutative formal power series from the class
SA0N (U ,Y) by making use of Agler’s theorem on representation of functions f from
the Herglotz–Agler class HAN (U ,Y) with an additional condition f(0) = IY [1,
Theorem 1.8] instead of of its non-commutative analogue (see [24, Theorem 3.1]).
In the commutative case, this proof is new and becomes the third proof of this
result (the first proof appeared in [19] and used Agler’s identities and the “lurk-
ing isometry” argument with some extra observation connected with the condition
F (0) = 0; the second proof follows from the identifications between commutative
conservative KV, FM and GR systems established in [11, Remark 2.5]).
3.2. FM systems (the polydisk case). Let us note that the properties of dis-
sipativity and conservativity of KV systems in Section 3.1 were associated with a
certain domain. Namely, with the unit polydisk (DN in the commutative setting,
and DN in the non-commutative setting), or with its essential boundary (TN in
the commutative setting, and UN in the non-commutative setting - in this case the
notion of “essential boundary” is not defined rigorously, and we use it as slang).
More precisely, these properties were defined via values of Uz on TN (UN ), and then
the transfer functions became well defined and holomorphic on the (commutative
or non-commutative, depending on the setting) unit polydisk. In this section we
study dissipative and conservative FM systems in the polydisk version.
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A commutative FM system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) will be called DN -
dissipative (respectively, DN -conservative) if for every ζ ∈ TN ,
UFMζ =
[
ζA ζB
C D
]
∈ L(X ⊕ U ,X ⊕ Y)
is a contractive (respectively, unitary) operator.
Proposition 3.3. The transfer function TΣFM,c of a DN -dissipative commutative
FM system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) belongs to the class BN (U ,Y).
Proof. Since by the maximum principle Uz ∈ BN (X ⊕ U ,X ⊕ Y), one has also
Az = zA = PXUz|X ∈ BN (X ). This implies that TΣFM,c(z) = D+C(IX−zA)−1zB
is well defined and holomorphic on DN . Fix an arbitrary z0 ∈ DN . Then the 1D
system ΣFM,cz0 := (1; z
0A, z0B, C,D;X ,U ,Y) is dissipative, thus its transfer func-
tion TΣFM,c
z0
(λ) = D +C(IX − λz0A)−1λz0B is a contractive holomorphic function
on the unit disk D. The function TΣFM,c(z) is holomorphic, and thus continuous,
at z0. Therefore,
‖TΣFM,c(z0)‖ = lim
λ∈D, λ→1
‖TΣFM,c(λz0)‖ = lim
λ∈D, λ→1
‖TΣFM,c
z0
(λ)‖ ≤ 1.
This completes the proof. 
It has been shown implicitly in [11] that an arbitrary commutative formal power
series F from the Schur–Agler class SAN (U ,Y) has a DN -conservative FM system
realization ΣFM,c = (N ;UFM,cz ;X ,U ,Y), i.e., F = TΣFM,c . Indeed, by Agler’s real-
ization theorem (see [1]), F has a conservative commutative GR system realization
ΣGR,c = (N ;UGR,cz ;X ,U ,Y), with the linear function UGRz as in (2.9), where the
conservativity means that the matrix
U =
[
A B
C D
]
in (2.9) is unitary. It is straightforward to see that a commutative GR system is con-
servative if and only if this system viewed as a FM system is DN -conservative, since
the linear function zP in (2.9) is unitary on TN . Thus, Agler’s theorem guarantees
the existence of a DN -conservative FM system realization for F ∈ SAN (U ,Y). In
the cases N = 1 and N = 2 the classes BN (U ,Y) and SAN (U ,Y) coincide, thus
for these cases the class of transfer functions of DN -dissipative FM systems, as well
as the class of transfer functions of DN -conservative FM systems, with the input
space U and the output space Y, is BN (U ,Y) = SAN (U ,Y). Let us show that for
every N ≥ 3 these classes of transfer functions, in general, do not coincide. By [23],
for every N ≥ 3 there exists a (finite-dimensional) Hilbert space X and a linear
function Bz = zB ∈ L(X )[z1, . . . , zN ] such that Bz ∈ BN (X ) \ SAN (X ). Then
the system ΣFM,c := (N ;UFM,cz =
[
0 Bz
IX 0
]
;X ,X ,X ) is DN -dissipative, and
its transfer function TΣFM,c = Bz ∈ BN (X ) \ SAN (X ). Thus, the class of transfer
functions of DN -dissipative FM systems with the input and output spaces equal
to X is larger than SAN (X ), while the latter coincides with the class of transfer
functions of DN -conservative FM systems with the input and output spaces equal
to X . As in the case of commutative KV systems, it is still an open question as to
exactly how large a class it is—in particular, whether the class of transfer functions
of DN -dissipative FM systems with the input space U and the output space Y is a
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proper subclass in BN (U ,Y) for some pair of spaces U and Y or whether this class
coincides with all of BN (U ,Y) for every pair of U and Y.
A non-commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) will be called
DN -dissipative (respectively, DN -conservative) if for every V ∈ UN ∩L(H)N , with
some Hilbert space H,
UFMV :=
[
A⊗V B⊗V
C ⊗ IH D ⊗ IH
]
∈ L((X ⊕ U)⊗H, (X ⊕ Y)⊗H)
is a contractive (respectively, unitary) operator.
Note that the non-commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) is
DN -conservative if and only if the corresponding commutative FM system ΣFM,c =
(N ;UFM,cz ;X ,U ,Y) is DN -conservative. Indeed, the “only if” part is obvious. For
the proof of the “if” part, suppose that ΣFM,c is DN -conservative. Then for each
ζ ∈ TN the operator
UFMζ =
[
ζA ζB
C D
]
∈ L(X ⊕ U ,X ⊕ Y)
is unitary, i.e., isometric and coisometric. The isometry relations for UFMζ , ζ ∈ TN ,
altogether are equivalent to the following equalities (see (2.16) in [11]):
N∑
k=1
A∗kAk + C
∗C = IX ,
∑N
k=1A
∗
kBk + C
∗D = 0,
N∑
k=1
B∗kBk +D
∗D = IU ,
A∗kAj = 0, A
∗
kBj = 0, B
∗
kBj = 0 for k 6= j. (3.2)
For an arbitraryN -tupleV = (V1, . . . , VN ) of (not necessarily commuting) unitaries
on a common Hilbert space H by virtue of (3.2) we obtain
UFM∗V U
FM
V =
[
A⊗V B⊗V
C ⊗ IH D ⊗ IH
]∗ [ A⊗V B⊗V
C ⊗ IH D ⊗ IH
]
=
 (∑Nk=1A∗kAk + C∗C)⊗ IH 0
0
(∑N
k=1B
∗
kBk +D
∗D
)
⊗ IH

=
[
IX⊗H 0
0 IU⊗H
]
,
i.e., UFMV is an isometry. Analogously, from the coisometry relations for U
FM
ζ , ζ ∈
TN , one obtains the coisometry relations for UFMV , V ∈ UN . Thus UFMV is unitary
for every V ∈ UN , i.e., the system ΣFM,nc is DN -conservative.
It is clear that if ΣFM,nc is DN -dissipative then ΣFM,c is DN -dissipative. The
converse is true in the cases N = 1 and N = 2 (this can be shown in the same
way as in the case of KV systems from the previous subsection), and is not true
in the case N ≥ 3. Indeed, in the case N ≥ 3, by [23] there exists an N -tuple
A = (A1, . . . , AN ) of operators on some finite-dimensional Hilbert space X and an
N -tuple T = (T1, . . . , TN ) of contractions on some other finite-dimensional Hilbert
space H such that ‖A⊗T‖ > 1 = maxζ∈TN ‖ζA‖. Then the commutative FM
system ΣFM,c := (N ;UFM,cz = zA;X , {0}, {0}) is DN -dissipative, and the corre-
sponding non-commutative FM system ΣFM,nc := (N ;UFM,ncz = zA;X , {0}, {0})
is not DN -dissipative for the same unitary dilation reasoning as in the previous
subsection for a KV system.
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Proposition 3.4. The transfer function TΣFM,nc of a DN -dissipative non-commu-
tative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) belongs to the class SAncN (U ,Y).
An arbitrary F ∈ SAncN (U ,Y) admits a DN -conservative realization, i.e., a DN -
conservative non-commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) such that
F = TΣFM,nc .
Proof. Let ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) be DN -dissipative. Let n ∈ Z+ \{0} and
T = (T1, . . . , TN ) ∈ DNmatr ∩ (Cn×n)N . Then by the maximum principle
‖UFMT ‖ =
∥∥∥∥[ A⊗T B⊗TC ⊗ In D ⊗ In
]∥∥∥∥ ≤ 1
(we recall that UN ∩ (Cn×n)N is the essential (or Shilov) boundary of DNmatr ∩
(Cn×n)N [27]). Hence, due to the fact that T = (T1, . . . , TN ) is an N -tuple of strict
contractions,
‖A⊗T‖ = ‖(PX ⊗ In)UFMT |(X ⊗ Cn)‖ < 1.
This implies that
TΣFM,nc(T) = D ⊗ In + (C ⊗ In)
∞∑
j=0
(A⊗T)j(B⊗T)
= D ⊗ In + (C ⊗ In)(IX⊗Cn −A⊗T)−1(B⊗T)
is well defined. The 1D system ΣFM,ncT := (1;A⊗T,B⊗T, C ⊗ In, D ⊗ In;X ⊗
Cn,U ⊗ Cn,Y ⊗ Cn) is dissipative, thus its transfer function
TΣFM,ncT
(λ) = D ⊗ In + (C ⊗ In)(IX⊗Cn − λ(A⊗T))−1λ(B⊗T)
is a contractive holomorphic function on the unit disk D. The function TΣFM,nc(Z),
as a function of matrix entries (Zk)ij , k = 1, . . . , N, i, j = 1, . . . , n, is holomorphic,
and thus continuous on DNmatr ∩ (Cn×n)N . Therefore,
‖TΣFM,nc(T)‖ = lim
λ∈D, λ→1
‖TΣFM,nc(λT)‖ = lim
λ∈D, λ→1
‖TΣFM,ncT (λ)‖ ≤ 1,
which implies that TΣFM,nc ∈ SAncN (U ,Y).
It is straightforward to see that a non-commutative GR system is conservative
(which means that
U =
[
A B
C D
]
in (2.9) is unitary) if and only if this system viewed as a non-commutative FM
system is DN -conservative, since the linear function zP in (2.9) is unitary on UN .
By [10], an arbitrary F ∈ SAncN (U ,Y) admits a conservative non-commutative GR
system realization, which can be viewed as a DN -conservative non-commutative
FM system realization. 
Since any DN -conservative non-commutative FM system is DN -dissipative, we
obtain the following.
Corollary 3.5. The class of transfer functions of DN -dissipative non-commutative
FM systems, as well as the one of DN -conservative non-commutative FM systems,
with the input space U and the output space Y, is SAncN (U ,Y).
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3.3. BGM systems. We will call the (commutative or non-commutative) BGM
system ΣBGM = (G;U ;X ,U ,Y) dissipative (respectively, conservative) if the opera-
tor U ∈ L ((⊕s∈S Xs)⊕ U , (⊕r∈R Xr)⊕ Y) is contractive (respectively, unitary).
The natural domain associated with a commutative BGM system Σ = ΣBGM,c is
D∆Σ := {z ∈ CN : ‖∆Σ(z)‖ < 1},
where ∆Σ is defined by (2.12). Let us remark that in the case of FM systems
considered as a special case of BGM systems (see the last paragraph in Section 2.4),
this domain becomes the unit ball:
D∆Σ = BN := {z ∈ CN : |z1|2 + · · ·+ |zN |2 < 1},
and in the case of GR systems considered as a special case of BGM systems (see
ibidem), this domain becomes the unit polydisk: D∆Σ = DN . The domain D∆Σ is a
special case of polynomially defined domains (see [3, 8]) where the polynomial is a
linear function ∆Σ. The Schur–Agler class associated with the domain D∆Σ (see [3,
8] for the definition of the more general Schur–Agler class associated with a domain
with polynomial rather than linear defining function) is the class SA∆Σ(U ,Y) of
commutative formal power series
F (z) =
∑
t∈ZN+
Ftz
t ∈ L(U ,Y)[[z1, . . . , zN ]]
which become holomorphic functions on D∆Σ and satisfy the condition that
F (T) :=
∑
t∈ZN+
Ft ⊗Tt
is a contraction for any N -tuple T = (T1, . . . , TN ) of commuting bounded linear
operators on a common Hilbert space subject to the condition
‖∆Σ(T)‖ =
∥∥∥∥∥
N∑
k=1
IΣ,ek ⊗ Tk
∥∥∥∥∥ < 1. (3.3)
It is easy to show that the transfer function TΣBGM,c of a commutative dissipative
BGM system ΣBGM,c = (G,U ;X ,U ,Y) belongs to the class SA∆Σ(U ,Y) (one can
use the same closed-loop-transformation argument as was used for the proof of
implication (5)=⇒(1) in [8, Theorem 1.5]). On the other hand, it follows from
[8, Theorem 1.5] that every F ∈ SA∆Σ(U ,Y) admits a conservative commutative
BGM-system realization. Thus, we obtain the following result.
Proposition 3.6. The class of transfer functions of commutative dissipative BGM
systems (as well as the corresponding class for commutative conservative BGM
systems) with the input space U and the output space Y coincides with SA∆Σ(U ,Y).
The non-commutative domain D∆Σ associated with a non-commutative BGM
system Σ = ΣBGM,nc consists of N -tuples T = (T1, . . . , TN ) of (not necessarily
commuting) bounded linear operators on a common separable Hilbert space subject
to the condition
‖∆Σ(T)‖ =
∥∥∥∥∥
N∑
k=1
IΣ,ek ⊗ Tk
∥∥∥∥∥ < 1. (3.4)
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Let us remark that in the case of FM system considered as a special case of
BGM system (see the last paragraph in Section 2.4), this domain becomes the
non-commutative unit ball: D∆Σ = BN , i.e. consists of strict row contractions
T = (T1, . . . , TN ) :
N∑
k=1
TkT
∗
k < 1,
and in the case of GR system considered as a special case of BGM system (see
ibidem), this domain becomes the non-commutative unit polydisk: D∆Σ = DN .
The non-commutative Schur–Agler class associated with the domain D∆Σ (see [10])
is the class SAnc∆Σ(U ,Y) of non-commutative formal power series
F (z) =
∑
w∈FN
Fwz
w ∈ L(U ,Y)〈〈z1, . . . , zN 〉〉
which satisfy the condition that the series
F (T) :=
∑
w∈FN
Fw ⊗Tw
converges as a sequence of homogeneous polynomials in the operator norm to a
contraction for any T ∈ D∆Σ . It was shown in [10] that the transfer function
TΣBGM,nc of a non-commutative dissipative BGM system ΣBGM,nc = (G,U ;X ,U ,Y)
belongs to the class SAnc∆Σ(U ,Y), and every F ∈ SAnc∆Σ(U ,Y) admits a conservative
non-commutative BGM-system realization. Thus, the class of transfer functions
of non-commutative dissipative BGM systems (as well as the corresponding class
for non-commutative conservative BGM systems) with the input space U and the
output space Y coincides with SAnc∆Σ(U ,Y).
Remark 3.7. In order to get F ∈ SAnc∆Σ(U ,Y) it suffices to have the inequality‖F (T)‖ ≤ 1 valid for every N -tuple T of finite-dimensional operators (n × n ma-
trices, n = 1, 2, . . .) subject to condition (3.4) (in this case we will write T ∈
D∆Σ,matr ⊂ D∆Σ). This fact has been proved in [2] for the case where D∆Σ = DN
(see the paragraph preceding Proposition 3.1), however the proof extends verbatim
(with some obvious changes in notations) to an arbitrary non-commutative domain
D∆Σ .
4. Dilations of KV systems
4.1. The non-commutative setting. We will say that the non-commutative KV
system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) is a dilation of the non-commutative KV sys-
tem ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) if for every n ∈ Z+\{0} and Z = (Z1, . . . , ZN ) ∈
(Cn×n)N the 1D system Σ˜KV,ncZ := (1; A˜ ⊗ Z, B˜ ⊗ Z, C˜ ⊗ Z, D˜ ⊗ Z; X˜ ⊗ Cn,U ⊗
Cn,Y ⊗Cn) is a dilation of the 1D system ΣKV,ncZ := (1;A⊗Z,B⊗Z,C⊗Z,D⊗
Z;X ⊗ Cn,U ⊗ Cn,Y ⊗ Cn), i.e., for every n ∈ Z+ \ {0} and Z ∈ (Cn×n)N there
exist subspaces DZ and D∗,Z in X˜ ⊗ Cn such that
X˜ ⊗ Cn = DZ ⊕ (X ⊗ Cn)⊕D∗,Z, (4.1)
(A˜⊗Z)DZ ⊂ DZ, (C˜⊗Z)DZ = {0}, (A˜⊗Z)∗D∗,Z ⊂ D∗,Z, (B˜⊗Z)∗D∗,Z = {0},
(4.2)
A⊗ Z = (PX ⊗ In)(A˜⊗ Z)|(X ⊗ Cn), B⊗ Z = (PX ⊗ In)(B˜⊗ Z),
C⊗ Z = (C˜⊗ Z)|(X ⊗ Cn), D⊗ Z = D˜⊗ Z. (4.3)
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Proposition 4.1. The system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) is a dilation of the
system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and for all
j ∈ Z+ the following equalities of non-commutative polynomials hold:
(zA)j = PX (zA˜)j |X , (zA)jzB = PX (zA˜)jzB˜,
zC(zA)j = zC˜(zA˜)j |X , zC(zA)jzB = zC˜(zA˜)jzB˜. (4.4)
Proof. From the definition of dilation above and Lemma 1.1 it follows that the
system Σ˜KV,nc is a dilation of the system ΣKV,nc if and only if D˜ = D and for
every n ∈ Z+ \ {0}, Z ∈ (Cn×n)N and j ∈ Z+,
(A⊗ Z)j = (PX ⊗ In)(A˜⊗ Z)j |(X ⊗ Cn),
(A⊗ Z)j(B⊗ Z) = (PX ⊗ In)(A˜⊗ Z)j(B˜⊗ Z),
(C⊗ Z)(A⊗ Z)j = (C˜⊗ Z)(A˜⊗ Z)j |(X ⊗ Cn),
(C⊗ Z)(A⊗ Z)j(B⊗ Z) = (C˜⊗ Z)(A˜⊗ Z)j(B˜⊗ Z).
The latter is equivalent to equalities (4.4) due to the non-existence of polynomial
identities valid for all matrix rings Cn×n, n = 1, 2, . . . (see e.g. [25, pp. 22–23]). 
As a corollary of the last of equalities (4.4) in Proposition 4.1 we obtain the
following statement.
Proposition 4.2. Transfer functions TΣKV,nc and TeΣKV,nc of a system ΣKV,nc =
(N ;UKV,ncz ;X ,U ,Y) and of its dilation Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) coincide.
Recall the notation
Aw := Ai1 · · ·Aim (4.5)
for w = gi1 · · · gim ∈ FN \ {∅} and A = (A1, . . . , AN ) ∈ L(X )N , and
A∅ = IX . (4.6)
We also introduce the notations for a non-commutative KV system ΣKV,nc =
(N ;UKV,ncz ;X ,U ,Y):
(A]B)w = Ai1 · · ·Aim−1Bim , w = gi1 · · · gim ∈ FN \ {∅}, (4.7)
(C[A)w = Ci1Ai2 · · ·Aim , w = gi1 · · · gim ∈ FN \ {∅}, (4.8)
(C[A]B)w = Ci1Ai2 · · ·Aim−1Bim , w = gi1 · · · gim ∈ FN \ {∅, g1, . . . , gN}, (4.9)
where, in particular,
(A]B)gk = Bk, k = 1, . . . , N,
(C[A)gk = Ck, k = 1, . . . , N,
(C[A]B)gkgj = CkBj , k, j = 1, . . . , N.
Then, rewriting the equalities (4.4) in Proposition 4.1 as the equalities for the coef-
ficients of non-commutative polynomials, we obtain the following non-commutative
analogue of Lemma 1.1.
Proposition 4.3. The system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) is a dilation of the
system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and the
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following equalities hold:
Aw = PX A˜w|X , w ∈ FN , (4.10)
(A]B)w = PX (A˜]B˜)w, w ∈ FN \ {∅}, (4.11)
(C[A)w = (C˜[A˜)w|X , w ∈ FN \ {∅}, (4.12)
(C[A]B)w = (C˜[A˜]B˜)w, w ∈ FN \ {∅, g1, . . . , gN}. (4.13)
Let the non-commutative KV system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) be a dila-
tion of the non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y). We will
call such a dilation uniform if the subspaces DZ and D∗,Z in X˜ ⊗Cn from the equal-
ities (4.1) and (4.2) are independent of Z and have the form DZ = D⊗Cn, D∗,Z =
D∗⊗Cn. Thus, Σ˜KV,nc is called a uniform dilation of ΣKV,nc if there exist subspaces
D and D∗ in X˜ such that
X˜ = D ⊕X ⊕D∗, (4.14)
A˜kD ⊂ D, C˜kD = {0}, A˜k
∗D∗ ⊂ D∗, B˜k
∗D∗ = {0}, k = 1, . . . , N, (4.15)
Ak = PX A˜k|X , Bk = PX B˜k, Ck = C˜k|X , Dk = D˜k, k = 1, . . . , N. (4.16)
Proposition 4.4. The system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) is a dilation of the
system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) if and only if Σ˜KV,nc is a uniform dilation
of ΣKV,nc.
Proof. Clearly, only the necessity part is non-trivial. Suppose that Σ˜KV,nc is a
dilation of ΣKV,nc. Then by Proposition 4.3, X˜ ⊃ X , D˜ = D, and relations (4.10)–
(4.13) hold. In particular, (4.10)–(4.12) imply (4.16). Set
D :=
∨
w∈FN , k∈{1,...,N}
A˜w
(
(A˜k −Ak)X + (B˜k −Bk)U
)
,
where “
∨
j Lj” denotes the closure of the linear span of sets Lj in a Hilbert space,
and
(A˜k −Ak)X + (B˜k −Bk)U := {A˜kx−Akx+ B˜ku−Bku : x ∈ X , u ∈ U} ⊂ X˜ .
Then D ⊥ X . Indeed, for arbitrary x ∈ X , u ∈ U , w ∈ FN , and k ∈ {1, . . . , N} we
have, due to (4.10)–(4.11),
PX A˜w
(
(A˜k −Ak)x+ (B˜k −Bk)u
)
= PX A˜wgkx− (PX A˜w|X ) ·Akx+ PX (A˜]B˜)wgku− (PX A˜w|X ) ·Bku
= 0.
Set
D∗ := X˜ 	 (D ⊕X ).
Then (4.14) holds. From the definition of D we obtain that A˜jD ⊂ D, j = 1, . . . , N .
Further, for arbitrary x ∈ X , u ∈ U , w ∈ FN , and k, j ∈ {1, . . . , N} we have, due to
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(4.12)–(4.13),
C˜jA˜w
(
(A˜k −Ak)x+ (B˜k −Bk)u
)
= (C˜[A˜)gjwgkx−
(
(C˜[A˜)gjw|X
)
·Akx
+ (C˜[A˜]B˜)gjwgku−
(
(C˜[A˜)gjw|X
)
·Bku
= 0.
From here we obtain C˜jD = {0}, j = 1, . . . , N . For arbitrary x ∈ X and j ∈
{1, . . . , N} we have
A˜jx = (A˜jx−Ajx) +Ajx ∈ clos {(A˜j −Aj)X} ⊕ X ⊂ D ⊕ X .
It was shown above that A˜jD ⊂ D. Hence A˜j(D ⊕X ) ⊂ D ⊕X . From here we get
A˜j
∗D∗ = A˜j
∗
(D ⊕X )⊥ ⊂ (D ⊕X )⊥ = D∗.
For arbitrary u ∈ U and j ∈ {1, . . . , N} we have
B˜ju = (B˜ju−Bju) +Bju ∈ clos {(B˜j −Bj)U} ⊕ X ⊂ D ⊕ X = (D∗)⊥.
From here we get B˜j
∗D∗ = {0}, j = 1, . . . , N. Thus, relations in (4.15) hold true.
Finally, we have obtained that the non-commutative KV system Σ˜KV,nc is a uniform
dilation of the non-commutative KV system ΣKV,nc. 
Theorem 4.5. Every dissipative non-commutative KV system ΣKV,nc has a (uni-
form) conservative dilation.
Proof. Let ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) be a dissipative non-commutative KV
system. Then, as was shown in the proof of Proposition 3.1, for an arbitrary
T ∈ DNmatr one has ‖U⊗T‖ < 1, which means that UKV,ncz = zU ∈ SAnc,0N (X ⊕
U ,X ⊕ Y). By Proposition 3.1 there exists a conservative non-commutative KV
system Σ˙KV,nc = (N ; U˙KV,ncz ; X˙ ,X ⊕ U ,X ⊕ Y) such that TΣ˙KV,nc(z) = UKV,ncz ,
i.e.,
zD˙+ zC˙(IX˙ − zA˙)−1zB˙ = zU.
Then from the uniqueness of the expansion of formal power series in homogeneous
polynomials we get zD˙ = zU (which means that D˙ = U) and for all j ∈ Z+:
zC˙(zA˙)jzB˙ = 0. (4.17)
The conservativity of the system Σ˙KV,nc means that the linear polynomial
U˙KV,ncz = zU˙ =
[
zA˙ zB˙
zC˙ zD˙
]
=
[
zA˙ zB˙
zC˙ zU
]
∈ L(X˙ ⊕ (X ⊕ U), X˙ ⊕ (X ⊕ Y)) 〈z1, . . . , zN 〉
(here we denote by L 〈z1, . . . , zN 〉 the linear space of polynomials in non-commuting
indeterminates z1, . . . , zN with the coefficients in a linear space L) satisfies the con-
dition that U˙KV,ncV is a unitary operator for every V ∈ UN . This linear polynomial
allows another partition:
U˙KV,ncz = U˜
KV,nc
z = zU˜ =
[
zA˜ zB˜
zC˜ zD˜
]
∈ L((X˙ ⊕ X )⊕ U , (X˙ ⊕ X )⊕ Y) 〈z1, . . . , zN 〉 ,
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where
zA˜ =
[
zA˙ zB˙|X
PX (zC˙) zA
]
, zB˜ =
[
(zB˙)|U
zB
]
,
zC˜ = [ PY(zC˙) zC ], zD˜ = zD.
(4.18)
It is clear that one can associate to this partition a conservative non-commuta-
tive KV system Σ˜KV,nc = (N ; U˜KV,ncz ; X˙ ⊕ X ,U ,Y). Let us show that Σ˜KV,nc is
a dilation of ΣKV,nc. To this end, according to Proposition 4.1, it is sufficient to
verify the equalities in (4.4). According to (4.18), zA = PX (zA˜)|X , i.e. for j = 1
the first equality in (4.4) holds (for j = 0 it holds trivially). Let us apply induction
on j. Suppose that (zA)j = PX (zA˜)j |X for j = k ∈ Z+ \ {0}. Then by (4.18) and
(4.17) we have
(zA)k+1 = (zA)(zA)k = PX (zA˜)PX (zA˜)k|X
= PX (zA˜)(IX˙⊕X − PX˙ )(zA˜)k|X
= PX (zA˜)k+1|X − PX (zC˙)PX˙ (zA˜)k|X
= PX (zA˜)k+1|X − PX (zC˙)[ zA˙ (zB˙)|X ](zA˜)k−1|X
= PX (zA˜)k+1|X − PX (zC˙)(zA˙)PX˙ (zA˜)k−1|X = . . .
= PX (zA˜)k+1|X − PX (zC˙)(zA˙)k−1PX˙ (zA˜)|X
= PX (zA˜)k+1|X − PX (zC˙)(zA˙)k−1(zB˙)|X = PX (zA˜)k+1|X .
Thus the first equality in (4.4) is valid for all j ∈ Z+. Other equalities in (4.4)
are proved analogously. Therefore, Σ˜KV,nc is a dilation of ΣKV,nc. According to
Proposition 4.4, Σ˜KV,nc is a uniform dilation of ΣKV,nc. 
4.2. The commutative setting. Let us recall (see [20]) that the commutative
KV system Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y) is said to be a dilation of the commutative
KV system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) if for every fixed z ∈ CN the 1D system
Σ˜KV,cz := (1; zA˜, zB˜, zC˜, zD˜; X˜ ,U ,Y) is a dilation of the 1D system ΣKV,cz :=
(1; zA, zB, zC, zD;X ,U ,Y), i.e. for each z ∈ CN there exist subspaces Dz and
D∗,z in X˜ such that
X˜ = Dz ⊕X ⊕D∗,z, (4.19)
zA˜Dz ⊂ Dz, zC˜Dz = {0}, (zA˜)∗D∗,z ⊂ D∗,z, (zB˜)∗D∗,z = {0}, (4.20)
zA = PX (zA˜)|X , zB = PX (zB˜), zC = (zC˜)|X , zD = zD˜. (4.21)
From Lemma 1.1 we obtain the following equivalent reformulation of this definition
(see Proposition 3.2 and Remark 3.6 in [20]).
Proposition 4.6. The system Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y) is a dilation of the
system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and for all
z ∈ CN and j ∈ Z+ the following equalities hold:
(zA)j = PX (zA˜)j |X , (zA)jzB = PX (zA˜)jzB˜,
zC(zA)j = zC˜(zA˜)j |X , zC(zA)jzB = zC˜(zA˜)jzB˜. (4.22)
Note that the equalities (4.22) are equivalent to the same equalities for the com-
muting indeterminates z = (z1, . . . , zN ) in the place of N -tuples z = (z1, . . . , zN )
of complex numbers, which are understood in this case as equalities of commu-
tative (formal) polynomials, or equivalently, the corresponding equalities for their
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coefficients. For convenience of writing those relations for coefficients, let us recall
the following notations for symmetrized multipowers of operator tuples introduced
in [19] (we are using here a bit different, however equivalent, description of these
notations). Define the abelianization map γ : FN → ZN+ by w = gi1 · · · gim 7→ s =
(s1, . . . , sN ) where sk ∈ Z+ is the number of times that the letter gk appears in the
word w, and ∅ 7→ 0. For s = (s1, . . . , sN ) ∈ ZN+ denote by cs the cardinality of the
set γ−1(s). Clearly,
cs :=
(s1 + · · ·+ sN )!
s1! · · · sN ! .
We set
A0 := IX , (4.23)
As := c−1s
∑
w∈γ−1(s)
Aw, s ∈ ZN+ \ {0}, (4.24)
(A]B)s := c−1s
∑
w∈γ−1(s)
(A]B)w, s ∈ ZN+ \ {0}, (4.25)
(C[A)s := c−1s
∑
w∈γ−1(s)
(C[A)w, s ∈ ZN+ \ {0}, (4.26)
(C[A]B)s := c−1s
∑
w∈γ−1(s)
(C[A]B)s, (4.27)
s ∈ ZN+ \ {0, e1, . . . , eN},where e1 = (1, 0, . . . , 0), etc.,
where we make use of (4.5), (4.7)–(4.9) on the right-hand sides of these formulas.
Remark 4.7. In case of the commutative N -tuple A we have
As =
N∏
k=1
Ak
sk
i.e., a usual multipower.
Thus, the following commutative N-D version of the Sarason lemma is true (see
[20, Proposition 3.4]).
Proposition 4.8. The system Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y) is a dilation of the sys-
tem ΣKV,c = (N ;UKV,cz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and the following
equalities hold:
∀s ∈ ZN+ As = PX A˜s|X ,
∀s ∈ ZN+ \ {0} (A]B)s = PX (A˜]B˜)s,
∀s ∈ ZN+ \ {0} (C[A)s = (C˜[A˜)s|X ,
∀s ∈ ZN+ \ {0, e1, . . . , eN} (C[A]B)s = (C˜[A˜]B˜)s.
(4.28)
As a corollary of the last of equalities (4.22) in Proposition 4.6 we obtain the
following statement.
Proposition 4.9. The transfer functions TΣKV,c and TeΣKV,c of a system ΣKV,c =
(N ;UKV,cz ;X ,U ,Y) and of its dilation Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y), respectively,
coincide.
The following criterion for the existence of a conservative dilation of a dissipative
commutative KV system has been obtained in [20, Theorem 4.2].
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Theorem 4.10. A dissipative system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) has a conser-
vative dilation if and only if the linear polynomial
UKV,cz = zU =
[
zA zB
zC zD
]
∈ L(X ⊕ U ,X ⊕ Y)[z1, . . . , zN ]
(here we use notation L[z1, . . . , zN ] for the linear space of polynomials in commuting
indeterminates z1, . . . , zN with the coefficients in a linear space L) belongs to the
class SA0N (X ⊕ U ,X ⊕ Y).
Making use of this criterion and of the result of [23] on non-validity of the von
Neumann inequality for linear matrix-valued functions of more than two variables,
it has been shown in [20] that for N ≥ 3 not all dissipative commutative KV systems
have conservative dilations.
Let the system Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y) be a dilation of the system ΣKV,c =
(N ;UKV,cz ;X ,U ,Y). We will say that such a dilation is uniform if the subspaces
Dz are independent of z ∈ CN , i.e., Dz = D, z ∈ CN , or equivalently, subspaces
D∗,z are independent of z ∈ CN , i.e., D∗,z = D, z ∈ CN . The following theorem is
an improvement of Theorem 4.10.
Theorem 4.11. A dissipative system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) has a uniform
conservative dilation if and only if the linear polynomial UKV,cz belongs to the class
SA0N (X ⊕ U ,X ⊕ Y).
Proof. The necessity part follows from Theorem 4.10. For the proof of the suffi-
ciency part, assume that UKV,cz belongs to the class SA0N (X ⊕ U ,X ⊕ Y). This
means that for any N -tuple T = (T1, . . . , TN ) of commuting strict contractions on
a common Hilbert space one has ‖UKV,cT ‖ ≤ 1. Let V = (V1, . . . , VN ) be an N -tuple
of (not necessarily commuting) unitary operators on a common Hilbert space, say
H. Then for an arbitrary r : 0 < r < 1, the N -tuple rV = (rV1, . . . , rVN ) consists
of (not necessarily commuting) strict contractions on H. The operators
Tk :=
[
0 Vk
0 0
]
, k = 1, . . . , N,
are commuting contractions on H⊕H: for k, j = 1, . . . , N one has TkTj = 0.
Therefore for an arbitrary r : 0 < r < 1, the N -tuple rT = (rT1, . . . , rTN ) consists
of commuting strict contractions on H⊕H. Therefore,
‖UKV,ncV ‖ = limr→1 ‖U
KV,nc
rV ‖ = limr→1 ‖U
KV,c
rT ‖ ≤ 1,
thus the associated non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y) is
dissipative. According to Theorem 4.5, ΣKV,nc has a uniform conservative dilation
Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y), i.e., the system Σ˜KV,nc is conservative and (4.14)–
(4.16) hold. Then the commutative KV system Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y), which
corresponds to Σ˜KV,nc and which is conservative as was noted in Section 3.1, is a
uniform dilation of the original commutative KV system ΣKV,c. 
Let us make an obvious, however important, remark that the commutative KV
system Σ˜KV,c = (N ; U˜KV,cz ; X˜ ,U ,Y) is a uniform dilation of the commutative KV
system ΣKV,c = (N ;UKV,cz ;X ,U ,Y) if and only if the associated non-commutative
KV system Σ˜KV,nc = (N ; U˜KV,ncz ; X˜ ,U ,Y) is a uniform dilation of the associated
non-commutative KV system ΣKV,nc = (N ;UKV,ncz ;X ,U ,Y). The next example
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shows that in the commutative case not every dilation is uniform (in contrast with
the non-commutative case, see Proposition 4.4). Moreover, not every conservative
dilation is uniform, which means that Theorem 4.11 is indeed an improvement of
Theorem 4.10.
Example 4.12. Let us define systems
ΣKV := (2; 0; C, {0}, {0}), Σ˙KV := (2; U˙KVz = zA˙; C3, {0}, {0}),
where
zA˙ :=
 0 0 z2/√20 0 z1/√2
z1/
√
2 −z2/
√
2 0
 ,
and the state space of the first system, X = C, is identified with the subspace
col
[
0 0 1
]
C in X˙ = C3. Then it is easy to see that for a pair of commuting
indeterminates z = (z1, z2) one has
PX (zA˙)j |X = ((zA˙)j)33 = 0 = zA, j = 1, 2, . . . ,
which means due to Proposition 4.6 that the commutative KV system Σ˙KV,c is
a dilation of the commutative KV system ΣKV,c. However, for a pair of non-
commuting indeterminates z = (z1, z2) one has
PX (zA˙)2|X = ((zA˙)2)33 = (z1z2 − z2z1)/2 6= 0 = (zA)2,
which means due to Proposition 4.1 that the non-commutative KV system Σ˙KV,nc
is not a dilation of the non-commutative KV system ΣKV,nc, and thus by Propo-
sition 4.4 and by the remark preceding this example, the commutative KV system
Σ˙KV,c is not a uniform dilation of the commutative KV system ΣKV,c. Now set
Σ˜KV := (2; U˜KVz = zA˜;
⊕∞
j=−∞C =
(⊕0
j=−∞C
)
⊕ X˙ ⊕
(⊕∞
j=4 C
)
, {0}, {0}),
where
zA˜ :=

. . .
z1
z1/
√
2 z2/
√
2 0 0
0 0 z2/
√
2 z2/
√
2
0 0 z1/
√
2 −z1/
√
2
z1/
√
2 −z2/
√
2 0 0
z1
. . .

(here the (3, 3)-block, i.e., the L(X ,X )-block is indicated by a frame). One can
easily check that the commutative KV system Σ˜KV,c is a uniform conservative di-
lation of the commutative KV system Σ˙KV,c. Then Σ˜KV,c is a conservative dilation
of ΣKV,c, since the dilation of a dilation is again a dilation. However, Σ˜KV,c is not
a uniform dilation of ΣKV,c. Indeed, for a pair of non-commuting indeterminates
z = (z1, z2) one has
PX (zA˜)2|X = ((zA˜)2)33 = (z1z2 − z2z1)/2 6= 0 = (zA)2,
where again we make use of Propositions 4.1 and 4.4, and by the remark preceding
this example.
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5. Dilations of FM systems
5.1. The non-commutative setting. We will say that the non-commutative FM
system Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) is a dilation of the non-commutative FM sys-
tem ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) if for every n ∈ Z+\{0} and Z = (Z1, . . . , ZN ) ∈
(Cn×n)N the 1D system Σ˜FM,ncZ := (1; A˜⊗ Z, B˜⊗ Z, C˜ ⊗ In, D˜ ⊗ In; X˜ ⊗ Cn,U ⊗
Cn,Y ⊗Cn) is a dilation of the 1D system ΣFM,ncZ := (1;A⊗Z,B⊗Z, C ⊗ In, D⊗
In;X ⊗ Cn,U ⊗ Cn,Y ⊗ Cn), i.e., for every n ∈ Z+ \ {0} and Z ∈ (Cn×n)N there
exist subspaces DZ and D∗,Z in X˜ ⊗ Cn such that
X˜ ⊗ Cn = DZ ⊕ (X ⊗ Cn)⊕D∗,Z, (5.1)
(A˜⊗Z)DZ ⊂ DZ, (C˜ ⊗ In)DZ = {0}, (A˜⊗Z)∗D∗,Z ⊂ D∗,Z, (B˜⊗Z)∗D∗,Z = {0},
(5.2)
A⊗ Z = (PX ⊗ In)(A˜⊗ Z)|(X ⊗ Cn), B⊗ Z = (PX ⊗ In)(B˜⊗ Z),
C ⊗ In = (C˜ ⊗ In)|(X ⊗ Cn), D ⊗ In = D˜ ⊗ In. (5.3)
Proposition 5.1. The system Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) is a dilation of the
system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and for all
j ∈ Z+ the following equalities of non-commutative polynomials hold:
(zA)j = PX (zA˜)j |X , (zA)jzB = PX (zA˜)jzB˜,
C(zA)j = C˜(zA˜)j |X , C(zA)jzB = C˜(zA˜)jzB˜. (5.4)
Proof. From the definition of dilation above and Lemma 1.1 it follows that the
system Σ˜FM,nc is a dilation of the system ΣFM,nc if and only if for every n ∈ Z+\{0},
Z ∈ (Cn×n)N and j ∈ Z+,
(A⊗ Z)j = (PX ⊗ In)(A˜⊗ Z)j |(X ⊗ Cn),
(A⊗ Z)j(B⊗ Z) = (PX ⊗ In)(A˜⊗ Z)j(B˜⊗ Z),
(C ⊗ In)(A⊗ Z)j = (C˜ ⊗ In)(A˜⊗ Z)j |(X ⊗ Cn),
(C ⊗ In)(A⊗ Z)j(B⊗ Z) = (C˜ ⊗ In)(A˜⊗ Z)j(B˜⊗ Z).
The latter is equivalent to equalities (5.4) due to the fact that there are no poly-
nomial identities valid for matrices of all sizes, see [25, pp. 22–23]. 
As a corollary of the last of equalities (5.4) in Proposition 5.1 we obtain the
following statement.
Proposition 5.2. The transfer functions TΣFM,nc and TeΣFM,nc of a system ΣFM,nc
=(N ;UFM,ncz ;X ,U ,Y) and of its dilation Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) coincide.
Rewriting the equalities (5.4) in Proposition 5.1 as equalities for the coefficients
of polynomials, we obtain the following non-commutative analogue of Lemma 1.1.
Proposition 5.3. The system Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) is a dilation of the
system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and the
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following equalities hold:
Aw = PX A˜w|X , w ∈ FN , (5.5)
(A]B)w = PX (A˜]B˜)w, w ∈ FN \ {∅}, (5.6)
CAw = C˜A˜w|X , w ∈ FN , (5.7)
C(A]B)w = C˜(A˜]B˜)w, w ∈ FN \ {∅}. (5.8)
Let the non-commutative FM system Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) be a dila-
tion of the non-commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y). We will
call such a dilation uniform if the subspaces DZ and D∗,Z in X˜ ⊗Cn from the equal-
ities (5.1) and (5.2) are independent of Z and have the form DZ = D⊗Cn, D∗,Z =
D∗⊗Cn. Thus, Σ˜FM,nc is called a uniform dilation of ΣFM,nc if there exist subspaces
D and D∗ in X˜ such that
X˜ = D ⊕X ⊕D∗, (5.9)
A˜kD ⊂ D, C˜D = {0}, A˜k
∗D∗ ⊂ D∗, B˜k
∗D∗ = {0}, k = 1, . . . , N, (5.10)
Ak = PX A˜k|X , Bk = PX B˜k, C = C˜|X , D = D˜, k = 1, . . . , N. (5.11)
Proposition 5.4. The system Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) is a dilation of the
system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) if and only if Σ˜FM,nc is a uniform dilation
of ΣFM,nc.
Proof. Clearly, only the necessity part is non-trivial. Suppose that Σ˜FM,nc is a
dilation of ΣFM,nc. Then by Proposition 5.3 X˜ ⊃ X and relations (5.5)–(5.8) hold.
In particular, (5.5)–(5.7) imply (5.11). Set
D :=
∨
w∈FN , k∈{1,...,N}
A˜w
(
(A˜k −Ak)X + (B˜k −Bk)U
)
,
Then D ⊥ X (see the proof of Proposition 4.4). Set
D∗ := X˜ 	 (D ⊕X ).
Then (5.9) holds. From the definition of D we obtain that A˜jD ⊂ D, j = 1, . . . , N .
Further, for arbitrary x ∈ X , u ∈ U , w ∈ FN , and k, j ∈ {1, . . . , N} we have, due to
(5.7)–(5.8),
C˜A˜w
(
(A˜k −Ak)x+ (B˜k −Bk)u
)
= C˜A˜wgkx−
(
C˜A˜w|X
)
·Akx
+ C˜(A˜]B˜)wgku−
(
C˜A˜w|X
)
·Bku
= 0.
From here we obtain C˜D = {0}. Other relations in (5.10) are obtained in the same
way as in the proof of Proposition 4.4. Thus, the non-commutative FM system
Σ˜FM,nc is a uniform dilation of the non-commutative FM system ΣFM,nc. 
Theorem 5.5. Every DN -dissipative non-commutative FM system ΣFM,nc has a
(uniform) DN -conservative dilation.
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Proof. Let the non-commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) be DN -
dissipative. Then (see the proof of Proposition 3.4) UFM,ncz ∈ SAncN (X ⊕ U ,X ⊕
Y). By [10], there exists a conservative non-commutative GR system Σ̂GR,nc =
(N ; ÛGR,ncz ; X̂ =
⊕N
k=1 X̂k,X ⊕ U ,X ⊕ Y) such that
TbΣGR,nc(z) = Dˆ + Cˆ(I bX − zP̂Aˆ)−1zP̂Bˆ = UFM,ncz ,
where P̂ = (Pˆ1, . . . , PˆN ) ∈ L(Xˆ )N , with Pˆk := P bXk , k = 1, . . . , N . Then, by virtue
of the uniqueness of homogeneous polynomial expansions of formal power series
(this follows, e.g., from the lack of any polynomial identities holding on all square
matrices of arbitrary finite size), we get:
Dˆ =
[
0 0
C D
]
, CˆzP̂Bˆ =
[
zA zB
0 0
]
, Cˆ(zP̂Aˆ)jzP̂Bˆ = 0 (j = 1, . . .). (5.12)
The last two relations can be rewritten as
CˆBk =
[
Ak Bk
0 0
]
(k = 1, . . . , N), Cˆ(A]B)w = 0 (w ∈ FN \ {∅, g1, . . . , gN}),
(5.13)
where A = (A1, . . . , AN ) ∈ L(X̂ )N , with Ak := P̂kAˆ, k = 1, . . . , N , and B =
(B1, . . . , BN ) ∈ L(X ⊕ U , X̂ )N , with Bk := P̂kBˆ, k = 1, . . . , N . The unitary
operator
Uˆ =
[
Aˆ Bˆ
Cˆ Dˆ
]
∈ L(X̂ ⊕ (X ⊕ U), X̂ ⊕ (X ⊕ Y))
admits another block partition:
Uˆ = U˙ =
[
A˙ B˙
C˙ D˙
]
∈ L((X̂ ⊕ X )⊕ U , (X̂ ⊕ X )⊕ Y),
where
A˙ =
[
Aˆ Bˆ|X
PX Cˆ 0
]
∈ L(X̂ ⊕ X ), B˙ =
[
Bˆ|U
0
]
∈ L(U , X̂ ⊕ X ),
C˙ =
[
PY Cˆ C
] ∈ L(X̂ ⊕ X ,Y), D˙ = D ∈ L(U ,Y).
Set P˙ = (P˙1, . . . , P˙N ) ∈ L(X̂ ⊕ X )N , with P˙k := P̂k ⊕ Pk, k = 1, . . . , N . Let us
show that for j = 0, 1, . . . the following non-commutative polynomial relations hold:
(zA)j = PX (A˙zP˙A˙)j |X , (5.14)
(zA)jzB = PX (A˙zP˙A˙)jA˙zP˙B˙, (5.15)
C(zA)j = C˙(A˙zP˙A˙)j |X , (5.16)
C(zA)jzB = C˙(A˙zP˙A˙)jA˙zP˙B˙. (5.17)
For j = 0 the equality (5.14) is trivial. For j = 1 we have due to (5.12)
PX A˙zP˙A˙|X = PX CˆzP̂Bˆ|X = zA,
28 J.A. BALL AND D.S. KALIUZHNYI-VERBOVETSKYI
i.e., (5.14) is fulfilled. Let us apply induction on j. Suppose that (5.14) holds for
j = k ∈ Z+ \ {0}. Then, due to (5.12),
(zA)k+1 = zA(zA)k = PX A˙zP˙A˙PX (A˙zP˙A˙)k|X
= PX A˙zP˙A˙(I bX⊕X − P bX )(A˙zP˙A˙)k|X
= PX (A˙zP˙A˙)k+1|X − PX A˙zP˙A˙P bX (A˙zP˙A˙)k|X
= PX (A˙zP˙A˙)k+1|X − PX CˆzPˆAˆ(AˆzPˆAˆ+ BˆzPPX Cˆ)P bX (A˙zP˙A˙)k−1|X
= PX (A˙zP˙A˙)k+1|X − PX (CˆzPˆAˆ)(AˆzPˆAˆ)P bX (A˙zP˙A˙)k−1|X = . . .
= PX (A˙zP˙A˙)k+1|X − PX (CˆzPˆAˆ)(AˆzPˆAˆ)k−1P bX (A˙zP˙A˙)|X
= PX (A˙zP˙A˙)k+1|X − PX (CˆzPˆAˆ)(AˆzPˆAˆ)k−1(AˆzPˆBˆ)|X
= PX (A˙zP˙A˙)k+1|X .
Thus, (5.14) is fulfilled for all j ∈ Z+. Relations (5.15)–(5.17) are proved analo-
gously. Set Σ˙FM,nc := (N ; U˙FM,ncz ; X˙ ,U ,Y), where X˙ := X̂ ⊕ X
U˙FM,ncz :=
[
zA˙ zB˙
C˙ D˙
]
,
with A˙ := (A˙1, . . . , A˙N ) ∈ L(X˙ )N , B˙ := (B˙1, . . . , B˙N ) ∈ L(U , X˙ )N , A˙k := A˙P˙kA˙,
B˙k := A˙P˙kB˙, k = 1, . . . , N . Then by Proposition 5.1, the system Σ˙FM,nc is a
dilation of the system ΣFM,nc. Unlike at the parallel point in the proof of Theorem
4.5, it may not be the case that Σ˙FM, nc is DN -conservative (see Remark 5.6 below);
we overcome this difficulty by introducing a second dilation as follows.
Let W be a unitary dilation of the contractive operator A˙ = P bX⊕X U˙ |(X̂ ⊕ X )
acting on a Hilbert space X˜ ⊃ X˙ = X̂ ⊕X , which exists according to the Sz.-Nagy
dilation theorem [28]. By the Sarason lemma [26, Lemma 0], there exist subspaces
D and D∗ in X˜ such that X˜ = D ⊕ X˙ ⊕ D∗ and WD ⊂ D, W ∗D∗ ⊂ D∗. In other
words, the operator W has the following operator-block matrix form:
W =
 W11 W12 W130 A˙ W23
0 0 W33
 ∈ L(D ⊕ X˙ ⊕ D∗).
Define also
zP¨ =
 z1ID 0 00 zP˙ 0
0 0 z1ID∗
 ∈ L(D ⊕ X˙ ⊕ D∗) 〈z1, . . . , zN 〉 ,
i.e.,
P¨1 =
 ID 0 00 P˙1 0
0 0 ID∗
 , P¨k =
 0 0 00 P˙k 0
0 0 0
 (k = 2, . . . , N),
A¨ :=
 ID 0 00 A˙ 0
0 0 ID∗
 ∈ L(D ⊕ X˙ ⊕ D∗), B¨ :=
 0B˙
0
 ∈ L(U ,D ⊕ X˙ ⊕ D∗),
C¨ :=
[
0 C˙ 0
] ∈ L(D ⊕ X˙ ⊕ D∗,Y), D¨ := D˙ = D.
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Then
WzP¨A¨ =
 z1W11 W12zP˙A˙ z1W130 zA˙ z1W23
0 0 z1W33
 , WzP¨B¨ =
 W12zP˙B˙zB˙
0
 .
Set Σ˜FM,nc := (N ; U˜FM,ncz ; X˜ ,U ,Y), where
U˜FM,ncz =
[
zA˜ zB˜
C˜ D
]
,
A˜ := (A˜1, . . . , A˜N ) ∈ L(X˜ )N , A˜k := WP¨kA¨ (k = 1, . . . , N), B˜ := (B˜1, . . . , B˜N ) ∈
L(U , X˜ )N , B˜k := WP¨kB¨ (k = 1, . . . , N), C˜ := C¨. Then it is easy to check that,
with the choice of subspaces D and D∗ in X˜ , the system Σ˜FM,nc is a uniform dilation
of the system Σ˙FM,nc. Since a dilation of a dilation is again a dilation, the system
Σ˜FM,nc is a dilation of the system ΣFM,nc. Moreover, since the operator U˙ is unitary,
so is
U¨ =
[
A¨ B¨
C¨ D¨
]
.
If V ∈ UN ∩ L(H)N , with some Hilbert space H, then we have the factorization
U˜FMV =
[
(W ⊗ IH)(
∑N
k=1 P˜k ⊗ Vk) 0
0 IY ⊗ IH
]
U¨
where the left factor is also unitary. Thus Σ˜FM,nc is a DN -conservative FM system
and Σ˜FM,nc is a DN -conservative dilation of the system ΣFM,nc. By Proposition 5.4,
this dilation is uniform. 
Remark 5.6. Our proof of Theorem 5.5 is based on the close relationship between a
DN -conservative realization of the linear function UFM,ncz and a certain dilation of
the corresponding non-commutative FM system ΣFM,nc, i.e., we use here the same
idea as in our proof of Theorem 4.5 on conservative dilation of a noncommutative
KV system (let us remark that this idea was used for the first time in [20] for the
proof of the conservative dilation theorem for commutative KV systems). However,
the proof of Theorem 5.5 appears to be more complicated in that it requires two
(rather than a single) dilation. The necessity for this extra dilation can be explained
as follows.
In the proof of Theorem 4.5 we consider a conservative realization Σ˙KV,nc of the
linear function UKV,ncz and then rearrange the underlying spaces, so that the state
space X of the system ΣKV,nc which was a part of both input and output spaces
of the system Σ˙KV,nc becomes a part of the state space of the new system Σ˜KV,nc
and the linear function U˜KV,ncz coincides with U˙
KV,nc
z . It turns out that Σ˜
KV,nc is
a conservative dilation of ΣKV,nc. In the proof of Theorem 5.5 we first consider a
conservative GR realization ΣˆGR,nc of the linear function UFM,ncz , which can then be
viewed also as a DN -conservative FM realization of the linear function UFM,ncz . In
the case of FM systems, the linear function UFM,ncz is not necessarily homogeneous;
moreover, its “A and B blocks” are homogeneous, while its “C and D blocks” are
constants. The latter results in more complicated relations (involving products of
the contractions Cˆ and Bˆ and some projection operators) between the blocks of
UFM,ncz and the blocks of Uˆ
GR,nc
z (see (5.12)) than the ones between the blocks
of UKV,ncz and U˙
KV,nc
z (see (4.17) and the line above it) in the proof of Theorem
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4.5 for the case of KV systems. Nevertheless, the above mentioned relations allow
us to construct a DN -dissipative FM system Σ˙FM,nc which is a dilation of ΣFM,nc
but which is not necessarily DN -conservative. This limitation then necessitates the
construction of a second, DN -conservative, dilation to complete the proof.
Remark 5.7. In the case where the feedthrough operator D of the (commutative
or non-commutative) FM system ΣFM is zero, the connection between FM and KV
systems enables one to deduce Theorem 5.5 as a consequence of Theorem 4.5 (the
authors are thankful to an anonymous referee to pointing this out). This connection
was established in [11] for commutative DN -conservative FM and KV systems (the
condition D = 0 on a FM system is essential!); however, the same connection exists
for non-commutative DN -conservative FM and KV systems, and for commutative
or non-commutative polydisk-dissipative FM and KV systems. Let us also remark
that the above connection can also be used to deduce Theorem 4.5 from Theorem
5.5; however the latter procedure leads to no logical shortcuts since our direct proof
of Theorem 4.5 is simpler than the one of Theorem 5.5.
5.2. The commutative setting. We will say that the commutative FM sys-
tem Σ˜FM,c = (N ; U˜FM,cz ; X˜ ,U ,Y) is a dilation of the commutative FM system
ΣFM,c = (N ;UFM,cz ;X ,U ,Y) if for every fixed z ∈ CN the 1D system Σ˜FM,cz :=
(1; zA˜, zB˜, C˜, D˜; X˜ ,U ,Y) is a dilation of the corresponding 1D system ΣFM,cz :=
(1; zA, zB, C,D;X ,U ,Y), i.e., for each z ∈ CN there exist subspaces Dz and D∗,z
in X˜ such that
X˜ = Dz ⊕X ⊕D∗,z, (5.18)
zA˜Dz ⊂ Dz, C˜Dz = {0}, (zA˜)∗D∗,z ⊂ D∗,z, (zB˜)∗D∗,z = {0}, (5.19)
zA = PX (zA˜)|X , zB = PX (zB˜), C = C˜|X , D = D˜. (5.20)
From Lemma 1.1 we obtain the following equivalent reformulation of this definition.
Proposition 5.8. The system Σ˜FM,c = (N ; U˜FM,cz ; X˜ ,U ,Y) is a dilation of the
system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and for all
z ∈ CN and j ∈ Z+ the following equalities hold:
(zA)j = PX (zA˜)j |X , (zA)jzB = PX (zA˜)jzB˜,
C(zA)j = C˜(zA˜)j |X , C(zA)jzB = C˜(zA˜)jzB˜. (5.21)
Rewriting the equalities for commutative polynomials in (5.21) as the equalities
for their coefficients, we obtain the following commutative FM-system version of
the Sarason lemma.
Proposition 5.9. The system Σ˜FM,c = (N ; U˜FM,cz ; X˜ ,U ,Y) is a dilation of the sys-
tem ΣFM,c = (N ;UFM,cz ;X ,U ,Y) if and only if X˜ ⊃ X , D˜ = D, and the following
equalities hold:
∀s ∈ ZN+ As = PX A˜s|X ,
∀s ∈ ZN+ \ {0} (A]B)s = PX (A˜]B˜)s,
∀s ∈ ZN+ CAs = C˜A˜s|X ,
∀s ∈ ZN+ \ {0} C(A]B)s = C˜(A˜]B˜)s.
(5.22)
As a corollary of the last of equalities (5.21) in Proposition 5.8 we obtain the
following statement.
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Proposition 5.10. The transfer functions TΣFM,c and TeΣFM,c of a system ΣFM,c
and of its dilation Σ˜FM,c coincide.
Theorem 5.11. The DN -dissipative FM system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) has
a DN -conservative dilation if and only if the linear polynomial
UFM,cz =
[
zA zB
C D
]
∈ L(X ⊕ U ,X ⊕ Y)[z1, . . . , zN ] (5.23)
belongs to the class SAN (X ⊕ U ,X ⊕ Y).
Proof. Let the DN -dissipative system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) have a DN -
conservative dilation Σ˜FM,c = (N ; U˜FMz ; X˜ ,U ,Y). Then for each ζ ∈ TN the oper-
ator
U˜FM,cζ =
[
ζA˜ ζB˜
C˜ D
]
∈ L(X˜ ⊕ U , X˜ ⊕ Y)
is unitary. As was observed in Section 3, the non-commutative FM system Σ˜FM,nc =
(N ; U˜FM,ncz ; X˜ ,U ,Y) is then DN -conservative, i.e., for every V ∈ UN the operator
U˜FM,ncV =
[
A˜⊗V B˜⊗V
C˜ ⊗ IH D ⊗ IH
]
is unitary. Since an arbitrary N -tuple T = (T1, . . . , TN ) of (not necessarily strict
and not necessarily commuting) contractions on a Hilbert space, say H, has a
unitary dilation V = (V1, . . . , VN ) (see [29]), we have ‖U˜FM,ncT ‖ ≤ ‖U˜FM,ncV ‖ = 1,
and thus(
UFM,ncT
)∗
UFM,ncT = P(X⊕U)⊗H
(
U˜FM,ncT
)∗
P(X⊕Y)⊗HU˜
FM,nc
T
∣∣((X ⊕ U)⊗H)
≤ P(X⊕U)⊗H
(
U˜FM,ncT
)∗
U˜FM,ncT
∣∣((X ⊕ U)⊗H)
≤ I(X⊕U)⊗H,
we conclude that UFM,ncz ∈ SAncN (X ⊕ U ,X ⊕ Y), and then UFM,cz ∈ SAN (X ⊕
U ,X ⊕ Y).
Conversely, suppose that UFM,cz ∈ SAN (X ⊕ U ,X ⊕ Y). Let us show that
the associated linear non-commutative polynomial UFM,ncz belongs to the class
SAncN (X ⊕ U ,X ⊕ Y). Indeed, if T = (T1, . . . , TN ) ∈ DNmatr ∩ (Cn×n)N for some
n ∈ Z+ \ {0} then the N -tuple T˜ = (T˜1, . . . , T˜N ) ∈ (C2n×2n)N , where
T˜k :=
[
0 Tk
0 0
]
, k = 1, . . . , N,
consists of commuting strictly contractive matrices (note that T˜kT˜j = 0, k, j =
1, . . . , N). Since∥∥∥UFM,ncT ∥∥∥ = ∥∥∥P(X⊕Y)⊗(Cn⊕{0})UFM,ceT ∣∣((X ⊕ U)⊗ ({0} ⊕ Cn))∥∥∥ ≤ ∥∥∥UFM,ceT ∥∥∥ ≤ 1,
we obtain UFM,ncz ∈ SAncN (X ⊕ U ,X ⊕ Y). It is clear that for every N -tuple of
(not necessarily strict) contractions T one has ‖UFM,ncT ‖ ≤ 1, and so this holds
for every N -tuple of unitary operators. The latter means that the associated non-
commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y) is DN -dissipative. Then
according to Theorem 5.5 there exists a non-commutative FM system Σ˜FM,nc =
(N ; U˜FM,ncz ; X˜ ,U ,Y) which is a (uniform) DN -conservative dilation of ΣFM,nc. One
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can easily observe now that the corresponding commutative FM system Σ˜FM,c =
(N ; U˜FM,cz ; X˜ ,U ,Y) is a DN -conservative dilation of ΣFM,c. 
Let us remark that for N ≥ 3 not all DN -dissipative FM systems have DN -
conservative dilations. Indeed, according to [23], for every N ≥ 3 one can find an
N -tuple of operators A = (A1, . . . , AN ) on a Hilbert space, say X , such that Az :=
zA ∈ BN (X ) \ SAN (X ). In other words, the commutative FM system ΣFM,c =
(N ;UFM,cz = zA;X , {0}, {0}) is DN -dissipative, however the corresponding linear
function Az doesn’t belong to the class SAN (X ). By Theorem 5.11, the system
ΣFM,c has no DN -conservative dilation.
Let the system Σ˜FM,c = (N ; U˜FM,cz ; X˜ ,U ,Y) be a dilation of the system ΣFM,c =
(N ;UFM,cz ;X ,U ,Y). We will say that such a dilation is uniform if the subspaces Dz
are independent of z ∈ CN , i.e., Dz = D, z ∈ CN , or equivalently, subspaces D∗,z
are independent of z ∈ CN , i.e., D∗,z = D, z ∈ CN . It is easy to see that the com-
mutative FM system Σ˜FM,c = (N ; U˜FM,cz ; X˜ ,U ,Y) is a uniform dilation of the com-
mutative FM system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) if and only if the corresponding
non-commutative FM system Σ˜FM,nc = (N ; U˜FM,ncz ; X˜ ,U ,Y) is a uniform dilation
of the corresponding non-commutative FM system ΣFM,nc = (N ;UFM,ncz ;X ,U ,Y).
The following theorem is an improvement of Theorem 5.11.
Theorem 5.12. The DN -dissipative system ΣFM,c = (N ;UFM,cz ;X ,U ,Y) has a
uniform DN -conservative dilation if and only if the linear polynomial (5.23) belongs
to the class SAN (X ⊕ U ,X ⊕ Y).
Proof. The necessity part follows from Theorem 5.11. For the proof of the suffi-
ciency part, observe that the DN -conservative dilation Σ˜FM,nc of the system ΣFM,nc
in Theorem 5.11 is uniform. Thus, in view of the remark preceding this Theorem,
the corresponding DN -conservative dilation Σ˜FM,c of the system ΣFM,c is also uni-
form. 
Let us remark that in the commutative case not every dilation of a FM sys-
tem is uniform (in contrast with the non-commutative case, see Proposition 5.4).
Moreover, not every DN -conservative dilation is uniform (which implies that The-
orem 5.12 is an improvement of Theorem 5.11). To show this, we may use Exam-
ple 4.12 and the observation that for the case where the input and output spaces
are zero (i.e., U = Y = {0}) the notions of KV system and of FM system coincide,
both in the commutative and in the non-commutative settings.
6. Dilations of BGM systems
6.1. The non-commutative setting. We will say that the non-commutative
BGM system Σ˜BGM,nc = (G; U˜ ; X˜ ,U ,Y) is a dilation of the non-commutative BGM
system ΣBGM,nc = (G;U ;X ,U ,Y) if, for each n ∈ Z+ \ {0}, Z = (Ze1 , . . . , ZeN ) ∈
(Cn×n)N and s ∈ {s1, . . . , snS} there exist subspaces DZ,s and D∗,Z,s in X˜s ⊗ Cn
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such that
X˜s ⊗ Cn = DZ,s ⊕ (Xs ⊗ Cn)⊕D∗,Z,s for s = s1, . . . , snS , (6.1)
(A˜r(e),s ⊗ Ze)DZ,s ⊂ DZ,s(e), (C˜s ⊗ In)DZ,s = {0},
(A˜r(e),s ⊗ Ze)∗D∗,Z,s(e) ⊂ D∗,Z,s, (B˜r(e) ⊗ Ze)∗D∗,Z,s(e) = {0},
for e = e1, . . . , eN and s = s1, . . . , snS , (6.2)
Ar,s = PXr A˜r,s|Xs , Br = PXr B˜r, Cs = C˜s|Xs , D = D˜,
for r = r1, . . . , rnR and s = s1, . . . , snS . (6.3)
In particular, we have the following special cases of this definition.
Non-commutative FM systems. In this case E = {e1, . . . , eN}, S = {s1},
R = {r1, . . . , rN}, A = colk=1,...,n[Ak], B = colk=1,...,n[Bk]. Thus (6.1) turns into
X˜ ⊗ Cn = DZ ⊕ (X ⊗ Cn)⊕D∗,Z, (6.4)
(6.2) turns into
(A˜k ⊗ Zk)DZ ⊂ DZ, (C˜ ⊗ In)DZ = {0}
(A˜k ⊗ Zk)∗D∗,Z ⊂ D∗,Z, (B˜k ⊗ Zk)∗D∗,Z = {0},
k = 1, . . . , N, (6.5)
and (6.3) turns into
Ak = PX A˜k|X , Bk = PX B˜k, C = C˜|X , D = D˜, k = 1, . . . , N, (6.6)
and altogether they are equivalent to the definition of dilation for non-commutative
FM systems given in Section 5.1. Indeed, (6.4) coincides with (5.1), (6.5) implies
(5.2), and (6.6) implies (5.3). On the other hand, by Proposition 5.4, any dilation
of a non-commutative FM system is uniform, and choosing DZ = D ⊗ Cn and
D∗,Z = D∗⊗Cn as in the definition of uniform dilation, we obtain that (5.9)–(5.11)
imply (6.4)–(6.6).
Non-commutative GR systems. Here E = {e1, . . . , eN}, S = {s1, . . . , sN},
R = {r1, . . . , rN}. Then (6.1)–(6.3) turn into
X˜k ⊗ Cn = DZ,k ⊕ (Xk ⊗ Cn)⊕D∗,Z,k, k = 1, . . . , N, (6.7)
(A˜kj ⊗ Zk)DZ,j ⊂ DZ,k, (C˜j ⊗ In)DZ,j = {0},
(A˜kj ⊗ Zj)∗D∗,Z,k ⊂ D∗,Z,j , (B˜k ⊗ Zk)∗D∗,Z,k = {0},
k, j = 1, . . . , N, (6.8)
Akj = PXkA˜kj |Xj , Bk = PXkB˜k, Cj = C˜j |Xj , k, j = 1, . . . , N. (6.9)
Remark 6.1. Let us show that the dilation Σ˜BGM,nc = (G; U˜ ; X˜ ,U ,Y) of a non-
commutative BGM system ΣBGM,nc = (G;U ;X ,U ,Y), when these two systems are
considered as non-commutative FM systems (see Section 2.4), is in particular a
dilation of a non-commutative FM system in the sense of Section 5.1. Set DZ :=⊕
s∈S DZ,s, D∗,Z :=
⊕
s∈S D∗,Z,s, Ak := IΣ,ekA ∈ L(
⊕
s∈S Xs), Bk = IΣ,ekB ∈
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L(U ,⊕s∈S Xs), k = 1, . . . , N . Then (5.1) and (5.3) are obvious. We see also that
(IeΣ,eA˜⊗ Ze)DZ,s =


0 . . . 0
...
...
A˜r(e),s1 . . . A˜r(e),snS
...
...
0 . . . 0
⊗ Ze
DZ,s
= (A˜r(e),s ⊗ Ze)DZ,s ⊂ DZ,s(e) ⊂ DZ,
where in the matrix above only the s(e)-th block row is non-zero, and we consider
the spaces DZ,s and DZ,s(e) as the subspaces of the s-th and s(e)-th components
Xs and Xs(e) in the orthogonal sum
⊕
s∈S Xs, respectively. Therefore,
(A˜⊗ Z)DZ =
∑
e∈E
(IeΣ,eA˜⊗ Ze)⊕
s∈S
DZ,s ⊂ DZ.
Since (C˜s ⊗ In)DZ,s = {0}, we have
(C˜ ⊗ In)DZ =
∑
s∈S
(C˜s ⊗ In)DZ,s = {0}.
We see also that
(IeΣ,eA˜⊗ Ze)∗D∗,Z,s(e) =

 0 . . . (A˜r(e),s1)
∗ . . . 0
...
...
...
0 . . . (A˜r(e),snS )
∗ . . . 0
⊗ Z∗e
D∗,Z,s(e)
=
nS⊕
j=1
(A˜r(e),sj ⊗ Ze)∗D∗,Z,s(e) ⊂
nS⊕
j=1
D∗,Z,sj = D∗,Z,
where in the matrix above only the s(e)-th block column is non-zero. Therefore,
(A˜⊗ Z)∗D∗,Z =
∑
e∈E
(IeΣ,eA˜⊗ Ze)∗⊕
s∈S
D∗,Z,s =
∑
e∈E
(IeΣ,eA˜⊗ Ze)∗D∗,Z,s(e) ⊂ D∗,Z.
Since
(IeΣ,eB˜ ⊗ Ze)∗D∗,Z =
([
0 . . . (B˜r(e))∗ . . . 0
]
⊗ Z∗e
)⊕
s∈S
D∗,Z,s
= ((B˜r(e))∗ ⊗ Z∗e )D∗,Z,s(e) = {0},
where in the row matrix above only the s(e)-th block entry is non-zero, we get
(B˜⊗ Z)∗D∗,Z =
∑
e∈E
(IeΣ,eB˜ ⊗ Ze)∗D∗,Z = {0}.
Finally, all the relations in (5.2) are fulfilled.
Remark 6.1 together with Proposition 5.2 imply the following.
Proposition 6.2. The transfer functions TΣBGM,nc and TeΣBGM,nc of a system
ΣBGM,nc = (G;U ;X ,U ,Y) and of its dilation Σ˜BGM,nc = (G; U˜ ; X˜ ,U ,Y) coincide.
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Let the non-commutative BGM system Σ˜BGM,nc = (G; U˜ ; X˜ ,U ,Y) be a dilation
of the non-commutative BGM system ΣBGM,nc = (G;U ;X ,U ,Y). We will say that
such a dilation is uniform if the subspaces DZ,s and D∗,Z,s for s = s1, . . . , snS from
the equalities (6.1) and (6.2) are independent of Z and have the form DZ,s = Ds⊗Cn
and D∗,Z,s = D∗,s⊗Cn. Thus we say that Σ˜BGM,nc is a uniform dilation of ΣBGM,nc
if there exist subspaces Ds and D∗,s in X˜s such that
X˜s = Ds ⊕Xs ⊕D∗,s for s = s1, . . . , snS , (6.10)
A˜r(e),sDs ⊂ Ds(e), C˜sDs = {0},
A˜∗r(e),sD∗,s(e) ⊂ D∗,s, B˜∗r(e)D∗,s(e) = {0},
for e = e1, . . . , eN , s = s1, . . . , snS , (6.11)
Ar,s = PXr A˜r,s|Xs , Br = PXr B˜r, Cs = C˜s|Xs , D = D˜
for r = r1, . . . , rnR , s = s1, . . . , snS . (6.12)
It is easy to see that this definition agrees with the definition of uniform dilation
given in Section 5.1 for the particular case of non-commutative FM systems. For
the particular case of non-commutative GR systems, (6.10)–(6.12) turn into
X˜k = Dk ⊕Xk ⊕D∗,k for k = 1, . . . , N, (6.13)
A˜kjDj ⊂ Dk, C˜jDj = {0},
A˜∗kjD∗,k ⊂ D∗,j , B˜∗kD∗,k = {0},
, k, j = 1, . . . , N, (6.14)
Akj = PXkA˜kj |Xj , Bk = PXkB˜k, Cj = C˜j |Xj , D = D˜, k, j = 1, . . . , N. (6.15)
Given a BGM system ΣBGM = (G;U ;X ,U ,Y), let us introduce, adapting the
notation from [2], the following notations: for w = ei1 · · · eim a word in the edges
of the graph G, with m = 2, 3, . . ., set
Aw := Ar(ei1 ),s(ei2 )Ar(ei2 ),s(ei3 ) · · ·Ar(eim−1 ),s(eim ), (C[A)w := Cs(ei1 )Aw,
(A]B)w := AwBr(eim ), (C[A]B)
w = Cs(ei1 )A
wBr(eim ),
and also
Aek := IXr(ek) = IXs(ek) , (C[A)
ek := Cs(ek), (A]B)
ek := Br(ek), k = 1, . . . , N.
Proposition 6.3. For non-commutative BGM systems ΣBGM,nc = (G;U ;X ,U ,Y)
and Σ˜BGM,nc = (G; U˜ ; X˜ ,U ,Y) the following statements are equivalent:
(i): Σ˜BGM,nc is a dilation of ΣBGM,nc;
(ii): Σ˜BGM,nc is a uniform dilation of ΣBGM,nc;
(iii): X˜p ⊃ Xp for p = p1, . . . , pnP , and the following equalities hold for w =
ei1 · · · eim , m = 1, 2, . . .:
Aw = PXr(ei1 )A˜
w|Xs(eim ) , (6.16)
(A]B)w = PXr(ei1 )(A˜]B˜)
w, (6.17)
(C[A)w = (C˜[A˜)w|Xs(eim ) , (6.18)
(C[A]B)w = (C˜[A˜]B˜)w. (6.19)
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Proof. (i)⇒(iii). From the definition of dilation of non-commutative BGM systems
it follows that X˜p ⊃ Xp for each p ∈ P . By Remark 6.1 and Proposition 5.3, it
follows from (5.5) that for w = ei1 · · · eim , m = 1, 2, . . . , and k = 1, . . . , N one has
Awek = Ar(ei1 ),s(ei2 )Ar(ei2 ),s(ei3 ) · · ·Ar(eim−1 ),s(eim )Ar(eim ),s(ek)
= PXs(ei1 )IΣ,ei1AIΣ,ei2A · · · IΣ,eimA|Xs(ek)
= PXs(ei1 )A
w|Xs(ek) = PXs(ei1 )
(
PL
s∈S XsA˜
w|L
s∈S Xs
) ∣∣∣Xs(ek)
= PXs(ei1 )A˜
w|Xs(ek) = PXs(ei1 )
(
P eXs(ei1 )A˜w| eXs(ek)
) ∣∣∣Xs(ek)
= PXs(ei1 )
(
P eXs(ei1 )IeΣ,ei1 A˜IeΣ,ei2 A˜ · · · IeΣ,eim A˜| eXs(ek)
) ∣∣∣Xs(ek)
= PXs(ei1 )A˜r(ei1 ),s(ei2 )A˜r(ei2 ),s(ei3 ) · · · A˜r(eim−1 ),s(eim )A˜r(eim ),s(ek)|Xs(ek)
= PXr(ei1 )A˜
wek |Xs(ek)
(here we used the fact that Xr(ei1 ) = Xs(ei1 )). Thus, (6.16) holds. The proof of
equalities (6.17)–(6.19) is analogous.
(iii)⇒(ii). We define for s ∈ S:
Ds :=
∨
w=ei1 ···eim : m≥1, s(ei1 )=s
A˜w
 N∑
j=1
(A˜r(eim ),s(ej) −Ar(eim ),s(ej))Xs(ej)
+ (B˜r(eim ) −Br(eim ))U
)
.
Then Ds ⊂ X˜r(ei1 ) = X˜s(ei1 ) = X˜s. Moreover, Ds ⊥ Xs. Indeed, for arbitrary
j ∈ {1, . . . , N}, xj ∈ Xs(ej), u ∈ U and w = ei1 · · · eim with m ≥ 1, s(ei1) = s, we
have
PXsA˜
w
(
A˜r(eim ),s(ej)xj −Ar(eim ),s(ej)xj + B˜r(eim )u−Br(eim )u
)
= PXsA˜
wejxj − (PXsA˜w|Xs(eim )) ·Ar(eim ),s(ej)xj
+ PXs(A˜]B˜)
wu− (PXsA˜w|Xs(eim )) ·Br(eim )u
= Awejxj −Aw ·Ar(eim ),s(ej)xj + (A]B)wu−Aw ·Br(eim )u
= 0.
Hence PXsDs = {0}, and Ds ⊥ Xs. Set
D∗,s := X˜s 	 (Ds ⊕Xs), s ∈ S.
Then (6.10) is true. From the definition of Ds we obtain that A˜r(e),sDs ⊂ Ds(e), s ∈
S, e ∈ E. Further, for arbitrary j ∈ {1, . . . , N}, xj ∈ Xs(ej), u ∈ U and w =
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ei1 · · · eim with m ≥ 1, s(ei1) = s, we have
C˜sA˜
w
(
A˜r(eim ),s(ej)xj −Ar(eim ),s(ej)xj + B˜r(eim )u−Br(eim )u
)
= (C˜[A˜)wejxj −
(
(C˜[A˜)w|Xs(eim )
)
·Ar(eim ),s(ej)xj
+ (C˜[A˜]B˜)wu−
(
(C˜[A˜)w|Xs(eim )
)
·Br(eim )u
= (C[A)wejxj − (C[A)w ·Ar(eim ),s(ej)xj + (C[A]B)wu− (C[A)w ·Br(eim )u
= 0.
From here we obtain that C˜sDs = {0}, s ∈ S. For arbitrary e ∈ E, s ∈ S, xs ∈ Xs
we have
A˜r(e),sxs = (A˜r(e),sxs −Ar(e),sxs) +Ar(e),sxs ∈ Ds(e) ⊕Xs(e).
It was shown above that A˜r(e),sDs ⊂ Ds(e). Hence, A˜r(e),s(Ds⊕Xs) ⊂ Ds(e)⊕Xs(e).
From here we get (A˜r(e),s)∗D∗,s(e) ⊂ D∗,s. For an arbitrary u ∈ U we have
B˜r(e)u = (B˜r(e)u−Br(e)u) +Br(e)u ∈ Ds(e) ⊕Xs(e) = X˜s(e) 	D∗,s(e).
Then we get (B˜r(e))∗D∗,s(e) = {0}, e ∈ E. We have proved all the relations
in (6.11). The equalities (6.12) are special cases of the equalities (6.16)–(6.18).
Finally, the system Σ˜BGM,nc is a uniform dilation of the system ΣBGM,nc.
(ii)⇒(i) is obvious. 
Remark 6.4. It is easy to see that the dilation Σ˜BGM,nc of a non-commutative BGM
system ΣBGM,nc is uniform if and only if it is uniform as a dilation in the sense
of non-commutative FM systems (see Remark 6.1). Thus the equivalence (i)⇔(ii)
follows also from Proposition 5.4.
In order to prove a conservative dilation theorem for non-commutative BGM
systems we will need a unitary dilation lemma for 1D operator nodes. Let
U =
[
A B
C D
]
∈ L(X1 ⊕ U ,X2 ⊕ Y).
We will call the collection of data α = (1;A,B,C,D;X1,X2,U ,Y) a 1D contractive
(respectively, unitary) operator node if U is a contractive (respectively, unitary)
operator. Clearly, in the case where X1 = X2 (= X ) we get the standard definition
of 1D operator node, and in this case we write α = (1;A,B,C,D;X ,U ,Y). The
1D node α˜ = (1; A˜, B˜, C˜,D; X˜1, X˜2,U ,Y) is said to be a dilation of the 1D node
α = (1;A,B,C,D;X1,X2,U ,Y) if there exist subspaces D1 and D1,∗ in X˜1, and
subspaces D2 and D2,∗ in X˜2 such that
X˜j = Dj ⊕Xj ⊕Dj,∗, j = 1, 2,
and with respect to these decompositions,
A˜ =
 ∗ ∗ ∗0 A ∗
0 0 ∗
 , B˜ =
 ∗B
0
 ,
C˜ =
[
0 C ∗ ] .
Lemma 6.5. Every contractive 1D node has a unitary dilation with D1 = D2,
D1,∗ = D2,∗.
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Proof. For the case where X1 = X2 this Lemma is a well known fact [5].
Let α = (1;A,B,C,D;X1,X2,U ,Y) be a contractive 1D node. Then so is β =
(1; 0, 0, 0, U =
[
A B
C D
]
; {0},X1⊕U ,X2⊕Y). It follows from the paragraph above
that there exists a unitary dilation βˆ = (1; Aˆ, Bˆ, Cˆ, U ; Xˆ ,X1⊕U ,X2⊕Y) of a node
β, i.e., there exist Hilbert spaces D and D∗ such that
Xˆ = D ⊕D∗,
and with respect to this decomposition and the decompositions X1⊕U and X2⊕Y
of the input space and of the output space, respectively, of the node βˆ,
Aˆ =
[
Aˆ11 Aˆ12
0 Aˆ22
]
, Bˆ =
[
Bˆ11 Bˆ12
0 0
]
,
Cˆ =
[
0 Cˆ12
0 Cˆ22
]
,
and Uˆ =
[
Aˆ Bˆ
Cˆ U
]
∈ L(Xˆ ⊕ (X1⊕U), Xˆ⊕ (X2⊕Y)) is a unitary operator. Define
a node α˜ = (1; A˜, B˜, C˜,D; X˜1, X˜2,U ,Y), where
X˜1 = D ⊕X1 ⊕D∗, X˜2 = D ⊕X2 ⊕D∗,
and with respect to these decompositions,
A˜ =
 Aˆ11 Bˆ11 Aˆ120 A Cˆ12
0 0 Aˆ22
 , B˜ =
 Bˆ12B
0
 ,
C˜ =
[
0 C Cˆ22
]
.
Clearly, α˜ is a dilation of α. Since the operator
U˜ =
[
A˜ B˜
C˜ D
]
∈ L((D ⊕X1 ⊕D∗)⊕ U , (D ⊕X2 ⊕D∗)⊕ Y)
is obtained from the operator
Uˆ =
[
Aˆ Bˆ
Cˆ U
]
∈ L((D ⊕D∗)⊕ (X1 ⊕ U), (D ⊕D∗)⊕ (X2 ⊕ Y))
by the permutation of subspaces:
U˜ =

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 Uˆ

1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
 ,
U˜ is a unitary operator. It follows that the 1D node α˜ is a unitary dilation of the
1D node α. 
Theorem 6.6. Every dissipative non-commutative BGM system has a (uniform)
conservative dilation.
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Proof. Let the non-commutative BGM system ΣBGM,nc = (G;U ;X ,U ,Y) be dissi-
pative. Then the operator
U =
[
A B
C D
]
∈ L
((⊕
s∈S
Xs
)
⊕ U ,
(⊕
r∈R
Xr
)
⊕ Y
)
is contractive, i.e., the 1D node α = (1;A,B,C,D;
⊕
s∈S Xs,
⊕
r∈R Xr,U ,Y) is
contractive. By Proposition 6.5, this 1D node α has a unitary dilation αˇ =
(1; Aˇ, Bˇ, Cˇ,D; Xˇ1, Xˇ2,U ,Y), where
Xˇ1 = D ⊕
(⊕
s∈S
Xs
)
⊕D∗, Xˇ2 = D ⊕
(⊕
r∈R
Xr
)
⊕D∗.
Define the 1D node αˆ = (1; Aˆ, Bˆ, Cˆ,D; Xˆ1, Xˆ2,U ,Y), where
Xˆ1 =
( −1⊕
k=−∞
D(k)
)
⊕
(⊕
s∈S
Xs
)
⊕
( ∞⊕
k=1
D(k)∗
)
=
( −2⊕
k=−∞
D(k)
)
⊕ Xˇ1 ⊕
( ∞⊕
k=2
D(k)∗
)
,
Xˆ2 =
( −1⊕
k=−∞
D(k)
)
⊕
(⊕
r∈R
Xr
)
⊕
( ∞⊕
k=1
D(k)∗
)
=
( −2⊕
k=−∞
D(k)
)
⊕ Xˇ2 ⊕
( ∞⊕
k=2
D(k)∗
)
,
D(k) (respectively, D(k)∗ ) are different copies of D (respectively, D∗), k = 1, 2, . . .,
and
Aˆ =
 I 0 00 Aˇ 0
0 0 I
 ∈ L(( −2⊕
k=−∞
D(k)
)
⊕ Xˇ1 ⊕
( ∞⊕
k=2
D(k)∗
)
,
( −2⊕
k=−∞
D(k)
)
⊕ Xˇ2 ⊕
( ∞⊕
k=2
D(k)∗
))
,
Bˆ =
 0Bˇ
0
 ∈ L(U ,( −2⊕
k=−∞
D(k)
)
⊕ Xˇ2 ⊕
( ∞⊕
k=2
D(k)∗
))
,
Cˆ =
[
0 Cˇ 0
] ∈ L(( −2⊕
k=−∞
D(k)
)
⊕ Xˇ1 ⊕
( ∞⊕
k=2
D(k)∗
)
,Y
)
.
Clearly, αˆ is a unitary dilation of αˇ. Since, in turn, αˇ is a unitary dilation of α, so
is αˆ.
Let S1 = {s1, . . . , sν} (respectively, R1 = {r1, . . . , rµ}) be the first path com-
ponent in the set S (respectively, R) of source (respectively, range) vertices of the
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graph G. Set
Dsi =
0⊕
j=−∞
D(−i+jν), D∗,si =
∞⊕
j=0
D(i+jν)∗ , i = 1, . . . , ν,
Dsi = {0} = D∗,si , i = ν + 1, . . . , nS ,
Drl =
0⊕
j=−∞
D(−l+jµ), D∗,rl =
∞⊕
j=0
D(l+jµ)∗ , l = 1, . . . , µ,
Drl = {0} = D∗,rl , l = µ+ 1, . . . , nR,
X˜si = Dsi ⊕Xsi ⊕D∗,si , i = 1, . . . , nS ,
X˜rl = Drl ⊕Xrl ⊕D∗,rl , l = 1, . . . , nR.
Then the spaces X˜1 =
⊕nS
i=1 X˜si and X˜2 =
⊕nR
l=1 X˜rl are obtained from the spaces Xˆ1
and Xˆ2, respectively, by subspace rearrangement transformations T1 = T ∗1 = T−11
and T2 = T ∗2 = T
−1
2 . The corresponding 1D node α˜ = (1; A˜, B˜, C˜,D; X˜1, X˜2,U ,Y) is
unitarily similar to the 1D node αˆ = (1; Aˆ, Bˆ, Cˆ,D; Xˆ1, Xˆ2,U ,Y), i.e., with unitary
operators T1 ∈ L(Xˆ1, X˜1) and T2 ∈ L(Xˆ2, X˜2),
A˜ = T2AˆT−11 , B˜ = T2Bˆ, C˜ = CˆT
−1
1 .
Since
U˜ =
[
A˜ B˜
C˜ D
]
=
[
T2 0
0 IY
] [
Aˆ Bˆ
Cˆ D
] [
T−11 0
0 IU
]
=
[
T2 0
0 IY
]
Uˆ
[
T−11 0
0 IU
]
is a unitary operator, α˜ is a unitary 1D node. Then the system Σ˜BGM,nc =
(G; U˜ ; X˜ ,U ,Y), with X˜ = {X˜p}p∈P , is conservative. It is now straightforward
to check that the relations (6.1)–(6.3) hold, and thus Σ˜BGM,nc is a conservative
dilation of ΣBGM,nc. 
Remark 6.7. For the case where µ = ν it suffices to have finitely many copies of
the spaces D and D∗:
Xˆ1 =
( −1⊕
k=−ν
D(k)
)
⊕
(⊕
s∈S
Xs
)
⊕
(
ν⊕
k=1
D(k)∗
)
,
Xˆ2 =
( −1⊕
k=−ν
D(k)
)
⊕
(⊕
r∈R
Xr
)
⊕
(
ν⊕
k=1
D(k)∗
)
,
then define
Dsi = Dri = D(−i), D∗,si = D∗,ri = D(i)∗ , i = 1, . . . , ν,
Dsi = {0} = D∗,si , i = ν + 1, . . . , nS ,
Drl = {0} = D∗,rl , l = µ+ 1, . . . , nR,
X˜si = Dsi ⊕Xsi ⊕D∗,si , i = 1, . . . , nS ,
X˜rl = Drl ⊕Xrl ⊕D∗,rl , l = 1, . . . , nR,
and proceed in the same way as in the proof of Theorem 6.6 for the definitions of
αˆ, α˜, and Σ˜BGM,nc.
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6.2. The commutative setting. We will say that the commutative BGM system
Σ˜BGM,c = (G; U˜ ; X˜ ,U ,Y) is a dilation of the commutative BGM system ΣBGM,c =
(G;U ;X ,U ,Y) if there exist subspaces Ds and D∗,s in X˜s, s ∈ S, such that
(6.10)–(6.12) hold, i.e., if the associated non-commutative BGM system Σ˜BGM,nc =
(G; U˜ ; X˜ ,U ,Y) is a uniform dilation of the associated non-commutative BGM sys-
tem ΣBGM,nc = (G;U ;X ,U ,Y). Let us note that the structure of BGM systems
forces this definition of dilation for commutative BGM systems to be the most
natural. E.g., if one tries to adapt the definition of dilation of a non-commutative
BGM system from Section 6.1 to the commutative case by considering subspaces
Dz,s and D∗,z,s for z ∈ CN satisfying (6.1) and (6.2) then these subspaces turn out
to be independent of the value of z, thus the dilation can be chosen uniform.
Proposition 6.8. The transfer functions of a system ΣBGM,c = (G;U ;X ,U ,Y)
and of its dilation Σ˜BGM,c = (G; U˜ ; X˜ ,U ,Y) coincide.
Proof. By Proposition 6.2, the transfer functions of the associated non-commutative
BGM systems ΣBGM,nc = (G;U ;X ,U ,Y) and Σ˜BGM,nc = (G; U˜ ; X˜ ,U ,Y) coincide:
TΣBGM,nc = TΣ˜BGM,nc . Replacing the non-commuting indeterminates by the com-
muting ones gives the equality TΣBGM,c = TΣ˜BGM,c . 
From Theorem 6.6 and the definition of dilation of a commutative BGM system
we obtain the following.
Theorem 6.9. Every dissipative commutative BGM system has a conservative
dilation.
Thus, we see some discrepancy in properties of dissipative commutative BGM
systems, on the one hand, and of dissipative commutative KV systems and DN -
dissipative FM systems, on the other hand.
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