We explore the representational space of emotions by combining methods from different academic fields. Cognitive science has proposed appraisal theory as a view on human emotion with previous research showing how human-rated abstract event features can predict finegrained emotions and capture the similarity space of neural patterns in mentalizing brain regions. At the same time, natural language processing (NLP) has demonstrated how transfer and multitask learning can be used to cope with scarcity of annotated data for text modeling.
Introduction
The representational space of emotions has been studied from several, generally disjoint approaches. On one hand, cognitive science has proposed principled and rich theories that involve fine-grained cognitive representations and causal dynamics (Scherer, 1999) . On the other, using datasets with thousands of examples and many parameters that normally don't involve semantically interpretable representations, machine learning has been making progress on natural language processing tasks like sentiment and emotion analysis. This work is a preliminary step in combining both approaches to improve emotion representation analysis from text.
In situations limited by scarcity of data, humans rely on generalization from experience obtained in related tasks. Similarly in machine learning, parts of a model learned for one task can be transferred and reused in another related setting. Moreover, multi-tasking (Collobert & Weston, 2008 ) learns useful representations for multiple purposes by jointly training a model on different simultaneous tasks. We build upon and combine the work of two previous papers. First, Skerry and Saxe (2015) identify a space of abstract situation features that well captures the fine-grained emotion discrimination that subjects make behaviorally on a set of 200 stimuli containing stories with emotional content. Moreover, they find that Theory of Mind (ToM) brain regions contains information about attributed emotions that can best be captured by the same space. Second, Felbo et al. (2017) pretrain a deep learning model (DeepMoji) to predict emojis on a dataset with 634 million tweets containing 1 of 64 emojis, thereby learning a general representation of emotion that they use to obtain state-of-the-art performance on several benchmark datasets involving emotion, sarcasm and sentiment.
Theory and Methods
Among the alternative theories of the representational space of emotions, "appraisal theory" has been proposed as a way to capture the more intricate and fine-grained emotions that people experience and that people infer from what others experience. This theory characterizes emotions in terms of peoples interpretations or "appraisals" of the events around them.
We use the stories and data from Skerry and Saxe (2015) . Subjects rated 200 stories with 38 appraisal features which of 20 emotion labels best described the emotion caused by each story (the subjects performed well above chance relative to the intended emotion, classifying the stimuli with 65% accuracy). Multi-voxel pattern analysis was also performed on fMRI images from the ToM regions of the 22 subjects (in particular, we focus on the medial prefrontal cortex (MPFC) and on the right temporal parietal junction (RTPJ)).
To evaluate whether external NLP models could improve the emotional representation from Skerry and Saxe (2015) , we combined the appraisal features with features extracted from several natural language models. "Word2Vec" is a bagof-words model trained on the Google News Corpus (Mikolov et al., 2013) ."DeepMoji" was pretrained on Twitter data and its architecture consists of an embedding layer that learns a representation for each unique word, followed by two bidirectional LSTM layers. Each LSTM layer has direct access to the embedding layer to allow more direct gradient flow. The representation obtained through the embedding layer is averaged and concatenated with the output of the LSTM layers as shown in Figure 1 1 . This "Concat" layer contains the representation learned for the entire text and therefore contains the features used for the experiments in this paper.
MultiTask Learning
We also tested a new representation by training on the simultaneous 3 tasks of reconstructing appraisals, predicting emojis and predicting emotions. To do this we fixed the parameters of DeepMoji and trained a subsequent layer of 38 dimensions ('appraisals') to reconstruct the abstract features with an mean square error loss. This layer, along with the 'Concat' layer were used as input to two additional softmax layers trained to predict emojis and emotions, each with a categorical cross entropy loss. When training we alternated between predicting emojis using tweets and predicting emotions and appraisals using stories. 
Experiments and Results

Emotion Prediction
We tested the different models in their 20-way emotion classification capability both in combination with the manually annotated appraisal features and directly from text. A linear support vector machine (SVM) trained on appraisal features alone achieved 58% while train on the combination of appraisal features and the multitasking representation achieved almost human level performance at 65%. These results seem high given the small dataset size. Representational Similarity Analysis We examine whether the improvement in classification of the representation learned in a multitasking way is reflected in a higher similarity with the structure of the representations on the ToM brain regions by comparing the representational dissimilarity matrices (RDMs) for the different neural and model feature spaces. We report results as the mean across multiple runs with different seeds. As shown in Figure 2 , the similarity of the representations learned through multitasking had a similar structure to that of the appraisal space (Kendall's tau of .74). The extent to which the feature spaces account for the similarity of the neural patterns is reported in Table 2 . It does not escape our notice that the model trained for multitasking not only improves the classification of behavioral data, but also generates a closer match to the similarity space of the mentalizing brain regions than the human-labeled appraisal features alone. 
