Abstract. Let G 3n,p,3 be a random 3-colorable graph on a set of 3n vertices generated as follows. First, split the vertices arbitrarily into three equal color classes, and then choose every pair of vertices of distinct color classes, randomly and independently, to be edges with probability p. We describe a polynomial-time algorithm that finds a proper 3-coloring of G 3n,p,3 with high probability, whenever p ≥ c/n, where c is a sufficiently large absolute constant. This settles a problem of Blum and Spencer, who asked if an algorithm can be designed that works almost surely for p ≥ polylog(n)/n [J. Algorithms, 19 (1995), pp. 204-234]. The algorithm can be extended to produce optimal k-colorings of random k-colorable graphs in a similar model as well as in various related models. Implementation results show that the algorithm performs very well in practice even for moderate values of c.
Introduction.
A vertex coloring of a graph G is proper if no adjacent vertices receive the same color. The chromatic number χ(G) of G is the minimum number of colors in a proper vertex coloring of G. The problem of determining or estimating this parameter has received a considerable amount of attention in combinatorics and in theoretical computer science, as several scheduling problems are naturally formulated as graph coloring problems. It is well known (see [13, 12] ) that the problem of properly coloring a graph of chromatic number k with k colors is NP-hard, even for any fixed k ≥ 3, and it is therefore unlikely that there are efficient algorithms for optimally coloring an arbitrary 3-chromatic input graph.
On the other hand, various researchers noticed that random k-colorable graphs are usually easy to color optimally. Polynomial-time algorithms that optimally color random k-colorable graphs, for every fixed k with high probability, have been developed by Kucera [15] , Turner [18] , and Dyer and Frieze [8] ; the latter paper provides an algorithm whose average running time over all k-colorable graphs on n vertices is polynomial. Note, however, that most k-colorable graphs are quite dense and, hence, easy to color. In fact, in a typical k-colorable graph, the number of common neighbors of any pair of vertices with the same color exceeds considerably that of any pair of vertices of distinct colors, and hence a simple coloring algorithm based on this fact already works with high probability. It is more difficult to color sparser random kcolorable graphs. A precise model for generating sparse random k-colorable graphs is described in the next subsection, where the sparsity is governed by a parameter p that specifies the edge probability. Petford and Welsh [16] suggested a randomized heuristic for 3-coloring random 3-colorable graphs and supplied experimental evidence that it works for most edge probabilities. Blum and Spencer [6] (also see [3] for some related results) designed a polynomial algorithm and proved that it optimally colors, with high probability, random 3-colorable graphs on n vertices with edge probability p provided p ≥ n ǫ /n for some arbitrarily small but fixed ǫ > 0. Their algorithm is based on a path-counting technique and can be viewed as a natural generalization of the simple algorithm based on counting common neighbors (that counts paths of length 2) mentioned above.
Our main result here is a polynomial-time algorithm that works for sparser random 3-colorable graphs. If the edge probability p satisfies p ≥ c/n, where c is a sufficiently large absolute constant, the algorithm optimally colors the corresponding random 3-colorable graph with high probability. This settles a problem of Blum and Spencer [6] who asked if an algorithm can be designed that works almost surely for p ≥ polylog(n)/n. (Here and in what follows, almost surely always means "with probability that approaches 1 as n tends to infinity.") The algorithm uses the spectral properties of the graph and is based on the fact that, almost surely, a rather accurate approximation of the color classes can be read from the eigenvectors corresponding to the smallest two eigenvalues of the adjacency matrix of a large subgraph. This approximation can then be improved to yield a proper coloring.
The algorithm can be easily extended to the case of k-colorable graphs, for any fixed k, and to various models of random regular 3-colorable graphs.
We implemented our algorithm and tested it for hundreds of graphs drawn at random from the distribution of G 3n,p, 3 . Experiments show that our algorithm performs very well in practice. The running time is a few minutes on graphs with up to 100,000 nodes, and the range of edge probabilities on which the algorithm is successful is in fact even larger than what our analysis predicts.
1.1. The model. There are several possible models for random k-colorable graphs. See [8] for some of these models and for the relation between them. Our results hold for most of these models, but it is convenient to focus on one, which will simplify the presentation. Let V be a fixed set of kn labeled vertices. For a real p = p(n), let G kn,p,k be the random graph on the set of vertices V obtained as follows: first, split the vertices of V arbitrarily into k color classes W 1 , . . . , W k , each of cardinality n. Next, for each u and v that lie in distinct color classes, choose uv to be an edge, randomly and independently, with probability p. The input to our algorithm is a graph G kn,p,k obtained as above, and the algorithm succeeds to color it if it finds a proper k coloring. Here we are interested in fixed k ≥ 3 and large n. We say that an algorithm colors G kn,p,k almost surely if the probability that a randomly chosen graph, as above, is properly colored by the algorithm tends to one as n tends to infinity. Note that we consider here deterministic algorithms, and the above statement means that the algorithm succeeds in coloring almost all random graphs generated.
A closely related model to the one given above is the model in which we do not insist that the color classes have equal sizes. In this model one first splits the set of vertices into k disjoint color classes by letting each vertex choose its color randomly, independently, and uniformly, among the k possibilities. Next, one chooses every pair of vertices of distinct color classes to be edges with probability p. All of our results hold for both models, and we focus on the first one as it is more convenient. To simplify the presentation, we restrict our attention to the case k = 3 of 3-colorable graphs, since the results for this case easily extend to every fixed k. In addition, we make no attempt to optimize the constants and assume, whenever this is needed, that c is a sufficiently large constant, and the number of vertices 3n is sufficiently large.
The algorithm.
Here is a description of the algorithm, which consists of three phases. Given a graph G = G 3n,p,3 = (V, E), define d = pn. Let G ′ = (V, E ′ ) be the graph obtained from G by deleting all edges incident to a vertex of degree greater than 5d. Denote by A the adjacency matrix of G ′ , i.e., the 3n by 3n matrix (a uv ) u,v∈V defined by a uv = 1 if uv ∈ E ′ and a uv = 0 otherwise. It is well known that, since A is symmetric, it has real eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ 3n and an orthonormal basis of eigenvectors e 1 , e 2 , . . . , e 3n , where Ae i = λ i e i . The crucial point is that, almost surely, one can deduce a good approximation of the coloring of G from e 3n−1 and e 3n . Note that there are several efficient algorithms to compute the eigenvalues and the eigenvectors of symmetric matrices (cf. [17] ) and hence e 3n−1 and e 3n can certainly be calculated in polynomial time. For the remainder of the algorithm, we will deal with G rather than G ′ . Let t be a nonzero linear combination of e 3n−1 and e 3n whose median is zero; that is, the number of positive components of t as well as the number of its negative components are both at most 3n/2. (It is easy to see that such a combination always exists and can be found efficiently.) Suppose also that t is normalized so that its
. This is an approximation for the coloring, which will be improved in the second phase by iterations, and then in the third phase to obtain a proper 3-coloring.
In iteration i of the second phase, 0 < i ≤ q = ⌈log n⌉, construct the color classes V −Ω(d) vertices. The third phase consists of two stages. First, repeatedly uncolor every vertex colored j that has less than d/2 neighbors (in G) colored l for some l ∈ {1, 2, 3} − {j}. Then, if the graph induced on the set of uncolored vertices has a connected component of size larger than log 3 n, the algorithm fails. Otherwise, find a coloring of every component consistent with the rest of the graph using brute-force exhaustive search. If the algorithm cannot find such a coloring, it fails.
Our main result is the following. Theorem 1.1. If p > c/n, where c is a sufficiently large constant, the algorithm produces a proper 3-coloring of G with probability 1 − o(1).
The intuition behind the algorithm is as follows. Suppose that every vertex in G had exactly d neighbors in every color class other than its own. Then G ′ = G. Let F be the two-dimensional subspace of all vectors x = (x v : v ∈ V ) which are constant on every color class, and whose sum is 0. A simple calculation (as observed in [1] ) shows that any nonzero element of F is an eigenvector of A with eigenvalue −d. Moreover, if E is the union of random matchings, one can show that −d is almost surely the smallest eigenvalue of A and that F is precisely the eigenspace corresponding to −d. Thus, any linear combination t of e 3n−1 and e 3n is constant on every color class. If the median of t is 0 and its l 2 -norm is √ 2n, then t takes the values 0, 1, or −1 depending on the color class, and the coloring obtained after phase 1 of the algorithm is a proper coloring. In the model specified in subsection 1.1 these regularity assumptions do not hold, but every vertex has the same expected number of neighbors in every color class other than its own. This is why phase 1 gives only an approximation of the coloring and phases 2 and 3 are needed to obtain a proper coloring.
We prove Theorem 1.1 in the next two sections. We use the fact that, almost surely, the largest eigenvalue of G ′ is at least (1 − 2 −Ω(d) )2d, and that its two smallest eigenvalues are at most −(1 − 2
−Ω(d) )d and all other eigenvalues are in absolute value O( √ d). The proof of this result is based on a proper modification of techniques developed by Friedman, Kahn, and Szemerédi in [11] and is deferred to section 3. We show in section 2 that our modification implies that each of the two eigenvectors corresponding to the two smallest eigenvalues is close to a vector, which is a constant on every color class, where the sum of these three constants is zero. This suffices to show that the sets V 0 j form a reasonably good approximation to the coloring of G with high probability. Theorem 1.1 can then be proved by applying the expansion properties of the graph G (that hold almost surely) to show that the iteration process above converges quickly to a proper coloring of a predefined large subgraph H of G. The uncoloring procedure will uncolor all vertices which are wrongly colored, but will not affect the subgraph H. We then conclude by showing that the largest connected component of the induced subgraph of G on V − H is of logarithmic size almost surely, thereby showing that the brute-force search on the set of uncolored vertices terminates in polynomial time. We present our implementation results in section 4. Section 5 contains some concluding remarks together with possible extensions and results for related models of random graphs.
2. The proof of the main result. Let G = G 3n,p,3 = (V, E) be a random 3-colorable graph generated according to the model described above. Denote by W 1 , W 2 , and W 3 the three color classes of vertices of G. Let G ′ be the graph obtained from G by deleting all edges adjacent to vertices of degree greater than 5d, and let A be the adjacency matrix of G ′ . Denote by λ 1 ≥ λ 2 ≥ · · · ≥ λ 3n the eigenvalues of A and by e 1 , e 2 , . . . , e 3n the corresponding eigenvectors, chosen so that they form an orthonormal basis of R 3n . In this section we first show that the approximate coloring produced by the algorithm using the eigenvectors e 3n−1 and e 3n is rather accurate almost surely. Then we exhibit a large subgraph H and show that, almost surely, the iterative procedure for improving the coloring colors H correctly. We then show that the third phase finds a proper coloring of G in polynomial time, almost surely. We use the following statement, whose proof is relegated to section 3.
Proposition 2.1. In the above notation, almost surely,
One can show that, when p = o(log n/n), Proposition 2.1 would not hold if we were dealing with the spectrum of G rather than that of G ′ , since the graph G is likely to contain many vertices of degree ≫ d, and in this case the assertion of (iii) does not hold for the eigenvalues of G.
The properties of the last two eigenvectors.
In this subsection we show that the eigenvectors e 3n−1 and e 3n are almost constant on every color class. For this, we exhibit two orthogonal vectors constant on every color class which, roughly speaking, are close to being eigenvectors corresponding to −d. Let x = (x v : v ∈ V ) be the vector defined by x v = 2 for v ∈ W 1 , and
We denote by f the l 2 -norm of a vector f . Lemma 2.2. Almost surely there are two vectors
so that x − ǫ and y − δ are both linear combinations of e 3n−1 and e 3n .
Proof. We use the following lemma, whose proof is given below. Lemma 2.3. Almost surely, (A + dI)y 2 = O(nd) and (A + dI)x 2 = O(nd). We prove the existence of δ as above. The proof of the existence of ǫ is analogous. Let y = 3n i=1 c i e i . We show that the coefficients c 1 , c 2 , . . . , c 3n−2 are small compared to y . Indeed, (A + dI)y = 3n i=1 c i (λ i + d)e i , and so
where the last inequality follows from parts (i) and (iii) of Proposition 2.1.
c i e i . By equation (1) and Lemma 2.3, it follows that
On the other hand, y − δ is a linear combination of e 3n−1 and e 3n .
Note that it was crucial to the proof of Lemma 2.2 that, almost surely, (A+dI)y 2 is O(nd) rather than Ω(nd) 2 as is the case for some vectors in {−1, 0, 1} 3n . Proof of Lemma 2.3. To prove the first bound, observe that it suffices to show that the sum of squares of the coordinates of (A+dI)y on W 1 is O(nd) almost surely, as the sums on W 2 and W 3 can be bounded similarly. The expectation of the vector (A+dI)y is the null vector, and the expectation of the square of each coordinate of (A + dI)y is O(d) by a standard calculation. This is because each coordinate of (A + dI)y is the sum of n independent random variables, each with mean 0 and variance O(d/n). This implies that the expected value of the sum of squares of the coordinates of (A + dI)y on W 1 is O(nd). Similarly, the expectation of the fourth power of each coordinate of (A + dI)y is O(d 2 ). Hence the variance of the square of each coordinate is O(d 2 ). However, the coordinates of (A + dI)y on W 1 are independent random variables, and hence the variance of the sum of the squares of the W 1 coordinates is equal to the sum of the variances, which is O(nd 2 ). The first bound can now be deduced from Chebyshev's inequality. The second bound can be shown in a similar manner. We omit the details.
The vectors x − ǫ and y − δ are independent since they are nearly orthogonal. Indeed, if α(x − ǫ) + β(y − δ) = 0, then αx + βy = αǫ + βδ, and so 6nα 2 + 2nβ 2 = αǫ + βδ 2 . However,
) and hence α = β = 0. Therefore, by the above lemma the two vectors √ 3ne 3n−1 and √ 3ne 3n can be written as linear combinations of x − ǫ and y − δ. Moreover, the coefficients in these linear combinations are all O(1) in absolute value. That is because x − ǫ and y − δ are nearly orthogonal, and the l 2 -norm of each of the four vectors x − ǫ, y − δ, √ 3ne 3n−1 , and √ 3ne 3n is Θ( √ n). More precisely, if one of the vectors √ 3ne 3n−1 , √ 3ne 3n is written as α(x − ǫ) + β(y − δ), then by the triangle inequality, αx + βy ≤ Θ( √ n) + |α| ǫ + |β| δ , which, by a calculation similar to the one above, implies that 6α
, and thus α and β are O(1). On the other hand, the coefficients of the vector t defined in subsection 1.2 along the vectors e 3n−1 and e 3n are at most t = √ 2n. It follows that the vector t defined in the algorithm is also a linear combination of the vectors x−ǫ and y −δ with coefficients whose absolute values are both O(1). Since both x and y belong to the vector space F defined in the proof of Proposition 2.1, this implies that t = f + η, where f ∈ F and η 2 = O(n/d). Let α i be the value of f on W i for 1 ≤ i ≤ 3. Assume without loss of generality that
) of the coordinates of η are greater than 0.01 in absolute value. This implies that |α 2 | ≤ 1/4, because otherwise at least 2n − O(n/d) coordinates of t would have the same sign, contradicting the fact that 0 is a median of t. As α 1 + α 2 + α 3 = 0 and α Proof. Note that if there are two such (not necessarily disjoint) subsets U and W , then the number of edges joining vertices of U and W is at least d|W |/8. Therefore, by a standard calculation the probability that there exist two such subsets is at most
If a vertex in H is colored incorrectly at the end of iteration i of the algorithm in phase 2 (i.e., if it is colored j and does not belong to W j ), it must have more than d/4 neighbors in H colored incorrectly at the end of iteration i − 1. To see this, observe that any vertex of H has at most 2(1.
For two sets of vertices X and Z, let e(X, Z) denote the number of edges (u, v) ∈ E, with u ∈ X and v ∈ Z.
Lemma 2.6. There exists a constant γ > 0 such that almost surely the following hold.
(i) For any two distinct color classes V 1 and V 2 , and any subset X of V 1 and any subset Y of V 2 , if |X| = 2 −γd n and |Y | ≤ 3|X|, then |e(X,
If J is the set of vertices having more than 1.01d neighbors in G in some color class, then |J| ≤ 2 −γd n. Proof. For any subset X of V 1 , e(X, V 2 − Y ) is the sum of independent Bernoulli variables. By standard Chernoff bounds, the probability that there exist two color classes V 1 and V 2 , a subset X of V 1 , and a subset Y of V 2 such that |X| = ǫn and |Y | ≤ 3|X| and |e(X, V 2 − Y ) − d|X > 0.001d|X| is at most 6 n ǫn
Therefore, (i) holds almost surely if γ is a sufficiently small constant. A similar reasoning applies to (ii). Therefore, both (i) and (ii) hold if γ is a sufficiently small constant. Lemma 2.7. Almost surely, H has at least (1 − 2 −Ω(d) )n vertices in every color class.
Proof. It suffices to show that there are at most 7 · 2 −γd n vertices outside H. Assume for contradiction that this is not true. Recall that H is obtained first by deleting all the vertices in J and then by a deletion process in which vertices with less than 0.99d neighbors in the other color classes of H are deleted repeatedly. By Lemma 2.6 |J| ≤ 2 −γd n almost surely, and so at least 6 · 2 −γd n vertices have been deleted because they had less than 0.99d neighbors in H in some color class (other than their own). Consider the first time during the deletion process where there exists a subset X of a color class V i of cardinality 2 −γd n, and a j ∈ {1, 2, 3} − {i} such that every vertex of X has been deleted because it had less than 0.99d neighbors in the remaining subset of V j . Let Y be the set of vertices of V j deleted so far. Then |Y | ≤ |J| + 2|X| ≤ 3|X|. Note that every vertex in X has less than 0.99d neighbors in V j − Y . We therefore obtain a contradiction by applying Lemma 2.6 to (X, Y ).
The third phase.
We need the following lemma, which is an immediate consequence of Lemma 2.5.
Lemma 2.8. Almost surely, there exists no subset U of V of size at most 0.001n such that the graph induced on U has minimum degree at least d/2. Lemma 2.9. Almost surely, by the end of the uncoloring procedure in phase 3 of the algorithm, all vertices of H remain colored, and all colored vertices are properly colored; i.e., any vertex colored i belongs to W i . (We assume, of course, that the numbering of the colors is chosen appropriately.)
Proof. By Proposition 2.4, almost surely all vertices of H are properly colored by the end of phase 2. Since every vertex of H has at least 0.99d neighbors (in H) in each color class other than its own, all vertices of H remain colored. Moreover, if a vertex is wrongly colored at the end of the uncoloring procedure, then it has at least d/2 wrongly colored neighbors. Assume for contradiction that there exists a wrongly colored vertex at the end of the uncoloring procedure. Then the subgraph induced on the set of wrongly colored vertices has minimum degree at least d/2, and hence it must have at least 0.001n vertices by Lemma 2.8. However, since it does not intersect H, it has at most 2
−Ω(d) n vertices by Lemma 2.7, leading to a contradiction. In order to complete the proof of correctness of the algorithm, it remains to show that almost surely every connected component of the graph induced on the set of uncolored vertices is of size at most log 3 n. We prove this fact in the remainder of this section. We note that it is easy to replace the term log 3 n by O( log 3 n d ), but for our purposes the above estimate suffices. Also note that if p = o(log n/n) some of these components are actually components of the original graph G, as for such value of p the graph G is almost surely disconnected (and has many isolated vertices).
Lemma 2.10. Let K be a graph, (V 1 , V 2 , V 3 ) a partition of the vertices of K into three disjoint subsets, i an integer, and L the set of vertices of K that remain after repeatedly deleting the vertices having less than i neighbors in V 1 , V 2 , or V 3 . Then the set L does not depend on the order in which vertices are deleted.
Proof. Let L be the set of vertices that remain after a deletion process according to a given order. Consider a deletion process according to a different order. Since every vertex in L has at least i neighbors in L ∩ V 1 , L ∩ V 2 , and L ∩ V 3 , no vertex in L will be deleted in the second deletion process (otherwise, we obtain a contradiction by considering the first vertex in L deleted). Therefore, the set of vertices that remain after the second deletion process contains L and thus equals L by symmetry.
Lemma 2.10 implies that H does not depend on the order in which vertices are deleted.
Proposition 2.11. Almost surely the largest connected component of the graph induced on V − H has at most log 3 n vertices.
Proof. Let T be a fixed tree on log 3 n vertices of V all of whose edges have their two endpoints in distinct color classes W i , W j , 1 ≤ i < j ≤ 3. Our objectives are to estimate the probability that G contains T as a subgraph that does not intersect H and to show that this probability is sufficiently small to ensure that, almost surely, the above will not occur for any T . This property would certainly hold if V − H were a random subset of V of cardinality 2
−Ω(d) n. Indeed, if this were the case, the probability that G contains T as a subgraph that does not intersect H would be upper bounded by the probability 2
−Ω(d|T |) that T is a subset of V −H times the probability (d/n) |T |−1 that T is a subgraph of G. This bound is sufficiently small for our needs.
Although V − H is not a random subset of V , we will be able to show a similar bound on the probability that G contains T as a subgraph that does not intersect H. To simplify the notation, we let T denote the set of edges of the tree. Let V (T ) be the set of vertices of T , and let I be the subset of all vertices v ∈ V (T ) whose degree in T is at most 4. Since T contains |V (T )| − 1 edges, |I| ≥ |V (T )|/2. Let H ′ be the subset of V obtained by the following procedure, which resembles that of producing H (but depends on V (T ) − I). First, set H ′ to be the set of vertices having at most 1.01d − 4 neighbors in G in each color class V i . Then delete from H ′ all vertices of V (T ) − I. Then, repeatedly delete any vertex in H ′ having less than 0.99d neighbors in H ′ in some color class (other than its own).
Lemma 2.12. Let F be a set of edges, each having endpoints in distinct color classes W i , W j . Let H(F ∪ T ) be the set obtained by replacing E by F ∪ T in our definition of H, and H ′ (F ) be the set obtained by replacing E by F in our definition of
Proof. First, we show that the initial value of H ′ (F ), i.e., the value obtained after deleting the vertices with more than 1.01d − 4 neighbors in a color class of G and after deleting the vertices in V (T ) − I, is a subset of the initial value of H(F ∪ T ). Indeed, let v be any vertex that does not belong to the initial value of H(F ∪ T ), i.e., v has more than 1.01d neighbors in some color class of (V, F ∪ T ). We distinguish two cases:
1. v ∈ V (T ) − I. In this case, v does not belong to the initial value of H ′ (F ). 2. v ∈ V (T ) − I. Then v is incident with at most 4 edges of T , and so it has more than 1.01d − 4 neighbors in some color class in (V, F ). In both cases, v does not belong to the initial value of H ′ (F ). This implies the assertion of the lemma, since the initial value of H ′ (F ) is a subgraph of the initial value of H(F ∪ T ) and hence, by Lemma 2.10, any vertex which will be deleted in the deletion process for constructing H will be deleted in the corresponding deletion process for producing H ′ as well. Lemma 2.13.
P r[T is a subgraph of G and V (T )
Proof. It suffices to show that
However, by Lemma 2.12
where F ranges over the sets of edges with endpoints in different color classes, and F ′ ranges over those sets that do not intersect T . The third equation follows by regrouping the edge-sets F according to F ′ = F − T and noting (the obvious fact) that, for a given set F ′ that does not intersect T , the probability that E(G) = F for some F such that
The fourth equation follows from the independence of the events E(G) − T = F ′ and T is a subgraph of G.
Returning to the proof of Proposition 2.11, we first note that we can assume, without loss of generality, that d ≤ β log n, for some constant β > 0 (otherwise H = V ). If this inequality holds then, by modifying the arguments in the proof of Lemma 2.7, one can show that each of the graphs H ′ (corresponding to the various choices of V (T )−I) misses at most 2
−Ω(d) n vertices in each color class, with probability at least 1 − 2 −n Θ(1) . Since the distribution of H ′ depends only on V (T ) − I (assuming the W i 's are fixed), it is not difficult to show that this implies that Pr[I ∩ H ′ = ∅] is at most 2
−Ω(d|I|) . Since |I| ≥ |V (T )|/2 and since the probability that T is a subgraph of G is precisely (d/n) |V (T )|−1 we conclude, by Lemma 2.13, that the probability of there existing some T of size log 3 n which is a connected component of the induced subgraph of G on V − H is at most 2
−Ω(d log 3 n) (d/n) log 3 n−1 multiplied by the number of possible trees of this size, which is 3n log 3 n (log 3 n) log 3 n−2 .
Therefore, the required probability is bounded by 3n log 3 n (log 3 n)
completing the proof.
3. Bounding the eigenvalues. In this section, we prove Proposition 2.1. Let G = (V, E), A, p, d, λ i , e i , W 1 , W 2 , W 3 be as in section 2. We begin with the following lemma.
Lemma 3.1. There exists a constant β > 0 such that, almost surely, for any subset X of 2 −βd n vertices, e(X, V ) ≤ 5d|X|. Proof. As in the proof of Lemma 2.6, the probability that there exists a subset X of cardinality ǫn such that e(X, V ) > 5d|X| is at most
, where b is a sufficiently large constant. Therefore, if β is a sufficiently small constant, this probability goes to 0 as n goes to infinity. Proof of Proposition 2.1. Parts (i) and (ii) are simple. By the variational definition of eigenvalues (see [19, p. 99] ), λ 1 is simply the maximum of x t Ax/(x t x) where the maximum is taken over all nonzero vectors x. Therefore, by taking x to be the all-1 vector we obtain the well-known result that λ 1 is at least the average degree of G ′ . By the known estimates for binomial distributions, the average degree of G is (1+o(1))2d. On the other hand, Lemma 3.1 can be used to show that |E − E ′ | ≤ 2 −Ω(d) n, as it easily implies that the number of vertices of degree greater than 5d in each color class of G is almost surely less than 2 −βd n. Hence the average degree of G ′ is at least
The proof of (ii) is similar. It is known [19, p. 101 ] that
where the minimum is taken over all two-dimensional subspaces F of R 3n . Let F denote the two-dimensional subspace of all vectors x = (x v : v ∈ V ) satisfying x v = α i for all v ∈ W i , where α 1 + α 2 + α 3 = 0. For x as above, 
)nd for all 1 ≤ i < j ≤ 3, and since
−Ω(d) )d and establishing (ii). The proof of (iii) is more complicated. Its assertion for somewhat bigger p (for example, for p ≥ log 6 n/n) can be deduced from the arguments of [10] . To prove it for the graph G ′ and p ≥ c/n we use the basic approach of Friedman, Kahn, and Szemerédi in [11] , where they show that the second largest eigenvalue in absolute value of a random d-regular graph is almost surely O( √ d).
(Also see [9] for a different proof.) Since in our case the graph is not regular, a few modifications are needed. Our starting point is again the variational definition of the eigenvalues, from which we will deduce that it suffices to show that, almost surely, the following holds.
Lemma 3.2. Let S be the set of all unit vectors x = (x v : v ∈ V ) for which
for all x ∈ S. The matrix A consists of nine blocks arising from the partition of its rows and columns according to the classes W j . It is clearly sufficient to show that the contribution of each block to the sum x t Ax is bounded, in absolute value, by O( √ d). This, together with a simple argument based on ǫ-nets (see [11, Proposition 2.1] ) can be used to show that Lemma 3.2 follows from the following statement.
Fix ǫ > 0, say ǫ = 1/2, and let T denote the set of all vectors x of length n, every coordinate of which is an integral multiple of ǫ/ √ n, where the sum of coordinates is zero and the l 2 -norm is at most 1. Let B be a random n by n matrix with 0, 1 entries, where each entry of B, randomly and independently, is 1 with probability d/n. Lemma 3.3. If d exceeds a sufficiently large absolute constant, then almost surely,
for every x, y ∈ T for which x u = 0 if the corresponding row of B has more than 5d nonzero entries and for which y v = 0 if the corresponding column of B has more than 5d nonzero entries.
The last lemma is proved, as in [11] , by separately bounding the contribution of terms x u y v with small absolute values and the contribution of similar terms with large absolute values. Here is a description of the details that differ from those that appear in [11] . Let C denote the set of all pairs (u, v) with |x u y v | ≤ √ d/n and let X = (u,v)∈C x u B(u, v)y v . As in [11] , one can show that the absolute value of the expectation of X is at most √ d. Next, one has to show that with high probability X does not deviate from its expectation by more than c √ d. This is different from (and in fact, somewhat easier than) the corresponding result in [11] , since here we are dealing with independent random choices. It is convenient to use the following variant of the Chernoff bound.
Lemma 3.4. Let a 1 , . . . , a m be (not necessarily positive) reals, and let Z be the random variable Z = m i=1 ǫ i a i , where each ǫ i is chosen, randomly and independently, to be 1 with probability p and 0 with probability 1 − p. Suppose For the proof, one first proves the following. Lemma 3.5. Let c be a positive real. Then, for every x ≤ c,
x − e x , and f ′′ (x) = e c − e x . Therefore, f ′′ (x) ≥ 0 for all x ≤ c, and as f ′ (0) = 0, this shows that f ′ (x) ≤ 0 for x < 0 and f ′ (x) ≥ 0 for c ≥ x > 0, implying that f (x) is nonincreasing for x ≤ 0 and nondecreasing for c ≥ x ≥ 0. Thus f (x) ≥ 0 for all x ≤ c, as needed.
Proof of Lemma 3.4. Define λ = S e c pD ; then, by assumption, λa i ≤ c for all i. Therefore, by the above lemma,
Therefore,
Applying the same argument to the random variable defined with respect to the reals −a i , the assertion of the lemma follows. Using Lemma 3.4, it is not difficult to deduce that almost surely the contribution of the pairs in C to |x t By| is O( √ d). This is because we can simply apply the lemma with m = |C|, with the a i 's being all the terms x u y v where (u, v) ∈ C, with p = d/n, D = 1, and S = ce c n/2 , and since the cardinality of T is only b n for some absolute constant b = b(ǫ), one can the algorithm of Boppana [7] , who designed an algorithm for graph bisection based on eigenvalues, and showed that it finds the best bisection almost surely in an appropriately defined model of random graphs with a relatively small bisection width. Aspvall and Gilbert [1] gave a heuristic for graph coloring based on eigenvectors of the adjacency matrix, and showed that their heuristic optimally colors complete 3-partite graphs as well as certain other classes of graphs with regular structure. 2. By modifying some of the arguments of section 2, we can show that if p is somewhat bigger (p ≥ log 3 n/n suffices) then almost surely the initial coloring V 0 i that is computed from the eigenvectors e 3n−1 and e 3n in the first phase of our algorithm is completely correct. In this case the last two phases of the algorithm are not needed. By refining the argument in subsection 2.2, it can also be shown that if p > 10 log n/n, the third phase of the algorithm is not needed, and the coloring obtained by the end of the second phase will almost surely be correct.
3. We can show that a variant of our algorithm finds, almost surely, a proper coloring in the model of random regular 3-colorable graphs in which one randomly chooses d perfect matchings between each pair of distinct color classes, when d is a sufficiently large absolute constant. Here, in fact, the proof is simpler, as the smallest two eigenvalues (and their corresponding eigenspaces) are known precisely, as noted in subsection 1.2.
4. The results easily extend to the model in which each vertex first picks a color randomly, independently, and uniformly from among the three possibilities and, next, every pair of vertices of distinct colors becomes an edge with probability p(> c/n).
5. If G = G 3n,p,3 and p ≤ c/n for some small positive constant c, it is not difficult to show that almost surely G does not have any subgraph with minimum degree at least 3, and hence it is easy to 3-color it by a greedy-type (linear-time) algorithm. For values of p that are bigger than this c/n but satisfy p = o(log n/n), the graph G is almost surely disconnected, and has a unique component of Ω(n) vertices, which is called the giant component in the study of random graphs (see, e.g., [2] , [4] ). All other components are almost surely sparse, i.e., they contain no subgraph with minimum degree at least 3 and can thus be easily colored in total linear time. Our approach here suffices to find, almost surely, a proper 3-coloring of the giant component (and hence of the whole graph) for all p ≥ c/n, where c is a sufficiently large absolute constant, and there are possible modifications of it that may even work for all values of p. At the moment, however, we are unable to obtain an algorithm that provably works for all values of p almost surely. Note that, for any constant c, if p < c/n then the greedy algorithm will almost surely color G 3n,p,3 with a constant number of colors. Thus, our result implies that G 3n,p,3 can be almost surely colored in polynomial time with a constant number of colors for all values of p.
6. Our basic approach easily extends to k-colorable graphs, for every fixed k, as follows. Phases 2 and 3 of the algorithm are essentially the same as in the case k = 3. Phase 1 needs to be modified to extract an approximation of the coloring. Let e i , i ≥ 1, be an eigenvector of G ′ corresponding to its ith largest eigenvalue (replace 5d by 5kd in the definition of G ′ ). Find vectors x 1 , x 2 , . . . , x k+1 of norm √ kn in Span(e 1 , e n , e n−1 , . . . , e n−k+2 ) such that x i = √ kne i and (x i , x j ) = −n for 1 ≤ i < j ≤ k + 1. For 2 ≤ i ≤ n, and any z, let W ǫ be the set of vertices whose coordinates in x i are in (z − ǫ, z + ǫ). If, for some i and z, both |W ǫ k | and |W ǫ k /2 | deviate from n by at most β k n/d, where ǫ k and β k are constants depending on k, color the elements in W ǫ k with a new color and delete them from the graph. Repeat this process until the number of vertices left is O(n/d), and color the remaining vertices arbitrarily.
7. The existence of an approximation algorithm based on the spectral method for coloring arbitrary graphs is a question that deserves further investigation (and which we do not address here). Recently, improved approximation algorithms for graph coloring have been obtained using semidefinite programming [14] , [5] .
