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АНОТАЦІЯ Для здійснення змістовного аналізу електронних текстових документів запропоновано використовувати 
формальні логіко-лінгвістичні моделі. Метою статті є опис критеріїв аналізу формальних моделей, що здатні 
відображати зміст речень природної мови та формуються з використанням математичного апарату логіки предикатів. 
Описані критерії аналізу логіко-лінгвістичних моделей необхідні для побудови формальних моделей електронних текстових 
документів. 
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ABSTRACT The article describes the main text models used today as a tool for content processing electronic text documents. To 
make a content analysis author proposes to use formal logic and linguistic models, which are based on functional relationships 
between the principal and subordinate parts of natural language sentences. The article is to describe the criteria for analysis of 
formal models that can reflect the content of natural language sentences and which are formed using mathematical tools of predicate 
logic. For this purpose, the study researches principles of construction of logic and linguistic models of natural language sentences 
and formulates four criteria of analysis. First criterion analyzes the number of simple predicates in logic and linguistic model that 
helps to identify information about the type and composition of natural language sentences. The second criterion analyzes potency of 
set of predicate variables and constants of logic and linguistic model, which affects the number of simple predicates and identifies 
the type of individual forms of logic and linguistic model. The third criterion focuses on the analysis of logical operations that used 
in logic and linguistic model. That makes it possible to analyze the sequence of considerations referred to the natural language 
sentence. The forth criterion examines the presence of identical components in logic and linguistic models of natural language 
sentences from different sets of predicate variables and constants. Described analysis criteria of logic and linguistic models required 
to build formal models of electronic text documents using the mathematical apparatus of predicate logic.       




На сьогоднішній день існує безліч практичних 
задач, що потребують змістовного аналізу 
різноманітних текстових електронних документів [1].  
Цілком очевидно, що вручну, тобто без застосування 
інформаційних технологій, вирішити ці задачі 
неможливо. Проте першочерговою проблемою, що 
стоїть на шляху вирішення задач змістовного аналізу 
є відсутність теорії побудови ефективних 
інструментів змістовної обробки електронних 
текстових документів. Одним із таких інструментів є   
моделі пошуку.  
У наш час для вилучення і представлення 
певної інформації з електронних текстових 
документів у комп’ютерних технологіях 
використовуються декілька типів моделей [2]: 
– векторно-просторова модель, коли документ 
представляється у вигляді вектора ваг, що обрані, як 
правило, за частотою вживання відповідних термів у 
документі [3]; 
– булева модель – базується на теорії множин 
та математичній логіці, вагові значення терму в 
документі приймають лише два значення: 0 або 1 [3];  
–  ймовірнісна модель передбачає наявність 
навчальних наборів релевантних та не релевантних 
документів, обраних користувачем або отриманих 
автоматично на певному тестовому реченні [4];  
– семантична мережа – розглядається як 
множина понять, в яку включаються слова тексту, що 
найбільш часто вживаються, а відповідно несуть 
найбільше змістовне навантаження; для кожного 
поняття формується набір асоціативних зв’язків, і чим 
частіше зустрічаються два поняття в реченнях тексту, 
тим вища ймовірність того,що вони пов’язані за 
змістом [5]; 
–  мережа природних ієрархій термінів – 
алгоритм її формування передбачає реалізацію 
послідовності кроків, що охоплюють попередню 
обробку початкового текстового корпусу, визначення 
та сортування термінів, вибір необхідної кількості 
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найбільш вагомих вузлів графу горизонтального 
бачення [6]. 
При побудові більшості моделей пошуку зміст 
визначається множиною слів та стійких 
словосполучень – термів, які входять до нього без 
врахування взаємозв’язків, як "мішок зі словами" [7]. 
Таке припущення приводить до втрати змістовних 
відтінків, проте дозволяє реалізувати пошук та 
здійснити групування документів за формальними 
ознаками.  
Тому важливим моментом для змістовного 
аналізу електронних текстових документів є 
правильний вибір формальної моделі представлення 
знань, що здатна була б відображати зміст текстової 




Метою роботи є опис критеріїв аналізу 
формальних моделей, що здатні відображати зміст 
речень природної мови та формуються з 
використанням математичного апарату логіки 
предикатів. Досягнення поставленої мети передбачає:   
- аналіз існуючих текстових моделей; 
- дослідження принципів побудови логіко-
лінгвістичних моделей речень природної мови; 
- формулювання критеріїв аналізу логіко-
лінгвістичних моделей речень природної мови; 
- демонстрація результатів застосування 
описаних критеріїв аналізу до речень природної мови 
з текстових документів наукового стилю.   
 
Викладення основного матеріалу 
 
Речення – це мінімальна і основна 
комунікативна одиниця мови,  що має бути цілісною і 
передавати інформацію в усій складності залежностей 
і зв'язків [8]. Тому в основу принципів побудови 
логіко-лінгвістичних моделей покладено 
функціональні залежності між головними та 
другорядними членами речень природної мови. 
Керуючись гіпотезою "правило на правило", згідно з 
якою між граматичною структурою речення та 
логічною формою існує повна відповідність, 
можливістю застосування теореми про повноту [9], а 
також враховуючи те, що кожне речення природної 
мови характеризується граматичною організацією: 
будовою та граматичним вираженням (оформленням) 
членів речення, маємо:  
– підмет – суб’єкт; 
– присудок – відношення;  
– додаток – об’єкт та предмет відношення; 
–  означення – характеристики суб’єкта та 
об’єкта та предмет відношення; 
– обставина – характеристика відношення. 
 Таким чином, побудова логіко-лінгвістичних 
моделей речень природної мови [10] відбувається за 
наступними принципами: 
1) визначення кількості простих атомарних 
предикатів Sν ; 
2) фіксація значень елементів кортежу 
логічних операцій ( )O S речення S : 
 
( ) [ ( ) 1, ]eO S o S e h= = , 
 
де h  – загальна кількість логічних операцій, наявних 
у реченні S ; 
3) визначення множини відношень SP між 
суб’єктами та об’єктами речення S , що фактично 
містить дії, стани або властивості суб’єкта; 
4) фіксація множини предикатних констант 
S
pH , що містять характеристики відношень між 
суб’єктами та об’єктами у реченні S ; 
5) визначення множини суб’єктів ( )SpX h , що 
входять до речення S  та пов’язані з об’єктами 
речення p -им відношенням, яке володіє h -ю 
характеристикою; 
6) фіксація множини предикатних констант 
( , )SpG x h , що містять характеристики (параметри) 
суб’єктів, які входять до речення S ; 
7) визначення множини об’єктів ( , , )SpY x g h , 
що входять до речення S  та пов’язані з суб’єктами 
речення ( )Spx X h∈  з характеристиками  
( , )Spg G x h∈  p -им відношенням, яке володіє h -ю 
характеристикою; 
8) фіксація множини предикатних констант 
( , , , )SpQ x g y h , що містять характеристики (параметри) 
об’єктів, які входять до речення S ; 
9) визначення множини предметів 
( , , , , )SpZ x g y q h p -го відношення, яке володіє h -ю 
характеристикою, між  суб’єктами ( )Spx X h∈  з 
характеристиками ( , )Spg G x h∈  та об’єктами 
( , , )Spy Y x g h∈  з характеристиками  ( , , , )Spq Q x g y h∈ ; 
10) фіксація множини предикатних констант 
( , , , , , )SpR x g y q z h , що містить характеристики 
(параметри) предметів p -го відношення, яке володіє 
h -ю характеристикою, між  суб’єктами ( )Spx X h∈  з 
характеристиками ( , )Spg G x h∈  та об’єктами 
( , , )Spy Y x g h∈  з характеристиками  ( , , , )Spq Q x g y h∈  
у реченні S ;  
11) формування  логічного виразу SL , шляхом 
підстановки у нього змінних, отриманих за 
попередніми принципами побудови логіко-
лінгвістичних моделей відповідно до кількості 
елементів зафіксованих множин.   
Логіко-лінгвістичні моделі, побудовані за 
описаними вище принципами, є  інтерпретацією 
семантико-синтаксичної структури речень природної 
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мови, так як будуються на основі наявних у реченні 
означальних (між означенням і підметом, означенням  
і додатком), обставинних (між присудком і 
обставинами), додаткових (між присудком і 
додатком), присудкових (між підметом і присудком) 
зв’язків.  
Керуючись принципами побудови логіко-
лінгвістичних моделей речень природної мови, можна 
сформулювати критерії для їх аналізу.  
Критерій 1. Кількість простих предикатів в 
логіко-лінгвістичній моделі речення природної мови  
SL . Цей критерій дає змогу визначити інформацію 
про тип та склад речення природної мови.  
Якщо кількість простих предикатів в логіко-
лінгвістичній моделі рівна одному 1Sν = , тобто 
1 1 1 1 1 1 1 1( , , , , , , )SL p x g y q z r h= , то вона описує просте 
речення природної мови без однорідних членів. 
Якщо кількість простих предикатів більше 
одного 1Sν >  і при цьому прості предикати 
відрізняються однією або декількома (одна з яких 
відповідає за характеристику) компонентами, то 
логіко-лінгвістична модель описує просте речення з 
однорідними членами. Наприклад, логіко-
лінгвістична модель  
11 1 1 1 1 1 1 1 12 1 1 1 1 1 1 1( , , , , , , ) & ( , , , , , , )SL p x g y q z r h p x g y q z r h=  
описує речення з однорідними присудками, а модель 
1 11 1 1 11 1 1 1 1 12 1 1 11 1 1 1
1 11 1 1 12 1 1 1 1 12 1 1 12 1 1 1
( , , , , , , ) & ( , , , , , , ) &
( , , , , , , ) & ( , , , , , , )
SL p x g y q z r h p x g y q z r h
p x g y q z r h p x g y q z r h
=
 
описує просте поширене речення з однорідними 
підметами та однорідними означеннями, що 
характеризують об’єкт відношення.  
Якщо кількість простих предикатів більше 
одного 1Sν >  і при цьому майже всі предикатні 
змінні та константи різні, то логіко-лінгвістична 
модель описує складне речення, яке в подальшому 
необхідно проаналізувати за ще декількома 
критеріями. Наприклад, 
 
).,,,,,,(&),,,,,,( 1111111111111111 hrzqygxphrzqygxpLS ′′′′′′′′=
 
Критерій 2. Потужність множин предикатних 
змінних та констант логіко-лінгвістичної моделі.  
Потужність множин предикатних змінних та 
констант впливає, в першу чергу, на кількість простих 
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ν = ν∑ ∑ , 
( , , ) ( , , , )





y Y x g h q Q x g y h
x g h x g y q h
∈ ∈
ν = ν∑ ∑ , 
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z Z x g y q h
x g y q h R x g y q z h
∈
ν = ∑ . 
Також потужність множин визначає тип 
окремої форми логіко-лінгвістичної моделі.  
Якщо просте речення природної мови містить 
лише одну частину, що має закінчений зміст, тобто 
1=SP ; 1=SpH ; 1)( =hX Sp ; ( , ) 1SpG x h = ; 
( , , ) 1SpY x g h = ; ( , , , ) 1SpQ x g y h = ; ( , , , , ) 1SpZ x g y q h = ; 
( , , , , , ) 1SpR x g y q z h = . 
Якщо множина SpH  характеристик хоча б 
одного p -го відношення у реченні S  між суб’єктом х 
та об’єктом у містить більше одного елемента і 
1)( =hX Sp ; ( , ) 1SpG x h = ; ( , , ) 1SpY x g h = ; ( , , , ) 1SpQ x g y h = ; 
( , , , , ) 1SpZ x g y q h = ; ( , , , , , ) 1SpR x g y q z h = , то у реченні 
природної мови йдеться про різні обставини дії. 
Якщо множина суб’єктів ( )SpX h , що пов’язані з 
об’єктами речення p -им відношенням, яке володіє 
h -ю характеристикою, містить декілька елементів і 
1=SP ; 1=SpH ; ( , ) 1SpG x h = ; ( , , ) 1SpY x g h = ; 
( , , , ) 1SpQ x g y h = ; ( , , , , ) 1SpZ x g y q h = ; ( , , , , , ) 1SpR x g y q z h = , 
то речення просте з однорідними підметами. 
Якщо множина об’єктів ( , , )SpY x g h , що 
пов’язані з суб’єктами речення p -им відношенням, 
яке володіє h -ю характеристикою, містить декілька 
елементів і 1=SP ; 1=SpH ; 1)( =hX Sp ; ( , ) 1SpG x h = ; 
( , , , ) 1SpQ x g y h = ; ( , , , , ) 1SpZ x g y q h = ; ( , , , , , ) 1SpR x g y q z h = , 
то у реченні йдеться про декілька об’єктів відношень.  
Якщо потужність множин 2SP ≥ ; ( ) 2SpX h ≥ , 
то речення природної мови складне, а Sν завжди 
більше одиниці.  
 
Критерій 3. Логічні операції, що використані в 
логіко-лінгвістичній моделі речення природної мови  
SL . Так: 
– операція кон’юнкції «&» свідчить про 
наявність у реченні послідовності певних дій, 
перерахування, ствердження істинності простих 
предикатів, що з’єднані цією операцією; 
– операція диз’юнкції «√» свідчить про 
наявність у реченні послідовності подій, що 
протиставляються, зіставляються, взаємно 
виключаються або чергуються; 
– операція імплікації «→» використовується 
між реченнями природної мови, у яких ідеться про 
певну подію та наслідок (результат) її виконання.      
Таким чином, логічні операції дають змогу 
проаналізувати послідовність розмірковувань, про які 
йдеться у реченні природної мови. 
Критерій 4. Наявність тотожних компонентів у 
логіко-лінгвістичній моделі речення природної мови 
із різних множин предикатних змінних та констант.   
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Якщо тотожні елементи знайдені в різних 
множинах однієї і тієї ж логіко-лінгвістичної моделі, 
то це свідчить про наявність у реченні синонімів, 
займенників або вказівних слів, що дозволили 
зробити в моделі синтез [11]. Аналіз того, в яких саме 
множинах предикатних змінних або констант наявні 
такі елементи дасть можливість говорити про те, які 
прийоми змістовної заміни були зроблені у реченні 
природної мови.  
Наприклад, якщо збігаються елементи 
множини суб’єктів та предметів відношень у двох 
різних простих предикатах, то розглядається складне 
означальне речення, у якому останнє слово першого 
речення виступає суб’єктом другого, залежного 




Сформульовані критерії аналізу електронних 
текстових документів пропонується застосувати для 
визначення та відновлення максимальної інформації з 





















Логіко-лінгвістична модель послідовно 
піддається аналізу за кожним із сформульованих 
критеріїв.  
За першим критерієм визначається кількість 
простих предикатів в логіко-лінгвістичній моделі 
речення природної мови, у даному випадку 4=Sv , що 
говорить про те, що речення не являється простим. 
Три прості предикати, що входять до складу моделі 
містять всі однакові компоненти, крім характеристики 
предмета відношень, четвертий простий предикат 
містить зовсім інші значення компонент.  Це означає, 
що речення природної мови складне, а його друга 
частина містить однорідні означення.  
За другим критерієм аналізу виявлено, що 
потужності множин відношень та суб’єктів відношень 
містять дорівнюють двом, а потужність множини 
характеристик предмета відношень дорівнює 
чотирьом. Отже, ще раз підтверджено, що речення 
природної мови складне.  
За третім критерієм аналізу визначено, що у 
реченні йдеться про послідовність певних дій, 
перерахування, ствердження істинності простих 
предикатів, так як в логіко-лінгвістичній моделі 
використано лише операцію кон’юнкції.    
Після застосування четвертого критерію 
аналізу видно, що в логіко-лінгвістичній моделі 
тотожними є елементи з множини характеристик 
відношень та множини суб’єктів, що говорить про 
використання у реченні дієприслівникового звороту 
або підрядного означального зв’язку.  
Якщо співставити результати, отримані в 
результаті застосування критеріїв аналізу, та 
оригінальний текст: «Описано процес формування 
бази знань СППР для обставин, пов’язаних з 
виявленням важко пояснюваних ознак аномалій та 
атак» [12], то видно, що критерії аналізу дали 
достатньо точні показники щодо структури речення 
природної мови.  
   
Висновки 
 
У статті описано основні принципи 
формування логіко-лінгвістичних моделей,   
побудованих на основі використання граматичної 
організації речень природної мови. Це дало 
можливість сформулювати чотири критерії аналізу 
таких логіко-лінгвістичних моделей, за допомогою 
яких можна визначити інформацію про тип та склад 
речення природної мови та проаналізувати 
послідовність розмірковувань, про які йдеться у 
реченні.  
Логіко-лінгвістична модель текстового 
документу – це абстрактна модель, яка об’єднує в собі 
основні властивості тексту та його складових частин, 
відображає основні взаємозв’язки між структурними 
компонентами, представляє собою впорядковану 
четвірку та масив логіко-лінгвістичних моделей 
речень природної мови, що входять до тексту. Тому 
описані критерії аналізу логіко-лінгвістичних моделей 
необхідні для побудови формальних моделей 
електронних текстових документів і являються 
необхідними складовими процесу їх автоматичного 
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