Abstract The goal of this study is to analyze the dynamical properties of financial data series from nineteen worldwide stock market indices (SMI) during the period 1995-2009. SMI reveal a complex behavior that can be explored since it is available a considerable volume of data. In this paper is applied the window Fourier transform and methods of frac-tional calculus. The results reveal classification patterns typ-ical of fractional order systems.
Introduction
The financial time series are inherently non-stationary, noisy, and deterministic chaotic. The noisy characteristic refers to the unavailability of complete information from the past behavior to capture the dependency between future and past values. The non-stationary characteristic implies that the dis-tribution of series is changing over time. The literature that deals with long memory dependency in financial markets is important. Most of these papers are based on several types of statistics. For example, [7, 25] show important differences among developed and emerging markets. Recent literature [6, 8, 9, 11] shows that the degree of memory in a given mar-ket or stock is contingent to some of their characteristics.
The methods and algorithms that have been explored for description of physical phenomena become an effective background and inspiration for new methods to be used in the analysis of economical data [26] [27] [28] 30] . Nevertheless, many factors interact in finance including political events, general economic conditions, and traders' expectations.
In this paper, we study several national indices at a daily time horizon at the closing and the continuously compounded return, in the perspective of fractional calculus [14, 15] .
The study of fractional order systems has received consid-erable attention, due to the fact that many physical systems are well characterized by fractional models. The importance of fractional order mathematical models is that it can be used to make a more accurate description and it can even give a deeper insight into the processes underlying long-range memory behavior [18, 20] than classical approaches. The methods and algorithms that have been explored for descrip-tion of physical phenomena become an inspiration for very productive methods used in the analysis of economical data [1, 10, 21, 24, 31] .
In this paper, the particular interest is in application of classical concepts of signal analysis, Fourier transform (FT), windowed Fourier transform (WFT), and methods of Fractional Calculus to analyze the stock signal indices proprieties.
Bearing these ideas in mind, the outline of our paper is as follows. In Sect. 2 are introduced the fundamentals concepts namely FT and WFT analysis. Those tools are then applied to daily data on nineteen stock market indices (SMI), including major European, American, and Asian/Pacific stock markets. Finally, in Sect. 3 we conclude the paper with some final remarks and potential topics for further research. Figure 2 shows the FT spectrum and PL approximation of the Dax index. Table 2 shows the values of the parameters pk and qk for the nineteen indices. In all cases, we get a fractional behavior in between the white (q = 0) and the pink (q = −1) noises [4, 22, 23] .
The parameters pk and qk have different meanings. While parameter pk is related with the energy of the signal, the parameter qk reveals the nature of the information content of the signal. Therefore, the closer qk is to zero the noisier is the time signal. Even so we verify that the values of q are 
Windowed Fourier analysis
The WFT provides simultaneous insight in the time and fre-quency behavior of the signal. A window is a function that is zero-valued outside of some chosen interval. When a signal is multiplied by a window function, the product is also zero-valued outside the interval. All that is left is the view through the window. If we time slice the signals and calculate the FT, then for each section of the signal, the resulting spectrum is a smooth curve.
In this line of thought one way of obtaining the time-dependent frequency content of a signal is to take the FT of a function over an interval around an instant τ , where τ is a variable parameter [13] . The Gabor transform accom-plishes this by using the Gaussian window. The WFT, also known as the short time Fourier transform, generalizes the Gabor transform by allowing a general window function [3] . The concept of this mathematical tool is very simple. We multiply the signal to be analyzed x * (t) by moving window g(t − τ ), and then we compute the FT of the windowed signal x * (t)g(t − τ˙). Each FT gives a frequency domain slice associated with the time value at the window center. Table 3 Parameters { pwi , qwi } for the power law trendline of WFT, i = {1, 2,..., 5} for the nineteen indices with tw = 1, 280 days Actually, windowing the signal improves local spectral estimates [3] . Considering the window function centered at time τ , the WFT is represented analytically by:
hand, if the windows overlap in a short period of time, a sig-nificant part of the time signal is ignored due to the fact that most windows exhibit small values near the boundaries. To avoid this loss of data, overlap analysis must be performed. Having these ideas in mind, the spectra of the signals approximated by the trendlines are analyzed with the WFT. Due to space limitations, we only depict the more relevant Each window has a width tw , and the distance between two consecutive windows can be defined in a way so that they become overlapped during a percentage of time β in relation with tw . The frequencies of the analyzing signal under 1/tw are rejected by the WFT. Diminishing tw produces a reducfeatures. Among the several possible windows, we adopt the Gaussian window for a sliding-window Fourier transform. The coefficients of a Gaussian window are computed from the equation: tion of the frequency resolution and an increase in the time resolution. Augmenting tw has the opposite effect. Therefore, the choice of the WFT window entails a wellknown durawhere tw is the window length, − t w ≤ t ≤ t w and α is the tion-bandwidth tradeoff. On the other hand, the window can introduce an unwanted side effect in the frequency domain. As a result of having abrupt truncations at the ends of the time domain caused by the window, specially the rectangular one, the spectrum of the FT will include unwanted side lobes. This gives rise to an oscillatory behavior in the FT results called the Gibbs phenomenon [2] . In order to reduce this unwanted effect, a weighting window function that attenuate signals at their discontinuities is generally used. For that reason, there are several popular windows normally adopted in the WFT, for example, Bartlett, Hanning, Hamming, Rectangular, Tay-lor, Gaussian, and Blackman [16] . If the windows do not overlap, then it is clear that some data are lost. On the other reciprocal of the standard deviation. The width of the window is inversely related to the value of α: a larger value of α produces a narrower window. We now adopt the WFT and we consider α = 2.5, tw = 1, 280 days (5 years) and that two consecutive windows are superimposed over a range of window length of β = 50 %. Therefore, consider a total of 5 windows centered at τ = 640i days for i = 1, 2,..., 5. Table 3 shows the values of the parameters pi,k and qi,k , where i = {1, 2,..., 5} represents the window number and k = 1,..., 19 for the financial indices. Values of q closer to zero indicate larger volatility, while more negative values show a smother time variation. We verify that the WFT 'sees' the fractional characteristics, as we had already checked with the FT. This means that now we have not only the frequency response, but also a more precise time information. and arithmetic averages, respectively. We verify that the four windows produce similar locus and that the PL trendlines q = a ln( p) + b, a, b ∈ IR have invariant values for the parameters a and b. A critical comment should be made. The fractional slope of the PLs does not demonstrate the exis-tence of a fractional model. Nevertheless, the results support further efforts in the same perspective. Figure 5 shows the ( pi,k, qi,k) locus of WFT amplitude for the nineteen indices, five Gaussian windows with tw = 5 years, imax = 5, and the overlapping β = {25, 50, 75} %.
We observe again the properties previously identified in Table 3 for the Dax index. ( pi,k , qi,k) locus of WFT amplitude for the nineteen indi-ces, five Gaussian windows with tw = 5 years, imax = 5, and the overlapping percentages β = {25, 50, 75} % Figure 6 depicts the ( pi,k, qi,k) locus of WFT ampli-tude for the nineteen indices, imax = 5, and the windows {Gaussian, Bartlett, Hamming, Hanning}. There are other type of windows [17, 29] but this set, with four types, is suf-ficient. In fact, several experiments demonstrated that other functions g(t) lead to the same type of conclusions and that, as expected, the more abrupt the slicing at the window time properties, namely the PL trendlines and its parameters, remain invariant, but in this case we observe a larger variability of the 'center' ci the smaller the value of tw , particularly for the smaller values, which means that the WFT becomes more sensitive to time information, as expected. Figures 5, 6 , and 7 demonstrate that the choices of window type and the overlap percentage have a small influence upon the ( p, q) trendline and its parameters that remain invariant. By other words, the locus is a global property of the proposed method and, as time evolves, the financial indices (i.e., the nineteen SMI) slide along the logarithm trendline, the vari-ability being higher the smaller the time width of the WFT. Therefore, the WFT enables the time analysis and by inspect-ing the location of the 'center' and comparing it with other cases it is possible to characterize the recession/expansion financial cycle. where sgn is positive/negative with 'center' moving to the right/left, that is, when moving for financial expansion/reces-sion. For example, Table 4 depicts the distance (d jl ), accord-ing to (5), between two consecutive 'centers' of the indices, when adopting Gaussian windows with β = 50 % and time lengths tw = 3.0 years. Positive values reflect expansion, while negative values correspond to recession periods.
In conclusion, we verified that the WFT is a mathematical tool capable of revealing the characteristics of the financial indices, while preserving time information. These properties lead to the development of an analysis procedure that revealed clearly tendencies both of individual and of global SMI.
In fact, when compared with the historical data, the results of the analysis have a good behavior: positive values in expan-sion periods and negative values in recession periods [5, 19] . 
Conclusions
Financial cycles are the cumulative result of a plethora of different phenomena. Therefore, SMI reveal a complex behav-ior and their dynamical analysis poses problems not usual in other types of systems. This paper analyzed the evolution of nineteen important signal SMI. An evaluation using the Fourier transform and power law revealed that the indices have characteristics sim-ilar to those of fractional noise, somehow in between the white and pink noises. The results lead to the definition of a distance measure that reflect qualitatively the periods of financial expansion or recession. 
