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I. ANALYTIC AND ALGEBRAIC PREPARATION 
In a paper written a decade ago [I] I studied the following question: 
Given a real analytic system 
(O-1) a? = X&y), j = Y&y), (a) = d/dt 
possessing an isolated critical point at the origin, to find all the local TO-curves 
(solutions tending to the origin). This question was stimulated by a classical 
paper [4] of Bendixson (1901). 
In substance Bendixson’s method consists in showing that there exists a 
finite set of collections C, , C, ,..., C, each consisting of a finite sequence of 
real quadratic transformations of type 
(04 x = (a + h) ~1, Y = (c + 4,) ~1, 
such that the successive application of the transformations of C,, reduces 
the initial system to a similar one with lowest-degree terms in X or Y, 
unity. The application of all the C, leads to the detection of all the TO-curves 
of the initial system. 
In my first paper [I], I derived anew Bendixson’s fundamental result, 
but gave a precise method for the detection of the collections C, (with some 
collapsed transformations). My analysis rested very strongly upon the 
Weierstrass preparation theorem plus a special choice of coordinate system. 
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Durham, under Contract No. DA-31-124-AR0 D-270, in part by the National 
Aeronautics and Space Administration under Grant No. NGR 40-002-015, and in 
part by the Air Force Office of Scientific Research, Office of Aerospace Research, 
United States Air Force, under AFOSR Grant No. AF-AFOSR-693-66. 
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In a study of the same type of question by different methods pursued 
in recent years, the Soviet mathematician Andreiev [.5, 6, 71 pointed out an 
important omission in my analysis. This has led me to reconsider the 
problem and attack it anew, with a more promising (and more algebraic) 
technique, also I hope without new flaws! The results of this research are 
presented here. 
Notations 
Let F(x, y) be a real or complex analytic function of two variables holomor- 
phic at the origin. Let a = F(0, 0). Then F is called: 
a nonunit if a = 0; 
a unit if a # 0: notation E(x, y), also E*(x, y) if a = 1; 
regular in y whenever F f 0 if x = 0; the lowest degree p of y alone in 
the power series expansion of F is the degree of F in y; the degree n of the 
series itself is the degree of its terms of lowest degree; 
a special polynomial in y if F has the form 
Yp + 44 yp-’ + **a + a,(x), ah(O) = 0. 
Two convenient properties of units are: 
(0.3) If E, E’ are units so are Ek (k rational) and EE’. 
Outline 
Since the origin is a critical point X and Y are nonunits in x and y. Hence 
they have power-series representations 
(0.4) x = x, + x,,, + *-a, Y = Y, + Y,,, + **-, 
where X,, , Y,, are forms (homogeneous polynomials) of degree h. By passing 
to polar coordinates, one may readily ascertain TO-curves reaching the origin 
along directions not common to X, = 0, Y, = 0. Therefore one must 
concentrate on these. A first difficulty is caused by the possibility that 
XY, - yx, = A,,, se 0. This is removed in Section 12, and one proceeds 
assuming fl,,, f 0. After the removal of a possible common non-unit 
factor of X and Y, in suitable coordinates and using theorems of Puiseux 
and Bertini one reduces the basic system equation to 
(O-5) 
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where the w, W’ are power series of type 
wh = yh(x) + ahx’h + *-. , 
(O-6) W; = F~(x) + aj#h + *.- , 
ah # a; # 0; degree P)h < ?-h * 
Moreover if there are p terms with the same 9)h and rh then the 2p members 
a, a’ are all distinct and nonzero. As a consequence one may write 
ch constant # 0. 
This simplifies greatly the study of the system. Intermediary steps are the 
treatment of the following two special types: 
where Y is a nonunit. 
(0.8) System (0.4) with Yh = Y, P)h = 93 for all h. 
The reduction to simpler forms with known type of critical points (in 
finite number) is by means of a finite sequence of change of the y variable 
through transformations 
y = vh(X) + @y, * 
The end points of such transformations are a finite number of critical points 
which are simple or of Bendixson type (matrix of first degree terms of 
rank two or one). The last statement embodies the substance of Bendixson’s 
theorem and appears in Section 14. The three remaining sections contain a. 
new complete description of the local phase portrait around the origin. 
Histurical 
The study of the local phase portrait of a system such as (0.1) about an 
isolated critical point has received ample attention in the literature. The 
general tendency has been to make broader assumptions than analyticity 
regarding the functions X, Y. This has generally demanded other restrictive 
assumptions. An example of this nature is a rather recent paper by Coleman 
[lo]. I have felt for a number of years that one could go quite far by following 
the path of Bendixson and attacking directly the analytical case with the 
maximum utilization of analytic function theory. A first attempt along that 
line was made by Barocio [II], and a second in my paper [I]. Then came the 
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work of Andreiev in which however the emphasis was on “TO curvature” 
and not on analytic functions. The present paper is my second and (I hope) 
my last! 
1. ANALYTIC PRELIMINARIES 
This section is merely to recall a couple of classic properties of nonunits 
of repeated application in the sequel. 
The theorems go back to Weierstrass. For proofs see Bochner-Martin 
([8], Chap. IS, mainly Sec. 1.) 
It is assumed that X is represented by a power series convergent in some 
region Q : 11~ /, 1 y / < R. 
(1.1) WEIERSTRASS PREPARATION THEOREM. Let X be a nonunit regular 
and of degree n in y. Then there exists a unit E(x, y) such that 
E(x, y) X(x, y) = yn + al(x) yn-l + --- + a,(x) = P(x, y), 
where the u,,(x) are nonunits. Both E and P are unique. 
Define a nonunit X as irreducible if X is not the product of two nonunits. 
(1.2) FACTORIZATION THEOREM. A nonunit X(x, y) admits a factorization 
where the Pi are distinct irreducible nonunits, unique to within unit factors and 
real (complex) if X is real (complex). 
(1.3) COROLLARY. If X is regular in y one may write 
(1.4) X E EP;'-.P2 
where all terms (except E) are special polynomials in y and real [complex] if X 
is real (complex). 
A convenient and readily proved result is this: 
(1.5) Giwen a form F(x, y) of d g e ree n one may choose real coordinates 
such that F contains terms in xn and in yn alone. 
2. THE PUISEUX THEOREM 
Let f(x, y) be a complex polynomial in x and y and suppose that f(0, 0) = 0. 
The Puiseux theorem is an old classic describing a process for obtaining 
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the roots y(x) off = 0 near the origin and showing that these roots are 
series in fractional powers of X. See Picard ([9], Chap. 13) and Lefschetz 
([2], p. 99). Actually the proof is equally valid when f is merely a special 
polynomial in y. 
For later purposes we require information of the following nature: Let 
2(x, y, A) be a nonunit in X, y of degree n in y with coefficients polynomials 
in h, 0 < h < I, and unity as coefficient of y”. We look for information 
regarding the solutions y(x, h) of 
(2.1) Z(X,Y, 4 = 0, 
which approaches zero as x does 
(2.2) THEOREM. There exists an interwal A of (0, 1) such that for 1 x 1 
small and A in A the n solutions y,,(x) of (2.1) are given by fiactionul power 
series 
(2.2a) m(x) = c 
Ph.k(k t) xkJP 
da”(X) ’ 
h = 1, 2 ,..., n, 
k 
where Phk and d are polynomials, t is an algebraic function of h and the series 
(2.2a) are continuous in x and h. Moreover given any index m there is a subinterval 
A, of A such that for h in A, no Phk , k < m vanishes. 
Let (2.2),, designate (2.2) for n. 
The proof will be by induction on n. We first prove (2.2), directly then 
show that (2.2)1,, k < n, implies (2.2)n. 
Proof of (2.2), . With Z of degree one in y, let d(h) y be its lowest-degree 
term in y alone. At the cost of a shift in h we may assume that d(0) # 0. 
Since Z is a nonunit in x, y, X by the preparation theorem, the solution of 
(2.1) is given by an expression 
y = U(x, 4, 
where U is a nonunit in x and h. But for x = 0 there is a solution y = 0 
whatever h. Hence U(0, h) = 0. That is U is a nonunit in x alone. This 
means that U is the McLaurin series as to x of the solution y(x, A). One 
may therefore obtain its coefficients by the ordinary rules of differentiation 
directly from Z. An elementary calculation yields that in fact y(x, h) satisfies 
cm, * 
Proof of (2.2)n , 71 > 1. We proceed then by induction on n. Draw the 
Newton polygon l7 of Z as to x, y. Take a side of the polygon with slope 
-p-l (p a positive fraction). Let 
qx, y, h) = c A,89pyfl + c qpy* + ***. 
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The ordering of the sums is such that under the substitution y = txfi we have 
z, = x-hZ(x, tx’, A) = g(t) + x’ c Ay*sP + ***, 
where Y > 0 and g(t) is a polynomial of degree <n. There are now two cases: 
I. g(t) has at least two distinct roots. Let c(X) be a root # 0. It is algebraic 
in A. The substitution t --f a + yi replaces Z, by a function Z*(x, y1 , A) 
like the initial Z, but of degree <n in y1 . By (2.2)1,, K < n, the yh(x) thus 
obtained satisfy (2.2)n . If the Newton polygon has more than one side, or 
if it has only one with g(t) as assumed all the n roots yA(x) will have been 
obtained and will satisfy (2.2). 
II. g(t) = A&t - up. This means that II has only one side. This 
time h = m, p = m/n and 
Now it may happen that we are again under case II. If so let s be the least 
power of x alone at the right and call s = co if there is no term in x alone. 
In the initial equation (2.1) make the substitution 
xm = P(1 + x0), x = u(1 + (l/m) x0 + s-s), 
where u = 4s ifs is finite and (T = 1 otherwise. The x(u) series is of fractional 
powers type and so is its inverse U(X). The new (yi , u) equation will avoid 
type II, and hence will yield solutions Y*(U) behaving in accordance with 
(2.2). Going back f rom u to x they will yield solutions y,(x) satisfying (2.2). 
This concludes proof of (2.2). 
3. THE FUNCTIONS r. A 
Let x,y be coordinates of a point P in a real Cartesian plane. Denote 
by R the vector with components x, y (the point P) and let I’ be a vector 
with components .X(x, y), Y(x, y) applied at the point P. Introduce also 
the well-known dot product and cross product 
r=R.V=xX+yY, A=RxV=xY-yX=-VxR. 
Consider also I’, A as components of a vector @. One verifies readily the 
well known relations 
(3.1) I@1 =lRl*IVI. 
Hence we have at once: 
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(3.2) If the point P is not the origin then a necessary and su@knt condition 
(n.a.s.c.) in order that V(P) = 0 (that is X, Y zero at P) is that r(P) = 
d(P) = 0. Hence X(x, y) = 0, Y((x, y) = 0 if and only if both I’ G= 0, 
A = 0. 
Observe also this invariance property: 
(3.3) The functions r, A are invariant under a cogradient linear transforma- 
tion of coordinates and of X, I’. 
As a consequence: 
(3.4) Property (3.2) is independent of the choice of coordinates. 
(3.5) Let X and Y be forms of the same degree n. Then a n.a.s.c. in order that 
in suitable coordinates both X and Y possess a term in yn is that A(x, y) f 0. 
It is convenient for later purpose to adopt the coordinate transformation 
x’=~+(l--h)y, y’=p+(l-cL)y, 
whose determinant d = h - p is assumed # 0 : h # p. The vector V has 
for new components 
x=&x+(1 -h)Y, Y’=yX$(l -/J)Y. 
The inverse of the transformation is 
x= (1 -/4x’-(1 -4Y’ 
, Y= 
-pxr + Ay’ 
d d ’ 
An easy calculation yields 
xr(() l)-xx(x--l,~)+(~-~)y(~--l,~) -A@ - 1, h) 
, d” d” 
y’(() 
9 
1) = P-m - 194 + (1 - CL) Y(h - 19 4 
d” 
. 
Let 
If A + 0 one may choose OL, /I so that J-/3, a) + 0, and hence since d is a 
form one may choose h such that d(h - 1, h) f 0. As a consequence, 
a=X(X-l,h), b=Y(X-1,X) 
are not both zero. Since p is as yet arbitrary (p # X), and since a and b are 
not both zero, it is clear that p can be chosen in such a way that the numerator 
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of Y’(0, 1) is not zero. That is, in the coordinates x’, y’, we will have 
X’(0, 1) # 0, Y’(0, 1) # 0 and this proves sufficiency of the condition (3.2). 
The expression found for X’(0, 1) proves also its necessity. 
(3.6) Under the same conditions, A(x, y) = 0 implies that there exists a 
form 9)(x, y) of degree n - 1 such that X = xv, Y = yq~. 
For then X = xY/y. Hence y divides Y : k7 = yv and X = xv. 
4. MAIN PROBLEM 
It is to give a qualitative procedure for obtaining all the TO-curves of a 
system 
(4.1) 2 = X(X,Y), 9 = Y(%Y) 
or equivalently of one of 
(4.2) $=$, !I$=; X 
where X and Y are real nonunits attached to a region 52 : 1 x I, ( y 1 < R 
in which the origin is the only (real) critical point. For later purposes, 
however, we require the stronger property: 
(4.3) X = 0 and Y = 0 have no common real or complex root yl(x). 
Suppose that this condition fails to hold and let 
y1 = x’?E(xl’Q) 
be a common K-tuple root. Let it have the conjugates y2(x),..., yk(x). They 
are clearly also common branches. Define 
Zk(x, Y> = fI [Y -Y&a. 
j=l 
Thus Zk is a common nonunit factor of X and Y. Set X = ZkX,, 
Y = ZkYr so that X1 , Yr are still nonunits or else unity (trivial), and 
without the objectionable common root y - yr , and (4.1) is still equivalent to 
dy/dx = Y,/X, . 
Thus, step by step, all the roots common to X and Y may be suppressed. 
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We recall this well known result due to Bendixson ([3], p. 34). Agree 
to limit the concept of TO-curves to those which do not spiral around the 
origin. Then: 
(4.4) THEOREM. Every TO-curve tends to the origin along a definite tangent. 
As in the Introduction let X = X, + X,,, + em., Y = Y, + Y,+l + me* 
and set 
A i&+1 - -xY,-yx,. 
The number Y such that 
A n+1 = AA+2=-.=AA+v=0, A,,+lf:O 
is called thegrade of the system. From (3.3) there follows: 
(4.5) The grade v is an invariant with respect to tmnsformutions of 
coordinates. 
Recall that if A,,, = 0, h > n, then there exists a form p’n-l of degree 
h - 1 such that X, = x~,,-~ , Yh = ~p?,,-~ . Assume that v is infinite. Then 
is convergent and hence a nonunit in Q. Hence X = x0, Y = y@. Con- 
sequently the initial system (4.2) reduces to the trivial equation 
dy/dx = y/x. 
Therefore we may as well assume that v is finite. 
5. TANGENTS AT THE ORIGIN-GENERAL PROGRAM 
The natural method to find these tangents is by means of polar coordinates 
Y, 8: 
x = Y cos 8, y = r sin 0. 
In the Y, 0 plane the line Y = 0 corresponds to the x, y origin and its points 
correspond to the rays from the origin. The association of the set Y > 0 
and 0 < 0 < 2~r, with the punctured x, y plane is well known and need 
not be described. 
Passing to the Y, 0 differential equation the case A,+l(x, y) = 0 constitutes 
an all important exception. 
Let first A,+,(B) f 0. Upon writing r(e) and A(8) for r(sin 8, cos 8) and 
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d(sin 13, cos 6), the Y, 0 differential equations (with a suitable variable t) 
become: 
There are 272 + 2 solutions of dn+r(8) = 0 corresponding to pairs of opposite 
rays in the (x, y) plane. If 0 = 0, is not a root of d,+r = 0, the point r = 0, 
8 = 0, is an ordinary point for (5.1), so that a single path goes through it. 
Since Y = 0 is such a path there is no other. 
Suppose now that 19 = 19, is a solution of &+i(8) = 0, but not of 
r,+,(e) = 0. Thus in the neighborhood of (0, 0,) the system assumes the 
general form 
t=hr+f(Y,e-e8,), e=p.(e-e(J+&$r,e--0) 
where h, p are constants with h # 0 and f = [r, 0 - 0& and g = qr + 
b-9 e- 4IlP ; we have thus (a) p # 0, a node or saddle point in the Y, 0 
plane, yielding a fan or a single TO-curve or else (b) a Bendixson point 
with known TO-behavior. 
Suppose now that r,,+,(f+,) = 0. As we have seen this really implies that 
the ray 0 = 0, is a direction common to X, = 0 and Y,, = 0. 
Consider now the special case dn+r(x, y) = 0. Since X, and Y, are not 
both = 0 we must have r,,+,(e) f 0. The equation of the I, 0 system with 
a suitable t is 
(5.2) 
If F,+,(&,) = 0 and since d,+r(&) = 0, both X,(&J = 0 and Yn(8J = 0. 
That is 0 = fJ, is a common ray of X,(x, y) = 0 and Y&y) = 0. On the 
other hand if F,,+,(&,) # 0, that is 0 = 0, is not a common ray of X, = 0 
and Y,, = 0 the point (0,0,-J is an ordinary point with a TO-curve corre- 
sponding to it. This means that all but a finite number of rays from the 
origin are directions of approach of TO-curves. Hence this noteworthy result: 
(5.3) THEOREM. A n.a.s.c. in order that A,,,, = 0 is that all but a finite 
number of rays from the origin are TO-curve tangents. 
The value of this property arises from the fact that it will make it possible 
to discover whether or not A,,, = 0 without having to calculate A,+l and 
notably without the knowledge of X, and Y,, . 
To sum up the only uncertain directions of approach of TO-curves to the 
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or&in are those (in$nite number) common to X, = 0 and Y, = 0 (common 
linear factors of X, and I’,). 
(5.4) Applications. Suppose first that X,, = Y, . Then the polar coor- 
dinate method yields immediately that the TO tangents are y = x and 
possibly some of the linear factors of X, . 
Take now the more general situations of a system 
x = x, + x,,, + ***, j = Y, + Y,,I + --a 
where m > n. Upon replacing y by y’ = x + y, our system is replaced by 
Hence its TO tangents are x = y’ that is y = 0 and possibly some known 
factors of X, . 
(5.5) Remark. The preceding example justifies our calling degree of a 
system k = X, j = Y, the least of the degrees of X and Y. 
Hereafter several restrictive assumptions will be made. 
Assumption I. A,,, + 0. 
This restriction will be removed in Section 12. 
Assumption II. We shall only look for TO-curves in the half-plane x > 0. 
In Section 6 coordinates will be selected such that y = 0 will not be a 
common direction of X,, = 0, Y,, = 0. Hence the y direction is not 
important for our problem. The TO-curves in x < 0 are found by making 
the change of variables x -+ -x in the basic equation and applying the 
developments to follow to the new equation. 
Assumption III. A,+l(x, y) has some real linear factors or equivalently 
A,+,(B) = 0 has real roots. 
Indeed according to what has been said the real roots correspond to 
actual directions of approach of TO-curves. As a matter of fact Bendixson 
proved explicitly that if A,+l(0) = 0 has no real roots, then the origin is a 
focus or a center, that is no TO-curves do exist. This is therefore manifestly 
a case of no interest. 
Program. Having selected a suitable coordinate system we shall apply 
a finite set of transformations on y alone of the general type 
(5.6) Y = d-4 + x+(Y~ + 4 
where v is a finite sum of powers of x, >0 and <Y. This will replace the 
ON A THEOREM OF BENDIXSON 77 
initial origin by a set of lines, each carrying a finite set of points of the 
following type in reference to a definite equation: 
(a) Non-critical point. If it is on x = 0 and the latter is a solution it 
will be the only path through the point, and will not provide a TO-curve. 
If however x = 0 is not a solution, the path through the point provides a 
TO-curve. This is the only exception to “finite set of points”, all the TO-curves 
thus arising making up a fan [see Lefschetz ([3], p. 210).] The location of 
this fan is easily traced back relatively to the initial origin. 
(b) Simple critical point, either a node or a saddle point. The node gives 
rise to a fan of TO-curves. The saddle point provides one or two, TO-curves, 
one of which however may be eliminated as part of a solution x = 0. [See 
Lefschetz ([3], pp. 188, 195).] 
(c) Bendixson critical point. Roughly speaking it corresponds to a single 
non-zero characteristic root for first degree terms. For this type the TO-curves 
are known. [See Lefschetz ([3], pp. 241-250).] 
The two types (b) and (c) will be referred to as elementary critical points. 
The succession of operations will be terminated when an ordinary point 
or an elementary critical point is reached. 
(5.7) A system is called analyzable if it may be reduced by a finite number 
of operations (5.4) to a system with a finite number of elementary critical 
points. 
6. THE BRANCHES OF X = 0 AND Y = 0 
Let U(x, y) be a nonunit of degree n and assume that it contains a term 
in yn alone. Then, by the preparation theorem and by the Puiseux theorem, 
lJ = W,Y) I) (Y - WhWh 
h=l 
where the wh are nonunits in some fractional power of x. The loci y = wh(x), 
) x ( < R are the branches of U. 
We propose to select coordinates such that the branches of X and Y, 
appearing in (0.1) occupy a particularly simple position. Let X, , Y, be the 
least-degree terms -of X and Y. Under the assumptions that d,,, + 0, we 
may choose initial coordinates such that X,, and Y,, have terms ay” and byn, 
with ab f 0. Our ultimate choice of coordinates will rest upon properties of 
(6.1) 2 = h(X/u) + (1 - A)( Y/b). 
5051411-6 
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For convenience set 
(6.2) 2 = AX + (1 - A) E”, X = X/a, f = Y/b. 
Recall that since the origin is an isolated critical point X and Y have no 
common nonunit factor. 
(6.3) THEOREM OF BERTINI. For h omiuble, the n branches of 2 = 0 are 
distinct. 
This is very close to a well known theorem of algebraic geometry and 
in fact our proof is practically the same as Bertini’s. 
Let yr(x, I\) be a root of 2 = 0 for variable h. We must show that yr 
is a simple root. Let X, , yr , Z, be X, P, Z, for y = yr . Assume that yr 
is a k-fold root, K > 1. Then 
-w, y, 4 = (Y - Y&9 v -&(x9 Y, A), 
Zo@, Y&i 4,4 # 0. 
Hence 
3Z t-1 ax = 0 = A(& - Yl) Y-Y1 
and therefore x1 = f; . On the other hand, also 
Hence x(x) is a common root # 0 of X and Y, contrary to the assumption 
that they have no common non-unit factor. This proves the theorem. 
Let Z*(x, y, h) be the special polynomial in y factor of Z. As such Z* has 
a discriminant D(x, h) which is a power series in x with coefficients 
polynomials in h. Let P(A) be their highest common factor which is a 
polynomial in h. A n.a.s.c. in order that Z*(x, y, h) possesses amultiple factor 
is that h annuls F. Hence 
(6.4) There is at most a finite number of values of h for which Z has a 
multiple branch. 
Order of a branch. Let 
B : y = a.@~ + @‘+PI + --- a #O,p >O 
be a branch. The order of B is the number p. 
Relative order of two branches: Let 
B’ : y’ = b.@ + b+“+*l + .-a 
ON A THEOREM OF BENDIXSON 79 
be a second branch # B. The order of B - B’ = uxp + *** - (ZMQ + **a) 
in the relative order of the two branches. 
Two branches B, , B, of relative order r may be represented by relations 
B,:y, = v(x) + a,xrE,*(x), 
where a, # a2 and q~ is a finite sum of fractionary powers of degree <Y. 
(6.5) THEOREM. Let the two branches Bi not be tangent to one of the axes. 
Let T be a linear transformation 
x’ = ax + fvy, y’ = yx + sy, cd - fly # 0 
such that if m is the slope of either one of the brunches at the origin 
(6.6) (a + Bm)(r + am) # 0. 
Then T changes the brunches into branches und preserves their relative order. 
Actually the value I = 1 is of no interest (trivial) so that we assume r > 1. 
The common slope m of the two branches is such that mx is the first term 
of v. The assumption as to T is that 
(6.7) t=ff-+-fim#O, q=y+6m#O. 
We must show that the TBi are branches of relative order r. 
Let q be an integer such that one may take the series of the two branches 
as powers of x1/r = k. Our branches may be represented in the form 
Bi: yi = mu’ (1 + G(u) + 2 USE*) , 
s = (I - 1) q. 
Here we designate by Q(U) a polynomial of degree <s such that 0(O) = 0, 
which is independent of a, or a,. This designation will conveniently 
designate any such polynomial. This will save a multiplicity of indices since 
we shall merely need that some @ does exist without regard to what particular 
polynomial it is. A similar observation holds regarding E*. 
Let a be a parameter varying on the segment [a, , a,]. Consider the general 
branch 
B: y = mx (1 + a)(u) + $ u”E*(u)) 
(0 independent of a). 
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Regarding the general expression 
W(u) = L9(1 + CD(u) f (Au + p) zPE”(u)), e f 0, 
where ~9, A, p are constants independent of a, it is to be noted that 
Property AJ. The sum, product and quotient of any two W’s is a II’. 
Set now x’ = vq and with x = uq the effect of T on B is described by: 
(6.8a) 2’0 = &u” iI + G(u) + $ usE*(u)( , 
(6.8b) y’ = 7pQ 11 + @(u) + 5 zPE*(u)~ . 
Our task is to solve (6.8a) for u as a function of v (for 1 u 1, 1 v ) small) and 
substitute the result in (6.8b). 
Since our only concern is with real solutions we note that (6.8a) has a 
holomorphic solution U(V) such that u(0) = 0. It may be represented as 
u(v) = pJv + p,v2 + . . . . 
p,=Ijh!$ . 
( 1 U=“-0 
It is not hard to see that the coefficients through p, are independent of a. 
First (6.8a) yields 
v = pu 11 + Q(u) + $244*(u)/ . 
Therefore, step by step 
u = s-‘i”w{l + @(zJ) - kv%*(v)}. 
From this follows readily 
y' = f vQ{l + q%(w) - k*vcE*(v)}. 
Here #J is a definite function behaving like Cp. This proves TB = B’ is a v 
branch. 
In order to obtain TB, all that is required is to replace in the last expression 
a by aj . The relative order of the TBi must again be r. For, if not, apply 
T-1 to the TBi and the same argument as above can be used to show that 
B, and B, could not have had relative order r. This proves Theorem (6.5). 
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(6.9) A BERTINI THEOREM FOR BRANCHES. Let X, Y,Z be as before. 
Suppose that Z has two variable branches 
B,:y, = v(x) + x’u,E:(x), 
B,: yz = p)(x) + xra2Ez (x). 
Then v,(x) is independent of A. 
We may actually assume that the two series are integral so that 9) is a 
polynomial of degree <r. Now for 9 of degree one this is a consequence 
of the results of Section 5. For the common targent of the two branches is 
certainly fixed. 
Suppose that the asserted result has already been proved for v of degree 
<s < Y - 1. We may then write 
where $ is independent of h and of degree <s; also take 
x = P(X, y), Y = E(x, Y) BP, Y), 
where P, Q are special polynomials of degree n in y. 
Now apply the transformation 
Y = 4Jw + XSYl 
to X, Y, Z. As a consequence they become power series X, , Yr , Z, , in x 
with coefficient polynomials in y1 for X and Y, and in yI and h for Z, . 
Returning to Z note that its branches are of the following three types: 
(a) y - #(x) - bx’E,*(x), p < k, k > 1; 
lb) Y - +W - v”E,*(x), cq # h k + 1 < Q < h + 4 ; 
(4 Y - 44 - x%(x), UT < s, k + h, + 1 < Y Q ?L 
As a consequence 
4 = xNZ&, Yl ,A) 
Z,(O,Yl - > 4 = (Yl 4Wf(Y1> 4, f(k 4 f 0 
Since XI , YI are independent of h their coefficients g(y,) and h(y,) of xN 
will be likewise independent of h. We have then 
(Yl - WWf(Y, ? 4 = MY,) + (1 - 4 h(YA 
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However since K > 1 by Bertini’s theorem g(b) = h(b) = 0. Since, say, 
g(y,) is independent of h, this implies that b is likewise independent of X. 
This proves the theorem. 
(6.10) Upon combining theorems (6.1) and (6.9) one obtains the 
following: There exists an interval (1 = (X, , ha) within (0, 1) such that, for 
X in ~4, the roots yh of 2(x, y, h) = 0 remain distinct and, as h varies in fl, 
real roots go into real roots and complex roots into complex roots. Moreover, 
the roots may be broken into sets such as 
with the following properties: 
y(x) = q(x) + aJ$E&) 
where q~ is a finite sum of fractional powers of degree <Y, ~(0) = 0 and q 
is independent of h. Actually ~(0) = mx where m # 0. Moreover since only 
TO-tangents interest us we may assume that if U(x, y) is the highest common 
factor of X, and Y, then m is a root ot 
and is’ # 0. 
U(l, m) = 0 
We may also assume that the number p is maximal for the type and that 
the a,(h) are all variable and distinct, hence none equal to any fixed constant. 
A set G of branches corresponding to the p roots yh just considered is 
referred to as a brunch group. This branch group is characterized by the 
mutual relative order Y of its elements and by the related function p(x). 
That is if G, G’ are two distinct branch groups with related r, p and I’, v’ 
then either Y’ # Y or else v # cp’ or both. The collection of branch groups 
G 1 ,**a, G,,, is finite, for in fact, m < n. We will always assume them arranged 
in such an order that if rh , ph characterize Gh and if Y,, < yk then G, precedes 
G k’ 
(6.10) Take now h, , p0 in LI. The roots of 2(x, y, &) = 0 and of 
2(x, y, pO) = 0 may be associated in such a manner that if B, , Bi are their 
branches then their branch groups correspond. That is, their branches are 
so ordered that we have 
(6.11) 
B;: y;, = q+,(x) + a;x+E,*‘(x), 
with the 2p sets a, , a; all distinct and none a fixed constant. 
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Let now h, , p0 be distinct and such that if m is any one of the roots of 
U(1, m) = 0 then with a, b as in (6.2), 
[ ++m--jj--][T+m (1 -ho) PO (l ; poq #0. 
This really means that if 
f(h) = up, h - 1) then f(AJf(clo) Z 0. 
This will hold automatically if we restrict further the interval /l by the 
condition that it contains no root of the polynomialf(h). Let this be assumed 
henceforth. 
Under this condition the transformation 
x’=I\ox+c!py, Y’=LoX+ (1 ;Poly 
a a 
is nonsingular since its determinant is ho - cc0 # 0. Furthermore, it will 
satisfy (6.4). Hence the branches of 
x’ = ax I (1 ; b) y, 
a 
y' = 2 x + (1 ; PO) y 
will behave as described above. Dropping now the primes we may state: 
(6.12) THEOREM. The coordinates may be so chosen that the branches of 
X = 0 and Y = 0 are distributed into branch groups so related that in 
corresponding roups G, G’ the branches behawe in accordance with (6.9). 
II. TREATMENT OF THE GENERAL EQUATION 
7. NORMALIZATION OF THE EQUATION dy/dx = Y/X 
As we have seen one may write 
(7.1) 
where wk , CJJ~ are as described say in (6.9). Let R(x, y) denote the product. 
Since the UJ~ are all distinct one may apply to R the standard partial fraction 
process relative to y. Thus 
R(x, y) E Z * + c. 
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Keeping x fixed and y --f co, one finds at once that C = 1. Then 
Referring to the expressions of the W, w’ we find that the product is a unit 
E(x) and that A, is of order Y,, in x. Hence 
A, = +7$(x) x’h, l h nonzero constant. 
Consequently (7.1) has the explicit form 
(7.2) 
where y is a constant # 0. 
8. TRANSFORMATIONS RELATED TO THE BRANCH GROUPS 
The parts corresponding to the branch group Gk in the relation (7.2) 
consist principally of terms such as 
We wish to examine the effect on these expressions of a transformation Th 
related to a fixed Gh : 
Ttt : Y = 44 + x’s , h # k. 
In order to facilitate the procedure we adopt for a moment these simplified 
designations: 
T = Th, r = rki, r = rh, r’ = Ye, 
4 = vh - vr , u = order 4. 
Remark. Suppose say that r < Y’ and that u = r. Then order # = Y 
implies that 4 contains a term bxr, where b is constant in regard to the 
modifications envisaged in (6.6). Since the ahi are variable under these 
circumstances we may always so dispose of the situation that no ahj is f one 
of the coefficients (in finite number) of any #. This observation must be 
kept in mind in what follows. 
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The general form of Tr is 
XT' 
Tr = xry, + $b + x"E(X) * 
From this general form we obtain by a simple calculation: 
If Y < Y’ and u > Y then 
Tr = y1 + b + x7E(x) ’ 
7, 7’ > 0 
where b # 0 if (T = r and b = 0 if 0 > r. 
In all other cases 
Tr = x7E(x, xTyl), 7, rf > 0. 
9. EQUATION WITH A SINGLE BRANCH GROUP 
Let S,, denote a system of degree n. The complete analysis of S, is 
elementary since the origin is then a simple or Bendixson critical point. 
It will then be natural to utilize induction on n. In the process we require 
the particular analysis of an S, consisting of a single branch group. This 
will be disposed of in the present section. That is we shall prove 
(9.1) An S,, with a single branch group is completely analyzable. 
For the S, in question one may give the following more explicit form of 
the fundamental system (7.2): 
VW g = E*(x, y) IZ 
+E;(x) x’ 
y - v(x) - a,x;E*‘(x) 
As the exponents of x may be fractions P/Q we make the following 
ASSUMPTION. In the future we assume that x > 0 and take for x1/q the 
positive determination. 
By “polynomial, unit, nonunit in x” we shall merely mean “polynomial,...” 
in x1/Q. 
Since we have already disposed of TO curves with tangents not common 
factors of X, and Y,, , we shall only consider those with such common factors 
as tangents. Also owing to our choice of coordinates we have v(x) = mx + a--, 
m # 0, that is v is of order one: Hence r > 1. 
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Upon applying now the transformation 
)’ = F(x) + X’Y, , 
(9.2) is replaced by 
(9.3) 
Since 1 x 1, 1 y 1 < R merely imposes 1 x’j, I < R, it does not actually 
limit y1 . 
In a moment the following functions will be required: 
f(Y1) = z * + Y - m. 
The u, z test. The equation (9.3) must be discussed for all real values 
of y1 . This is done by setting y1 = u + z where u is a fixed real number 
and 1 z ) is small. Upon substituting in (9.3) we obtain 
(9.4) + #(x) - Yx-(u + 2) 
This equation must be examined for all real values of u. Suppose first u = a, . 
Then (9.4) assumes the form 
dz W, 4 
i&= xqz -F(x)) - 
Hence x = z = 0 is an ordinary point. Since the only path through it is 
x = 0 it furnishes no TO-curve. Thus we may eliminate y1 = a1 , and 
similarly y1 = ah from our list. Consequently we may assume that the 
1 y1 - ah 1 have a positive lower bound, that is exclude u from certain 
neighborhoods of these points. 
Let now u0 be any value for which f(u) # 0. Since f(yJ is the value of 
the bracket in (9.3) for x = 0, the a equation (9.4) around the point x = 0, 
y1 = u. , or x = z = 0, will again assume the form (9.5) with the same 
conclusion as before. 
Suppose that u0 is K-tuple forfand letf(yl) = (yl - ~J”fi(yl),fi(yl) # 0. 
Since 
dY1) 
‘(‘l) = n(y, - a,) 
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and g is a polynomial of degree <n, we have k < n. Since f has the poles 
Up it is not E 0. Hence the z equation assumes the form 
(94 
Here Z is a non-unit of degree <k < n. Since Y > 1 one may choose q 
such that q(r - 1) + 1 > n. Now the change of variable x + xQ preserves 
x > 0, the TO curves and (9.6) in form, but results in making Y > n. Thus 
(9.6) defines an S, , k < rz. If k < tl the system is analyzable. 
There remains the case k = n: a single root u0 of multiplicity n. The 
preparation theorem yields then 
(9.7) 
dz 
z- 
E(x, z) l7(z - q,(x))Ph 
X’ 
.zph = n. 
By means of polar coordinates one shows that the TO tangents are x = 0 
(an ordinary tangent if no r], = 0) plus some of those of the branches 
y = r], . The natural treatment is then a parallel to the treatment of (9.2). 
Suppose first that there are several r], . Thus every p, < n. Any Q , say 
Q will have a term say axa not found in any other. Thus 
71 = P)(x) + a.-*(x), degree QJ < s. 
Hence the transformation 
2 = q(x) + (21 - a) x’ 
is easily seen to replace (9.7) by an equation 
(9.8) 
P special polynomial of degree k < n in zI . The analogue of the u, z test 
applied to (9.8) shows that z, = 0 is the only significant value. Thus we 
are back to an S, , k < n. Since the number of such cases is finite the 
analysis is completed. 
There remains finally 
(9.9) 
dz -zz W, 4(~ - rl(4)” 
dx X’ 
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This is easily disposed of when 7 f 0 by the transformation z = .z’zi which 
reduces (9.9) to the preceding case. Finally when 7 = 0 the same transforma- 
tion achieves the same end. 
This completes the proof of (9.1). 
10. ANOTHER SPECIAL CASE 
In Section 9 we have dealt with a single branch group. As a consequence, 
the constants ah were all distinct. An analogous but slightly different situation 
may occur as follows: some branch groups may only separate with a term 
in x8, “at the level s” as we shall say, but coincide until that level is reached. 
As we shall see, an analog of (9.2) arises but with the ah not all distinct. 
The analog of the u, x process may then bring out new “parasitic” TO-curves. 
We examine this case mainly to bring out its deviations from Section 9. 
At the outset the results of Section 8 are applied to the general equation 
(7.2). 
Let part of the w’s be labeled whlc and the rest labeled wj . Let 
degree # < s, s > 1. Thus the whk separate at the level s. Assume that pj 
corresponding to the wj separate from the vhn: before the level s. Applying 
the transformation 
yields the equation 
Y = 9w + XSYl 
where 7 > 0. 
Let first Y = inf{r,j < 2s. Set 
qh = 1 chk P 
k 
f (Yl) = c fi 9 
where the Q # 0 and corresponding to yh = Y alone are preserved. Under 
the circumstances the treatment of (10.1) differs unessentially from the case 
discussed in Section 9. 
When 2s < 7 it is easily seen that the parasitic TO-curves which may 
arise at the level s also do occur at some later level s’(s) > s). That is in 
order to find them one merely has to escalate from s to s’, Thus the first 
case brings out all the TO-curves strictly corresponding to the level s and 
not to a higher level. 
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Remark. The situation just envisaged means that at certain stage some 
branch-groups are collected into the analogue of a branch-group. We shall 
refer to these new groups as of type H : HI, Hz ,... . Their number is 
manifestly finite. 
11. THE GENERAL EQUATION dy/dx = Y/X 
In the present section we shall deal with the effect of the operation Th 
of Section 8 upon the general equation. Observe that the same operation 
may also be defined for branch groups H, , and hence for any branch group K. 
Hence we assume at once that T, belongs to Kh and rkj to Kk , and will 
apply directly to K the results of Section 8. It is in this sense that we examine 
the effect of Th upon the differential equation. 
It is advisable to write down explicitly (with complete subscripts) the 
types of Section 8: 
Type A. Thrkj = x’“E(x, x’Y~). 
Type B. Only for ohx > th < rk , 
TJkj = 
xrhEkj(x) -- 
y1 - bkj - x7hELj(x) 
(some bkj may be zero). Hence the yr equation is of the following type: 
(11.1) 
dy, E*(x, X’YI) 
-z= XT 
z 1 
I 
l d,*i(X) __--- yl _ u,j _ x’E;(y) + xTqJG X7Yl) +4 -** * I 
Here F is a unit or nonunit and .X2 is a sum of terms of type B. 
At this stage we are ready to apply the treatment of Section 9 to (11.1) 
with these complements: 
(a) The function F only intervenes in that F(0, 0) takes the place of 
y - m in Section 9. 
(b) The terms of Zr arise from type A. 
(c) Za is a sum of terms of type B. As in Section 10 it is shown that 
they indicate an escalation to a higher level than r. That is the associated 
TO curves will occur “above Y”. As a consequence, the values b& (number 
finite) need not be taken into account in looking for zeros of the function 
f(yr). That is one merely need to consider yr outside certain intervals sur- 
roundmg the Z& : 
Otherwise then the treatment of (11.1) is the same as that of (9.3) and 
need not be repeated. 
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12. R~OVAL OF THE RESTRICTION A,,, + 0 
Suppose that d,,, = 0. Recall these facts: (a) X, = xp)n-i , Y, = y~+r , 
regardless of the choice of coordinates. Hence they may be so chosen that 
v+r(x, 0) and plfl-r(O) y) # 0. (b) If y - mx is not a factor of v there is a 
TO curve (and only one) tangent to y = mx at the origin and with an ordinary 
point in the related Y, 0 representation. Hence we only need to be concerned 
with TO curves whose tangents at the origin are factors of p. 
Let then y - mx be a k-tuple factor of v. Thus 
9) = (Y - m-V R(X, y), dx, m) + 0. 
This implies that under the transformation 
T : y = x(m + z) 
the TO curves in question will be TO curves for the (2, x) equation. 
Let the system be of grade Y so that 
4&Y) 5% 0 for rz + 1 < h < n + Y, A,+l+, + 0. 
Upon setting yr = m + z we have 
dY1 -= x”(A*(y,) + 4n) + -> 
dx %I-l(Yl) + xxn+l(Yl) + *** ’ 
where “(yJ’ stands for “( 1, yr)” and A: for An+v+h . 
The x, z equation is therefore 
(12.1) 
dz x’(A*(z + m) + xAT(x + m) + -*) 
z= fpn-& + m) + xX,+& + 4 + -** ’ 
Since the highest-degree term in z alone in the denominator is of degree 
<K < n, (12.1) is a system S,r , n’ < tt. Hence it is analyzable under the 
hypothesis of the induction. 
We have thus replaced our initial S,, system by a finite set of systems 
S* 71’ < n, and therefore each is analyzable. Hence the initial system is 
alio’analyzable. 
13. TREE DIAGRAMS 
For nontopologists we recall the meaning of tree and forest as used here. 
A tree is a connected finite collection of open arcs and nodes such that: 
(a) each node is an end point of some arc; (b) each arc has two endpoints 
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which are nodes; (c) the tree contains no polygon (Fig. 1). A forest consists 
of a finite set of disjoint trees, except perhaps for a common base line as in 
Fig. 1. Thus Fig. 1 represents a forest consisting of two trees. We shall 
now associate trees and a forest with our collection of branches. 
FIG. 1 
Let f(x), g(x), 44 be th ree integral power series. Suppose that 
where all but the last terms are polynomials, the degree of each being less 
than that of the beginning term of the next. One may represent the mutual 
relations of the series by a diagram such as in Fig. 2. The essential part of 
the diagram is that once diagram representations of the series separate, for 
example those of f and h, they never rejoin. One may evidently draw 
such diagrams for any number of series. In such diagrams no closed 
circuits arise. They are of the well-known topological type called a tree 
if connected, a forest otherwise. Actually we shall only deal with finite 
trees. 
The tree diagram finds an immediate application to our general problem. 
One takes as series the solutions pursued to the point when one reaches a 
place where the problem reduces to solving a differential equation with an 
elementary critical point. 
As an example take an equation of the type of S,, of Section 7: 
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where Y is regular and of degree n in y. Let there be three branch groups 
GI , G, , G3 related as follows 
y = Pl + 9% + GJqx>, h = I,2 )...) p, 
y = qJ1 + xp;‘(x), k = 1, 2 )..., q, 
y = $!J + ‘PCJ3~(X), m = 1, 2 )...) s, 
degree v1 < least degree in CJ+ . 
We assume all functions real. The tree diagram is given in Fig. 3. 
FIG. 3 
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14. FINAL ANALYSIS. I 
We return now to the analysis of Section 9. In its notations, except that 
u,, is to be replaced by one of the real roots ui off(yi), and correspondingly 
z by zj , the steps were these: 
(14.1) 
T: y +yl: y = dx) + xYY, , 
y1+zj:y1 = uj +zj. 
Let V, denote the operation y -+ .zj and let Zj denote the corresponding x, 
z+equation. Note that 
(14.2) Vj : y = v(X) + X’(Uj +Zj). 
The above analysis applies equally to the more general situation of 
Section 11. 
(14.3) THEOREM. There exists a finite collection {Vj} with an associated 
set of products W = V,V,, **- VI such that the application of any W to 
Eq. (9.2) replaces it by one with an isolated elementary critical point at the 
or&in. The set of equations (x, Wy) thus obtained replaces the initial equation. 
The ultimate (x, Wy) equation, likewise the function g, entering in the 
definitions of W, are said to be reduced. 
The assertion is obvious for an S, , visibly so when in the initial form 
(0.1). A proof by induction on n for a general S,, is therefore in order. Since 
the Zj are of type S, , K < n, or of special S, type for which by reference 
to Section 9 the theorem holds, it holds for every Zj . Hence, almost trivially 
it holds for the initial equation of an S, . 
(14.4) Important Observation. In dealing with the differential equations 
of (x, Wy) all our emphasis has been turned toward the discovery of TO 
curves. Actually however much more has been obtained. To bring this out 
we return to equations Zj . Suppose that Zj and Zk correspond to two 
consecutive real roots Uj and uk of f(yJ with u, < uk . Here as done in 
Section 9 we may assume I > 1 and hence make a change of variables x -+ XQ 
so chosen as to make the new Y > 0 and the series all integral. This causes 
no geometrical change in the pattern of the paths not merely of the TO curves, 
near the x = 0 line in the semiplane x > 0 of the (xyr) plane. 
Under the circumstances say the Zj equation has no critical point on the 
interval (u, , up) and in that interval x = 0 is a path. Hence the Zj equation 
represents all paths near x = 0. Similarly for Z, and (uj + E, ug + E). That 
is Z and Z, together represent all the paths within a region like the 
505/4/I-7 
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N,, + N,, of Fig. 4. Of course the paths of interest to us are only those 
on or above the yi axis. 
The concern for all paths near the (xy) origin and not merely for the 
TO curves marks our main departure from the treatment of Bendixson. 
15. FINAL ANALYSIS. II. TOPOLOGICAL CONSIDERATIONS 
As a consequence of (14.3) the number of polynomials F is finite. Range 
all their exponents in increasing order: YJ= l), y2 , y3 ,... . Call Y a separating 
point OY index if there exist two distinct functions 9) of type 4(x) + ax? + ---, 
$44 + kc’ + *.*, a # b, degree 16 < Y. 
One may write any v as a finite sum 
v = $4 + *2 + --- + *o, , (15.1) 
where: (a) degree #1 < least degree in &+i ; (b) least degree in & is a 
separation index. 
The collection of all &, is again finite. Let #k be represented schematically 
by a segment I/J: and let (Gh* and +t+l have a common end point P,, whenever 
#h and A+1 are related as in (14.1). It follows that the collection {$*} consists 
of a finite number of disjoint topological trees Ti ,..., T, . Each tree Tj 
consists of a finite number of elements $* ordered like the pair &, , I,&,+~ 
already considered. The #* are the arcs of the trees and their vertices or 
no&s correspond to the separation indices. The totality of the trees is a 
forest F, (Y for “real”). 
Since the arcs of a tree Tj are well ordered and it is connected, Tj contains 
a first node its root, and a finite collection of last nodes or tennina nodes. 
Since a tree T is connected and contains no closed polygon, from its root 
to any one of its terminal nodes there can be drawn a unique polygonal 
line in T. 
As the topology imposes differences between the general case d,,, f 0 
and the special case d,,, = 0, we impose again 
ASSUMPTION. On+l f 0. 
Once this case is dealt with it will be possible to dispose of the other 
case in a few lines. 
As a first step it will be convenient to extend the tree concept in this 
direction. Referring to Section 5 we have found in the r, 0 plane elementary 
critical points (in finite number) on Y = 0, in directions 0 = 0, not common 
to X, = 0, Y, = 0. We admit these special directions as degenerate trees 
and add them to the forest F, . In Fig. 1 they are shown as isolated points 
on the base line. 
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(15.3) THEOREM. With the general equation (9.2), there is awociuted a 
forest F,+ such that there is a one-one correspondence between any two of the 
following collections: its terminal points, the reducing equations and the redu&g 
functions. 
By grafting the trees F,i upon the initial forest at the separating point Y 
and likewise for all similar cases there results a new forest F,+ for which 
the proof is immediate. 
Everything stated so far has been on the assumption that the solutions 
of the differential equation have only been considered for x > 0. Evidently 
similar results are obtained for x < 0. In fact they may be obtained by 
treating as before the equation 
4 
TX= 
-q--x, Y) 
X(--x, Y) 
for x > 0. Let the new forest be designated by F,- and .let F, stand this 
time for the union of the two forests. There may arise complications caused 
by some degenerate trees located in the direction of the x axis. However 
as the number of such degenerate directions is finite (<2n, see Section 9, 
we may always denote coordinates compatible with the requirements of 
Section 6 such that the accident in question is avoided. 
For the present M is reserved for terminal nodes. Let M be any such 
node and QJ*(M) its QI polynomial. For two distinct terminal points Ml , M, 
of F,+ we will have 
(15.4) ~*(Mj)=~(X)+UjX'+*.* j=1,2y~#U,,~fO. 
Let the points Mj be ordered by this rule: Ml is to the left of M2 if a, > a, . 
The Mi of F,+ are now placed in the proper order on the open upper half 
lu of a circle r. 
The rule for the points of F,- is analogous with mere reversal of the order 
and placing of the points on the lower half r- of r. 
The condition CJJ # 0 imposed upon compared points M means that they 
are in the same tree. For points in distinct trees the rule is this. Each tree 
root is determined by a 0 < 0 < 27r polar angle. Points in different trees 
are ordered by the polar angles of their tree roots with this exception: if 
the compared angles are consecutive and one 30 and the other <2~ the 
points of the first are placed ahead of those of the second. This ordering is 
manifestly consistent on r. 
Relation between certain transformations. We refer to the transformations 
T : Y = v(x) + x+y, , degree v < Y 
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repeatedly utilized in the paper. Let I;T denote the semi-plane x 2 0, of the 
(xy) plane, and let L denote its y axis, Let J7, , L, be their analogs for the 
(xy,) plane. Denote the xy origin by 0. Then is analytic-topological, 
ni -L, + II -L, and continuous, II, 4 n + 0. 
Take now a second variable y* such that 
degree $ < r + s; degree y < least degree in # 3 r. 
Let nc,..., be the analogs of fl, ,..., for yc. Then 
y1 = x-r$(x) + xsy; 
defines a mapping: U which is topological IIF - Lf -+ I& - L, , continuous 
on @ -+ fl,, and maps Lf into the (xy,) origin 0, . 
Given any three consecutive terminal points we may conveniently label 
them Mr , Ma , M3 . Since M, follows Ml they are related as in (15.4). 
Hence they correspond to values a, , aa of y1 , a2 > a, . One may therefore 
draw in the (x,yl) half plane n, a closed region. N,, (a closed 2-cell) such 
as shown in Fig. 4(a). The values y1 = a, , a2 correspond to Ml and M, . 
aI2 
(q ~ 
Yl Q2 ai (a.1 
Yi a3 a2 al 
(c.) 
FIG. 4 
ki.1 
In the plane II, Nr2 will represent a sector with a vertex at the origin 
such as shown in Fig. 4(b). The closed region N,,-base line (on yi axis) 
is in analytical homeomorphism with the region N;, - 0 of Fig. 4(b). 
A similar situation prevails regarding n/r, and M, except that the associated 
half plane is now nf. 
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The problem now is to match the consecutive neighborhoods N,, , N2a ,..., 
in a suitable manner. There are two possibilities: 
(a) Actually the planes n1 and nc do coincide: yi = yf. Then the 
two consecutive neighborhoods N,, and Nz3 are related as in Fig. 4(c) and 
there is no problem. Their mutual images in the plane 17 are shown in 
Fig. 4(d). 
(b) The planes 17i and fl,* are distinct but there is a topological mapping 
T*:Il~-L~+17,-LL,. In that case N,, and N2a are modified by the 
removal of small “nicks” as indicated in Figs. 5(a),(b). The modified neigh- 
lb.) 
FIG. 5 
borhoods are still conveniently labeled N,, and N= and they are matched 
through the topological mapping T* plus sending a2 into itself. The images 
in the plane 17 are still related as in Fig. 4(d). 
The passage from Na3 to Ns4 ,..., is fairly obvious and need not detain 
us further. In the final structure the labels a, , a2 ,..., are replaced by 
Ml , M, ,... . 
The ultimate result is a circular scheme of neighborhoods Nk-iVk with 
consecutive overlappings. 
Let @ be the resulting configuration. Since every N,-,,, minus its lower 
arc is in a diffhomeomorphism (through yr + y) with a subset of a neigh- 
borhood N,, of 0 in the xy plane, the same thing holds for @. Hence the 
collection of open Nk--l,lc defines an open 2-manifold. Since CD is homeomor- 
phic to a planar subset it is orientable. But it is clear from the construction 
that @ has two disjoint Jordan curves as borders, one of them I’ and the 
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other, say, A. Hence @ is a closed annular ring. Since in the mapping @ -+ l7 
every segment of r goes into 0, the same holds as to r itself. Hence the 
mapping @ + II is a diffhomeomorphism 17 - r + N,, - 0, continuous 
on @ sending r--+ 0. Thus we have: 
(15.5) THEOREM. The ring @ - I’ carries the complete image of all the 
paths near 0. As for @ itself, it is a consequence of its construction that the 
vertices Mj of r are elementary critical points for the paths on @. Note also 
that the segments of r between consecutive points Mj are special paths mapped 
into 0. 
Removal of the Restriction A,,, + 0. This restriction reimposed in 
Section 15 is now easily removed. Recall that when A,,, = 0 we have 
X,, = xv+i, Y,, = yv,+i where the coordinates may be so chosen that 
v,,-i has only linear factors of type y - mx, m # 0. Let m, ,..., m,, correspond 
to the distinct real factors of v+.i . To m,, there corresponds a tree Th that 
may be treated in the same way as before. Every m not an mh is the slope 
of a TO curve. As a consequence the circle r is replaced by a finite number 
of disjoint closed arcs each corresponding to an mh and representing special 
collections of paths in the neighborhood of the origin to be dealt with as 
before. Between any two such collections there is merely a fan of TO curves. 
When p = 0, that is ~~-i has no real factor, the origin is merely a node. 
16. DIFFERENT TYPES OF SECTON AROUND THE CRITICAL POINT 
Among the many interesting questions studied by Bendixson in his mem- 
oirs was the existence of elliptic sectors around a critical point. We propose 
to consider the distribution of elliptic and hyperbolic sectors, also of fans 
around the point. For definitions of sectors see [3], p. 219. 
Recall first the geometric nature of elementary critical points. The simple 
critical points offer the following possible behavior on one side of the circle r, 
which contains two paths terminating at the point: 
(a) Node: a fan around the point (Fig. 6a) 
(b) Saddle point: Two hyperbolic sectors (Fig. 6b) 
(c) Bendixson point: In addition to (a) and (b) such a point may present 
a fan on one side and a hyperbolic sector on the other (Figs. 6c and 6d). 
At each point Mi , one or the other preceding situations will occur. 
According to the sectors facing from consecutive points Mj we obtain the 
following possibilities. 
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FIG. 6 
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Elliptic sectors. They correspond to two fans facing one another as in 
Fig. 7. For the lowest arc PQ is an arc of x = 0 (the yI axis) which is a path. 
Hence it has arbitrarily close paths above it joining P to Q and these give 
rise to an elliptic sector in the xy plane. (Fig. 7). 
AAk3L 
P Q 
FIG. 7 
Hyperbolic sectors. This is the case of two adjacent hyperbolic sectors 
and they obviously generate a hyperbolic sector in the xy plane (Fig. 8). 
FIG. 8 
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Fun. When two sectors of opposite types are adjacent there results a fan 
in the xy plane (Fig. 9). 
FIG. 9 
17. CONCLUSIONS 
In a suitable system of coordinates x, y the application of a finite set of 
operations of type 
w : y = v(x) + qy1 + 4 
(p’ as in Section 14) has led to these results. There has been constructed a 
ring surface @ with two borders r and A with the following properties: 
-There exists a closed neighborhood N of the origin 0 and a differentiable 
mapping U : 0 + N which is topological: @ - r+ N - 0. This mapping 
defines on CD a differential system S,* whose paths on CD constitute a local 
phase-portrait of the initial equation (0.1) of S, at the origin. This system 
has for unique critical points a finite subset {A$} of r and the Mi are all 
elementary. The system Sz has certain additional paths which are arcs of r 
and mapped into 0 by U. The sectors around the origin-r on @--have 
been described in Section 16. 
That CD is a local phase-portrait at the origin proves that OUY treatment has 
obtained TO curves and this by a finite process. This embodies in essence the 
result of Bendixson. The construction of the full local phase-portrait 
constitutes the major new contribution of the present paper. 
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