The accuracy of the numerical solution of a fractional differential equation depends on the differentiability class of the solution. The derivatives of the solutions of fractional differential equations often have a singularity at the initial point, which may result in a lower accuracy of the numerical solutions. We propose a method for improving the accuracy of the numerical solutions of the fractional relaxation and subdiffusion equations based on the fractional Taylor polynomials of the solution at the initial point.
Introduction
Differential equations with fractional derivatives are used for modeling nonMarkovian processes in various areas of science such as Physics, Biology and Economics [1] [2] [3] [4] [5] . The methods for analytical solution of ordinary and partial fractional differential equations can be applied to only special types of equations and initial conditions. In practical applications the solutions of the fractional differential equations are determined by numerical methods. The development of efficient methods for numerical solution of fractional differential equations is an active research field.
An important approximation for the Caputo fractional derivative is the L1 approximation (3). It has been successfully used for numerical solution of ordinary and partial fractional differential equations. When the function y(x) is a smooth function, the accuracy of the L1 approximation is O (h 2−α ). In previous work [13] we determined the second order approximation (4) by modifying the first three coefficients of the L1 approximation with the value of the Riemann zeta function at the point α − 1, and we computed the numerical solutions of the fractional relaxation and subdiffusion equations with sufficiently differentiable solutions. The solutions of fractional differential equations often have a singularity at the initial point. In this case the numerical solutions may converge to the exact solution but their accuracy may be lower than the expected accuracy from the numerical analysis. In this paper we propose a method for improving the accuracy of the numerical solutions of the fractional relaxation equation 
where 0 < α < 1, and the fractional subdiffusion equation    ∂ α u(x, t) ∂t α = ∂ 2 u(x, t) ∂x 2 , x ∈ [0, π], t > 0, u(x, 0) = sin x, u(0, t) = 0, u(π, t) = 0. (2) When the solutions of the relaxation and subdiffusion equations are smooth functions the accuracy of the numerical solutions using the L1 approximation are O (h 2−α ) and O (τ 2−α + h 2 ) and the numerical solutions using the modified L1 approximation have accuracy O (h 2 ) and O (τ 2 + h 2 ). The solutions of the fractional relaxation and subdiffusion equations (1) and (2) have differentiable singularities at the initial point. The accuracy of the numerical solutions (10) and (11) of the fractional relaxation equation is O (h α ) and the numerical solutions (20) and (21) of the fractional subdiffusion equation have accuracy O (τ + h 2 ). Equations (1) and (2) are linear fractional differential equations. The form of the equations allows us to compute the Miller-Ross derivatives of the solutions at the initial point. In section 3 and section 4 we use the fractional Taylor polynomials to improve the differentiability properties of the solutions and the accuracy of the numerical methods.
The Caputo derivative of order α, where 0 < α < 1 is defined as
When the function y is defined on the interval (−∞, x], the lower limit of the integral in the definition of Caputo derivative is −∞. The value of the fractional derivative y (α) (x) depends on the values of the function on the whole interval of definition. One approach for discretizing the Caputo derivative is to divide the interval to subintervals of small length and approximate the derivative of the function y(x) using spline interpolation or a Lagrange polynomial [17] . Let h be a small positive number. Denote
The L1 approximation for Caputo derivative is derived [13] by approximating the derivative of the function y(x) on the interval [x k−1 , x k ] with its value y ′ k−0.5 at the midpoint of the interval.
where σ
When the function y(x) has a continuous second derivative, the accuracy of the L1 approximation is O (h 2−α ) ( [18] ). The modified L1 approximation for the Caputo derivative
has coefficients δ
where ζ(x) is the Riemann zeta function. The modified L1 approximation has accuracy O (h 2 ).
By approximating the Caputo derivative at the point x n with (3) and (4) we obtain the numerical solutions (10) and (11) of the fractional relaxation equation. In Table 1 and Table 2 we compute the maximum error and the order of the numerical solutions (10) and (11) for the following equations
Equations (5) and (6) have solutions y(t) = x 2 and y(t) = x 1.25 . The solution of equation (6) has an unbounded second derivative at t = 0. While the numerical solutions of equation (6) converge to the exact solution, their accuracy is smaller than O (h 2−α ). The fractional relaxation equation (1) and the fractional subdiffusion equation (2) have solutions
Both solutions have a differentiable singularity at the initial point of fractional differentiation. Jin, Lazarov and Zhou [16] discuss the numerical solution of the fractional subdiffusion equation with accuracy in the time direction O(τ ) and determine that the accuracy of the numerical solution (10) of the relaxation equation (1) is O (h α ). Murillo and Yuste [22] use a finite difference method with adaptive non-uniform timesteps for numerical solution of the fractional subdiffusion and diffusion-wave equations. In section 3 and section 4 we present a method for improving the accuracy of the numerical solutions of equations (1) and (2) based on the fractional Taylor polynomials of the solution.
Preliminaries
The values of a differentiable function close to the point x = x 0 are approximated by its Taylor polynomials of degree m
The definition of fractional Taylor polynomials at the point x = 0 is based on the composition of Caputo derivatives. The Miller-Ross sequential fractional derivative for the Caputo derivative is defined as
and
The Caputo derivative D 
Two important functions in Fractional Calculus are the Mittag-Leffler and the Gamma function
The Gamma function has values Γ(0) = Γ(1) = 1, Γ(0.5) = √ π and satisfies
The one-parameter and two-parameter Mittag-Leffler functions are defined for α > 0 as
When α = β = 1 the Mittag-Leffler functions are equal to the exponential function. The Mittag-Leffler functions appear in the solutions of fractional differential equations. The Laplace transform of the derivatives of the MittagLeffler functions satisfy
The next theorem is a generalization of the Mean-Value Theorem for differentiable functions.
In this paper we denote
When the function y(x) has nonzero Miller-Ross derivatives D nα y(0) the value of y(h) is approximated by the fractional Taylor polynomials [10] .
where h is a small positive number. The Miller-Ross derivatives of the function E α (x α ) satisfy
The integer order derivatives of the function E α (x α ) → ±∞ as x → 0. When h is a small number, the value of E α (h α ) is approximated by its fractional Taylor polynomials.
The fractional relaxation and subdiffusion equations,
have solutions y(x) = E 0.5 (−x 0.5 ) and u(x, t) = sin xE 0.5 (−t 0.5 ).
Figure 1: Graphs of the solutions of the fractional relaxation and subdiffusion equations (7) and (8) .
In [13] we determined the finite-difference approximations (20) and (21) for the fractional subdiffusion equation. The second derivative in the space direction is approximated by second order central difference. Numerical solution (20) uses the L1 approximation for the Caputo derivative in the time direction and (21) uses the modified L1 approximation. In Table 3 and Table  4 we compute the maximal error and the order of numerical solutions (10) and (11) of the fractional relaxation equation (7) on the interval [0, 1], and the numerical solutions (20) and (21) (10) and (20) of the relaxation equation (7) on [0, 1] (left) and the subdiffusion equation (8) Table 4 : Maximum error and order of numerical solutions (11) and (21) of the relaxation equation (7) The accuracy of numerical solution (10) is O (h α ) ([16, Example 3.1]). The maximum error and order of numerical solutions (10) and (11) for the fractional relaxation equation (7) are given in Table 3 (left) and Table 4 (left). The two numerical solutions have the same maximal error. The maximum error is attained at the first approximation for y(h). Both numerical solutions use the same approximation v 1 = w 1 for y(h). Now we show that the error of the approximation v 1 for y(h) is O (h 0.5 ).
The approximation v 1 = w 1 for y(h) is computed with v 0 = 1 and
The accuracy of the approximation
Numerical Solutions of the Fractional Relaxation Equation
The fractional relaxation equation is an important ordinary fractional differential equation. The numerical and analytical solutions of the relaxation equation are discussed in [3, 7, 9, [11] [12] [13] [14] . The exact solution of the equation
is determined with the Laplace transform method
The numerical solutions {v n } and {w n } of the fractional relaxation equation (9) for approximations (3) and (4) are computed explicitly with v 0 = 1 ( [13] ),
and w 0 = 1, w 1 = v 1 ,
When F (x) = 0, the fractional relaxation equation
has the solution y(x) = E α (−Bx α ). In section 2 we computed the numerical solutions (10) and (11) of equation (1) for α = 0.5. Both numerical solutions have maximum error at the first approximation v 1 = w 1 and accuracy O (h 0.5 ). The numerical experiments in this section confirm that the accuracy of (10) and (11) for equation (1) is O (h α ) when α = 0.3 and α = 0.7 and all values of α between 0 and 1. In this section we improve the accuracy of (10) and (11) using the fractional Taylor polynomials of the solution at the point x = 0. The improved numerical solutions have accuracy O (h 2−α ) and O (h 2 ). In Fig. 2 we compare (10) with the improved numerical solution (14) and the exact solution of equation (1) From the above equations we determine the values of D 2α y(0) and D 3α y(0).
By differentiating n − 1 times equation (12) The Caputo derivative of the function z(x) is
The function z(x) is a twice continuously differentiable function and satisfies the relaxation equation
The accuracy of numerical solutions (10) and (11) for equation (13) is O (h 2−α ) and O (h 2 ). Let { z k } be a numerical solution of (13) . The improved numerical solution { y k } of equation (1) is determined from { z k } with
In Table 5 , Table 6 and Table 7 we compute the numerical solutions of the relaxation equations (1) and (13) for α = 0.3 and α = 0.7. The number m is chosen such that mα ≥ 2.
• Let α = 0.3, B = 1 and m = 7. The fractional relaxation equation
The function z(x) ∈ C 2 [0, 1] and is a solution of the equation (10) and (11) for equation (15) (left) and equation (17) The accuracy of of numerical solutions (10) and (11) for equation (15) is O(h) - Table 5 (left). The maximum error and order of numerical solutions (10) and (11) for equation (16) are given in Table 6 . In Figure 2 we compare the analytical solution of (15) with numerical solution (10) and its improved numerical solution (14) .
• Let α = 0.7, m = 3 and B = 4.
The maximum error and order of numerical solutions (10) and (11) for equation (17) are given in Table 5 (right). Substitute
2.1
Γ(3.1) .
The function z(x) is a solution of the equation
The maximum error and order of numerical solutions (10) and (11) for equation (18) are given in Table 7 . Table 6 : Maximum error and order of numerical solutions (10) and (11) for equation (15) . 1.98724 Table 7 : Maximum error and order of numerical solutions (10) and (11) for equation (17) . 
4 Numerical Solutions of the Fractional Subdiffusion Equation
The time-fractional subdiffusion equation is a parabolic partial fractional differential equation obtained from the heat equation by replacing the time derivative with a fractional derivative of order α, where 0 < α < 1,
The analytical solution of the fractional subdiffusion equation with initial and boundary conditions u(x, 0) = u 0 (x), u(0, t) = u(π, t) = 0, is determined using the separation of variables method
where
Each term E α (−n 2 t α ) sin nx is a solution of (19) and the coefficient c n is the coefficient of the Fourier sine series of the function u 0 (x). When u 0 (x) = sin x, the subdiffusion equation (2) has analytical solution u(x, t) = sin xE α (−t α ). In section 3 we used the fractional Taylor polynomials of the solution of the relaxation equation to improve the accuracy of numerical solutions (10) and (11) . In this section we use the fractional Taylor polynomials of the solution of the subdiffusion equation in the time direction for improving the accuracy of difference approximations (20) and (21) . 
In [13] we determined the finite difference approximations (20) and (21) for the the fractional subdiffusion equation
Denote by u m n and F m n the values of the functions u(x, t) and F (x, t) on G.
K be the tridiagonal matrix of dimension N − 1 with values 1 + 2η on the main diagonal, and −η on the diagonals above and below the main diagonal
and V 0 be the vector of dimension N −1 determined from the initial condition
The difference approximation for the subdiffusion equation {V m } using the L1 approximation (3) is computed with the linear system
where R 1 is the vector
The numerical solution {W m } of the subdiffusion equation using the modified L1 approximation (4) is computed with the linear system
for 2 ≤ m ≤ N − 1, where R 2 is the vector
,
When the solution of the subdiffusion equation is a sufficiently differentiable function, the difference approximations (20) and (21) (2) has an unbounded first derivative at t = 0. The numerical experiments in section 2 with α = 0.5 and other values of α ∈ (0, 1) indicate that the accuracy of numerical solutions (20) and (21) is O (τ + h 2 ).
Let D β t u(x, t) be the Miller-Ross derivative of order β of the function u(x, t) in the time direction. 6 . In this way we obtain
From the fractional Taylor polynomials approximation
when h > 0 is a sufficiently small number. Substitute
We have that
The function v(x, t) is a solution of the fractional subdiffusion equation
When α = 0.3 and m = 7, the fractional subdiffusion equation
has analytical solution u(x, t) = sin xE 0.3 (−t 0.3 ). The difference approximations (20) and (21) for equation (22) have accuracy O(τ ) in the time direction (Table 8 (left) and Table 9 (left)). Let v(x, t) = u(x, t) − sin x 
In Table 8 (right) and Table 9 (right) we compute the maximum error and numerical order of difference approximations (20) and (21) for the fractional subdiffusion equation (23) with step size in the space direction h = πτ /3. Numerical experiments with other values of the step sizes h and τ confirm that the numerical solutions (20) and (21) converge to the analytical solution of the fractional subdiffusion equation (23) with the expected accuracy O (τ 2−α + h 2 ) and O (τ 2 + h 2 ). A question for future work is to extend the method presented in this paper to other ordinary and partial fractional differential equations. 1.67940 Table 9 : Maximum error and order of numerical solution (21) of equations (22) (left) and (23) (right), for h = πτ /3, at time t = 1. 
