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Abstract
In this paper, we present the application of a
non-linear dimensionality reduction technique
for the learning and probabilistic classification
of hyperspectral image. Hyperspectral image
spectroscopy is an emerging technique for ge-
ological investigations from airborne or orbital
sensors. It gives much greater information con-
tent per pixel on the image than a normal colour
image. This should greatly help with the au-
tonomous identification of natural and man-
made objects in unfamiliar terrains for robotic
vehicles. However, the large information con-
tent of such data makes interpretation of hy-
perspectral images time-consuming and user-
intensive.
We propose the use of Isomap, a non-linear
manifold learning technique combined with Ex-
pectation Maximisation in graphical proba-
bilistic models for learning and classification.
Isomap is used to find the underlying manifold
of the training data. This low dimensional rep-
resentation of the hyperspectral data facilitates
the learning of a Gaussian Mixture Model repre-
sentation, whose joint probability distributions
can be calculated offline. The learnt model is
then applied to the hyperspectral image at run-
time and data classification can be performed.
1 Introduction
Hyperspectral image spectroscopy is an emerging tech-
nique that obtains data over a large number of wave-
lengths per image pixel over an area. Spectral analysis
is the extraction of quantitative or qualitative informa-
tion from reflectance spectra based on the wavelength-
dependent reflectance properties of materials [Rencz,
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1999]. Hyperspectral sensors are characterised by the
very high spectral resolution that usually results in hun-
dreds of observed wavelength channels per pixel of the
image. These channels permit very high discrimina-
tion capabilities in the spectral domain including ma-
terial quantification and target detection. The applica-
tion of infrared reflectance spectroscopy with Short-Wave
Infrared (SWIR, light from 1300 to 2500 nanometre in
wavelength) also allows recognition of subtle mineralogic
and compositional variation [Thompson et al., 1999].
Currently, the process of hyperspectral analysis is user
intensive, requiring a large amount of data analysis, and
expert input. The hyperspectral data is often represented
as a “cube” of information where the layers of the cube
are the images at the spectral bands. Systems are avail-
able for the simultaneous viewing of this information in
the spatial and spectral domains [Rencz, 1999]. The user
is able to select points on the image and the program dis-
plays the spectrum at the specified location and the clos-
est spectral match to it. The user then applies his/her
own knowledge and other methods to interpret the data.
While most methods of spectral analysis require a large
amount of knowledge and understanding in spectroscopy
and field sites, there are some that do not and can be ap-
plied in a relatively straightforward manner. The most
widely used of these methods is Principal Component
Analysis (PCA) [Rencz, 1999]. PCA first calculates from
the full data set a covariance matrix from which eigenval-
ues and eigenvectors are extracted and sorted according
to decreasing eigenvalue. The k eigenvectors having the
largest eigenvalues are chosen, giving the inherent dimen-
sionality of the subspace of the original data [Duda et al.,
2001]. The amount of spectral variability contained in
each component is given by the eigenvalue, and the rela-
tive proportion or contribution of each band to that com-
ponent is given by the eigenvector. The method, however
is linear and scene specific, and thus hard to port to dif-
ferent regions and environmental conditions.
Another method of analysing hyperspectral data is
to use graphical models such as Bayesian Networks
(BN) [Jensen, 2001] [Friedman et al., 1997]. BNs allow
the learning of a model that captures the relationship
between the channels of hyperspectral data [Wang and
Ramos, 2005] [Wang et al., 2005]. The classification of
new data can then be inferred from the model. It is,
however, computationally intensive with a time complex-
ity of O(n2 · N), where n is the number of vertices and
N is the number of nodes in the network, for learning a
Tree Augmented Naive Bayes Network [Friedman et al.,
1997].
In this paper, we present a non-linear manifold map-
ping algorithm, Isomap, as described by Tenenbaum et
al. [Tenenbaum et al., 2000] in combination with statis-
tical learning as a method for analysing hyperspectral
data. The Isomap algorithm is able to reduce the high
dimensional data into a low dimensional manifold effi-
ciently. We further apply the Expectation Maximisation
algorithm [Dempster et al., 1977] to learn a BN represent-
ing the joint probability distribution of the relationships
between the data, manifold and the labels, thus allowing
us to classify the data.
This paper is organised as follows. In Section 2, we
present the data collected for the study. In Section 3,
we first describe the Isomap algorithm in detail. The
probabilistic methods used for learning the relationship
between the manifold learnt from Isomap and the hy-
perspectral data as well as how the labels are fit within
the model is then discussed. Finally in Section 4, we
present the experimental results and discuss the short-
comings of the algorithm, and any improvements that
can be achieved in the future.
2 Data collection
A hyperspectral visible near-infrared and short wave in-
frared (0.4 - 2.5 µm) dataset was collected in Australia
near Marulan, New South Wales, roughly 200km south
west from Sydney. The dataset (Fig. 1) was collected us-
ing the 125 band HyMap instrument [Cocks et al., 1998]
at an altitude of approximately 1.5km covering approx-
imately 150km2 with an average resolution of 3.3m per
pixel. The dataset was collected on 24th February, 2005
between 1200-1300 hours for maximum sunlight expo-
sure.
The test area allows access to a wide range of rural
conditions such as grass land, river, trees, farm animals,
man-made objects like buildings, as well as wildlife areas.
This gives us a good place to test for learning represen-
tations of natural objects in a rural environment.
The dataset was collected over the area because it is
used extensively as a testing ground for both the air and
ground robotic vehicles by our group. It is hoped that
having air surveyed hyperspectral image data would give
ground vehicles more information for navigation before
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Figure 2: Spectra of the training data.
deployment in an unknown natural environment where
there is no geometrical shapes for easy identification.
Training data is necessary for an autonomous system
to learn from the typical data it might encounter during
operation. For our purposes, we require a set of training
data that takes into account trees, open grassland, rivers
and dams, and man-made structures. This will, in turn,
help plan and determine the traversability for a robotic
vehicle.
We pick our training data from the swath shown high-
lighted by the red rectangle in Fig. 1. Pixels of the follow-
ing objects were gathered from the image and manually
labelled for training data:
1. buildings
2. dirt
3. grass
4. road (dirt surface)
5. runway (bitumen surface)
6. trees
7. water (from the dams and the river)
Approximately 1300 data points for training were col-
lected, and Fig. 2 shows the different spectra of the train-
ing data for a typical pixel representative of each class.
3 Approach to the Problem
Our approach to the problem of classifying the hyperspec-
tral data into their respective classes is to use a combina-
tion of non-linear dimensionality reduction with a proba-
bilistic graphical model. The procedure for analysing the
hyperspectral image is:
1. Select pixels from the image for training and testing
data.
2. Apply Isomap on the training data to find the em-
bedded manifold.
Figure 1: (left) Hyperspectral image data of the Marulan area, north is up, image is approx. 16 km across. (right)
Study region as enclosed by the rectangle on the right.
3. Build a BN to learn the mapping of this data to the
manifold, and the classes of the manifold.
4. Test the classification on the testing data.
3.1 Nonlinear Dimensionality Reduction
On a hyperspectral image, each pixel contains data gath-
ered on hundreds of spectral channels across the electro-
magnetic spectrum. Each pixel thus can be treated as
a point in high dimensional space, to classify this data
using a BN would require a node for each channel [Wang
and Ramos, 2005] [Wang et al., 2005], resulting in a large
and complex network. However, by applying appropriate
dimensionality reduction techniques, we can reduce this
high dimensional hyperspectral data into a much lower
dimensional space, requiring only a few BN nodes. This
in turn reduces computational time for both learning and
inference.
Nonlinear dimensionality reduction (NLDR) tech-
niques find an intrinsic low dimensional structure em-
bedded in a high dimensional observation space. We
choose to use a technique, isometric feature mapping, or
Isomap, as described by Tenenbaum et. al. [Tenenbaum
et al., 2000]. It reliably recover low dimensional nonlinear
structure in realistic perceptual data sets.
The Isomap method formulates the NLDR as the prob-
lem of finding a Euclidean feature space embedding of a
set of observations that explicitly preserves their intrinsic
metric structure; the metric structure is quantified as the
distance between the points along the manifold.
The sensor data Z is assumed to lie on a smooth nonlin-
ear manifold embedded in the high dimensional observa-
tion space. It constructs an implicit mapping f : Z→ X
that transforms the data Z to a low dimensional Eu-
clidean feature (state) space X, which preserves the dis-
tances between observations as measured along geodesic
paths on the manifold. In summary, the steps of the al-
gorithm are [Tenenbaum et al., 2000]:
1. Find the K nearest neighbours of all data;
2. Compute the distance matrix that contains the
shortest path between all pairs of neighbours;
3. Construct d -dimensional embedding by finding the
eigenvalues and eigenvectors of the inner product of
the distance matrix.
Once a manifold is found, we can use graphical models
to learn the mapping from high dimensional hyperspec-
tral data to the low dimensional manifold.
3.2 Probabilistic Methods
The Isomap algorithm and indeed most NLDR algo-
rithms are inherently deterministic, i.e. they do not pro-
vide a measure of uncertainty of the underlying states of
the high dimensional observations. Furthermore, when
applying any dimensionality reduction algorithm, the re-
sulting manifold will be scene specific.
Therefore, to capture the uncertainties of the data, an-
other method needs to be employed to learn the mapping
from the high dimensional data to the low dimensional
manifold. This learnt relationship can then be used for
inference of the manifold of data from different areas, thus
classify these new data. A probabilistic method can not
only perform the classification, but can also encapsulate
the uncertainties inherent in the low dimensional state
inferenced from noisy high dimensional observations.
Bayesian network
We chose to use a graphical model, specifically a Bayesian
Network [Jensen, 2001], to model the relationship be-
tween the high dimensional data and the low dimensional
manifold. Bayesian Networks are graphical representa-
tions of multivariate joint probability distributions that
exploit the dependency structure between distributions,
describing them in a compact and natural manner [Fried-
man and Koller, 2003].
Figure 3 shows the model used to learn the mapping
between the observation, Z, and the manifold, X as em-
ployed by Kaupp et. al. [Kaupp et al., 2005]. Both
variables are represented as multi-dimensional Gaussian
nodes. The edge from X to Z defines the relationship of
P (Z|X), i.e. the sensor model, as assumed by Isomap:
that the observed data lies on the manifold.
Two other nodes are present in the model: S and L,
both are represented by discrete probability distributions.
Therefore, the joint distribution of P (X, S), for example,
Figure 3: Bayesian Network used to learn the mapping
and the classification of the hyperspectral data.
is a Gaussian mixture model, and the size of these nodes
represent the number of components in the mixture.
The node S corresponds to a spatial region on the man-
ifold over which a mixture component is representative.
This representation conveniently handles highly nonlin-
ear manifolds through the ability to model the local co-
variance structure of the data in different areas of the
manifold. This node is shaded to show that it is a hid-
den variable, since this node is not observed during the
learning process.
Lastly, the node L is added to show the label or the
class of the data. The label node points to the manifold
data to show that X is dependant on L. This node is
added because the number of components in S can be
different from the number of classes represented by the
data; some classes can consist of several Gaussian clusters
on the manifold, or vice versa.
The joint probability distribution of all the random
variables in the model shown in Fig. 3 is expressed as:
P (z,x, s, l) = P (z|x, s)P (x|s, l)P (s)P (l) (1)
where: z ∈ Z, x ∈ X and the dependencies are given by:
P (z|x, s) = 1
(2pi)D/2|Ψs|1/2×
exp
{
−1
2
[z− Λsx− µs]TΨ−1s [z− Λsx− µs]
}
(2)
and
P (x|s, l) = 1
(2pi)d/2|Σs,l|1/2×
exp
{
−1
2
[x− νs,l]TΣ−1s,l [x− νs,l]
}
(3)
For the classification problem, we need to learn the
parameters of these distributions. The various param-
eters are: The prior probabilities P (s), which follows a
multinomial distribution; The probabilities P (l), which
is a vector of |L| in size; For the conditional probabilities
described above, we have the mean vectors νs,l and µs,
the full covariance matrix Σs,l, the diagonal covariance
matrix Ψs and the loading matrix Λs.
EM Algorithm
When all the variables in a model are observed during the
learning process, then we can use the Maximum Likeli-
hood to estimate the parameters. In this model, how-
ever, S is not observed, thus Expectation Maximisation
(EM) [Dempster et al., 1977] is used to learn the parame-
ters of the network. The EM algorithm provides a general
approach to maximum-likelihood parameter estimation
when the observation has incomplete data. Ghahramani
and Hinton [Ghahramani and Hinton, 1996] showed the
general solution of EM for such mixture of factor analy-
sers.
Inference
Once all the parameters are estimated off-line, we can
apply the model to new data online to find the classifica-
tions of the pixels on the new image. The classification of
the new pixel can be found by the marginalising the joint
distribution of Eqn. 1 to give P (l) [Jensen, 2001], where
each value of P (lj) gives the probability of the pixel being
in class j:
P (l) =
∑
z,x,s
P (z = zi|x, s)P (x|s, l)P (s)P (l) (4)
4 Results and discussion
4.1 Mapping the Training Data
We take the training data as described in Section 2 and
apply the Isomap algorithm to find the embedding man-
ifold. The dimensionality of this manifold can be deter-
mined by the residual variance, as shown in Fig. 4, at each
dimension of the mapped data. From this plot, we can
deduce that the first three dimensions of Isomap result
would be a good description the hyperspectral data.
Figure 5 and 6 show the first three dimensions of the
manifold. We can see that most of the classes of the train-
ing data are separated on the manifold. This manifold is
calculated by setting k = 14 in step 1 of the Isomap al-
gorithm as outlined in Section 3.1. We found that below
this value the resulting manifolds vary.
There are a couple of overlapping classes in the man-
ifold: Firstly, a small proportion of the class 3 (grass)
and class 6 (trees), which can be seen clearly in the top
of Fig. 6. Secondly, we can see that some of the data
for class 2 (dirt) and class 4 (road) share similar spaces.
This is due to the fact that the road presented here is
made of dirt. These cases could cause potential problems
of misclassification later.
Therefore, from these two manifolds, we can see that
despite the similarities between the IR spectra of the
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Figure 4: The residual variance of the hyperspectral
training data as presented.
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Figure 5: The mapping of the training data in 3D, the
axes are the first three eigenvectors of the manifold.
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Figure 6: Top view of the 3D mapping, i.e. showing here
the first two eigenvectors. As with Fig. 5, each colour
represent a distinct training class as listed in Section 2.
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Figure 7: Top view of the clustering of the mapping 3d
data.
data, and most importantly, the appearance of the in-
dividual pixels for various class objects under a visual
sensor, Isomap can separate most of the classes in an
unsupervised manner.
4.2 Classification of the Testing Data
We set the dimensionality of the nodes in the network as
shown on Fig. 3 as: |X| = 3 as discussed above, |Z| = 125
for the observed hyperspectral data, and |L| = 7 for the
number of classes listed.
The choice of the best number of mixture components
for the node S is crucial to the off-line computation for
the model. We chose the following approach to address
the over-fitting concerns: We chose a threshold for the
minimum value any P (s) should take. If the computed
probabilities P (s) are all significantly greater than the
threshold, the model is refined. If any resulting P (s) is
smaller than the threshold, the number of components
will then be reduced. We found that |S| = 10 best de-
scribed the state space, Fig. 7 shows the 10 components
of the embedding using k-means clustering [Duda et al.,
2001].
Using the training data gathered, we can learn the pa-
rameters of the Bayesian network shown in Fig. 3 by ap-
plying the EM algorithm. From the data set in Fig. 1(b),
we gather approximately another 2700 data points data
for testing. The test data are: The test data are shown
in Table 1. These are the only classes used due to their
sufficient sample size in the test image.
Table 1 shows the result from running the graphical
model on the test data. Here, a pixel is classified as
class ‘x’ if it has the maximum probability among all
the classes. From this table, we can see that for the
test data of water and trees, this classifier has very good
results with correct classification in the high 90’s. The
classification of the road in the image is still fairly good
at almost 89%. Most of the rest of the pixels are classified
as ‘dirt’, which is what the road is composed of.
The test data for grass has the worst classification re-
sults here, where less than half of the test data are cor-
rectly classified while most of the data are labelled as
‘trees’ by the classifier. From Fig. 2 of the spectra sam-
ples of the data we can see that the respective spectra of
the two data are very similar. Figures 5 and 6 confirm
these two classes have some of their mapped data very
close on the manifold. Therefore, the classification of
hyperspectral ‘grass’ data using only pixels do not yield
results with high correction rates. It could be possible to
improve this using a small patch of the image data thus
giving the classifier more information at one time.
4.3 Classification of the Image Data
Figure 8 shows the classification result of the entire test
image data. In comparison with the colour image of the
test data in Fig. 1, we can see that most of the area has
been classified correctly.
In the last section, we found that the results for the test
data for grass have a very low correct classification rate,
however, sub-figure (a) of the image result shows oth-
erwise. In comparison with the colour image of the test
data on Fig. 1, we can see that nearly all of the grass area
in the image have been correctly classified. The only ma-
jor discrepancy in the result is the patch on the top right
corner, between rows 200 and 400. In sub-figure (c), we
see that these pixels have been classified as trees instead.
We believe this is because the spectra for these particular
pixels are very different from the rest of the grass data
and are more similar to the tree data. Furthermore, as
they were not originally included in the training data, the
classifier’s result grouped the pixels into the ‘trees’ label.
An incremental learning method or using small image
patches, which take advantages of correlations between
the neighbouring pixels, might correct this error.
Of the other results, sub-figure (b) shows the roads
clearly through the image. There are patches of light gray
areas, especially on the lower half of the image. These
are the background dirt signatures that are a part of the
bush areas. Since the road is composed of dirt, some of
these pixels do result in approximately 20% probability
of being classified as ‘road’. Only very few individual
pixels scattered around the area have high probabilities
of being ‘road’, again we believe this can be rectified by
learning and inferencing small image patches instead.
Sub-figure (c) shows the result for ‘trees’. The large
patch in the bottom half of the image is the forest/bush
as can be seen in Fig. 1. On the top half, we can clearly
see the trees that grows on the bank of the river. We can
also see the small patches of trees around (250, 400) that
is a part of the farmer’s house.
Table 1: The resulting classification of the test data.
Resultant Class Label
Test Data Number of data classed as (% of total data)
Class Name Total 1 2 3 4 5 6 7
3 grass 812 - 2 (0.246) 380 (46.8) 1 (0.123) - 429 (52.8) -
4 road 440 1 (0.227) 32 (7.27) 3 (0.682) 391 (88.9) 1 (0.227) - 12 (2.72)
6 trees 647 2 (0.309) 1 (0.155) 16 (2.473) 2 (0.309) - 626 (96.8) -
7 water 784 - - - - - 16 (2.04) 768 (98.0)
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Figure 8: Result of the inference for the label node of the graphical model on the image data as shown on Fig. 1(b).
The sub-figures are: (a) Grass, (b) Road, (c) Trees, and (d) water. Black indicates a 100% certainty of classified data
and white 0%. The axes are the pixel numbers of the image.
The water result in sub-figure (d) shows clearly the
river through the image. Furthermore, it shows scattered
around the image small areas of water. These are the
dams on the farm, most of which can be seen clearly on
the colour image.
5 Conclusion
In this paper we have investigated the application of
a dimensionality reduction technique, specifically that
of Isomap, in combination with probabilistic statistical
learning to analyse hyperspectral data. We found that
the manifold embedding is fairly consistent and able to
group the classes together. By applying probabilistic
methods, we can then learn a model of the embedding,
and thus use the learnt model to classify the new data.
We found in most cases when applied to single pixels,
the classification rate has high accuracy. However, when
two classes are very similar in spectral appearance, the
classification can be poor.
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