Normal forms of real hyepersurfaces with nondegenerate Levi form by Park, Won K.
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NORMAL FORMS OF REAL HYPERSURFACES WITH
NONDEGENERATE LEVI FORM
WON K. PARK
..............
ANY COMMENTS, SUGGESTIONS, ERRORS TO
WONNIEPARK@POSTECH.AC.KR
Abstract. We present a proof of the existence and uniqueness theorem of
a normalizing biholomorphic mapping to Chern-Moser normal form. The ex-
plicit form of the equation of a chain on a real hyperquadric is obtained. There
exists a family of normal forms of real hypersurfaces including Chern-Moser
normal form.
0. Introduction
Let M be an analytic real hypersurface with nondegenerate Levi form in a com-
plex manifold and p be a point on M . Then it is known that there is a local
coordinate system z1, z2, · · · , zn, zn+1 ≡ w = u + iv with center at p, where M is
locally defined by the equation
v = 〈z, z〉+
∑
s,t≥2
Fst(z, z¯, u),(0.1)
where
(1) 〈z, z〉 ≡ z1z1 + · · · + zeze − ze+1ze+1 − · · · − znzn for a positive integer e in
n
2 ≤ e ≤ n,
(2) Fst(z, z¯, u) is a real-analytic function of z, u for each pair (s, t) ∈ N
2, which
satisfies
Fst(µz, νz¯, u) = µ
sνtFst(z, z¯, u),
for all complex numbers µ, ν,
(3) the functions F22, F23, F33 satisfy the following conditions:
∆F22 = ∆
2F23 = ∆
3F33 = 0,
where
∆ ≡ D1D1 + · · ·+DeDe −De+1De+1 − · · · −DnDn,
Dk =
∂
∂zk
, Dk =
∂
∂zk
, k = 1, · · · , n.
The local coordinate system (0.1) is called normal coordinate. The existence of
a normal coordinate is a natural consequence of the following existence theorem of
a normalizing biholomorphic mapping to Chern-Moser normal form.
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Theorem 0.1 (Chern-Moser). Let M be an analytic real hypersurface with nonde-
generate Levi form at the origin in Cn+1 defined by the following equation:
v = F (z, z¯, u), F |0 = dF |0 = 0.
Then there is a biholomorphic mapping φ such that
φ (M) : v = 〈z, z〉+
∑
s,t≥2
F ∗st(z, z¯, u)(0.2)
where
∆F ∗22 = ∆
2F ∗23 = ∆
3F ∗33 = 0.(0.3)
We shall modify the proof given by Chern and Moser on the existence theorem(cf.
[CM]) in order that the proof itself yields the uniqueness theorem as well:
Theorem 0.2 (Chern-Moser). Let M be a nondegenerate analytic real hypersur-
face in Theorem 0.1. Then the normalization φ = (f, g) in Cn × C is uniquely
determined by the value
∂f
∂z
∣∣∣∣
0
,
∂f
∂w
∣∣∣∣
0
, ℜ
(
∂g
∂w
∣∣∣∣
0
)
, ℜ
(
∂2g
∂w2
∣∣∣∣
0
)
.
An analytic curve on a nondegenerate real hypersurface M is called a chain if
it can be straightened by a normalization. We carefully examine the equation of a
chain on M so that, in particular, we obtain the explicit form of the equation of a
chain γ on a real hyperquadric:
γ :
{
z = p(µ)
w = µ+ i〈p(µ), p(µ)〉
where the function p(µ) is a solution of the following ordinary differential equa-
tion(cf. [Pi])
p′′ =
2ip′〈p′, p′〉 (1 + 3i〈p, p′〉 − i〈p′, p〉)
(1 + i〈p, p′〉 − i〈p′, p〉) (1 + 2i〈p, p′〉 − 2i〈p′, p〉)
.
Normalizations of a real hypersurfaceM to Chern-Moser normal form is param-
eterized by a finite dimensional group H given by
 ρ 0 0−Ca C 0
−r − i〈a, a〉 2ia† 1


where
a† =
(
a1, · · · , ae,−ae+1, · · · ,−an
)
.
The family of normalization of M shall depend analytically on the parameters
C =
(
∂f
∂z
∣∣∣∣
0
)
, −Ca =
(
∂f
∂w
∣∣∣∣
0
)
, ρ = ℜ
(
∂g
∂w
∣∣∣∣
0
)
, 2ρr = ℜ
(
∂2g
∂w2
∣∣∣∣
0
)
.
We shall show that there is a family of normal forms such that
v = 〈z, z〉+
∑
s,t≥2
Fst (z, z, u) for α = 0
v = −
1
2α
ln {1− 2α〈z, z〉}+
∑
s,t≥2
Fst (z, z, u) for α 6= 0
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where α ∈ R and
∆F22 (z, z, u) = ∆
2F23 (z, z, u) = 0
∆3F33 (z, z, u) = β∆
4 (F22 (z, z, u))
2 for some β ∈ R.
Normalization of a real hypersurface to any normal form among this family is
parametrized by the group H.
1. Existence and Uniqueness Theorem
Let M be an analytic real hypersurface defined near the origin by
v = F (z, z¯, u), F |0 = 0
and Γ : [−1, 1] → M be an analytic real curve passing through the origin. Then
the equation of Γ is given as follows:
Γ :
{
z = p(µ),
w = q(µ),
where p(0) = q(0) = 0. Since Γ is obviously tangent to M at the origin, we have
the equality
q′(0) =
(
1 + i
∂F
∂u
∣∣∣∣
0
)
ℜq′(0) + i
(
∂F
∂zα
∣∣∣∣
0
pα′(0) +
∂F
∂zα
∣∣∣∣
0
pα′(0)
)
.
Then Γ is transversal to the complex tangent hyperplane of M at the origin if and
only if the following condition holds
Γ∗
d
dt
/∈ ker ∂
{
w − w
2i
− F
(
z, z¯,
w + w
2
)}
.
Then the necessary and sufficient condition for the transversality is given by the
inequality
∂F
∂zα
∣∣∣∣
0
pα′(0) 6=
1
2i
(
1− i
∂F
∂u
∣∣∣∣
0
)
q′(0).
Thus, under the condition Fz |0 = Fz|0 = 0, the transversality of Γ to the complex
tangent hyperplane of M at the origin is equivalent to the inequality
ℜq′(0) =
{
1 +
(
∂F
∂u
∣∣∣∣
0
)2}−1
q′(0) 6= 0.
Hence we suppose that M is an analytic real hypersurface defined by
v = F (z, z¯, u),(1.1)
where
F |0 = Fz |0 = Fz|0 = 0.
Let Γ be an analytic real curve on M transversal to the complex tangent hyper-
plane at the origin. Then the equation of Γ is uniquely given with a distinguished
parameterization µ as follows:
Γ :
{
z = p(µ)
w = µ+ iF (p(µ), p(µ), µ)
.(1.2)
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Lemma 1.1. Let g(z, w) be a holomorphic function implicitly defined by the equa-
tions:
g(z, w)− g(0, w) =− 2iF (p(w), p¯(w), w)
+ 2iF
(
z + p(w), p¯(w), w +
1
2
{g(z, w)− g(0, w)}
)
,
g(0, w) =iF (p(w), p(w), w).(1.3)
Let φ be a biholomorphic mapping near the origin defined by
z =z∗ + p(w∗),
w =w∗ + g(z∗, w∗).(1.4)
Then the mapping φ transforms the real hypersurface M such that M ′ ≡ φ (M) is
locally defined by an equation of the following form
v∗ =
∑
min(s,t)≥1
F ∗st(z
∗, z¯∗, u∗)
and the curve Γ on M via the equation (1.2) is mapped on the u-curve, z = v = 0.
Note that the holomorphic function g(z, w) is well defined because of the condi-
tion
F |0 = Fz |0 = Fz|0 = 0,
which implies
g|0 =
∂g
∂z
∣∣∣∣
0
= ℜ
(
∂g
∂w
∣∣∣∣
0
)
= 0.
Further, the mapping (1.4) is bijective at the origin. Hence the mapping (1.4) is
biholomorphic near the origin for any analytic function p(u) such that p(0) = 0.
Suppose that the transformed real hypersurface M ′ is defined by
v∗ = F ∗(z∗, z∗, u∗).
Then the mapping (1.4) yields the following equality:
F (z, z¯, u) = F ∗(z∗, z¯∗, u∗) +
1
2i
{g(z∗, u∗ + iv∗)− g¯(z¯∗, u∗ − iv∗)},(1.5)
where
z = z∗ + p(u∗ + iv∗),
z¯ = z¯∗ + p¯(u∗ − iv∗),
u = u∗ + 12{g(z
∗, u∗ + iv∗) + g¯(z¯∗, u∗ − iv∗)}.
Since F and F ∗ are real analytic, we can consider z∗, z¯∗, u∗ as independent variables.
Hence the condition of F ∗(z∗, 0, u∗) = v∗ = 0 is equivalent via the equality (1.5) to
the following equality:
g(z, u)− g(0, u) = 2iF
(
z + p(u), p¯(u), u+
1
2
{g(z, u) + g(0, u)}
)
.(1.6)
Taking z = 0 yields
g(0, u)− g(0, u) = 2iF
(
p(u), p¯(u), u+
1
2
{g(0, u) + g(0, u)}
)
.(1.7)
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Thus we easily see that
g(0, u) + g(0, u) = 0(1.8)
if and only if
g(0, u) = iF (p(u), p¯(u), u).
Let Γ be a curve on M defined by a function p(u) via the equation (1.2). Then
the mapping (1.4) maps the curve Γ onto the u-curve in Cn+1 if and only if the
condition (1.8) on g(z, w) is satisfied.
By requiring the condition (1.8), the equality (1.6) reduces to
g(z, u)− g(0, u) = −2iF (p(u), p¯(u), u)
+2iF
(
z + p(u), p¯(u), u+
1
2
{g(z, u)− g(0, u)}
)
.
Thus the equalities (1.6) and (1.7) are satisfied by the function g(z, w) defined in
the equalities (1.3). This completes the proof of Lemma 1.1.
Note that the mapping (1.4) in Lemma 1.1 is completely determined by the
analytic function p(u). From the equality (1.3), we obtain the expansion of the
holomorphic function g(z, w) as a power series of z up to order 3 inclusive as
follows:
g(z, w) =iF (p(w), p(w), w)
+ 2i(1− iF ′)−1{Fαz
α + Fαβz
αzβ + Fαβγz
αzβzγ}
− 2(1− iF ′)−2{Fαz
αF ′βz
β + Fαz
αF ′βγz
βzγ
+ Fαβz
αzβF ′γz
γ}
− 2i(1− iF ′)−3{Fαz
α(F ′βz
β)2 + 2Fαz
αFβγz
βzγF ′′
+ (Fαz
α)2F ′′ + (Fαz
α)2F ′′β z
β}
+ 2(1− iF ′)−4{3(Fαz
α)2F ′βz
βF ′′ + (Fαz
α)3 · F ′′′}
+ 4i(1− iF ′)−5(Fαz
α)3(F ′′)2
+O(z4)(1.9)
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where
Fα =
∑
α
(
∂F
∂zα
)
(p(w), p(w), w) ,
F ′ =
(
∂F
∂u
)
(p(w), p(w), w) ,
Fαβ =
1
2
∑
α,β
(
∂2F
∂zα∂zβ
)
(p(w), p(w), w) ,
F ′α =
∑
α
(
∂2F
∂zα∂u
)
(p(w), p(w), w) ,
F ′′ =
1
2
(
∂2F
∂u2
)
(p(w), p(w), w) ,
Fαβγ =
1
6
∑
α,β,γ
(
∂3F
∂zα∂zβ∂zγ
)
(p(w), p(w), w) ,
F ′αβ =
1
2
∑
α,β
(
∂3F
∂zα∂zβ∂u
)
(p(w), p(w), w) ,
F ′′α =
1
2
∑
α
(
∂3F
∂zα∂u2
)
(p(w), p(w), w) ,
F ′′′ =
1
6
(
∂3F
∂u3
)
(p(w), p(w), w) .
By Lemma 1.1, we have the following condition on the real hypersurface M ′:
v = O(zz).
Thus it suffices to obtain terms up to v2 inclusive in order that we compute the
functions
F ∗st(z, z, u)
of M ′ up to the type (s, t), s+ t ≤ 5 inclusive.
We obtain the expansions of pα(u + iv) and pβ¯(u + iv) as power series of v as
follows:
pα(u + iv) = pα + pα′ · iv + pα′′ ·
(iv)2
2
+O(v3)
pβ¯(u + iv) = pβ¯ + pβ¯′ · iv + pβ¯′′ ·
(iv)2
2
+O(v3).
MAIL YOUR COMMENTS TO WONNIEPARK@POSTECH.AC.KR 7
By using this expansion, we expand the holomorphic function g(z, w) as a power
series of z and v in (1.9) as follows:
g(z, w) =
∞∑
k,l=0
g
(l)
k (z, u)
(iv)l
l!
= iF (p(u), p(u), u) + g′0(0, u)iv + g
′′
0 (0, u)
(iv)2
2
+g1(z, u) + g
′
1(z, u)iv + g
′′
1 (z, u)
(iv)2
2
+g2(z, u) + g
′
2(z, u)iv + g3(z, u)
+O(z4) +O(z3v) +O(z2v2) +O(zv3) +O(v3)
where
g
(l)
k (µz, u) = µ
kg
(l)
k (z, u)
for all complex number µ.
We easily see that the function g
(l)
k (z, u) depends analytically on the functions
p(u) and p(u), polynomially on the derivatives of p(u) and p(u) up to order l
inclusive such that the order sum of the derivatives in each term of g
(l)
k (z, u) is less
than or equal to the integer l. In low order terms, we obtain
g0(0, u) = iF (p(u), p(u), u) = O(u)
g′0(0, u) = iFαp
α′ + iFβp
β′ + iF ′ = O(1)
g′′0 (0, u) = iFαp
α′′ + iFβp
β′′ + 2iFαβp
α′pβ′ + 2iFαβp
α′pβ′ + 2iFαβp
α′pβ′
+2iF ′αp
α′ + 2iF ′
β
pβ′ + 2iF ′′
and
g1(z, u) = 2i(1− F
′)−1 · Fαz
α = O(zu)
g′1(z, u) = 2i(1− F
′)−1
{
2Fαβz
αpβ′ + Fαβz
αpβ′ + F ′αz
α
}
−2(1− F ′)−1
{
F ′αp
α′ + F ′
β
pβ′ + 2F ′′
}
Fαz
α
= 4i Fαβ |0 z
αpβ′ + 2i Fαβ
∣∣∣
0
zαpβ′ +O(zu)
g2(z, u) = 2i(1− F
′)−1Fαβz
αzβ − 2(1− F ′)−2Fαz
αF ′βz
β
−2i(1− F ′)−3 (Fαz
α)
2
F ′′
= 2i Fαβ |0 z
αzβ +O(z2u)
The real hypersurface M ′ is defined by the following equation:
v =F
(
z + p(u+ iv), z¯ + p¯(u− iv), u+
1
2
{g(z, u+ iv) + g¯(z¯, u− iv)}
)
−
1
2i
{g(z, u+ iv)− g¯(z¯, u− iv)} .(1.10)
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We expand the right hand side of the equation (1.10) in low order terms of v as
follows:
F
(
z + p(u+ iv), z¯ + p¯(u − iv), u+
1
2
{g(z, u+ iv) + g¯(z¯, u− iv)}
)
−
1
2i
{g(z, u+ iv)− g¯(z¯, u− iv)}
= A(z, z, u) + vB(z, z, u) + v2C(z, z, u) +O(v3).
Then we obtain
A(z, z, u) = F (z + p(u), z¯ + p¯(u), u+ ℜg(z, u))−ℑg(z, u)
B(z, z, u) = iFα (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
α′(u)
−iFβ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
β′(u)
−F ′ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u))ℑg′(z, u)
−ℜg′(z, u)
C(z, z, u) = −Fαβ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
α′(u)pβ′(u)
+Fαβ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
α′(u)pβ′(u)
−Fαβ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
α′(u)pβ′(u)
−iF ′α (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
α′(u)ℑg′(z, u)
+iF ′
β
(z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) pβ′(u)ℑg′(z, u)
+F ′′ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) (ℑg′(z, u))2
−
1
2
Fα (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
α′′(u)
−
1
2
Fβ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u)) p
β′′(u)
−
1
2
F ′ (z + p(u), z¯ + p¯(u), u+ ℜg(z, u))ℜg′′(z, u)
+
1
2
ℑg′′(z, u)
where
g′(z, u) =
(
∂g
∂w
)
(z, u)
g′′(z, u) =
(
∂2g
∂w2
)
(z, u).
We decompose the functions A(z, z, u), B(z, z, u), C(z, z, u) as follows:
A(z, z, u) =
∑
min(s,t)≥1
Ast(z, z, u),
B(z, z, u) =
∑
min(s,t)≥0
Bst(z, z, u),
C(z, z, u) =
∑
min(s,t)≥0
Cst(z, z, u).
We easily see the following facts:
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(1) Ast(z, z, u) depends analytically on the functions p(u) and p(u).
(2) Bst(z, z, u) depends analytically on the function p(u) and p(u), at most lin-
early on the derivative p′(u) and p′(u).
(3) Cst(z, z, u) depends analytically on the function p(u) and p(u), at most quadrat-
ically on the derivative p′(u) and p′(u), at most linearly on the derivative p′′(u)
and p′′(u) such that the derivative order sum of the derivatives of p(u) and
p(u) in each term is less than or equal to 2.
Lemma 1.2. The functions C0t(z, z, u), t ∈ N, do not depend on the derivative
p′′(u) and p′′(u).
This claim is easily verified by observing that the following functions
C(z, z, u) and −
1
2
(
∂2A
∂u2
)
(z, z, u)
depend in the same manner on the derivative p′′(u) and p′′(u), because
A(z, z, u+ iv) = A(z, z, u) + iv
(
∂A
∂u
)
(z, z, u)−
v2
2
(
∂2A
∂u2
)
(z, z, u) + · · · .
By the way, A(z, 0, u) = 0 is the defining equation of the function g(z, u) in Lemma
1.1 with g(0, u) = iF (p(u), p(u), u). Thus we have the following identities
(
∂A
∂u
)
(z, 0, u) =
(
∂2A
∂u2
)
(z, 0, u) = · · · = 0.
Note that the identity
(
∂2A
∂u2
)
(z, 0, u) = 0
gives the desired relation between the terms having p′′ and p′′ and the terms not
having p′′ and p′′ so that we verify the function C(z, 0, u) is independent of the
derivative p′′(u) and p′′(u). This proves the claim in Lemma 1.2.
Explicitly, we compute the expansion of the right hand side of the equation (1.10)
in low order terms so that
v =A11(z, z, u) +A22(z, z, u) +A12(z, z, u) +A13(z, z, u) +A23(z, z, u)
+A21(z, z, u) +A31(z, z, u) +A32(z, z, u)}
+ v{B00(z, z, u) +B11(z, z, u) +B01(z, z, u) +B02(z, z, u) +B12(z, z, u)
+B10(z, z, u) +B20(z, z, u) +B21(z, z, u)}
+ v2{C00(z, z, u) + C01(z, z, u) + C10(z, z, u)}
+O
(
z1z4
)
+O
(
z4z1
)
+O
(
vz3
)
+O
(
vz3
)
+O
(
v3
)
+
∑
min(s,t)≥1,s+t≥6
O
(
zszt
)
+
∑
s+t≥4
O
(
vzszt
)
+
∑
s+t≥2
O
(
v2zszt
)
,
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where
A11(z, z, u) = Fαβz
αzβ − i (1 + iF ′)
−1
F ′αz
αFβz
β
+i (1− iF ′)
−1
Fαz
αF ′
β
zβ
+2 (1 + iF ′)
−1
(1− iF ′)
−1
F ′′Fαz
αFβz
β
= 〈z, z〉+O(zzu)
B00(z, z, u) = i (1 + iF
′)
−1
Fαp
α′ − i (1− iF ′)
−1
Fβp
β′ − (F ′)
2
= O(1)
B01(z, z, u) = 2iFαβp
α′zβ + 2F ′′Fαz
α + i (1 + iF ′)Fαz
α
+iF ′αp
α′ (1 + iF ′)
−1
Fαz
α
+2i
(
Fαp
α′ + F ′
β
pβ′
)
F ′′ (1 + iF ′)
−1
Fγz
γ
Then we obtain
v = F ∗11(z, z, u) + F
∗
22(z, z, u) + F
∗
12(z, z, u) + F
∗
13(z, z, u) + F
∗
23(z, z, u)
+ F ∗21(z, z, u) + F
∗
31(z, z, u) + F
∗
32(z, z, u)
+O(zz4) +O(z4z) +
∑
min(s,t)≥1,s+t≥6
O(zszt),
where
F ∗11 = (1−B00)
−1A11
F ∗12 = (1−B00)
−1A12 + (1−B00)
−2A11B01
F ∗13 = (1−B00)
−1A13 + (1−B00)
−2(A11B02 +A12B01)
+(1−B00)
−3A11B
2
01
F ∗22 = (1−B00)
−1A22 + (1−B00)
−2(A11B11 +A12B10 +A21B01)
+(1−B00)
−3(2A11B01B10 +A
2
11C00)
F ∗23 = (1−B00)
−1A23 + (1−B00)
−2(A11B12 +A12B11 +A21B02
+A13B10 +A22B01)
+(1−B00)
−3(2A11B01B11 + 2A11B10B02 + 2A12B01B10
+A21B
2
01 +A
2
11C01 + 2A11A12C00)
+3(1−B00)
−4(A11B
2
01B10 +A
2
11B01C00).
By Lemma 1.2, the functions F ∗22, F
∗
23 does not depend on the derivative p
′′ and
p′′, and the dependence of the coefficients in F ∗22, F
∗
23 on the derivative p
′ and p′ is
of the form:
A1(u, p, p, p
′, p′)
(1 −B00)3
,(1.11)
and
A2(u, p, p, p
′, p′)
(1 −B00)4
,(1.12)
where A1 depends analytically on u, p, p and at most quadratically on p
′, p′ and A2
depends analytically on u, p, p, at most cubically on p′, p′.
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For future reference, we analyze the terms containing the first order derivatives
p′, p′ in B00 and B01 so that
O(up′) +O(up′) in B00(z, z, u)
2i〈p′, z〉+O(zup′) +O(zup′) in B01(z, z, u).
Thus analyzing the terms containing the second order derivatives p′′ and p′′ in(
∂F ∗11
∂u
)
(z, z, u) and
(
∂F ∗12
∂u
)
(z, z, u),
we obtain
O(zzup′′) +O(zzup′′) in
(
∂F ∗11
∂u
)
(z, z, u)
2i〈z, z〉〈p′′, z〉+O(zz2up′′) +O(zz2up′′) in
(
∂F ∗12
∂u
)
(z, z, u).(1.13)
Then we are ready to present a proof of the existence theorem for Chern-Moser
normal form.
Theorem 1.3 (Chern-Moser). There is a biholomorphic mapping φ which trans-
forms M to a real hypersurface of the following form:
v = 〈z, z〉+
∑
min(s,t)≥2
Fst(z, z¯, u),
where
∆2F23 = 0.(1.14)
Geometrically, there exists a unique analytic curve Γ on M which passes through
the origin and is tangent to a vector transversal to the complex tangent hyperplane
at the origin and which is mapped onto the u-curve by the biholomorphic mapping
φ. Further, there exists a biholomorphic mapping φ1 which, in addition to (1.14),
achieves the following conditions:
∆F22 = ∆
3F33 = 0.
Let M ′ be a real hypersurface obtained in Lemma 1.1 by the biholomorphic
mapping (1.4), which is defined by the following equation:
v =
∑
min(s,t)≥1
F ∗st(z, z¯, u).
Then there is a unique analytic function D(z, u)(cf. [CM]) such that
F ∗11 (z +D(z, u), z, u) =
∑
s≥1
F ∗s1(z, z¯, u),
and the function D(z, u) satisfies the condition
D(0, u) = Dz(0, u) = 0.
Thus D(z, u) depends analytically of u, p, p and rationally of the derivative p′, p′.
We decompose the function D(z, u) such that
D(z, u) =
∑
s≥2
Ds(z, u),
12 WON K. PARK
where
Ds(µz, u) = µ
sDs(z, u) for all µ ∈ C.
Then the functions D2(z, u), D3(z, u) are given by
A11 (D2(z, u), z, u) = A21 + (1 −B00)
−1A11B10
A11 (D3(z, u), z, u) = A31 + (1 −B00)
−1(A11B20 +A21B10)
+(1−B00)
−2A11B
2
10.
Note that D2(z, u), D3(z, u) do not depend of the second order derivative p
′′, p′′.
Then we obtain
v =
∑
min(s,t)≥1
F ∗st (z, z¯, u)
= F ∗11 (z, z, u) + F
∗
11
(
z,D(z, u), u
)
+ F ∗11 (D(z, u), z, u)
+
∑
min(s,t)≥2
F ∗st (z, z¯, u)
= F ∗11
(
z +D(z, u), z +D(z, u), u
)
+
∑
min(s,t)≥2
Gst (z, z¯, u) .
We notice
G22 (z, z¯, u) = F
∗
22 (z, z¯, u)− F
∗
11
(
D2(z, u), D2(z, u), u
)
G23 (z, z¯, u) = F
∗
23 (z, z¯, u)− F
∗
11
(
D2(z, u), D3(z, u), u
)
.
We easily see that the functions G22, G23 depend on u, p, p, p
′, p′ in the same form
as respectively in (1.11) and (1.12).
We take an analytic function E(u) such that
F ∗11(z, z, u) = 〈E(u)z, E(u)z〉, and E(0) = idn×n.
Note that the function E(u) is determined up to the following relation:
E1(u) = U(u)E(u),
where
〈U(u)z, U(u)z〉 = 〈z, z〉, and U(0) = idn×n.(1.15)
Then the biholomorphic mapping defined by the following equation:
z∗ = E(w){z +D(z, w)},
w∗ = w,
transforms M ′ to a real hypersurface of the following form:
v = 〈z, z〉+
∑
min(s,t)≥2
Hst(z, z¯, u).(1.16)
By the way, we still obtain a real hypersurface in (1.16) by a biholomorphic mapping
as follows:
z∗ = U(w)E(w){z +D(z, w)},
w∗ = w,(1.17)
where the holomorphic function U(w) satisfy the condition (1.15).
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By using the expansion
E(u) = E(w)− ivE′(w) + · · ·
U(u) = U(w)− ivU ′(w) + · · · ,
we obtain
v =F ∗11
(
z +D(z, u), z +D(z, u), u
)
+
∑
min(s,t)≥2
Gst(z, z¯, u)
= 〈E(u)(z +D(z, u)), E(u)(z +D(z, u))〉+
∑
min(s,t)≥2
Gst(z, z¯, u)
= 〈U(u)E(u)(z +D(z, u)), U(u)E(u)(z +D(z, u))〉+
∑
min(s,t)≥2
Gst(z, z¯, u)
= 〈U(w)E(w)(z +D(z, w)), U(w)E(w)(z +D(z, w))〉
− iv 〈U ′(w)E(w)(z +D(z, w)), U(w)E(w)(z +D(z, w))〉
+ iv 〈U(w)E(w)(z +D(z, w)), U ′(w)E(w)(z +D(z, w))〉
− iv 〈{E′(w)(z +D(z, w)) + E(w)Du(z, w)}, E(w)(z +D(z, w))〉
+ iv 〈E(w)(z +D(z, w)), {E′(w)(z +D(z, w)) + E(w)Du(z, w)}〉
+O(zzv2) +
∑
min(s,t)≥2
Gst(z, z¯, u),(1.18)
where
w = u+ iv,
U ′(u) =
dU
du
(u), E′(u) =
dE
du
(u),
Du(z, w) =
(
∂D
∂u
)
(z, w).
By introducing a holomorphic variable z♮ = z+D(z, w), we obtain from the equation
(1.18):
v =
〈
U(w)E(w)z♮, U(w)E(w)z♮
〉
+G22(z
♮, z¯♮, u)
− i
〈
E(u)z♮, E(u)z♮〉{〈U ′(u)E(u)z♮, U(u)E(u)z♮
〉
−
〈
U(u)E(u)z♮, U ′(u)E(u)z♮
〉
− i
〈
E(u)z♮, E(u)z♮
〉 {〈
E′(u)z♮, E(u)z♮
〉
−
〈
E(u)z♮, E′(u)z♮
〉}
+G∗23(z
♮, z¯♮, u).+G∗32(z
♮, z¯♮, u).
+
∑
min(s,t)≥2,s+t≥6
G∗st(z
♮, z¯♮, u).(1.19)
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where
G∗23(z, z¯, u) =G23(z, z¯, u) + iF
∗
11(z, z, u)F
∗
11
(
z,
(
∂D2
∂u
)
(z, u), u
)
−
∑
β
(
∂G22
∂zβ
)
(z, z¯, u)Dβ2 (z, u)
=G23(z, z¯, u) + iF
∗
11(z, z, u)
(
∂F ∗12
∂u
)
(z, z, u)
− iF ∗11(z, z, u)
(
∂F ∗11
∂u
)(
z,D2(z, u), u
)
−
∑
β
(
∂G22
∂zβ
)
(z, z¯, u)Dβ2 (z, u)(1.20)
By the equalities (1.13), the dependence of the functions G∗23 on the second order
derivatives p′′ and p′′ is given as follows
−2〈z, z〉2〈p′′, z〉+ O(z2z3up′′) +O(z2z3up′′) in G∗23(z, z, u).
Notice that the function G∗23(z, z¯, u) in (1.19) and (1.20) is independent of the
function U(u).
Therefore after the biholomorphic mapping in (1.17), we obtain
v = 〈z∗, z∗〉+H22(z
∗, z¯∗, u) +H23(z
∗, z¯∗, u).+H32(z
∗, z¯∗, u).
+
∑
min(s,t)≥2,s+t≥6
Hst(z
∗, z¯∗, u).
where
H22(z, z¯, u) = G22
(
E(u)−1U(u)−1z, E(u)−1U(u)−1z, u
)
−i〈z, z〉{〈U ′(u)U(u)−1z, z〉 − 〈z, U ′(u)U(u)−1z〉}
−i〈z, z〉{〈E′(u)E(u)−1U(u)−1z, U(u)−1z〉
−〈U(u)−1z, E′(u)E(u)−1U(u)−1z〉}
and the dependence of H23(z, z¯, u) on p
′′, p′′ is as follows:
H23(z, z¯, 0) = −2〈z, z〉
2〈p′′(0), z〉+K23(z, z, 0; p
′(0), p′(0)).
By using the following identity
∆2{〈z, z〉2〈p, z〉} = 2(n+ 1)(n+ 2)〈p, z〉,
the equation ∆2H23 = 0 is a second order ordinary differential equation
A1p
′′ +A2p
′′ = B
where
(1) A1, A2 are n× n matrix valued functions and B is C
n-valued function,
(2) A1 = idn×n +O(u) and A2 = O(u),
(3) A1, A2, B depend analytically of u, p, p,
(4) A1, A2 depend at most linearly of p
′, p′,
(5) B depends at most cubically of p′, p′.
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Then we obtain
p′′ = Q(u, p, p, p′, p′)
≡
(
A1 −A2A
−1
1 A2
)−1 (
B −A2A
−1
1 B
)
(1.21)
where the function Q depends rationally on the derivatives p′, p′.
Therefore there exists a unique analytic curve Γ on M which passes through the
origin and is tangent to a vector transversal to the complex tangent hyperplane at
the origin and which is mapped by a biholomorphic mapping into the u-curve.
Since 〈U(u)z, U(u)z〉 = 〈z, z〉, we have identities〈
U ′(u)U(u)−1z, z
〉
+
〈
z, U ′(u)U(u)−1z
〉
= 0
Tr(U ′(u)U(u)−1) + Tr(U ′(u)U(u)−1) = 0,
where
Tr(A) = trace of z → Az,
Then the equation ∆H22 = 0 is given as follows:〈
U(u)−1U ′(u)z, z
〉
+
1
2(n+ 2)
〈z, z〉Tr(U(u)−1U ′(u))
=
1
2i(n+ 2)
∆G22
(
E(u)−1z, E(u)−1z, u
)
−
1
2
{〈
E′(u)E(u)−1z, z
〉
−
〈
z, E′(u)E(u)−1z
〉}
−
1
2(n+ 2)
〈z, z〉
{
Tr(E′(u)E(u)−1)− Tr(E′(u)E(u)−1)
}
.(1.22)
By using the following identities
∆{〈z, z〉〈Az, z〉} = (n+ 2)〈Az, z〉+Tr(A)〈z, z〉
∆2{〈z, z〉〈Az, z〉} = 2(n+ 1)Tr(A),
we obtain
〈z, z〉Tr(U(u)−1U ′(u)) =
1
4i(n+ 1)
∆2G22
(
E(u)−1z, E(u)−1z, u
)
−
1
2
{
Tr(E′(u)E(u)−1)− Tr(E′(u)E(u)−1)
}
.
Thus the equation (1.22) is a first order ordinary differential equation of U(u) as
follows: 〈
U(u)−1U ′(u)z, z
〉
=
1
2i(n+ 2)
∆G22
(
E(u)−1z, E(u)−1z, u
)
−
1
8i(n+ 1)(n+ 2)
〈z, z〉∆2G22
(
E(u)−1z, E(u)−1z, u
)
−
1
2
{〈
E′(u)E(u)−1z, z
〉
−
〈
z, E′(u)E(u)−1z
〉}
−
1
4(n+ 2)
〈z, z〉
{
Tr(E′(u)E(u)−1)− Tr(E′(u)E(u)−1)
}
.
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Hence by requiring
U(0) = E(0) = idn×n,
there is a unique biholomorphic mapping
z∗ = U(w)E(w){z +D(z, w)},
w∗ = w,(1.23)
which transforms M ′ to a real hypersurface of the following form:
v = 〈z, z〉+
∑
min(s,t)≥2
Hst(z, z¯, u)(1.24)
where
∆H22 = ∆H23 = 0.
We consider the following mappings
φ1 :
{
z = z∗ + p(w∗)
w = w∗ + g(z∗, w∗)
φ2 :
{
z∗ = E(w)(z +D(z, w))
w∗ = w
(1.25)
φ3 :
{
z∗ =
√
sign{q′(0)}q′(w)Uz
w∗ = q(w)
where p(w), g(z, w), E(w), D(z, w), q(w) are holomorphic functions satisfying
g(0, u) = −g(0, u), q(u) = q(u),
p(0) = q(0) = 0, det q′(0) 6= 0, detU 6= 0
E(0) = idn×n, D(0, w) = Dz(0, w) = 0.
We easily see by parameter counting that the mapping
(φ1, φ2, φ3) 7−→ φ3 ◦ φ2 ◦ φ1(1.26)
is bijective. Hence a biholomorphic mapping φ, φ|0 = 0, has a unique decomposition
φ = φ3 ◦ φ2 ◦ φ1.
Note that U(w) = E(w) = idn×n and D(z, w) = 0 in (1.23) whenever M is
already in the form (1.24). Hence, from the decomposition (1.26), we easily see
that any biholomorphic mapping, preserving the form (1.24) and the u-curve, is
given by
z∗ =
√
sign{q′(0)}q′(w)Uz,
w∗ = q(w),(1.27)
where
q(w) = q(w¯), q(0) = 0, q′(0) 6= 0,
U ∈ GL(n;C), 〈Uz, Uz〉 = sign{q′(0)}〈z, z〉.
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The mapping in (1.27) transforms the real hypersurface defined by
v∗ = 〈z∗, z∗〉+H∗22(z
∗, z¯∗, u∗) +H∗23(z
∗, z¯∗, u∗) +H∗32(z
∗, z¯∗, u∗)
+H∗33(z
∗, z¯∗, u∗) +O(z∗4z¯∗2) +O(z∗2z¯∗4)
+
∑
min(s,t)≥2,s+t≥7
H∗st(z
∗, z¯∗, u∗)
to a real hypersurface as follows:
v = 〈z, z〉+ q′H∗22(Uz, Uz, q(u))
+q′
√
|q′|{H∗23(Uz, Uz, q(u)) +H
∗
32(Uz, Uz, q(u))}
+sq′2H∗33(Uz, Uz, q(u)) +
{
1
2
(
q′′
q′
)2
−
q′′′
3q′
}
〈z, z〉3
+O(z4z¯2) +O(z2z¯4)
= 〈z, z〉+H22(z, z, u) +H23(z, z, u) +H32(z, z, u) +H33(z, z, u)
+O(z4z¯2) +O(z2z¯4).
Hence we obtain
H22(z, z, u) = q
′H∗22(Uz, Uz, q(u))
H23(z, z, u) = q
′
√
|q′|H∗23(Uz, Uz, q(u))
H33(z, z, u) = sq
′2H∗33(Uz, Uz, q(u)) +
{
1
2
(
q′′
q′
)2
−
q′′′
3q′
}
〈z, z〉3.(1.28)
Note that ∆H∗22 = ∆
2H∗23 = 0 whenever ∆H22 = ∆
2H23 = 0.
We can achieve the condition ∆3H∗33 = 0 by a third order ordinary differential
equation as follows:
q′′′
3q′
−
1
2
·
(
q′′
q′
)2
= κ(u),(1.29)
where
κ(u) = −
1
6n(n+ 1)(n+ 2)
·∆3H33(z, z, u).
The differential equation in (1.29) determines a projective parameter on the u-curve.
This completes the proof of Theorem 1.3.
Theorem 1.4 (Chern-Moser). Let M be a nondegenerate analytic real hypersur-
face defined by the equation
v = F (z, z, u) F |0 = dF |0 = 0.
Then a biholomorphic normalizing mapping of M, φ = (f, g) in Cn×C, is uniquely
determined by the value
∂f
∂z
∣∣∣∣
0
,
∂f
∂w
∣∣∣∣
0
, ℜ
(
∂g
∂w
∣∣∣∣
0
)
, ℜ
(
∂2g
∂w2
∣∣∣∣
0
)
.
As noted above, a biholomorphic mapping φ satisfying φ|0 = 0 is uniquely
decomposed to
φ = φ3 ◦ φ2 ◦ φ1
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where φ1, φ2, φ3 are biholomorphic mappings in (1.25) satisfying
φ1|0 = φ2|0 = φ3|0 = 0.
Note that the mapping (φ1, φ2, φ3) 7→ φ = φ3 ◦ φ2 ◦ φ1 is bijective.
We take φ to be a normalizing biholomorphic mapping ofM. Then the uniqueness
of φ1, φ2, φ3 up to the value
∂f
∂z
∣∣∣∣
0
,
∂f
∂w
∣∣∣∣
0
, ℜ
(
∂g
∂w
∣∣∣∣
0
)
, ℜ
(
∂2g
∂w2
∣∣∣∣
0
)
assures the uniqueness of the normalizing mapping φ. The uniqueness of φ1, φ2,
φ3 each is verified in the proof of Theorem 1.3 through uniquely determining the
holomorphic functions
p(w), E(w), q(w)
via the ordinary differential equations (1.21), (1.22), (1.29) by the initial values
p′(0), E(0) ≡ U, q′(0), q′′(0).
We may have the following relations:√
|q′(0)|U = ∂f
∂z
∣∣∣
0
−
√
|q′(0)|Up′(0) =
(
1− i ∂F
∂u
∣∣
0
)−1 ∂f
∂w
∣∣∣
0
q′(0) = ℜ
(
∂g
∂w
∣∣∣
0
)
2q′(0)q′′(0) = ℜ
{(
1− i ∂F
∂u
∣∣
0
)−2 ∂2g
∂w2
∣∣∣
0
}
.
For the case dF |0 = 0 rather than Fz|0 = Fz |0 = 0, we have simpler relations:√
|q′(0)|U = ∂f
∂z
∣∣∣
0
, −
√
|q′(0)|Up′(0) = ∂f
∂w
∣∣∣
0
q′(0) = ℜ
(
∂g
∂w
∣∣∣
0
)
, 2q′(0)q′′(0) = ℜ
(
∂2g
∂w2
∣∣∣
0
)
so that the values p′(0), E(0) ≡ U, q′(0), q′′(0) are uniquely determined by
∂f
∂z
∣∣∣∣
0
,
∂f
∂w
∣∣∣∣
0
, ℜ
(
∂g
∂w
∣∣∣∣
0
)
, ℜ
(
∂2g
∂w2
∣∣∣∣
0
)
.
This completes the proof of Theorem 1.4.
2. Chains and Orbit Parameters
I. Let M be a nondegenerate analytic real hypersurface. Then we may define
a family of distinguished curves on M via Chern-Moser normal form, which are
defined alternatively and identified to be the same by E. Cartan [Ca] and Chern-
Moser [CM]. Let γ : (0, 1)→M be an open connected curve. Then the curve γ is
called a chain if, for each point p ∈ γ, there exist an open neighborhood U of the
point p and a biholomorphic mapping φ on U which translates the point p to the
origin and transforms M to Chern-Moser normal form such that
φ (U ∩ γ) ⊂ {z = v = 0} .
By Theorem 1.3 and Theorem 1.4, a chain γ locally exists uniquely for each vector
transversal to the complex tangent plane such that γ is tangential to the vector.
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From the proof of Theorem 1.3, we have an ordinary differential equation which
locally characterizes a chain γ, passing through the origin 0 ∈M . Suppose that
γ :
{
z = p(u)
w = u+ iF (p(u), p(u), u)
Then there exists an ordinary differential equation
p′′ = Q (u, p, p, p′, p′)(2.1)
such that the function p(u) is a solution of the ordinary differential equation (2.1).
We take M to be the real hyperquadric v = 〈z, z〉. Then the chain γ is locally
given by
γ :
{
z = p(u)
w = u+ i〈p(u), p(u)〉
.
With F (z, z, u) = 〈z, z〉, we obtain the equation ∆2F23 = 0 as follows
{(1− i〈p′, p〉+ i〈p, p′〉) p′′ − ip′〈p′′, p〉}+ ip′〈p, p′′〉 = 2ip′〈p′, p′〉.
Then we easily check that the equation of chains on a real hyperquadric is given by
p′′ =
2ip′〈p′, p′〉 (1 + 3i〈p, p′〉 − i〈p′, p〉)
(1 + i〈p, p′〉 − i〈p′, p〉) (1 + 2i〈p, p′〉 − 2i〈p′, p〉)
.
II. The isotropy subgroup of the automorphism group of a real hyperquadric
v = 〈z, z〉 consists of fractional linear mappings φ such that
φ = φσ :
{
z∗ = C(z−aw)1+2i〈z,a〉−w(r+i〈a,a〉)
w∗ = ρw1+2i〈z,a〉−w(r+i〈a,a〉)
(2.2)
where the constants σ = (C, a, ρ, r) satisfy
a ∈ Cn, ρ 6= 0, ρ, r ∈ R,
C ∈ GL(n;C), 〈Cz,Cz〉 = ρ〈z, z〉.
Further, φ decomposes to
φ = ϕ ◦ ψ,
where
ψ :
{
z∗ = z−aw1+2i〈z,a〉−i〈a,a〉w
w∗ = w1+2i〈z,a〉−i〈a,a〉w
and ϕ :
{
z∗ = Cz1−rw
w∗ = ρw1−rw
.(2.3)
Hence the local automorphisms of a real hyperquadric is identified with a group H
of the following matrices: 
 ρ 0 0−Ca C 0
−r − i〈a, a〉 2ia† 1


where
a† =
(
a1, · · · , ae,−ae+1, · · · ,−an
)
.
We easily verify
φ∗σ(v − 〈z, z〉) = (v − 〈z, z〉)ρ(1 + δ)
−1(1 + δ¯)−1,
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where
1 + δ = 1 + 2i〈z, a〉 − (r + i〈a, a〉)w.
Hence the automorphisms φσ are normalizations of a real hyperquadric. Further,
by Theorem 1.4, each normalization of a real hyperquadric is necessarily an auto-
morphism. Then a chain γ on a real hyperquadric is necessarily given by
γ = φ−1 (z = v = 0)
=
{(
ρ−1ua
1−ρ−1u(−r+i〈a,a〉) ,
ρ−1u
1−ρ−1u(−r+i〈a,a〉)
)}
= {v = 〈z, z〉} ∩ C (a, 1)
so that the chain γ is just an intersection of a complex line.
By Theorem 1.4, each normalization N = (f, g) is uniquely determined by the
initial value
C, a, ρ, r
such that
f(z, w) = C(z − aw) + f∗(z, w)
g(z, w) = ρ(w + rw2) + g∗(z, w)
where
f∗|0 = df
∗|0 = g
∗|0 = dg
∗|0 = ℜ (g
∗
ww|0) = 0.
Hence the group H = {(C, a, ρ, r)} parameterizes the normalizations of a real hy-
persurface. Further, Theorem 1.3 and Theorem 1.4 together yields a family of
polynomial identities(cf. [Pa1]). Then we have showed that the group H gives a
group action via normalization on the class of normalized real hypersurfaces.
III. Suppose that M is an analytic real hypersurface defined near the origin by
the following equation:
v = 〈z, z〉+
∑
α,β
(
καβz
αzβ + καβz
αzβ
)
+ F (z, z¯, u)
where
F (z, z¯, u) =
∞∑
k=3
Fk (z, z, u) .
Let Nσ be a normalization of M with the initial value σ = (C, a, ρ, r) ∈ H and let
φσ′ = ϕ ◦ ψ be a local automorphism of a real hyperquadric(cf. (2.2), (2.3)) with
the initial value σ′ = (C, a, ρ, r0) ∈ H, where
r0 = r −ℜ(καβa
αaβ).
Then there are two decompositions of Nσ as follows(cf. [CM]):{
Nσ = E ◦ φσ′ = E ◦ ϕ ◦ ψ,
Nσ = ϕ ◦ E ◦ ψ,
where E is the normalization with the identity initial value.
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Let M be a nondegenerate real hypersurface and Nσ be a normalization of M
with initial value σ = (C, a, ρ, r) ∈ H such that M ′ ≡ Nσ (M) is defined by the
equation
v = 〈z, z〉+
∑
min(s,t)≥2
F ∗st(z, z¯, u)
where
∆F ∗22 = ∆
2F ∗23 = ∆
3F ∗33 = 0.
Note that the mapping ϕ is itself a normalization in the following decomposition:
Nσ = ϕ ◦ E ◦ ψ
= ϕ ◦Nσ1(2.4)
where Nσ1 is a normalization of M with initial value σ1 = (idn×n, a, 1, 0) ∈ H.
As a consequences of the decomposition (2.4), we notice that a normalization
Nσ is analytic of
z, w, C, ρ, r
near the point z = w = r = 0 and C = idn×n, ρ = 1. More precisely,
Nσ =
(
Cf(z, w)
1− rg(z, w)
,
ρg(z, w)
1− rg(z, w)
)
where
Nσ1 = (f(z, w), g(z, w)) σ1 = (idn×n, a, 1, 0).
Notice that the size of convergence of the normalization Nσ at the origin is deter-
mined by the value a, r.
Further, suppose that the transformed real hypersurface Nσ (M) is defined by
v = 〈z, z〉+ F ∗ (z, z¯, u) .
Then the function F ∗ (z, z¯, u) is real-analytic of
z, w, C, ρ, r
near the point z = w = r = 0 and C = idn×n, ρ = 1.
In fact, from the proof of Theorem 1.3, we obtain
Theorem 2.1. Let M be a nondegenerate real-analytic real hypersurface defined
by
v = F (z, z, u) F |0 = Fz |0 = Fz|0 = 0.
Then Nσ and F
∗ (z, z, u) are analytic of
z, w, C, a, ρ, r.
We have a natural group action by normalizations on the class of real hypersur-
faces in normal form(cf. [Pa1]). Then, under a natural compact-open topology(cf.
[Na]), we obtain
Corollary 2.2. The local automorphism group of a nondegenerate analytic real
hypersurface is a Lie group.
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3. Normal forms of real hypersurfaces
I. Let M be a nondegenerate analytic real hypersurface defined by the equation
v = F ∗11 (z, z, u) +
∑
s,t≥2
F ∗st (z, z, u) .
Let’s take a matrix valued function E(u) satisfying
F ∗11 (z, z, u) = 〈E(u)z, E(u)z〉.
Then suppose that the biholomorphic mapping
φ :
{
z∗ = E (w) z
w∗ = w
transforms M to another real hypersurface φ (M) defined by
v = F ∗11 (z, z, u) +
∑
s,t≥2
Gst (z, z, u) .
Then we have the following relation
F ∗11
(
E(u)−1E′(u)z, z, u
)
= −
2i
n+ 2
· trG22 (z, z, u) +
i
(n+ 1)(n+ 2)
· (tr)2G22 (z, z, u) · F
∗
11 (z, z, u)
+
2i
n+ 2
· trF ∗22
(
E1(u)
−1E(u)z, E1(u)−1E(u)z, u
)
−
i
(n+ 1)(n+ 2)
· (tr)2F ∗22 (z, z, u) · F
∗
11 (z, z, u)
+
1
2
(
∂F ∗11
∂u
)
(z, z, u) .
where E1(u) is a given matrix valued function satisfying
F ∗11 (z, z, u) = 〈E1(u)z, E1(u)z〉.
Here we have constant solutions
E(u) = E(0)
whenever
trF ∗22 (z, z, u) = const.F
∗
11 (z, z, u) = trG22 (z, z, u)
and (
∂F ∗11
∂u
)
(z, z, u) = 0.
As a necessary condition for a normal form, we require that the u-curve be a chain.
From the observation in the previous paragraph, a normal form may have to take
the following form
v = 〈z, z〉+
∑
s,t≥2
F ∗st (z, z, u)
where
∆F ∗22 (z, z, u) = const.〈z, z〉
∆2F ∗23 (z, z, u) = 0.
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Suppose that a real hypersurface M is defined by the equation
v = 〈z, z〉+
∑
s,t≥2
Gst (z, z, u) for α = 0
v = −
1
2α
ln {1− 2α〈z, z〉}+
∑
s,t≥2
Gst (z, z, u) for α 6= 0(3.1)
where
∆G22 (z, z, u) = ∆
2G23 (z, z, u) = 0.
Let ϕ be a biholomorphic mapping leaving the u-curve invariant and preserving the
form (3.1). Then ϕ is necessarily given by the following mapping(cf. [Pa2]):
ϕ :
{
z∗ =
√
sign {q′(0)} q′(w)Uz exp αi2 (q(w)− w)
w∗ = q (w)
where α ∈ R and
〈Uz, Uz〉 = sign {q′(0)} 〈z, z〉.
Suppose that the biholomorphic mapping ϕ transforms M to a real hypersurface
ϕ (M) defined by
v = −
1
2α
ln {1− 2α〈z, z〉}+
∑
s,t≥2
G∗st (z, z, u)
where
∆G∗22 (z, z, u) = ∆
2G∗23 (z, z, u) = 0.
Then we have the following relation
q′(u)G∗22
(
Uz, Uz, q(u)
)
= G22 (z, z, u)
q′(u)
√
|q′(u)| exp−
αi
2
(q(u)− u)G∗23(Uz, Uz, q(u)) = G23(z, z, u)
and
q′′′(u)
3q′(u) −
1
2
(
q′′(u)
q′(u)
)2
+ α
2
6
(
q′(u)2 − 1
)
= 16n(n+1)(n+2)
{
q′(u)2∆3G∗33 (z, z, q(u))−∆
3G33 (z, z, u)
}
.
Notice that
q′′′
3q′
−
1
2
(
q′′
q′
)2
+
α2
6
(
q′2 − 1
)
= 0(3.2)
whenever
∆3G∗33 (z, z, q) dq
2 = ∆3G33 (z, z, u)du
2.
We want to restrict the mapping ϕ so that the function q(u) is a solution of the
ordinary differential equation (3.2). The restriction on ϕ has to be achieved by
requiring an additional condition on the normal form (3.1).
We claim that the following choice works
∆3G33 (z, z, u) = const.∆
4 (G22 (z, z, u))
2
∆3G∗33 (z, z, q) = const.∆
4 (G∗22 (z, z, q))
2
.(3.3)
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Because of the relation
G∗22 (z, z, q) dq = G22 (z, z, u)du,
the condition (3.3) gives
q′(u)2∆3G∗33 (z, z, q(u)) = ∆
3G33 (z, z, u)
which yields the ordinary differential equation (3.2).
Hence we define a normal form such that
v = 〈z, z〉+
∑
s,t≥2Gst (z, z, u) for α = 0
v = − 12α ln {1− 2α〈z, z〉}+
∑
s,t≥2Gst (z, z, u) for α 6= 0
where
∆G22 (z, z, u) = ∆
2G23 (z, z, u) = 0
∆3G33 (z, z, u) = β∆
4 (G22 (z, z, u))
2
for some β ∈ R.
We easily see that all normalizations associated to any normal form above are
uniquely determined by some constant initial values.
Chern-Moser normal form is given in the case of α = β = 0 so that
v = 〈z, z〉+
∑
s,t≥2
Gst (z, z, u)
where
∆G22 = ∆
2G23 = ∆
3G33 = 0.
Moser-Vitushkin normal form is defined by taking α 6= 0 and β = 0 so that
v = −
1
2α
ln {1− 2α〈z, z〉}+
∑
s,t≥2
Gst (z, z, u)
where
∆G22 = ∆
2G23 = ∆
3G33 = 0.
We shall see each normal form has its own advantage in applications(cf. [Pa2]).
II. Burns and Shnider [BS] have reported that the geometric theory of Chern
and Moser [CM] gives a projective parametrization on a chain which is different
from the parametrization defined by Chern-Moser normal form(cf. [BFG]). From
(1.28), we obtain
q′′′
3q′
−
1
2
·
(
q′′
q′
)2
=
1
6n(n+ 1)(n+ 2)
{
q′2∆3H∗33(z, z, q(u))−∆
3H33(z, z, u)
}
.(3.4)
Note that the solution q(u) in (3.4) is given by
q(u) =
au+ b
cu+ d
, ad− bc 6= 0, a, b, c, d ∈ R
whenever
ε ≡ ∆3H33(z, z, u)du
2 = ∆3H∗33(z, z, q)dq
2.(3.5)
The mapping (1.27) effects
H2k(z, z¯, u) = q
′ |q′|
k−2
2 H∗2k(Uz, Uz, q(u)) for k ≥ 2.
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Thus there are many possible choices satisfying the equalities (3.5). To reduce the
possible choices, we require that the function ε is independent of a choice of a chain.
Clearly there exists such a function ε, for instance, ε = 0 so that
∆3H∗33(z, z, q(u)) = ∆
3H33(z, z, u) = 0.
The requirement is also satisfied by a function ε if we define ε as follows:
ε ≡ ∆3H33du
2
∆3H33 = c∆
4(H22)
2,
for a constant real number c ∈ R. Thus we can define a normal form similar to
Chern-Moser normal form except for replacing the condition ∆3H33 = 0 with∑
N αβγαβγ... =
4
9
∑
N γδαβ..N
αβ
γδ..(3.6)
where
H22(z, z, u) =
∑
Nαβγδz
αzβzγzδ
H23(z, z, u) =
∑
Nαβγδρσz
αzβzγzδzρzσ∑
N αβγαβγ... =
1
(3 · 2)2
∆3H33
∑
N γδαβ..N
αβ
γδ.. =
1
3 · 25
∆4(H22)
2.
Then the condition (3.6) gives on a chain the parametrization of the geometric
theory of Chern and Moser(cf. [Fa]).
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