This paper examines the problem of weak identication in maximum likelihood estimation and inference. The main motivating example is a multi-dimensional, non-linear DSGE model.
DSGE models (see Canova and Sala (2009 ), Guerron-Quintana, Inoue and Kilian (2009 ), Iskrev (2009 ).
In this paper, we consider the problem of weak identication in dynamic models estimated by maximum likelihood. Weak identication arises when the amount of information in the data about some parameter or group of parameters is small, and is generally modeled in such a way that information about parameters accumulates slowly along some dimensions. This leads to the breakdown of the usual asymptotics for maximum likelihood, with the asymptotic distributions for the maximum likelihood estimator and the standard LR, LM, and Wald statistics providing a poor approximation to their true behavior. This is distinct from loss of point identication, and we assume throughout that the models we consider are point identied, and thus that changing the value of any parameter changes the distribution of the data.
We consider the problem of testing and condence set construction in weakly identied maximum likelihood models. Rather than looking for a test for weak identication as such, we instead attempt to construct a test for parameters which is robust to weak identication. Ideally, such a test should be close to the classical ML tests when identication is strong, while maintaining correct asymptotic size when identication is weak.
We construct such a test in two steps.
First, we suggest a test for a simple hypothesis on the full parameter vector. This test is robust to weak identication and is asymptotically equivalent to the classical Lagrange Multiplier (LM) test when identication is strong. This test makes extensive use of martingale theory, particularly the fact that the score (i.e. the gradient of the log likelihood) is a martingale when evaluated at the true parameter value.
Next, we turn to the problem of testing a subset of parameters while treating the remaining parameters as nuisance parameters. Creation of such tests is critical for the construction of condence sets, as the common practice in applied work is to report separate condence sets for each element of the parameter vector. This is a quite challenging problem, which (to the best of our knowledge) has not been fully solved even for many simpler models.
The test which we suggest for a subset of parameters is asymptotically equivalent to Neyman's C(α) test when identication is strong. We show that the suggested test has the correct asymptotic distribution so long as the nuisance parameter (i.e. the part of the parameter vector which we are not testing) is strongly identied, without any assumption about the identication of the tested parameter. We also show that the suggested test has correct asymptotic size in the case of weak IV with one endogenous variable when the nuisance parameter is weakly identied.
In addition to these theoretical results, we report simulation results showing that our proposed test maintains size well in weak IV with more than one endogenous variable, as well as in a nonlinear model. We also show the applicability of our results to a simple DSGE model.
Relation to the Literature on Weak Identication The literature on weak identication is quite large. The most-studied and best-understood case is that of weak instrumental variables estimation. For a comprehensive survey on the literature on this topic, see Stock, Wright, and Yogo (2002) . The weak identication framework was generalized to GMM by Stock and Wright (2000) , who represented weak identication using an asymptotic embedding in which the objective function becomes at along some dimensions as the sample grows. While we make use of a similar embedding to demonstrate the applicability of our assumptions, it is not necessary for our results, and we remain quite agnostic on the process generating the data. An alternative embedding for weak identication is introduced in Andrews and Chen (2009) .
Making use of their embedding, Stock and Wright (2000) introduce a test for GMM which is robust to weak identication. They consider two types of test: a test for the full parameter vector (i.e. for a simple hypothesis) and a test for a sub-parameter for the case where the nuisance parameter is well-identied. Kleibergen and Mavroeidis (2009) suggest an adaptation of the Stock and Wright (2000) test for a sub-parameter for the case when the nuisance parameter is weakly identied, which yields a conservative statistic asymptotically. While the statistics we consider are in many ways similar to those considered by Stock and Wright (2000) , their results do not apply to our context as the variance of our moment condition becomes degenerate asymptotically, violating one of their assumptions.
The issue of weak identication in DSGE models was rst introduced by Canova and Sala (2009) , who pointed out that the objective functions in many DSGE models are nearly at in some directions. A weak identication-robust inference procedure for DSGE models based on likelihood analysis was introduced by Guerron-Quintana Inoue and Killian (2009) . Their method makes extensive use of projection for constructing condence sets which, given the high dimension of the parameter space in many DSGE models, has the potential to introduce a substantial amount of conservativeness in many applications. Another paper on weak identication in DSGE models is Iskrev (2008) , which attempts to asses the quality of identication in DSGE models by considering the degeneracy of the Hessian of the log likelihood. There are also a few papers discussing point-identication in DSGE models, which is is unrelated to our paper, as we assume point-identication. We refer the interested reader to Komunjer and Ng (2009) for an example of this literature.
Relation to the Classical MLE Literature The other major literature to which our paper is connected is the classical Statistics literature on maximum likelihood. This classical literature began in the i.i.d. context where, if the parameter of interest is identied, the likelihood is smooth, and suciently many moments exist for the derivatives of the log likelihood, then the maximum likelihood estimator (MLE) is consistent and asymptotically normal with asymptotic variance equal to the inverse of the Fisher information.
This initial framework was generalized considerably by Le Cam (see Le Cam and Yang (2000) ). He showed that, so long as the log-likelihood is well approximated by a quadratic function in a neighborhood of the true value, with a second derivative which (under an appropriate normalization) converges to a positive denite matrix, the usual results for ML estimation hold, including consistency and asymptotic normality. This generalization allowed the application of ML methods to a much wider range of models, including those with dependent data.
The application of ML to dependent data was further explored by a number of other authors, including Silvey (1961 ), Crowder (1976 , Heijmans and Magnus (1986) and Jeganathan (1995) . Our approach is particularly informed by the strand of this literature which focuses on the use of the martingale properties of the log likelihood and its implications for the asymptotics of the MLE, and especially by Bhat (1974) and Hall and Heyde (1980) . The weakly identied dynamic models which we consider dier from those in this classical literature in that the the normalized second derivative of the log likelihood may not converge to a constant (or, if normalized to converge to a constant, may be singular asymptotically). As a result, these models fall outside of the classes considered by the previous literature (to take a non-dynamic example, it can be shown that the standard weak IV model is not Locally Asymptotically Quadratic, and thus is not subject to the results of Le Cam) . Some additional complications of the DSGE context include the fact that the parameter space is in general quite large, and that analytic expressions for the log likelihood are in general unavailable, though the likelihood can be evaluated numerically.
Structure of the paper Section 2 introduces our notation as well as some results from martingale theory, and suggests a test for the full parameter vector; it also discusses the dierence between two alternative measures of information. Section 3 discusses the problem of testing a composite hypothesis about a sub-parameter, and introduces a statistic for such a test. Section 4 proves that our sub-vector test is valid when the nuisance parameter is strongly identied without any assumption on the identication of the tested parameter. Section 5 shows that this result can be extended to some cases when nuisance parameter is weakly identied. Simulation results supporting our theoretical results are provided in Section 6
Throughout the rest of the paper, Id k is k × k identity matrix, I{·} is the indicatorfunction, [·] T stands for quadratic variation of a martingale and [·, ·] T -for joint quadratic variation of two martingales, ⇒ denotes weak convergence (convergence in distribution), while → p stays for convergence in probability.
2 Martingale Methods in Maximum Likelihood Theory 2.1 Setup Let X T be the data available at time T . In general, we assume that X T = (x 1 , ..., x T ). Let F t be a sigma-algebra generated by X t = (x 1 , ..., x t ). We assume that the log likelihood of the model,
is known up to the parameter θ, which has true value θ 0 . We further assume that (X T ; θ)
is twice continuously dierentiable with respect to θ, and that the class of likelihood gradients ∂ ∂θ (X T ; θ) : θ ∈ Θ and the class of second derivatives ∂ 2 ∂θ∂θ (X T ; θ) are both locally dominated integrable.
Our main object of study will be the score function,
is the increment of the score. Under the assumption that we have correctly specied the model, the expectation of s t (θ 0 )
conditional on all information up to t − 1 is equal to zero,
This, in turn, implies that the score taken at the true parameter value, S t (θ 0 ), is a martingale with respect to ltration F t . One way to view (1) is as a generalization of the rst informational equality, which in i.i.d. models states that E [s t (θ 0 )] = 0, to the dynamic context. To derive this equality, note that
This observation is due to Silvey (1961) .
Similarly, the second informational equality also generalizes to the dependent case.
In the i.i.d. case, this equality states what we can calculate Fisher's information using either the Hessian of the log likelihood or the outer product of the score, i.e.
Fisher's information plays a key role in the classical asymptotics for maximum likelihood, as it is directly related to the asymptotic variance of the MLE, and (2) suggests two dierent ways of estimating this quantity, which are asymptotically equivalent in the classical context. To generalize (2) to the dynamic context, following Barndor-Nielsen and Sorensen (1991), we introduce two measures of information based on observed quantities:
• Observed information: the negative of Hessian of log-likelihood,
• Incremental observed information: the quadratic variation of the score of the log likelihood,
where as before s t (θ) is the increment of S T (θ). is a martingale with respect to F t . Specically, the increment of
Using these denitions, let
and an argument similar to that for the rst informational equality gives us that E(a t |F t−1 ) = 0 a.s.
In the classical context, I T and J T are asymptotically equivalent, which plays a key role in the asymptotics for maximum likelihood. In the i.i.d. case, for example, the law of large numbers implies that
. As a result of this asymptotic equivalence, the classical literature in the i.i.d. context uses these two measures of information more or less interchangeably.
The classical literature in the dependent context makes use of a similar set of conditions to derive the asymptotic properties of the MLE, focusing in particular on the asymptotic negligibility of A T (θ 0 ) relative to J T (θ 0 ). For example, Hall and Heyde (1980) , show that for θ scalar, if J T (θ 0 ) → ∞ a.s. and in addition,
We depart from this classical approach in that we consider weak identication. Weak identication arises when information aggregates too slowly along some dimension, which we model by using an asymptotic embedding such that Fisher's information is degenerate asymptotically. Similar embeddings have been used to study weak identication in other contexts, including the Weak Instrument asymptotics introduced by Staiger and Stock (1997) , and the Weak GMM asymptotics of Stock and Wright (2000) . In such an embedding the dierence between our two measures of information is important, and A T (θ 0 ) is no longer negligible asymptotically compared to observed incremental information J T .
While we are aware of one strand of the classical statistical literature which explores the dierence between these dierent information measures, the literature on so-called non-ergodic models, these models are usually part of the LAMN (locally asymptotically mixed-normal) class, whereas the types of models which we consider in this paper are not LAMN. Below, we illustrate the dierence between the two observed information measures under weak identication using the example of weak instruments.
Weak IV Example
We assume a reduced form model with normal errors:
We take z t to be a k−dimensional set of instruments, while β is the parameter of interest and π is a k × 1 vector of nuisance parameters. Our assumption that the errors have known covariance matrix equal to Id 2 is not restrictive, since they are reduced form (not structural) errors, and thus are well-estimable. The analysis is done conditional on the instruments z t and for simplicity we assume that the origin of z t is such that it satises a law of large numbers. Following the approach laid out by Staiger and Stock (1997) , we represent weak identication by modeling π as local to zero, that is π = 1 √ T C, so π is drifting to zero as the sample grows.
In this model, we have the following log-likelihood:
The score is
Finally, the two measures of information are:
Using the weak instrument embedding π =
) to get a non-trivial limit for both information matrices:
To derive these expressions we have used a law of large numbers,
Q Z , and a central limit theorem,
Notice that, under weak instrument asymptotics, there is a dierence between the two information matrices (i.e. the addition of the term −ξ to the o-diagonal elements of I T ), whereas for the strong IV case (π = 0 and xed) we have that J −1
Test for Full Parameter Vector
In this section, we suggest a test for a simple hypothesis on the full parameter vector,
, which is robust to weak identication. To allow for the possibility of an embedding such as weak IV, we consider a so-called scheme of series. In a scheme of series we assume that we have a series of experiments indexed by the sample size: the data X T of sample size T is generated by distribution f T (X T ; θ 0 ), which may change as T grows.
We assume that in the denition of all quantities in the previous section there is a silent index T . For example, the log-likelihood is
, where the data is X T = (x T,1 , ..., x T,T ) and X T,t = (x T,1 , ..., x T,t ). All scores and information matrices also have this implied index T; for each xed T the score S T,t is a process indexed
, and is a martingale with respect to the sigma-eld F T,t generated by X T,t . All other statistics are dened correspondingly.
In this context, we introduce our rst assumption: Assumption 1 Assume that there exists a sequence of constant matrices K T such that:
Discussion of Assumption 1 Assumption 1 (a) is a classical innitesimality (or limit negligibility) condition. We can, if we prefer, replace it with a version of Linderberg's condition:
although this condition is stronger than 1 (a). Assumption 1 (b) imposes the ergodicity of the quadratic variation J T (θ 0 ) of martingale S T (θ 0 ), which rules out some potentially interesting models including persistent (unit root) processes and non-ergodic models.
Assumption 1 is trivially satised for the weak IV model we consider in section 2.2, and can also be checked for an exponential family with weak identication. In particular, consider an exponential family with joint density of the form
Here, η is a p−dimensional reduced form parameter, while
Suppose that we can partition θ into sub-vectors α and β, θ = (α, β). We consider an embedding similar to that of Stock and Wright (2000) for weak GMM, which we use to model β as weakly identied. In particular, we assume that
This means that θ is identied for any xed T, but the likelihood is close to at in directions corresponding to β. Assumption 1 is trivially satised for
so long as the innitesimality condition holds for the sequence
and a law of large numbers holds for H(
For example, if x t is i.i.d. a sucient condition for Assumption 1 is that H(x t ) posses at least two nite moments.
The following theorem is a direct corollary of the multivariate martingale Central
Limit Theorem (see Theorem 8, ch. 5 in Liptser and Shiryayev (1989)) Theorem 1 If Assumption 1 holds, then
and
where
Remark. A weaker form of Assumption 1 is sucient for statement (4). In particular,
we may allow Σ in Assumption 1 (b) to be an almost surely positive denite random matrix, rather than being constant. This is the so-called non-ergodic case, statistical examples of which can be found in Basawa and Koul (1979) .
Statement (4) of Theorem 1 suggests a test for simple hypotheses about the whole parameter vector θ. Unlike the classical ML Wald and LR tests, the derivation of the asymptotic distribution of this statistic uses no assumptions about model identication.
The statistic is a special form of the classical LM (score) test, which is formulated as:
whereÎ is any consistent estimator of Fisher's information. Our suggested statistic plugs in
It is important to note that while the true Fisher information is asymptotically degenerate under weak identication, the appropriately dened LM statistic (as in (4)) nevertheless achieves a χ 2 distribution asymptotically. It is likewise important to note that the LM statistic calculated with other estimators of Fisher's information (for example
is not necessarily robust to weak identication, as can be seen in the example of weak IV. It is also a bad idea to estimate the information matrix using an estimator of θ, i.e. to use
All of these alternative formulations deliver asymptotically equivalent tests in strongly identied models, but this equivalence fails under weak identication.
3 Test for a Subset of Parameters
The Problem
In applied work in Economics, it is very common to report condence sets for estimates as separate condence intervals for each of the one-dimensional sub-parameters which make up the (often quite multidimensional) θ. Current standards require that each such condence interval be valid, that is, it should have at least 95% coverage asymptotically (assuming the typical 95% condence level). These one-dimensional condence sets need not be valid jointly: if dim(θ) = k, the k-dimensional rectangle formed by the Cartesian product of the 1-dimensional condence intervals need not have 95% asymptotic coverage.
Going the other direction, if one has a 95% condence set for θ and projects it on all one-dimensional subspaces corresponding to the individual sub-parameters, the resulting condence sets for the one-dimensional parameters will of course be valid. However, condence sets obtained in such a manner (usually called the projection method) tend to be conservative.
For some intuition on the source of this conservativeness, imagine for a moment that we are concerned with a two-dimensional parameter θ = (θ 1 , θ 2 ), and have a tstatistic for each θ i . Suppose, moreover, that these two statistics are asymptotically normal and asymptotically independent of each other. We can construct a condence set for each parameter in two ways: the rst and most commonly used is to invert the t-test for the corresponding sub-parameter, which is equivalent to using the the squared t-statistic and χ 2 1 critical values and yields C 1,θ i = θ i : .95 . As an alternative, one may construct a joint condence set for θ, which in this case will be an ellipse C 2,θ = θ : .95 , and then use the projection method to obtain C 2,θ 1 = {θ 1 : ∃θ 2 s.t. (θ 1 , θ 2 ) ∈ C 2,θ } (and likewise for θ 2 ). One can notice that C 2,θ i ultimately uses the same t-statistic as C 1,θ i , but compares this statistic to the critical value of a χ 2 2 rather than a χ 2 1 . As a result, in this example the projection method produces unnecessarily wide (and conservative) condence sets for each sub-parameter.
Using our proposed test of the full parameter vector, which is robust to weak identication, we have the option to produce robust condence sets for sub-parameters via the projection method. This approach has been used many times in the literature, for example by Dufour and Taamouti (2005) for weak IV, and Guerron-Quintana, Inoue, and Killian (2009) for DSGE. The typical DSGE model has a large number of parameters to estimate (often between 20 and 60), which makes projection less attractive as the degree of conservativeness may be very high, which in turn makes the resulting condence sets less informative. This conservativeness leads us to the problem of nding a new test for a composite hypothesis on the sub-parameter vector.
We are aware of a number of papers dealing with this issue in the context of weak identication. In particular, Stock and Wright (2000) prove that for GMM, under some assumptions, if θ = (α, β) and α is well-identied then it is possible to test the hypothesis H 0 : β = β 0 by comparing the GMM objective function, minimized with respect to α, to the critical values of a χ 2 p−kα distribution, where p is the number of moment conditions used, k α = dim(α). Their result shows that it is possible to reduce the degrees of freedom for projection-based condence sets in weak GMM provided the nuisance parameter is well identied.
In the case where the nuisance parameter may not be well identied, Kleibergen and Mavroeidis (2009) prove that it is possible to extend this result to some weakly identied linear models. They consider a test statistic, called H(θ 0 ) here, for testing the simple hypothesis H 0 : θ = θ 0 (they use the Anderson-Rubin and IV-LM tests). Assume again that θ = (α, β), and that the hypothesis of interest is H 0 : β = β 0 . The projection method eectively uses the statistic H(β 0 ) = inf α H(α, β 0 ), where the nuisance parameter α is concentrated out. Kleibergen and Mavroeidis (2009) demonstrate that one can again use the quantiles of a χ 2 p−kα as critical values. This test is similar if identication is strong, and somewhat conservative if identication is weak. In this paper we take a dierent approach.
Classical LM Tests for Composite Hypotheses
We assume that θ = (α, β). We are interested in testing the composite hypothesis H 0 : β = β 0 , treating α as a nuisance parameter. The classical theory for maximum likelihood considers two variant LM tests for such a setting: Rao's score test and Neyman's C(α)-
 , andθ 0 be the restricted ML estimator of θ, under the restrictionβ = β 0 . Assume, in addition, that all martingales introduced in Section 2 are divided into sub-matrices corresponding to α and β. Rao's score test is based on the statistic
where as before I(θ 0 ) is a consistent estimator of Fisher's information (now under H 0 ).
Neyman's C(α) test was developed as a locally asymptotically most powerful (LAMP) test for composite hypotheses in the classical ML model. The statistic is dened as
whereα is any √ T consistent estimator of α, and I ββ,α = I ββ − I βα I −1 αα I αβ . Kocherlakota and Kocherlakota (1991) show that the two statistics are the same if one takesα in Neyman's C(α) test to be the restricted MLE. If the classical ML assumptions are satised then both statistics are distributed χ 2 k β asymptotically. In this paper, we suggest a statistic which is asymptotically equivalent to both Rao's score and Neyman's C(α) if the classical ML assumptions are satised. In particular, we consider the same LM statistic dened in (4) but evaluated at θ = (α, β 0 ), whereα is the restricted MLE, that is, the solution to equation
One can easily see that
4 Test for a Subset of Parameters-Strong Identication
In this section, we establish that if α is strongly identied then the statistic dened in 
How We Dene Strong Identication of α
When we test H 0 : β = β 0 , under the null α is the only unknown parameter. We call α strongly identied if it satises the assumptions below, which guarantee that the restricted ML estimate of α is consistent and asymptotically normal. We adapt Baht's Assumption 2 Assume that matrix K T from Assumption 1 is diagonal and K α,T and K β,T are the sub-matrices of K T corresponding to α and β, respectively.
Lemma 1 If Assumptions 1 and 2 are satised, then the restricted MLEα(β 0 ) is consistent for α and
Discussion of Assumption 2
Assumption 2(a) may be reformulated as
which requires that the two information matrices be the same asymptotically. We mentioned a condition of this nature in our discussion of weak identication in section 2.
One approach to checking 2(a) in many contexts is to establish a law of large numbers for A αα,T . Indeed, A αα,T is a martingale of the form
If the terms
f (x t |X t−1 , θ 0 ) are uniformly integrable and K α,T converges to zero no slower than
, then the martingale law of large numbers gives us Assumption 2(a).
Assumption 2(b) is an assumption on the smoothness of the log-likelihood. We can reformulate it using third type of martingale, corresponding the the third derivatives:
For all i, Λ ααα i ,T is a martingale so long as we can interchange dierentiation and integration of the log-likelihood function three times. An alternative to Assumption 2(b) is Assumption 2(b') for any i:
Lemma 2 Assumptions 1, 2(a) and 2(b') imply assumption 2(b).
Finally, Assumption 2(c) implies that information about α accumulates as the sample size increases. This assumption is critical for consistency, but turns out to be less important for asymptotic normality, so long as 2(a) and 2(b) hold. In weak IV, for example, if we assume that π is known and local to zero (i.e. π = C/ √ T ), the restricted MLE for β is asymptotically normal, even though it is not consistent. The corresponding normalization is K β,T = 1.
Result
As we show in section 2.3, to test a simple hypothesis about the whole parameter vector it is enough to have a CLT for the score function. Kleibergen and Mavroeidis (2009) impose a stronger assumption for the their test of a subset of parameters, namely that the CLT also hold for the derivative of the moment condition (in fact, they impose a functional CLT). For our test of a subset of parameters, we likewise need an additional assumption, specically a CLT on the derivative of the score, which is directly related to the martingale A T (the dierence of the two information matrices).
Assumption 3 Consider the sequence of martingales
Assume that there exists a sequence of non-stochastic diagonal matrices K M,T such that:
where Σ M is a constant matrix whose sub-matrix Σ corresponding to the martingale S T is positive denite.
Let us dene the martingales associated with the third derivative of likelihood function
If we can interchange integration and dierentiation three times then each entry of set Λ ααβ,T is a martingale. We also use the fourth-order martingales
For the proof of the theorem below we will also need the following assumptions:
αβ,T K β,T = C where C is some nite matrix (which may be zero).
Discussion of Assumption 4
Assumptions 4(b) and (c) state that the higher order derivatives with respect to α are not important for the analysis, and are used primarily in the proofs. For example, Assumption 4(c) implies that
If α is strongly identied, then Assumptions 4(b) and (c) generally hold, and can be checked using some law of large numbers, since the normalization K 
How Our Result Diers from Stock and Wright (2000)
Stock and Wright (2000) develop a framework for weakly identied GMM and construct a test for a the hypothesis H 0 : β = β 0 when the nuisance parameter α is strongly identied (Theorem 3 in Stock and Wright (2000) ). They consider GMM with moment condition Em(x t , α, β) = 0 and construct a statistic based on
where W T (θ) is a consistent estimator of the variance of the moment condition. They show that, for any consistent estimator for α, their statistic SW (α, β 0 ) has an asymptotic χ 2 distribution with degrees of freedom equal to p − k α , where p = dim(m(x t , θ)) and
Our result, though of a similar avor, is quite dierent and is not covered by Stock and Wright (2000) . If we consider ML estimation as GMM using the moment condition ES T (θ 0 ) = 0, our statistic is a variant of Stock and Wright's. However, a subtle dierence is that the variance matrix of our moment condition is directly linked to the matrix of derivatives of the moment condition (and thus to identication). In particular, matrix W T (θ) (to use Stock and Wright's notation) becomes degenerate asymptotically, which is ruled out by their assumptions. In fact, in our context plugging in any consistent estimator of α does not necessarily lead to a χ 2 distribution, as illustrated in the following weak IV example.
Weak IV Example (cont.)
Consider the weak IV model (3) and consider the LM statistic for LM (π, β) for testing the whole parameter vector θ = (π, β), dened as in section 2.3. Suppose we wish to test the composite hypothesis that H 0 : β = β 0 by considering the concentrated statistic:
We can show (see proof in the Appendix) that
where Q S , Q T , and Q ST are dened as in Andrews, Moreira, and Stock (2006) 
Test for a Subset of Parameters-Weak Identication
In the previous section we show that our subset-test statistic LM (β 0 ) for the composite hypothesis H 0 : β = β 0 is asymptotically χ 2 when the nuisance parameter α is strongly identied, while no assumptions about identication of β are made.
This result can be extended somewhat to cases when α is weakly identied. Below is one such example.
Weak IV case
Here we consider a weak IV model with one endogenous variable, when the hypothesis tested is the one about π, that is, H 0 : π = π 0 , while weakly identied parameter β is treated as nuisance parameter.
As in section 2.2 before, we consider the weak IV model:
For simplicity We consider a slightly dierent variation of the quadratic variation of S, namely expected quadratic variation.
The dierence between J and J won't matter asymptotically as J
over the strength of instruments.
According equation (6) our statistic of interest is
whereβ is the restricted ML estimator of β, and LM (β, π 0 ) is dened as in (4) with this slight modication that J is used in place of J. A simple formula for LM (β, π 0 ) is given in (26). Note that S β (β, π 0 ) = 0, and we can explicitly solve forβ as
Simple calculations show that
The idea of the proof is the following. Under the weak instruments embedding,β is not consistent, however, it is asymptotically normal. We can show that (Z Z) 
Simulation Results
We have a number of simulation results, which both support our theoretical results and suggest directions for further research. We focus on simulation results from three models: a simple DSGE model based on the model of Clarida, Gali, and Gertler (1999) , a nonlinear extension of the standard weak IV model discussed earlier in this paper, and a weak IV model with two endogenous variables. In all cases, we simulate the behavior of our proposed statistics, and compare the nite sample distributions of the statistics in question to their limiting distributions. In the DSGE example, we argue that estimation in the model behaves in a manner consistent with weak identication, and that our proposed statistics oer a substantial improvement over the usual Wald-based statistics for testing in this model. For the other two models, we use a standard specication for weak identication and show that our proposed tests have good properties in simulation.
DSGE Model
We consider a simple DSGE model based on Clarida, Gali and Gertler (1999) . 3 For this model, we rst explore the properties of ML (and the usual ML-based test statistics), then discuss the properties of the information matrix, and nally explore the behavior of our proposed test statistics, both for the full parameter vector, and for subsets of parameters.
The (log-linearized) equilibrium conditions for the model are
Our model is based on a slides from Lawrence Christiano on estimation of the Clarida Gali and Gertler (1999) model, which we have altered by setting the tax rate equal to zero to reduce the complexity of the model. while the exogenous variables (∆a t and u t ) evolve according to
The model has ten parameters: the discount rate β, the structural parameters κ, φ x , φ π , and α, and the parameters describing the evolution of the exogenous variables. We calibrate the structural parameters at generally accepted values:
.1717, φ x = 0, φ π = 1.5 and α = 0. For the parameters describing the exogenous variables, we choose ρ = .2 and δ = .2, to introduce a degree of persistence while maintaining stationarity, and set σ a = 1, σ u = 1, σ = 1. Using this model, we generate samples of size 300, and then discard the rst 100 observations. We use only the last 200 observations from each simulation draw for the remainder of the analysis. Given well-documented problems with estimating β, for this point forward we also calibrate this parameter at its true value, and conduct the analysis using the remaining 9 parameters.
MLE Monte-Carlo Results
We begin by examining the behavior of the maximum likelihood estimator for the nine non-calibrated parameters in the model. We report histograms for the resulting estimates in Figure 1 (based on 500 Monte-Carlo draws), with the true value of each parameter reported in parentheses at the top of each subplot. As can be seen from the gure, the distribution of many of the estimates is quite far from the normal limiting distribution of the maximum likelihood estimator under the usual assumptions. Moreover, it appears that this non-normality is not purely the result of bad behavior on the part of one parameter: after experimenting with calibrating (to their true values) a number of dierent parameters, it appears that we need to exclude from the estimation(calibrate) at least three parameters before the distributions of the remaining parameters begin to appear well-approximated by normal distributions.
While the results in Figure 1 show that the usual asymptotics for the ML estimator provide a poor approximation to its nite-sample distribution in this model, our theoretical results have focused on questions of inference rather than estimation, so we also look at the behavior of the usual maximum likelihood tests for this model. Specically, we consider each of the trinity of classical tests (LR, Wald, and LM) in turn, focusing on tests of the full parameter vector. Specically, we test the hypothesis H 0 : θ = θ 0 , where θ is the vector consisting of all parameters other than β and θ 0 is the true value. Under the usual assumptions for ML, all of these statistics should have a χ 2 9 distribution asymptotically. In simulations, however, the distribution of these statistics appears quite far from this asymptotic distribution. To illustrate this fact, in Table 1 we list the size of a number of classical test statistics which, under classical assumptions, should have asymptotic size 5% or 10% (for the left and right columns, respectively, based on 2000 simulations).
These sizes were generated by calculating the listed test statistic in simulation and comparing it to test appropriate quantile of a χ 2 9 distribution. The LM statistic listed in Table  1 is calculated as Table   1 As can be seen from the results in Table 1 , the LR statistic is fairly conservative, with type-I error less than half that of the desired asymptotic size. The version of the Wald statistic most commonly used in practice, that based on I(θ), severely overrejects. Finally, the usual LM statistic (calculated using the negative hessian) somewhat overrejects at the 5% level and underrejects at the 10% level, and its cdf is poorly approximated by a that of a χ 2 9 . Taken together, these results strongly suggest that the usual approaches to ML estimation and inference are poorly behaved when applied to this model.
Behavior of the Information Matrix
Having examined the behavior of the usual ML estimator and tests in this model, we can also look directly at the properties of the information matrix. The embedding which we use to describe weak identication in the exponential family case implies a singular information matrix in the limit. Thus, intuitively, if we think that there are problems of weak identication in this model, we would expect the information matrix to be in some sense close to singular. While we have not formalized this idea or developed any sort of a test for weak identication, examination of the eigenvalues of the Fisher's information matrix E[−¨ (θ 0 )] (which we calculate by simulation) conrms, consistent with the intuition of weak identication, that the information is small in this model with the smallest eigenvalue (.08) far smaller than the largest (15644.04). Considering the observed information evaluated at the true value (−¨ (θ 0 )), we see that it has at least one negative eigenvalue in over 95% of simulation draws, and at least two negative eigenvalues in over 40% of simulation draws (based on 2000 simulations), lending further support to the notion that the information matrix in this model is close to being singular.
While this falls far short of a formal test for weak identication, it is consistent with the idea that weak identication is the source of the bad behavior of ML estimation in this model.
LM Test for Full Parameter Vector
Having examined the behavior of the usual ML test statistics in this model, we now turn to the weak-identication robust statistics discussed earlier in this paper. We begin by considering the behavior of the the test for the full parameter vector described in section 2.3. As the reader will recall, this statistic is Figure  2 , we plot CDF of the simulated distribution of LM (θ 0 ), together with its χ 2 9 limiting distribution. If we used χ 2 9 critical values to construct a test based on this statistic, a 5% test would reject 9.84% of the time, while a 10% test would reject 16.68% of the time: though this shows that the test based on LM and χ 2 9 critical values is hardly exact, the χ 2 approximation is much better for LM than for the usual Wald statistic.
S(θ), and under appropriate assumptions we have that LM
(θ 0 ) → d χ 2 k under H 0 : θ = θ 0 . In
Subset Tests
Finally, we simulate tests for subsets of parameters Specically, as before we consider a partition of the parameter vector, θ = (a, b), and consider the problem of testing b = b 0 without any restrictions on a. In this context, we simulate two tests. One is based on the LM statistic evaluated at (â, b 0 ) forα the ML estimator, which we have discussed extensively in this paper. The other is based on min a LM (a, b 0 ), which was suggested the context of GMM by Stock and Wright (2000) for a strongly identied. Kleibergen and Mavroeidis (2009) argue that (again in GMM, and under under similar assumptions to Stock and Wright (2000) ) the asymptotic distribution of this statistic is dominated by that of a χ 2 p , where p is the dimension of b. For both statistics, and for several subsets of parameters, we simulate the distribution of the statistic, then construct tests using quantiles from the χ 2 p distribution as critical values. We rst consider testing the six parameters other than α, ρ, and δ, either plugging in the ML estimators of these three parameters into the LM statistic or concentrating them out (so we have a = (α, ρ, δ) and b = (φ x , φ π , κ, σ a , σ u , σ) ). The size of 5% and 10% tests based on these statistics using asymptotic (χ 2 6 ) critical values are given in Table  2 . As can be seen, while the χ 2 6 distribution does not provide a perfect approximation to the distribution of either statistic, it is fairly close, especially for the minimized LM statistic. Both statistics tend to over-reject, so since the test based on min α LM (a, b 0 ) is more conservative by construction it performs somewhat better.
We next consider testing the six parameters other than φ x , φ π and κ (so a = (φ x , φ π , κ),
The results from this simulation are given in Table 3 . Again, the tests over-reject compared to their asymptotic size, and the problem is actually somewhat worse than for the previous subset of parameters considered, although still not too severe.
Finally, we may be interested in testing only one parameter at a time (for example to generate condence sets). Doing this is more computationally intensive, so we do not have results for all parameters, but we have tested φ x and φ π , since as Taylor Rule parameters these seem likely to be of interest were one actually interested in attempting to estimate the model using real data. Based on 1000 simulations, the results for LM (α, β 0 ) (reported in Table 4 ) are similar to those in the other parameter subsets: the test overrejects, although not not severely. Interestingly, when we consider the minimized statistic, the tests we receive for φ x and φ π separately actually appear conservative, rather than over-rejecting as they did for larger subsets.
Nonlinear Weak IV
In section 4, we prove that, provided α is well identied, under appropriate assumptions LM (α, β 0 ) converges to a χ 2 p distribution asymptotically, where p is the dimension of β. Many interesting problems, however, involve nuisance parameters which are not well identied, in which case this result is not applicable. As shown in section 5.1, in the usual weak IV model for one endogenous variable LM (π 0 ,β) converges to a χ 2 k distribution, where k is the dimension of π, so our results extend to at least this special case. We are interested in exploring whether it is possible to further extend this result. To understand the extent to which the result for weak IV relies on the fact that β, the nuisance parameter, enters the expression linearly, we here consider a variation on the usual weak IV model, in which β enters the equation for Y nonlinearly. In particular, the model is: (θ)S(θ). We consider testing have run a number of simulations, which suggest that a χ 2 1 is a reasonable approximation to the distribution of this statistic. In particular, we set β = 1 and, c = .01, and consider T = 100 and T = 10, 000. For each value of T, we simulate 10,000 Monte-Carlo draws, and calculate the size of asymptotic 5% and 10% tests (using critical values based on a χ 2 1 ) for sample sizes 100 and 10,000, which we report in Table 5 . We also plot the CDF of LM (π 0 ,β M L ), together with that of a χ 2 1 , in Figure 3 . These simulation results show that the distribution of LM (π 0 ,β M L ) is close to a χ 2 1 in this model, suggesting that it may be possible to extend our theoretical results to this context.
Weak IV for Two Endogenous Variables
Another possible extension of our results for weak IV is to the case of two endogenous variables. In particular, since we know that for one endogenous variable LM (π 0 ,β M L ) converges to a χ 2 k distribution asymptotically, we now consider the case of two endogenous
In particular, we consider the model
We consider the problem of testing H 0 : β 1 = β 0 1 without imposing any restrictions on β 2 , π 1 and π 2 . To do this, we calculate LM (β 0 1 ,β 2 ,π 1 ,π 2 ), where (β 2 ,π 1 ,π 2 ) is the restricted ML estimator of (β 2 , π 1 , π 2 ). As for the case of nonlinear weak IV we have no theoretical results on this model, but have simulated this statistic for c = .01 and T (total number of observations) equal to 100 and 10, 000 (in both cases using 10,000
Monte-Carlo draws). In Table 6 we report the size of what would be asymptotic 5% and 10% tests if the LM statistic converged to a χ 2 1 asymptotically, while in Figure 9 we plot the distribution of the statistic for T = 100. On the whole, the distribution seems reasonably close to a χ 2 1 , suggesting that it may be possible to extend our theoretical results to cover this case as well. 
Appendix with Proofs
As before, we assume that the normalizing matrix K M,T is diagonal. In order to simplify notation when dealing with objects in three or more dimensions, we will somewhat abuse our notation by using K M,T as if it were a sequence of constants. For example,
In the Taylor expansions used in the proof for Theorem 2, the expansion is assumed to be for each entry of the expanded matrix. In addition, there is often a silent summation over the indices in α, as will be clear in context.
Proof of Lemma 1
The proof follows closely the argument of Bhat (1974) , starting with the Taylor expansion:
where α * is a convex combination ofα and α 0 . As usual, we may consider dierent Lemma 4 Let M T = T t=1 m t be a multi-dimensional martingale with respect to sigmaeld F t , and let [X] t be its quadratic variation. Assume that there is a sequence of 
Proof of Lemma 4 is negligible. And nally, Assumption (2a) gives us that the rst term also converges to zero in probability.
Proof of Theorem 2
We denote by super-script 0 quantities evaluated at θ 0 = (α 0 , β 0 ). According to martingale CLT, Assumption 3 implies that
where ξ's are jointly normal with variance matrix Σ M .
We Taylor expand S β (α, β 0 ), keeping in mind that I
where 
We plug asymptotic statement (7) into this equation and get
Reacall that by denition I
βα . We use this substitution in the equation above, and receive:
One can notice that we have the following informational equality:
It can be obtained in the same manner as (13). Assumption 4 (b) implies that
. Assumption 2(a) and Assumption 3 together imply that
Using Assumption 2(a) and Lemma 4, we notice that
According to Assumption 4 (a), 
Notice that D is asymptotically normal (though it may have zero variance, i.e. it may converge to zero) and asymptotically independent of K α,T S 0 α . Indeed, using (??) we have:
αβ ) are as described at the beginning of the proof.
Plugging the last statement and (14) into equation (17) we have:
.
is asymptotically normal with mean zero and conditional variance
Now we turn to the inverse variance term in formula (6) for LM (β 0 ),
αα J βα (α,β 0 ) . Below we prove the following lemma:
Lemma 5 Under Assumptions of Theorem 1 we have:
Note that the last expression is the same as (18). That is,
As a result statistic LM (β 0 ), conditional on ξ α , is distributed χ The score (up to a constant multiplier) is (k + 1) × 1 vector S T = (S 1 , S 2 ) , where
We consider a slightly dierent version of the J matrix, using the expected quadratic 
Consider an alternative to our statistic introduced in (6). In particular, consider statistic LM c (β 0 ) introduced in equation (10). It is of the same type as the statistic considered in Kleibergen and Mavroeidis (2009) . We need to minimize LM (β 0 , π) with respect to π. For this purpose we take rst derivative with respect to π:
So our rst order condition is
Note that if we multiply equation (27) 
We adopt notation from Andrews, Moreira, and Stock (2006) , 
