In this paper, we present a new paradigm for a freshman course in discrete structures. Historically, a freshman course in discrete structures is taught by presenting a variety of topics in a modular fashion. Topics typically include logic, sets, functions, induction, recursion, algorithms, graphs, probability, counting, proofs, and Boolean algebra, to name a few. Students are expected to follow, digest, and retain such knowledge, often for several years before applying it in junior-and/or senior-level courses. In the Department of Computer Science and Engineering at the State University of New York at Buffalo, the success of a traditional course in discrete structures has been marginal, at best. The alternative approach that we present provides a focused educational experience covering key components of discrete structures. Specifically, we present a unifying thread of modern computer architectures and their algorithms, where critical components of discrete structures are presented in context. In addition, we provide freshman students with an opportunity to take ownership of the educational process. To date, results of this new paradigm have been extremely promising.
Introduction
Discrete structures is a required freshman-level course for all Computer Science and all Computer Engineering undergraduates in the Department of Computer Science and Engineering (CSE) at the State University of New York at Buffalo (SUNY-Buffalo) 1 . This course, with typical enrolments in excess of 300 students, has no pre-requisites other than college standing. In particular, students enrolled in discrete structures are not required to have any knowledge of, nor experience with, computer programming, nor are they required to have any knowledge of any advanced mathematics (e.g., Calculus). Furthermore, this required course serves as a pre-requisite for sophomore-, junior-, and senior-level courses in both the Computer Science and Computer Engineering curricula.
For more than 30 years, the required freshman course in discrete structures in CSE at SUNY-Buffalo was taught using prepared slides in a modular format. Further, the course used a standard textbook (e.g., Rosen, 2012) , covering traditional topics including logic, proofs, sets, sequences, sums, algorithms, induction, recursion, counting, probability, graphs, and so forth. Finally, the students were expected to retain knowledge of this material and apply it in courses that they took over the next three or more years of study.
The reality was that instructors of junior-and senior-level courses presented/reviewed material from discrete structures at the beginning of their courses. That is, history has shown that students did not retain the material from their freshman course in discrete structures at a depth required for their upper-level courses.
Given discussions with students, it was determined that the poor retention rate of material was, in part, due to the disjoint nature of the material being presented and the lack of immediacy of applying the material. Students also made it clear that there are issues with retention of any modular/disjoint course they take during their freshman year since many freshmen spend a fair amount of time adjusting to and navigating through new life situations.
Based on historical student information, surveys, and interviews, the author decided to present material from discrete structures through an integrated, thematic, approach. Specifically, the updated course would be taught with a theme of modern architectures and their algorithms. The students who were consulted found this proposal to be quite interesting and enticing. The instructor has taught this new version of discrete structures for several years. Anonymous student feedback has been extremely positive. Many students also expressed a desire for programming assignments and access to architecture laboratories so that they could do hands-on assembly of parallel systems and could program sequential and parallel algorithms. Despite class sizes approaching 400 students per semester, and the fact that computer programming is not a prerequisite for the course, we have been able to incorporate computer programming into the course.
Our analysis shows that students who completed our updated version of discrete structures have enrolled in record numbers, over the Department's 50-year history, in a senior-level elective course in algorithms. In fact, given that there are now two senior-level algorithms courses, it is interesting to note that in excess of 90% of these students are enrolling in the parallel and distributed computing (PDC) version of the senior-level elective course in algorithms.
A high-level course overview follows. The author utilises the on-line text zyBooks (2017) for the first three weeks of the semester-long class, which serves as a review of fundamental topics that were presented in high school: logic, sets, functions, sequences, and sums, as well as the foundation of induction and recursion. The author then teaches in a very interactive/Socratic fashion for the remainder of the semester, presenting material on a board in front of the classroom in real time. This material comes from Miller (2013) and includes, in order, chapter 2 (induction and recursion), chapter 1 (asymptotic analysis), chapter 4 (models of computation), chapter 5 (combinational circuits), as well as parts of chapter 9 (divide-and-conquer) and chapter 10 (computational geometry).
Students are taught the basics of discrete structures within a cohesive framework of modern computational systems, i.e., parallel and distributed architectures and their algorithms. Foundational architectures include the RAM, PRAM, mesh, pyramid, mesh-of-trees, hypercube, and combinational circuits. Modern systems include the network-of-workstations, cluster, grid, and cloud. For the network models, the focus is on fundamental metrics of the architecture, including concepts from graph theory such as communication diameter, bisection width, and degree. Fundamental operations are considered, including semigroup operations, parallel prefix, and sorting. These operations are considered in the context of provable lower bounds, asymptotic running times, and the utilisation of such fundamental algorithms to create machine-independent (i.e., portable) higher-level algorithms. Students learn fundamental summations and recurrences in the analysis of lower bounds to solve problems and the analysis of running times of given algorithms, along with the application of O, Θ, and Ω in terms of running time, size of memory, number of processors, and tradeoffs of such resources.
Topics and texts
After careful consideration, we moved from Rosen (2012) to an alternative online text, zyBooks (2017), for the introductory material. We, and the students, have been very pleased with this book. Specifically, students have expressed their satisfaction with the online exercises and the straightforward manner in which material is presented.
Compared to the $165.25 2 rental cost at Amazon for Rosen, 2012 , students can rent the entire zyBooks text for ~$40. In addition, since we now only use approximately 1/3 of the zyBooks text, the rental price for the students is significantly reduced.
We then use Miller (2013) , which students may rent for $28 or purchase for $62.80. Therefore, the total outlay for most students is less than $50, for those who rent, and approximately $80 for those who rent the zyBook and purchase a brand new hardcopy of Miller, 2013 (less for those who purchase a previously owned copy of the book).
We use the zyBooks chapters on logic, sets, functions, and induction and recursion. We use Miller (2013) for chapters on asymptotic analysis, induction and recursion (complementary to the zyBooks chapter on induction and recursion), models of computation, combinational circuits, parallel prefix, divide-and-conquer, and, during some semesters, computational geometry. The course covers traditional topics that include logic, sets, functions, sequences, sums, series, number theory, induction and recursion, algorithms, graphs, relations, trees, integer properties, counting, and probability, as well as topics of modern architectures and their algorithms.
Justification
One of the issues that led to a reconsideration of the discrete structures course was the fact that many faculty noted that students in advanced courses were unprepared in terms of knowledge of fundamental discrete mathematics. Specifically, instructors would spend significant time covering a subset of the aforementioned material that was critical to the course they were teaching. Eventually, the author began to discuss this issue with students and, though initially anecdotal, the author found consensus from students that the problem with retention of the material from this Freshman-level course in discrete structures was that: a the course lacked cohesion b the course was a freshman-level course and many of the students were dealing with typical Freshman issues c the course lacked motivation d the course was perceived as being boring and irrelevant.
During follow-ups with the students, they agreed that much, though not all, of the material was important to their future studies, but were concerned about how to create a more enjoyable course and environment in which to take the course so that material could be retained. Based on anonymous student surveys, it appears that the new version of the course is effectively dealing with these issues. The course is receiving excellent reviews, students several years out note that they retained the material for future courses, and statistics shows that many of these students are now choosing senior-level electives that rely on this material that previously, students had avoided. Specifically, we note the following:
1 Students prefer a thematic course, where the majority of the material is presented in context of a theme (multiprocessor architectures and algorithms) and also with respect to explanations connecting material to current/modern issues to which the students are able to relate (e.g., social media, smart phones, current music/films/videos, cloud systems, streaming media, and the like).
2 The students prefer a brief review of material that they saw in high-school rather than an in-depth coverage of material with which they are already familiar.
3 Students enjoy on-line material that kept them on track in terms of introductory material (zyBooks), as well as regular quizzes in terms of the more advanced materials (Miller, 2013) . They find that these processes serve to keep them engaged in the class.
Class environment
The author's observation, based on 35 years of university teaching, is that classroom environment is a critical component to a successful educational experience. Students are best served when they feel comfortable in the classroom, while showing appropriate respect for their colleagues, the instructor, and the institution. This includes storing electronic devices, paying attention, and participating in the joint (socratic) learning experience. The students are also appreciative of real-world lessons, especially as presented in the context of job interviews, business meetings, research group meetings, and the like.
The instructor provides links to articles on such subjects via the course web site. The instructor primarily uses a whiteboard or blackboard to communicate written materials with the students. That is, the author has found over the years that students react much more positively when the instructor is working in real time rather than flipping quickly through PPT slides. (These aspects of the course are all validated by anonymous student surveys, comments on ratemyprofessors.com, and with follow-up surveys and discussions with former students.)
Further, by not making any class notes available to students, students typically take paper and pencil notes, which has also been shown to improve understanding (links are also provided to students via the web site in terms of the correlation between academic success and note taking).
Syllabus
This (relatively new) course covers several topics briefly at the beginning of the semester. Then, within the context of modern computer architectures and their algorithms, an integrated approach is used to present material and incorporate topics of discrete structures during the remainder of the course.
Course overview
During the first lecture, the author focuses on a variety of logistical issues. Discussions include making sure that the students are aware that the class will be taught in a Socratic fashion, that appropriate questions and comments are always welcome, and that they need not raise their hands. The instructor makes it clear that the majority of the course will be taught in real time, using the board that is available (not with PPTs) and that notes will not be made available to students. The instructor makes it clear that while attendance will not be taken, students who do well in this course rarely miss a lecture or recitation. The class web site contains dates of when material will be covered (updated daily), dates of quizzes, exams, projects, information about how/when to contact an instructor via e-mail, articles with justification for not using electronic devices when in class, articles with justification for taking notes and not using prepared notes that are deposited by the instructor, and so on.
The students are advised that they would be best served if they read the material before class and attended lectures. They are also advised that respect is required. In particular, students are asked to show respect for other students, the instructor, and the university. They are also asked to put away all electronic devices and refrain from talking while others are talking. The instructor discusses life of a freshman in an interactive fashion.
The instructor presents an overview of the material that will be presented during the semester and gives some examples to distinguish continuous from discrete structures. The instructor also discusses opportunities for the students to get extra help, be it from the teaching assistants or the instructor outside of class hours. Office hours and recitations are discussed. General policies concerning exams, grading, asking questions about exam grading, and so forth are presented.
Show-of-hands polls are taken to find out how many students are freshman, sophomores, or upper-class folks. Polls are taken to find out how many people live on campus and off campus. Polls are taken to find out how many people are from the local area, from upstate, from downstate, from out of state, and from out of the country. Discussions might involve a crude drawing of the state, discussions of locations of major airports, discussions of bridge edges and articulation points via presenting a geographical overview of NYS including Manhattan, Long Island, various airports, evacuation plans in terms of a nuclear accident at the Shoram plant on Long Island or for a disaster in Manhattan, and so forth. That is, we use a gentle overview of student demographics to introduce important topics in discrete structures and to give the students a sense of the heterogeneous mix of their colleagues.
We also discuss smart phones, laptops, and tablets in terms of processors, as well as a very vague hand-waving discussion of clouds. This also serves to motivate the focus of this course on modern multiprocessor architectures that they have on their person or use on a regular basis. Further, this material and motivation and justification comes up during many of the lectures throughout the semester.
Note that depending on whether this is a 3 day per week or a 2 day per week class, this first day material might bleed over to part of a second lecture.
Logic
(zyBooks Chapter 1): 1.0 weeks. We spend a week on logic. This material is a review of material that the students have seen in High School. The material that we cover from the zyBook consists of the following: propositions and logical operations; compound propositions; Conditional statements; Logical equivalence; Predicates and quantifiers; quantified statements; De Morgan's law. The most difficult notions for the students to understand from a theoretical point of view are the distinction between propositions and predicates. Therefore, we spend a little extra time making sure that the students see a presentation of these definitions in different contexts and with a variety of examples. We use the Presentation material provided by zyBooks and also show the students how to go over the in-line participation activities. Note that the participation activities are presented during every section of every chapter of the zyBook. These questions are provided to the students, who answer the questions. Only correct answers are recorded and the students can try the questions as often as they like until they get the question correct. The students like the fact that this forces them to pay attention to the readings and not just blindly read without retention. Those who take the participation activities seriously claim that they help in terms of retention and preparation for quizzes and exams.
Sets
(zyBooks Chapter 2): 0.5 weeks. We spend approximately 90 minutes of lecture time covering the zyBook chapter on sets. This includes sections on sets and subsets; sets of sets; union and intersection; and set identities. Again, we use the presentation material provided by zyBooks. Similar to the section on logic, this material is a review from highschool material that the students claim they have seen. We do spend a bit more time on Venn Diagrams than the zyBooks does, but that is the only major deviation in terms of a straightforward presentation of the material on sets.
Functions
(zyBooks Chapter 3): 0.5 weeks. The combination of material from the zyBook on Sets and Functions takes approximately 1 week of lectures. The zyBooks chapter on Functions covers the basic definition of a function, the critical functions of floors and ceilings, properties of functions, inverse of functions, as well as logarithms and exponents. We spend a bit more time than the zyBook does in the lecture on floors and ceilings, as they are critical to analysis of algorithms. We also spend a fair amount of extra time on logarithms and exponents. We focus not only on the definitions of logarithms and exponents, but on graphs and shortcuts for understanding how both functions behave and how to work with both functions mathematically. We spend additional time covering properties of these functions and do several hand waving examples in terms of understanding the running time of algorithms that run in O(log n), O(n), O(n log n), and O(n 2 ) running time. The examples include binary search, sequential search, Merge Sort, as well as selection sort (some semesters we get carried away and also mention insertion sort as it will be used later in the semester). We draw graphs of the running times, give example running times in terms of hours and days, discuss the importance of understanding the predictive nature of algorithms for time-intensive mission critical situations and for very small values of n that might represent responses to operations that they are used to (social media and streaming media examples are typically used).
Induction and recursion I
(zyBooks Chapter 4): 0.5 weeks. While the students state that they have seen the basics of induction and recursion in high school, in the opinion of the author, this material requires significant review. So, while there is not a substantial amount of material to cover from the zyBooks chapter, we have found that it greatly benefits the students to spend approximately 90 minutes of lecture in order to review and/or introduce the following material, including several carefully constructed examples: Sequences; recurrence relations; summations; mathematical induction. In particular, we spend a fair amount of time on geometric and arithmetic sequences and series. While we certainly go through definitions, the students respond well to real-time examples on the board, along with the instructor giving examples by walking off distances. We relate this material to running times of algorithms that we have previously introduced, including sequential search, binary search, selection sort, and insertion sort. We also mention Quicksort along with a hand waving demonstration of the algorithm.
Note that we spend a bit of time discussing differences between Merge Sort and Quicksort. Such discussions are at a high level. We avoid discussions of array implementations of both Merge Sort and Quicksort throughout the semester so that we can stick to the general descriptions, affording the students the opportunity to obtain a fundamental understanding of these algorithms, which they report they find most useful when the get to courses in advanced programming and data structures. Finally, the instructor and students enjoy demonstrations of both Merge Sort and Quicksort that are done by moving students around in the lecture hall as a simulation. The students come to understand the difference between a hard-split/easy-join (Quicksort) and an easysplit/hard-join (Merge Sort) algorithm. We also use decks of playing cards to perform demonstrations of these algorithms.
These algorithms are related to summations for determining running times and hand waving at big Oh notation, which was introduced during the zyBooks Chapter 4 presentation. We find it best to engage students in understanding multiprocessor versus single processor implementations from early on in the semester. They see this through demonstrations of Quicksort and Merge Sort. They see this as we go through the analysis of these two algorithms given a sequential architecture or given a parallel architecture where we assume that disjoint work can be done simultaneously.
So, to be clear, by the end of the third week of class, we are discussing parallel implementations of algorithms and relating such multiprocessor algorithms to the multiprocessor systems that the students already own (smart phones, tablets, laptops, PCs) and use (clouds). Students often begin to get quite engaged during the lectures in terms asking questions about multiprocessor systems that they have seen on-line via the instructor's web site or have heard about when it comes to cloud systems or by understanding or being advised about the multi-core systems that they have purchased. Students are reminded that while they have the entire semester to complete the Participation Activities in the zyBooks chapters in order to receive their 'free' 10 points, they are now in position to obtain all points from the Participation Activities by completing all of those activities that are available in the first four chapters of the zyBooks Discrete Mathematics book. (Miller, 2013 , Chapter 2 in the section): 2.5 weeks. We pick up in Miller, 2013 , Chapter 2 at the section on Recursion. Lectures are presented in a Socratic fashion using the board available at the front of the lecture hall. It is important to note that we do follow students' solution paths that we know will be unsuccessful, enabling students to see why such a solution does not work and/or why a different solution might be more desirable.
Induction and recursion II
We go through the definition of recursion and stress that there must be a base case in order to avoid infinite recursion. We then define a recursive version of the factorial function, making sure that the students understand that this is just for illustration purposes and that if one needed to compute factorial, one would use a tight loop to do so. This leads to the discussion of iteration versus recursion and the loose definition of a tight loop. We give examples of computing factorials and show how they are computed and the order in which the actual computations are performed. We give pseudocode for the factorial function and introduce some analysis notation, which we still have not officially defined. (We restrict ourselves to only using Θ at this point in the course.) We discuss recursion trees and discuss the foolishness of computer scientists regularly using trees that grow from the sky towards to the earth.
We then define Fibonacci numbers and discuss these and related sequences that show up regularly on Facebook pages, much to the laughter of the students. We also give pseudocode for computing Fibonacci numbers, go through Θ-notational analysis, and use recursion trees for this example.
We next introduce Sequential Search, discuss phone books (which many have never actually seen), discuss lists of values that could be ordered, partially ordered, reverse ordered, or arbitrarily ordered and take some time to do a little discussion of statistics and definitions of arbitrary and random. Pseudo code is presented and we begin to introduce phrases of 'best-case', 'worst-case', and 'expected-case', again with and understanding of which scenarios of input data correspond to which of these asymptotic cases.
Next, we introduce binary search and go through the same procedure of analysis (which is more complicated/interesting as it relies on the logarithmic function coming out of a summation), pseudocode, and recursion tree. We then compare and contrast sequential search to binary search.
Finally, we visit Merge Sort. We present a hand-waving description, descriptions with decks of cards, and remind the students about the description we did with the students moving about the classroom. Then we present pseudocode of the natural recursive version of the algorithm, present analysis for both the merge routine and the Merge Sort procedure, and discuss the algorithm with respect to recursion trees. Note that it is with the presentation of this chapter in Miller, 2013 that it becomes highly advantageous for students to read the material prior to attending class and to actually attend class in order to have a higher probability of absorbing the material. (Miller, 2013 , Chapter 1): 0.5 weeks. We present a comprehensive overview of asymptotic notation via Miller, 2013 , chapter 1 in a single 90 minute session due to the fact that we have been using this notation in a loose fashion for a couple of weeks. We define asymptotic notation as a concept and emphasise throughout the next couple of weeks that asymptotic analysis is about 'growth rate'. This is a very subtle point, but with reiteration and focus in lecture, the students seem to be able to grasp the concept of growth rate. In general, the students are quite comfortable with the notion of asymptotic analysis as we have been using it without definition for several lectures now.
Asymptotic analysis
We discuss key aspects of asymptotic notation, including dropping low-order terms and ignoring leading constants. We do numerous examples and discuss what would be correct and incorrect answers on quizzes and exams. We define O (big-Oh), Θ, and Ω. Note that we do not define, nor do we use, little-oh or little omega in this course. In addition to providing definitions, we present graphs, and discuss the relationship between O and Ω and in terms of their graphs. We present numerous examples to compare/contrast algorithms with running times defined by different functions. We show how to bound functions and how to use limits in order to obtain relationships between functions.
We discuss terminology ('constant time', 'linear time', 'quadratic time') and remind the students of the performance of algorithms previously discussed in class and those that they might have seen in high school or on the Internet.
We also introduce the difference between analysing the possible running time to solve a problem versus the running time(s) of a particular algorithm. Throughout the remainder of the semester, we constantly discuss the difference between the analysis of potential solutions to problems versus the running time of algorithms. We start to introduce these concepts with problems of searching and sorting. We discuss lower bounds on the solution to the problems on a sequential computer. Then we discuss running times of algorithms, including those for the best-, expected-, and worst-case input sets. We move freely between O, Θ, and Ω. Most students start to become comfortable with the notation during this lecture.
We also spend time providing asymptotic analysis to represent important and popular summations and spend time justifying the summations as loops in algorithms. Even though the students are not required to have had any programming, these concepts seem to be comfortable to all. Again, while not a required prerequisite, the vast majority of the students enrolled in this course have some experience programming or are taking a programming course concurrently. The remaining students do not seem to have a problem grasping the pseudocode we have been presenting or the general descriptions we have been giving for fundamental algorithms. To date, there has been no negative feedback in terms of using pseudocode and/or discussing basic topics that one would encounter in an introductory programming course.
We also review the basic mathematics of logarithms and go through the utilisation of logarithms and their properties. Since students are not required to have had calculus, please note that we do not discuss the relationship between summations and integrals. (Miller, 2013 , Chapter 4): 7 weeks. During the presentation of Miller (2013) , chapter 4, we work hard to connect with the students in terms of modern technology. We continually discuss relationships with hardware devices they own (smart phones, tablets, laptops), hardware and software devices they use or have heard about (grids), as well as with the software and hardware behind systems that they interact with on a regular basis (streaming audio/video, clouds, social media, and so forth).
Models of computation
We start with the basics. The first architecture we introduce is the von Neumann architecture. We define the random access machine (RAM). We define a RAM in terms of the processor and its capabilities, the memory access unit, and main memory. We discuss the three phases of each step of an algorithm (read, compute, and write) and carefully go through each phase, complete with examples. We also discuss the reason that we assume that each of these phases can be performed in constant time, while very briefly discussing the fact that every memory location, and hence the phases, require a logarithmic number of bits in the size of the memory, and hence certain operations actually require a logarithmic amount of time. Over the years, we have found it best to minimise this discussion as we find that introductory students can get bogged down in this nuance and it is not critical for this freshman-level course.
We then define the parallel random access machine (PRAM) and omit the aforementioned logarithmic issue, just stating that every basic operation of reading, writing, or computing on a fixed number of registers, can be performed in Θ (1) time. We draw figures for the students of both the RAM and the PRAM and discuss issues of registers, memory, processors, and related assumptions. In particular, we use the physical construction of the lecture hall to discuss issues of shared memory. We use either ceiling tiles or tiles/bricks on the wall to simulate locations in (shared) memory. We make sure that the students understand that a PRAM is a global-memory/shared-memory architecture and that there are no constraints in terms of communication to and from memory and the ramifications that this has on communication between processors. We regularly and routinely associate the students with the processors and the ceiling tiles with the memory locations and reiterate that there is no communication or direct link between any two students in the class. For any two students to communicate, they must do so through a ceiling tile. We use the instructor as the synchronised issuer of instructions and do myriad demonstrations with students who have local data (cache/registers) on a notebook in front of them, shared memory on the ceilings, and receive instructors from the instructor. We discuss 'blackboard' approaches and other means of communication that they have seen in their classes.
We thoroughly discuss options for PRAM reads and writes. That is, we carefully define exclusive reads, concurrent reads, exclusive writes, and concurrent writes and spend a fair amount of time discussing the options for concurrent writes. Typically, the students are very engaged during the discussion of the basic PRAM models: EREW, CREW, and CRCW. (We mention, but otherwise ignore the ERCW model.) We do spend a fair amount of time discussing the CREW and CRCW models and the pros and cons of each with respect to a variety of algorithms to perform fundamental operations. The examples that we present include a global semi-group operation (minimum or summation, for example), search, select, polling, broadcast, collect, and so forth. We introduce the terms 'recursive halving' and 'recursive doubling' and give a wide variety of algorithms that share this concept. This terminology is used throughout the semester. In addition, we introduce parallel prefix, define it thoroughly, give examples, and then go carefully through a variety of RAM and PRAM algorithms to implement parallel prefix, which we do mention is sometimes referred to as 'scan'. Finally, while we do discuss distributed memory versus shared memory, we do not discuss distinctions between distributed address space and shared address space.
Next, we discuss 'interconnection networks', 'network models', 'distributed-memory systems', or 'processor organisations', as they may be known by. We initially focus on a series of metrics that can be used to discuss and compare potential strengths and weaknesses of the architectures that will be presented. These include terminology from graph theory, including degree of the network, communication diameter, and bisection width. These three metrics are discussed in detail with the introduction of each and every one of the network architectures that are presented. With each such network model, we discuss the aforementioned metrics and give sample algorithms that typically include minimum, broadcast, gather, and parallel prefix.
In general, we discuss bounds on solutions to problems that are dependent on the architecture's metrics and then define algorithms, complete with asymptotic analysis. For several of these architectures, we present algorithms via class demonstrations. That is, the instructor might make his/her way through the audience, handing out pieces of paper with instructions of how to move them along in lock-step fashion. We then continue with such a procedure, but ask the students to perform a task every time they see such a piece of data (sum or minimum, for example). We emphasise the students being stationary, the interconnection network, and the data (papers) moving. We also do take a few minutes to present a video of the classic Laurel and Hardy scene from March of the Wooden Soldiers 3 in which the lock-step movement is so well observed. The architectures that we discuss include the linear array, ring, mesh (2-dimensional array), tree, pyramid, mesh-of-trees, and hypercube. We discuss graph theory through the presentation of such architectures and their associated metrics. We introduce crossproducts through sorting items in the first row of a mesh-of-trees. We work hard to differentiate bounds based on a problem for a given architecture versus asymptotic running times of an algorithm. We illustrate in many different forms and for all of the architectures that given a problem to be solved on a particular architecture, if the metrics show that a lower bound on a solution is Ω(K), typically based on either the communication diameter or the bisection width of the architecture, then if an algorithm is presented that has a running time asymptotically superior to Θ(K), then either we made a mistake in the lower bound on the solution or we made a mistake in the presentation or analysis of the algorithm.
In particular, we discuss that if on a quiz or exam, a student proves that a lower bound of Ω(K) exists, and then presents an algorithm with running time superior to Θ(K), there is no reason for the grader to read the algorithm. The grader can just put a giant 'X' through the exam question and award zero points. We constantly urge students to understand the best potential running time of an algorithm before trying to design an algorithm so that they are not targeting impossible running times. This tends to resonate very well with the students once they grasp the concept, which takes a few weeks, but typically materialises through the course of the introduction and discussion of the various architectures. Note that we also discuss these architectures in terms of real-world systems. We discuss systems that have actually been constructed for all of these systems, with the exception of the mesh-of-trees, and point out the advantages and disadvantages of such systems, as well as the rationale for their design.
We then spend approximately 90 minutes discussing clusters, networks of workstations, grids, and clouds. We discuss these on the board, but also pull slides from talks and the book to demonstrate the options and possibilities, as well to show examples, often from either local installations or from the top500.org list. Students are particularly engaged when we talk about Grids, NOWs, Clusters, and Clouds, especially when we discuss ones they have been using, they see pictures and videos of such systems on campus from slides in talks, and so forth.
Finally, we conclude the introduction of models of computation and their algorithms with a general discussion of terminology, many of which are introduced in order to spark discussion. These include metrics such as cost vs. work, speedup vs. efficiency, Amdahl's Law and Gustafson's Law, Scalability, as well as prospects of superlinear speedup and the like. (Miller, 2013, Chapter 5) : 0.5 weeks. We use 90 minutes to introduce a very simple hardware model that can be used to create simple parallel algorithms in hardware. This model allows us to introduce low-level architectural models to introductory students. Most importantly, this model allows for the extension of a simple hardware configuration to an algorithm that can be ported to a wide variety of models of computation in order to produce optimal or near-optimal sorting algorithms. The algorithm in question is Batcher's Bitonic Sort.
Combinational circuits
Freshman have shown that they are very comfortable with combinational circuits. We do analysis of the combinational circuit system via summations to show that the number of (parallel) levels of comparitors in a bitonic merge unit is logarithmic in the size of the input. We also show via summation that the number of levels in a bitonic sort unit is poly-logarithmic (exponent of 2, to be precise) in the size of the input. This is a very instructive summation that allows students to recognise just how well they do or do not understand a geometric series. Note that we use a variety of examples of merge units and sort systems. Note also that we do not do the proof of bitonic sort at the Freshman level. It is simply too complex. However, the students have no trouble understanding the basics of the system: compare elements n/2 apart, pull the minimums together, pull the maximums together, and recursively sort, in parallel, and independently, the minimums and the maximums. Stitch (concatenate) the results together.
Once the students are comfortable with bitonic merge and bitonic sort, we switch to a line-level view of the architecture and then show that by labelling the lines with a standard binary labelling, that the only elements for which there is a comparisoninterchange are those elements that differ in exactly one bit position. Once this is understood, we then can make the observation that this gives us Θ(log 2 n) time sorting on a hypercube and Θ(log 2 n) time sorting on a PRAM. We point out just how far ahead of his time Ken Batcher was with this innovative work. (Miller, 2013, Pages 236-243 ): One week. We then move to the mesh computer, introduce shuffled-row major indexing, and show by way of example with the line-level diagram on the board, that sorting can be performed on a mesh with n processors in optimal Θ(n 1/2 ) time. The reason that we take the better part of a week to demonstrate bitonic sort on a mesh is that we go through the intricacies and answer all questions. Note that it would be easier to show this by way of PPT slides, but we choose to keep with a Socratic method of inquiry that we and the students find best served by working in real time on a board. Note that the example we use is in the book, so students do have that as a point of reference. Finally, this is one section for which we question whether time during the semester could be better spent. (Miller, 2013, Pages 192-196) : 0.5 weeks. Finally, in order to pull together all of the time we have spent on parallel prefix, we choose a set of problems that are solved in a straight forward fashion via parallel prefix, which allows for a portable solution to the problem that can then be efficiently implemented on all of the architectures we have presented. We choose the overlapping line segment problem and easily relate solutions to various queries on this data in terms of XM satellite coverage, some cell coverage (making specific references to places in NYS where the students are aware that cell coverage is an issue), transportation problems, and so forth.
Bitonic sort on mesh

Computing overlapping line segments
Additional class days
Note that the days we have listed are excellent estimates. These estimates do, however, leave availability for in-class quizzes, in-class exams, a snow day, as well as discussions of related topics that come up in current news or are important historically and/or as it relates to our university (e.g., the anniversary of the Challenger disaster is discussed on or about January 28, where the lives of all astronauts aboard the Challenger were lost just 73 seconds after take-off, including alumni Greg Jarvis, who has an engineering building on campus named after him, as well as Ronald McNair and Christine McAuliffe, who we also discuss in some detail, among others)
While an innovative approach to discrete structures is presented, please notice that the following material is covered in this class: logic, sets, functions, induction and recursion, algorithms, graphs, integer properties, counting, probability, and proofs. Some of the material, such as logic, sets, functions, and induction and recursion, are covered at the beginning of the course. The students have seen logic, sets, and functions in high school, as well as some of the basics of induction and recursion. The remaining material is covered during our journey through modern architectures and their algorithms. Furthermore, logic, sets, functions, and induction and recursion are all frequent topics that arise during our journey through modern architectures and algorithms, where they are presented in a context that the students find quite satisfying.
Grading
The author has taught the course using a variety of grading mechanisms. Currently, this course is taught to ~350 students in a large lecture hall. The grading system that is viewed most favorably by the students follows: Further, the students are much more comfortable if at the beginning of the semester, they know exactly how many points they must acquire in order to earn a particular letter grade. While the author believes that this results in lower grades and takes careful evaluation and grade assignment out of the instructor's hands, it is clear that the students are much more relaxed and engaged within this scenario. The end-of-semester anonymous surveys are very clear on this point. So, after a few instantiations of this course, where lower values earned higher grades, but where students were far more focused and nervous about grades throughout the semester, the instructor has announced during the first lecture and posted clearly on the web site prior to the start of the semester, exactly which point values will correspond to which final grade.
