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虚構理解の計算処理とその課題： 
読み手の認知プロセスを計算機上でシミュレーションするには何が必要か 
 
良 峯  徳 和 
 
Abstract. In order to simulate the cognitive process of fictional text comprehension with a 
computer, we prepared a cognitive agent in a virtual circumstance, and provided it with the 
contents of text which are transformed into some formal expression in advance so that it can 
be understood as meaningful codes. The author is now constructing the automatic transform 
system from the parse tree form of the normal sentence into the semantic network codes. 
Furthermore, in order to enable the agent to apply inference rules based on common sense 
onto the contents of the text efficiently, we need to implement another transformation 
mechanism by which all the expression of the contents would be modified into some basic 
grammatical structures with much less vocabulary. The author is planning to construct such a 
mechanism by learning the empirically accumulated knowledge of the various forms of 
controlled language such as Basic English. 
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1. フィクションとノンフィクションの違い 
フィクション、虚構とは、一般に人工的に構想された世界もしくはそれについて記述もしくは描写し
た言語作品、視覚作品、映像作品（演劇、映画などを含む）などを指す。そうしたフィクション作品を、
言語のみを通じて表現された文芸作品という領域に限定したとしても、小説や物語、詩など、その対
象領域は膨大である。 
フィクションとしてのテキストが、フィクション以外のテキストと本質的にどこが異なっているのかという
問いは、かなり慎重な扱いを要する問題である。ノンフィクションは、現実をありのまま記述もしくは描
写しているが、フィクションには現実とは異なる要素、真理ではない要素が含まれるという古典的な区
分は、何を現実の存在とし、何を現実の存在ではないとするか、何を真理とし、何を偽とするかという
哲学的（前者は存在論的、後者は認識論的）知見を前提とする。科学理論においてさえ、それが現
実の現象を記述しているといえるのかどうか（実在論か非実在論か）で、議論がさまざまに分かれる。
科学テキストのような場合、当のテキストで記述された内容だけでなく、それに先行するさまざまな証
拠やその内容に基づいて追加的に行われるべき検証過程をも考慮に入れることで、はじめてその真
偽について語ることが可能になる。新聞や雑誌記事の場合も、その真偽性を確証するためには、テキ
ストの世界から飛び出て、そこで述べられている人物や団体などに直接あたったり、それ以外のさまざ
まな記録と照合するといった手続きが必要となる。 
このように考えると、伝記や歴史小説のようなノンフィクションテキストが、科学論文や新聞記事と同
じ意味で、厳密にノンフィクションであるためには、かなり厳しい条件をクリアしなければならないことに
なる。逆にいえば、一般にノンフィクションとして理解されている伝記や歴史小説なども、決してすべて
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が事実や実際の出来事に基づいているわけではなく、ある程度は作者の想像に基づく挿話が含まれ
ている。雑誌などのインタビュー記事で、しばしばあんなことは言った覚えがないとか、でっち上げら
れているといったクレームが寄せられるが、多少、表現を変えたり、省いたりすることで、被インタビュ
アーが実際に語ったと思っていることと、記事になったこととの間に解釈上の違いが生じ、事実に反し
たことを文章にされたということがよくみられる。 
加えて、フィクション、ノンフィクションという区分けによって、両者の間に明確な文章表現上の差異
はない。ノンフィクションというと、一般に科学論文や新聞記事などのようなきわめて客観性の高いテキ
ストを引き合いに出しがちであるが、日記のようにきわめて個別性の高いテキストも、それが現実の出
来事や当人の気持ちなどを忠実に記述したものであれば、ノンフィクションということになる。詩のよう
な韻文であっても、小説のような散文であっても構わない。逆に、フィクションが新聞記事や科学論文
のような表現形式をとっていてもかなわない。このように、フィクションとノンフィクションとの間に、テキ
ストの表現形式という点において、とくに明確な制限がある必要はないのである。 
とはいえ、両者の間には明らかに異なる点もある。テキストを読む読み手の態度がはっきりとそれを
示している。このことを示すよく引き合いに出される例がある。それはいわゆる「ジェットコースターのパ
ラドクス」と呼ばれるものであり、人は普通ならば怖い思いをすることを嫌がるはずなのに、わざわざな
ぜお金を支払ってまでジェットコースターに乗りたがるのかという逆説的な問いである[1]。 
アミューズメント施設に設置してあるジェットコースターは、厳しい安全基準とそれを満たすための
定期的な検査によって、つねに安全に運行できるように管理されていると思われている（たとえ実際に
はそうでなくとも）。巨大なアミューズメントパークにそれが設置されており、入場料を支払い、係員の
指示に従わなければ、それに乗ることができないという状況が、暗黙のうちに、ジェットコースターの表
向きのスリルとは別に、その実際的な安全性を裏付けてくれている。わざわざアミューズメントパークに
行って、ジェットコースターに乗るという行為自体が、現実に起こりうるであろうスリルとは別種の特殊な
スリルを用意してくれる。ここで体験されるスリルは、毎朝通勤に使っている電車が突然、大きく振動し
て脱線しそうになる際のスリルとは全くの別物である。それは、安全が保障された（という思い込みが
伴う）真綿に包まれたスリルである。 
このように、フィクションの世界に身を投じるということは、あたかもバーチャルマシンの中で、安全性
の保証されていないプログラムを試しに動かしてみるような体験である。たとえプログラムが暴走して、
バーチャルマシンが制御不可能になったとしても、おおもとのマシンにその被害が及ぶことはなく、す
ぐにバーチャルマシンを終了させ、何事もなかったかのように元のマシンを使用し続けることができる。
フィクションを読む行為は、いわば自分の頭の中にバーチャルマシンを用意するのに似ている。ただ
し、この場合テストするのはプログラムではなく、読み手としての自分自身の分身である。作者によっ
て用意された虚構の世界に、それをあらかじめ自覚しつつ、その世界での出来事の観察者として、あ
るいは登場人物の眼にも見えず、触ることもできない透明人間のような同行者として、参入していくの
である。虚構の世界に参入した読み手は、バーチャルに構築された世界を自分の世界として行動し
（行動といっても、「読む」または「見る」ことしか許されていないのではあるが）、その世界を感じ取れ
ばよいので、その外側の世界、例えばその世界の存立を支えている親機がどんな状態にあるかまで
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は考える必要はない。参入者はフィクションの世界で起きていることを、自ら積極的に、そのまま受け
入れ、疑うことをしない。あたかも、ジェットコースターを楽しみたい乗客が、器具の整備状況や遊園地
の経済状態を心配しながら、乗り込まないのと同様である。 
しかしながら、ノンフィクションとして書かれたテキストに対する読み手の態度は、これとは基本的に
異なる。科学論文や犯罪調書を読むような場合、そこに書いてあることがはたして無条件に受け入れ
られるべき真実かどうかを疑ってみようとする批判的態度が生じるし、むしろそうした態度の方が望まし
い。そこに書かれてあることは、バーチャルマシンに対してではなく、その親機の状態に直接的な影
響を及ぼし、場合によってはプログラム（実際には知識ベースのようなデータ部分）に、変更や削除と
いった手続きをとることを要求するからである。 
このように、フィクションを読む際の読み手の理解過程とノンフィクションを読む際の読み手の理解
過程に違いがあるとすれば、テキストの理解過程にさしはさまれる批判的な視点の存在であろう。新
聞記事や科学論文、調書などを読む場合には、記述に誤りがないか、不適切な表現がないかといっ
たテキストに対する批判的視点が常に随伴する傾向がある。それらのテキストの存在価値そのものが、
現実に即したものであることに依存しているからであろう。 
フィクションのテキストの場合、当然ながら、テキストが記述する世界はテキストから独立して存在し
ないため、読み手の関心は基本的にテキスト内世界のみに集中しやすい。もちろん、テキスト内世界
に関する記述に齟齬があったり、分かりにくい表現が用いられていたり、記述のスタイルが稚拙であっ
たりする場合には、テキスト表現もしくはそれを記述した作者に対する批判的視点が生起するであろう
が、こうした視点については、フィクション、ノンフィクションのテキストに関わらず、読み手の側には同
じような反応が生ずるであろう。 
 
2. 世界観とテキスト理解 
フィクションのテキストの理解過程で、ノンフィクションの理解過程と対照をなすと考えられるのは、
読み手の現実世界に関する背景知識と、作品がそれに基づき、また描き出す「世界観」とのズレの存
在である。ノンフィクションを読む場合、そのテキストが記述する世界は、この現実の世界である。すな
わち、読み手はすでにこの世界に関するさまざまな知識や信念を有している。おそらくノンフィクション
作品の作者も、そのテキストに登場してくるさまざまな人物も、細部では異なるにしても、歴史的事実
や地理的知識、日常感覚などについては、大まかに類似した知識や信念を、読み手と共有している
ものと想定される。 
これに対して、フィクションの世界、とりわけこの現実の世界とはかなり異なった世界観に基づいて
構築されているファンタジーや SF の世界では、その登場者がどの程度、現実世界の読み手と知識や
信念を共有しているかは、予想外である。たとえば、不老不死の技術が実現した世界に暮らす住人の
人生観や行動パターン、物事への感じ方は、現実世界に住む我々の人生観や行動パターン、物事
への対処の仕方とずいぶん異なるだろうと予想される。さらに、それらがどの程度現実世界の我々と
違っているかは、その世界の住人の言動や状況のパターン、ナレーターによって外挿される注釈を通
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じ、徐々に認識していくしかない。 
どこかかしら現実世界とは異なっていることを前提に書かれるフィクション作品の場合には、ノンフィ
クション作品の場合と比較して、登場者への慣れ親しみやすさや理解のしやすさに差があると思われ
る。しかしながら、ノンフィクション作品だからといって、その登場人物の性格や振る舞いなどが、フィク
ション作品の登場人物に比べて理解しやすいということには必ずしもならない。私たち読者が、作品
の描かれている世界と同じ世界に属しているとしても、私たちはこの現実世界の事柄、出来事、人物
についてすべて知り尽くしているわけではないからである。「現実は小説よりも奇なり」という言葉で言
い表わされるように、私たちが住んでいるこの現実世界にも、予想もつかない言動や生き方をする人
物が、存在しているに違いなく、そうした人物が作品の登場人物として描かれる可能性は否定できな
い。（そうした人物の方が読み手の関心を引きやすく、話題になりやすい。）であるから、ノンフィクショ
ン作品だからといって、必ずしもその登場人物が我々に親しみやすく、理解しやすいということにはな
らない。むしろ、読み手があらかじめ抱いている常識的な知識や先入観が、登場人物のユニークな人
柄や行動様式をより適切に理解する妨げになってしまう可能性も否定できないのである。その場合に
は、現実世界の人物の方が、虚構世界の人物よりも理解しにくいといったパラドクスのような状況が成
立するだろう。この点で、フィクションとノンフィクションの間に、テキスト理解のあり方の点で、本質的な
違いはないと考えられる。 
いずれにせよ、テキストで記述される世界や社会、そこに登場する人物や存在者について、なにが
しかの一般的知識、信念を獲得することは、テキストの理解プロセスにとって重要な部分を占める点で
かわりはない。これがなければ、読み手は登場人物に対して何の共感もスリルも感じることができず、
物語の醍醐味は失われてしまうことになる。Hobbs は、人工知能、認知科学の観点から、フィクション
のテキストに基づいて構築された、バーチャルな環境に置かれた認知的エージェントの振る舞う様子
を観察することで、文学作品理解のプロセスを機械で処理することができると主張している[2]。本研究
も Hobbs と同じ前提に基づき、実験を行っている。 
 
3. 物語テキストを意味ネットワーク上に表現する 
3.1 テキスト・コーディング 
物語や文学作品を、計算機上の認知エージェントに「理解」させ、そのプロセスを観察するために
は、まず、物語テキストを認知エージェントが理解できるような形式に変換してやる必要がある。普通
の翻訳作業と同様、自然言語で書かれた文を、何であれ、計算機が理解できるような表現形式に一
律的に変換するための仕様や一般原則はまだ存在しないため、この作業は一般にコーディングを担
当する者の創意工夫に依存するところが多く、安定してパターン化された変換結果を得ることが難し
い。これが自然文の意味理解に関する計算処理を困難にし、研究を進捗しにくくしている大きなマイ
ナス要因である。この問題を克服し、自然言語文の比較的安定したコード変換を行うため、筆者は、
近年、自然文を SNePS(Semantic Network Processing System)という意味ネットワークシステム上で処
理可能な命題表現形式に自動変換するシステムの開発を試みている[3]。 
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図 1 自然文（英文）の構文木表現 
その際に注意すべき点は、自然文は文字通りに命題表現に
変換しても意味をなさないということである。というのも、自然文は、
ごく普通の単純な文であっても、いざその意味を明確にしようと
すると、きわめて多くの意味内容が省略されて表現されているの
が分かるからである。たとえば、ある小説の１文「コンスエラはル
イスの娘であった（Consuela was a daughter of Luis）」という文を
単純に構文木に表すと図１のようになる。なお、この構文木の生
成には、Stanford Parser[4]を用いた。 
この文で使用されている Be 動詞は、それがもちうるさまざまな
機能的意味のうち、所属もしくは同一の意味を担う動詞として用
いられている。一般に指摘されているように、Be 動詞そのものに
は、ほとんど動詞としての機能はなく、Be(X、Y)と表現された場合に、何らかの形で X と Y の間になん
らかの関係があることを表現するコプラ(Copula)としての機能を持っているにすぎない。（そのため、し
ばしば Be 動詞は助動詞の仲間であるともいわれる。）ただし、個々の Be 動詞が実際にどのような関
係を表現しているかは、X と Y、そして文脈に依存して決定される。 
ここにあげた例では、一般に意味ネットワークなどで用いられる ISA 関係、すなわち ISA(X,Y) ⇔ 
X is a member of class Y の典型的な一例とみることができる。しかしながら、“The sky is blue”や“This 
pen is mine, The bus is out of service”などの例からも明らかなように、Be 動詞を含む自然文をそのま
ま命題表現に変換しただけでは、その適切な意味は伝わらない。これと同じことが、接続詞 of につい
てもいえる。 
前置詞 of に限ったことではないが、一般に前置詞はそれが用いられる文脈や変項の種類の違い
によって、きわめて多彩な意味を担うことができる。この前置詞 of（…の）だけでも、数多くの意味、役
割を担っているとされる(表 1)。 
 
表 1 of の意味（ランダムハウス英和大辞典第 2 版による） 
1. ≪方向・距離・位置・時間≫ 
2. ≪分離・除去・剥奪≫ 
3. ≪由来・起源・出所≫ 
4. ≪原因・理由・動機≫ 
5. ≪材料・構成要素≫ 
6. ≪修飾・比喩≫ 
7. ≪主格関係≫ 
8. ≪所有・所属≫ 
9. ≪目的格関係≫ 
10. ≪同格関係≫ 
11. ≪分量・部分・包含≫ 
12. ≪関連≫ 
13. ≪性質・状態≫ 
14. ≪時の副詞区を作って≫ 
15. ≪主に米北部≫≪時刻≫ 
16. …にささげられた 
17. ≪受身の行為者≫ 
18. ≪無意味な形式上の目的語として≫ 
19. ≪古≫≪手段・道具 
20. ≪古≫…に対する 
 
“Consuela was a daughter of Luis”という文の場合、Consuela は女性の名前、Luis は男性の名前、
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daughter は、人間の家族関係のうち、親と娘（女性の子供）の関係を示すものだという、当の文に含ま
れる各語彙の意味があらかじめわかっているために、簡単に理解されるが、登場する語彙の意味が
わかっていない場合には困難が生じる。 
そのため、このような自然文を命題表現に変換するために、次のような一連の手続きをとらなくては
ならないだろう。 
1) 構文木に基づき、もとの自然文の形をできるだけ再現できるような機械処理可能な表現形式へ
の変形を行う。（もとの自然文の形態そのものに何らかのレトリカルな意味合いが含まれている
可能性があるため、なるべくもとの文の形態が推測できる変形が望ましい。） 
2) その際、自然文では明に記述されていないが、人間がその意味を理解するために暗に前提と
し、付与されている属性を付加する。たとえば、Consuela は女性の名前を表す固有名詞であり、
Luis は男性の固有名である。したがって、両者はともに行為者（エージェント）としての属性もし
くは能力を持っているという暗黙の推測が導入される。 
3) 2 の知識に基づき、曖昧な文法的機能を持つ語の意味をより明確で限定的な表現に置き換え
る。たとえば、上の自然文中の "a daughter of Luis" という表現に出てくる"of"は、「所有」もしく
は「所属」の意味を持つ of であるが、これは of(X,Y)における X,Y がともに人である場合に一般
的に付与される意味機能だとみなせる。このことから、上記の自然文はさらに "Luis had a 
daughter, and Consuela was the daughter" という単純なふたつの自然文から合成された複文と
して変換することができる。 
その結果、例えば、この“Consuela was a daughter of Luis”という自然文を、SNePS 上で処理可能な
形式に変換すると、以下のような表現になる（表 2）。 
 
表 2 "Consuela was a daughter of Luis"の SNePS 表現 
(分かりやすくするため、実際の入力コードとは若干異なる) 
(assert instance #b1 class SITUATION) 
(assert instance #b2 class AGENT)  
(assert instance #b3 class CONSUELA) 
(assert instance #b4 class BE)  
(assert instance #b5 class DAUGHTER)  
(assert instance #b6 class OF)  
(assert instance #b7 class AGENT) 
(assert instance #b8 class LUIS)  
(assert instance #b9 class HAVE)  
(assert has_firstname #b2 first_name #b3) 
(assert has_firstname #b7 first_name #b8) 
(assert subject #b2 verb #b4 object #b5 tense PAST situation #b1) 
(assert subject #b7 verb #b9 object #b5 tense PAST situation #b1) 
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これによって構築された意味ネットワークは、図 2 のようにグラフ表現される。この意味ネットワークで
は、"Consuela was a daughter of Luis"という自然文に含まれる語、"Consuela"、"Luis"が Consuela、
Luis という名前を持ったエージェントのインスタンスであり、両者の間に、前者は後者が有する娘であ
る(be)という関係があることを表現している。 
 
3.2 常識的知識、推論規則の導入 
上記のコードおよびグラフにおいて#bn または Bn(n は整数値)と表示されている個所は、それがす
べてインスタンスであることを表現している。インスタンスの導入によって、オントロジーの考え方に基
づき、従来の一般的な意味ネットワーク表現より、厳密な仕方でさまざまな情報を扱えるようになった。 
 
 
図 2 “Consuela was a daughter of Luis”の SNePS グラフ表現 
 
例えば、Consuela は物語上に登場する架空の人物であるが、おそらくその他にも同じ名前を持っ
た人物（女性）が、実在世界にも他の虚構作品内にも多数存在するはずである。クラスとしての
「Consuela」は、その外延として、その固有名を持つすべての存在物を指示することになるが、これを
インスタンスとして規定すれば、テキスト中のこの文によって記述される Consuela にその外延が限定さ
れることになる。ようするにこの Consuela は、この文表現が持っている文脈に束縛されたエージェントと
してのみ存在することになるが、この文脈そのものも意味ネットワーク上で、テキストによって限定され
た"#situation1"という状況インスタンスとして明示化される。 
この状況インスタンスには、おそらくこの文に関するさまざまなメタ情報（フィクションかドキュメンタリ
か、フィクションならば、その作者名、作品名は何か、その作品のどこに記述されているか、などの情
報）や、テキスト世界内情報（テキストに記述されている出来事や状況としての時間や場所の情報な
ど）が含まれるだろう。こうした状況に関する情報にリンクされることで、文に記述された情報の処理手
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続きの方法や読み手の常識的知識の導入や知識ベース更新の手続きに違いが生じることになる。た
だし上記の例では、煩雑を避けるため、状況インスタンスに関連付けられるさまざまな情報について
は省略してある[5]。 
こうして、テキスト内の個々の文は、そこに登場するさまざまなインスタンスとその関係を記述してい
ることになり、文ごとに新たなインスタンスが番号付きで導入される。インスタンスである以上、その存
在属性はつねにその都度の文に記述される属性によって束縛される。この文で記述される T1 時にお
ける Consuela と別の文で記述される T2 時における Consuela は同じ名前を持つエージェントクラスに
属するが、異なるインスタンス番号をもつため、両者は異なる属性を持つことができる。例えば T1 の
Consuela は Victor の良き妻であるが、T2 の Consuela は別の男性と密会を重ねる不貞な妻であり、T3
の Consuela は夫の姪を殺害した容疑者として逮捕される。 
一方で、同じテキスト内で T1～Tn にかけて、時空連続的に記述されている Consuela という名を持
つエージェントの各インスタンスは、同時に同一の身体、記憶などをもった同一の人格として、通時的
に理解される。同一名を帰された時空連続的に登場する各インスタンスを、通時的に存在する同一
人物として受け入れ、統合的に認識することは、書き手の側からみて自然な要請であり、読み手の側
からみると、他のさまざまな事例と同様に、自然な推論もしくは前提である。通常ならば、そのようなデ
フォルトの推論、前提に基づいて、テキストを読み進めていくいことで問題が生じることはない。しかし
ながら、多重人格がテーマとなるフィクションやノンフィクション、ドッペルゲンガーやタイムトラベルに
伴うパラドクスなどがテーマとなってくるフィクションでは、逆にそうした読者の持っている通常の推論
や前提が問いただされ、ときに適用が差し控えられることになる。 
状況インスタンスには、もうひとつ重要な役割がある。読み手がテキストを読んでいる時、読み手の
心象に入ってくる情報はテキストからの情報だけとは限らない。ときに会話が指し挟まったり、話し声
に耳に入ったり、テキストから触発され、別の考えが去来することもある。しかしながら、それらの情報
は、基本的にテキストから入力される情報と混同されることはない。それはテキストから入力される情報
に付された状況インスタンスと、テキスト以外から入ってくる情報に付される状況インスタンスのタイプ
が一致しないからである。このような役割を担うメタ情報のことを「物語パラメータ」と呼ぶこともある。本
論では、この状況インスタンスには、その情報ソースの種類(この場合にはフィクションの一節であると
いう情報)以外にも、関連するさまざまな情報が含まれるものと想定している。 
上述したように、テキストの個々の文は、そこに登場するさまざまなインスタンスとその関係を記述し
ているものとして処理される。しかしながら、テキストの各文をただ処理していくだけでは、物語にはな
らない。とりわけ、フィクションの場合は、ドキュメンタリの場合とは異なり、単なる記録やメモ書きはそれ
だけで価値を持ちえない。個々の文がもつ意味がその後の文に次々と受け継がれ、相互に絡み合っ
て、有機的な意味の関連性、意味のネットワークを構成していくことにこそ、それぞれの文の存在意義
がある。ただし、そうした意味の複合的な構成は、テキストの文をただつなぎ合わせただけでは実現さ
れない。Iser,W.[6]が指摘しているように、テキストには読者がテキストを読みながら、オンラインで補完
していかなくてはならない空隙があまた存在している。読み手は自らが持っている常識的な知識を駆
使しながら、テキストに内在する空隙を埋め、時系列で与えられるばらばらの情報から、有機的に関
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連して物語を構成するネットワークの一部に変容させていく。 
その際に読み手が導入する知識は、一般的な
知識である。一般的知識とは、特定のインスタンス
のみに関する情報ではなく、インスタンスが属する
クラスに関するさまざまな知識である。逆にいえば、
読み手の知識が個々のインスタンスに関するもの
ではないがゆえに、テキストから得られるインスタン
スに関する情報と、混乱することなくミックスされる
のである。 
読み手はそれらの知識を、自らの経験を通じ、さ
まざまな媒体を介して獲得する。そうした知識は、
それが獲得される現場においては、個々のインス
タンスに関する情報として処理されるが、いったん得られた知識が再利用可能な知識ベースに蓄積さ
れる際には、その個別性を失い、一般化された知識、推論規則、前提などとして準備され、蓄積され
る。そうした知識や推論規則は、オントロジカルな観点からみると、純粋にクラスに関わる規定となって
いる。読み手は、このような形式で蓄えられた知識や推論規則を、テキストを読み進めながら、オンラ
インで導入していくものと想定される。 
こうしたプロセスを、計算機上でシミュレーションする際の最大の困難は、現在の自然言語処理技
術が、テキストの意味を処理しようとする際に直面する課題と同様のものである。概念体系や語彙オン
トロジーなどの研究が、近年、急速に進んできているが、その応用範囲はこれまでのところ、医学や生
物学、法学などを中心とした科学論文の分野が中心となっており、研究調査の進展に伴い急速に専
門化、細分化しているさまざまな概念間の整理や調整をその主たる目的としている。一方で、
WordNet の言語オントロジーとしての展開や、DOLCE，SUMO などの上位オントロジーの開発など、
一般的な自然文にも応用可能な語彙資源やその応用技術開発も進展しつつある。とはいえ、現時点
でそれらの成果も、翻訳や言い換え、意味解析といった自然言語処理技術に取り込むところまでには
至っておらず、したがって、物語などの自然テキストの機械による理解プロセスのシミュレーションとし
ての応用についても、まだその段階には到達していないのが現状である[7]。 
本研究では、当面のところ、上にあげたような大規模な語彙オントロジー資源を利用せず、小規模
の実験的な語彙資源を手作りベースで作成、活用し、その範囲で実働可能な物語理解のシミュレー
ション実験システムを構築することを目指している。そのため、対象とするテキストジャンルも、できる限
り専門的知識を必要としない日常生活の語彙の範囲内にとどまるような子供向けの物語や大衆小説
などを扱うことにしている。とはいえ、こうした制約も人工知能における難問のひとつである「フレーム
問題」、すなわち常識をいかに処理するかという問題から免れさせてはくれない。常識的知識を形式
化してコンピュータに実装する際の困難のひとつは、常識的知識といわれるものに限界がなく、いっ
たんそれを取り出して、形式化を進めようとすると、次から次へと際限なく出てくるように思える点であ
ろう。そもそも何が常識なのかを判断する基準が存在しておらず、そうした状況で常識的知識を形式
テキスト情報
背景知識 および
常識に基づく推論規則
・物語理解に必要な知識の補完に関する推論規則
（常識に基づく推論過程を含む）
・命題間を関連づけて組織化するのに必要な推論規
則
（「ゴール－プラン」、「原因－結果」など）
・読み手の視点の設定に関する推論規則
・テーマ設定に伴う推論規則
・共感的感情喚起に関する推論規則
・物語の展開に関する推論規則
（推論に基づく情報請求） etc.
命題計算による論理的な相互作用
虚構テキストの理解
読み手による物語世界表象の構築
テキスト情報
背景知識 および
常識に基づく推論規則
・物語理解に必要な知識の補完に関する推論規則
（常識に基づく推論過程を含む）
・命題間を関連づけて組織化するのに必要な推論規
則
（「ゴール－プラン」、「原因－結果」など）
・読み手の視点の設定に関する推論規則
・テーマ設定に伴う推論規則
・共感的感情喚起に関する推論規則
・物語の展開に関する推論規則
（推論に基づく情報請求） etc.
命題計算による論理的な相互作用
虚構テキストの理解
読み手による物語世界表象の構築
図 3 テキスト情報と読み手の背景知識および 
常識的推論規則との相互作用 
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化しようとする試みそのものに無理があると思われる。 
本研究は、まだ実験的段階でもあるため、常識的知識を形式化したものをあらかじめ、列挙して実
装するといった方式はとらず、その都度の与えられた自然文を処理していく過程で、一般的な人間の
読み手が導入していると思われる知識や推論規則を再構成し、知識ベースに順次追加していくという
方式をとった。このような試みを積み重ねていくことで、次第に日常的な場面を理解するために最低
限必要な知識や推論の範囲や、それらを効率的に設定するための方法論が見えてくるのではないか
と考えている。その意味で、小規模のシステムで物語などの自然文の理解プロセスをシミュレーション
しようとする本研究の試みは、「常識」の最小の基準が何であるかを問う試みであるともいえるだろう。 
筆者がかつて実際に行った SNePS による物語理解のシミュレーションの実装例では、例えば次の
ような一般知識や推論規則が想定され、実際に導入された。（かつて実際に行った虚構テキスト理解
のシミュレーション実験では、テキストから 46 個の命題を抜き出し、それに 70 個あまりの常識的知識
や推論規則を適用した。[8]） 
 
表 4 物語理解システムに導入された知識・推論規則の例 
知識・推論のタイプ 具   体   例 
一般的な論理規則およびその適用例 同じ固有名を持つ人物は同一人物である、同一の時
間、場所で同一の行動する人間は一人だけである、も
し同一人物でなければ、別人である、など 
言葉の定義やそれに基づく概念間の関
係に関する知識や推論 
子供の子供は孫である、妻がいれば既婚である、妻は
女性である、など 
記述された事実に基づいて想定される物
語の環境や状況全般に関する推論 
登場人物はすべて人間である、 
20 世紀英国を舞台、環境としている、など 
記述された事実に基づいて想定される可
能性に関する知識、推論 
結婚している人は、既婚者である、 
既婚者は離婚しない限り、結婚できない、 
男性と女性が恋愛中で、当の男性が既婚であれば、そ
の関係は不倫にあたる、など 
記述された事実に基づいて想定される心
理的性質に関する知識、推論 
建築家であれば、一般的な知的能力を有する、 
家族がいれば、家族を心配させたくないと望む、など 
 
例えば、上にあげた常識的推論の一例「男性と女性が恋愛中で、当の男性が既婚であれば、その
関係は不倫にあたる」という推論規則は、意味ネットワーク表現では以下のように表される（実際の
コードから、時間および状況に関するパラメータを除去し、単純化して表記）。 
 
(describe (add forall ($p $q) &ant ((build h-relation lovers male *p female *q)(build agent 
*q property married)) cq (build h-relation adultery male *p female *q))) 
 
もしテキスト中に、恋愛関係にあるひと組の男女が登場し、そのうちの男性側が既婚者であったこと
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が述べられていた場合には、自動的にこの推論規則が適用され、両者の関係は不倫であるという新
たな情報が付け加えられる。試しに、すでに登場した物語上の既婚女性 Consuela に加えて、独身男
性 Geoffrey を登場させ、上記推論規則がどのような結果をもたらすかを見てみる。ちなみにこの推論
は、述語論理形式で表すと以下のようになる。 
 
∀(p, q) woman(p) & married(p)& man(q) & single(q) & lovers(p, q) ⇒ adultery(p, q) 
 
これを意味ネットワークシステム上で実際に実行させると、以下の図 4 のようにグラフ化される。 
 
 
図 4 命題「Consuela と Geoffrey は恋人関係にある（M20）」 
から命題「両者は不倫関係にある(M23)」の導出 
 
このグラフから、ノード M20（命題「Consuela と Geoffrey は恋人関係にある」）からノード M23（命題
「Consuela と Geoffrey は不倫関係にある」）が導出され、グラフ上に両者が併記されている。このように
意味ネットワークシステムでは、既存のネットワークに推論規則が適用され、その真理条件が満たされ
ることで一定の結論が導出されると、それまで形成されていたネットワークに新たなノードとリンクが付
加され、新たな存在者や関係性などが形成されていく。こうしてネットワークは徐々に複雑化していく
が、そこには入力されたすべての命題と、推論規則によって生成された新たな命題（および命題間の
関係）のすべてが包含されていく。このネットワーク表現から、たとえば、不倫関係にあった Consuela と
Geoffrey がその後どんな関係に移行したか、Consuela が Victor の姪を殺害した疑いで逮捕されたが、
真相はどうだったのか、Geoffrey は何を証拠として Consuela の無罪を証明したのかなどの、読み手が
虚構作品を適切に読み進めることで、獲得されていく知識が次々と埋め込まれていく。その意味で、
こうして構成された意味ネットワークは、テキストを読み、理解した読み手の認知状態を、ある程度、動
的に反映したモデルになりうるといえよう。 
M23M20 
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4. 今後の課題：制限言語と「フレーム問題」 
上で紹介した常識に基づく推論規則適用の実験では、テキストから抽出された命題表現に推論規
則が無理なく適合するよう、あらかじめ特別の論理関数を用意し、それを使って推論規則を構成した。
上記の例の場合、[lovers], [x], [y]というスロットを持ったフレーム「恋愛関係」(h-relation [lovers] 
m-part [x] f-part [y])と、[lovers]の値が[adultery]に置き換わったフレーム「不倫関係」(h-relation 
[adultery] m-part [x] f-part [y])がそれに当たる。しかしながら、実際の物語や小説のテキストで、XとY
は「恋愛関係である」または「不倫関係である」という直接的な表現が使われるのは稀で、むしろそれ
以外の表現でそうした関係が示されるのが普通である。 
そうした場合、テキストの文をそのままフレーム表現や意味ネットワーク表現に変換できたとしても、
それに適用される知識表現や推論規則で用いられている表現に一致しなければ、せっかくの推論規
則が役に立たないことになる。こうした事態は、テキストで用いられる語彙すべてについて、また、それ
らの相互関係をも含めた膨大な数のフレームをあらかじめ用意してない限り、必ず生じる。これがいわ
ゆるフレーム問題の一部をなしている。これを回避するための方法についても、いくつか提案がなさ
れてきた。 
人工知能や言語学、認知科学分野での代表的な意味表現の試みとして、Schank の概念図式
(Conceptual Diagram: CD)の考え方[9]、Jackendoff の語彙概念構造（Lexical Conceptual Structure: 
LCS）[10]、Pustejovsky の生成語彙論（generative lexicon: GL）[11]などがあげられる。それらの研究に
共通する基本的な姿勢は、あまた存在する単語（動詞などの用言や名詞を含めて）の意味は、少数
の基本的な語彙の構造的な組み合わせから成り立っているという考え方である。表層的には相互に
異なる語彙も、日常的な言葉としては使用されない抽象的な概念も含めて、基本的な概念の構造的、
論理的組み合わせから成り立っているという考え方は、もしこれが正しければ、自然言語で書かれた
テキストを意味的に処理するのに必要な推論規則の数を、大幅に削減できる可能性を持つ。 
すべての概念は、それを構成する原始概念から構成されているという考え方は、古くは 13 世紀の
百科全書編纂家で「大いなる術(Ars Magna)」を著した Lullus (Raymundus Lullus, 1232-1315)、17 世
紀に普遍言語を構想した Wilkins. J.，Wilkins とほぼ同時期に「結合法論」、「普遍的記号の原理」を
著し、現在の記号論理学体系の基礎となる考察を展開した Leibniz[12]らに、その先駆的な業績を見る
ことができる。Wilkins や Leibniz は、原始概念(atomic concept)という抽象的な語彙を提唱し、これを
数式のように組み合わせて、すべての命題を表現するための方法を企てた。これが 20 世紀の Russell
らの数理論理学を経て、今日の記号論理学の出発点になっていることはいうまでもない。こうした試み
は自然言語を、それよりもはるかに少数の概念からなり、論理的に計算可能で、機械でも処理可能な
一種の人工言語によって置き換えようとしたもっとも初期の企てとみなすことができる。これが 20 世紀
の Russell らの数理論理学を経て、今日の記号論理学の出発点になっていると同時に、計算機で処
理可能な人工言語としてのプログラム言語という考え方の出発点にもなっている。こうした理念は、現
在ではさまざまなプログラミング言語の形態として長足の発展をみたが、それらは現在のところ、人間
が日常生活に使用できる言語とははるかにかけ離れ、機械を操作することを主たる目的とした特殊で
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形式的な言語となっている。 
一方で、人間が日常生活にそのまま使用できるという性質を保ったまま、一般の自然言語よりもは
るかに少ない語彙数（とりわけ用言の数）で、かつ文法構造的にもより単純かつ制限された表現形式
をもった言語へと、自然言語を改造しようとする試みも、各国言語ごとに数多く存在している。現在も
一部で利用されているエスペラント語がその代表的な例である。さらに既存の自然言語との互換性を
高度に保ったまま、既存の自然言語の一種の部分集合として成立しうる言語体系を作り上げようとす
る試みも多くみられる。 
こうした体系的な試みは、1930 年代に、Ogden, C.K. と Richards, I.A.が提唱した Basic English 構
想[13]に典型的に表れている。その後 70 年が経過し、現代においては語彙の選択基準等に問題点も
指摘されてはいるが、総数わずか 850語たらずの語彙と制限された文法規則を用いて、ありとあらゆる
自然文（英文）を、実質的に不都合の生じない程度に、同じ意味を持った平易な自然文に置き換えよ
うとした試みは興味深い。その主眼は第 2 外国語の効率的な習得法としての側面にあるが、これと同
様の試みは、Ogden の後もさまざまな形で継承されている。また一方で、さまざまな自然言語表現を
理解するために必要最小限の語彙は何かといった経験に基づく詳細な研究も、Wierzbicka[14]らのグ
ループによって現在も進められている。 
本研究が試みているように、システムをなるだけ小規模に抑えたまま、効率的に運用するために
もっとも重要な部分は、語彙や熟語、文型などを、システムで処理可能な有限数の表現形式に置き換
える一連の規則を設定することである。置き換えもしくは言い換えのための技術は、自然言語処理分
野でも、まだ発展途上の分野であり、進展が強く望まれている分野でもある。自然言語はきわめて冗
長性の高い言語であり、同じ意味を持った文、もしくは実際上問題がない程度に類似した意味をもっ
た文にするため、幾通りもの表現が使用可能である。少しでも表現が変われば、何らかの意味の違い
（語用論もしくは美学的な観点からの違い）が伴うだろうが、ほとんどの人にとって、その違いを認知す
ることが文の意味の理解に必ずしも必須の要件だというわけではない。日本語がまだ達者でない外国
人に、理解しやすい文法表現や語彙を使って、言い換えを行っても、そこに必要な情報が含まれて
いれば、最小限の共通理解は可能である。各種の辞書・辞典類で試みられているように、高度に専門
的な用語も、日常的に困らない程度の理解可能な表現に置き換えることができる。このように、言葉の
意味を理解するということは、表層的にみれば、その言葉を別の理解可能な表現を使って、言い換え
ができるということである。 
語彙リストの増大や語彙の循環的使用を回避しつつ、意味の言いかえを行うためには、すべての
表現を、より少数の基本的語彙からなる表現へと変換していく必要がある。 
Schank の概念図式、Jackendoff の語彙概念構造、Pustejovsky の生成語彙論（generative lexicon: 
GL）などは、そうした代表的な企てである。それらの研究は、言葉の意味を曖昧さの伴わない基本的
ないくつかの概念へと、厳密に分類可能だという前提のもとに進められている。これには Fodor や
Lewis らによる哲学的な議論に基づく疑念が投じられている[15]。Jackendoff が認めるように、こうした試
みは、始まったばかりの理論上の大きな課題である。 
加えて、こうした置き換えが厳密さを求める結果として、理論上の基本語彙に置き換えられた表現
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は、日常言語の視点から見れば、直観的にずいぶん分かりにくい表現になることが多い。Jackendoff
の例では、"Bill buttered the bread"という文を置き換えるのに、図5のような樹表現を作成している[16]。 
この場合、いったん機械処理用に変換された
表現であっても、再び自然言語として通用するよ
うな別の表現に置き換える手続きが必要となり、シ
ステムとしての複雑性が増大する可能性が危惧さ
れる。 
筆者は、そうした将来の理論的成果を待たずと
も、ある程度のことができるのではないかと考えて
いる。一般の人間が自然言語の理論的基盤を知らなくとも、平易な表現への言い換えができるように、
そのノウハウを掴むことで、そのコツをある程度、機械に教え込むことができるのではないだろうか。
Basic English の開発者たちや後継者たちが、厳密性よりも実用性を主眼に置いて、言い換えに関す
るノウハウを積み重ねていったように、自然言語が持つ豊かな曖昧さを逆手にとる手法を機械に取り
込ませる方法を開発することが、問題を打開するもう一つの可能性ではないかと考えている。とはいえ、
これもまた将来に向けての大きな課題であることに違いはない。 
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