With the development of modern information technologies and more frequent utilization of information systems to operation and maintenance (O&M) management, a great amount of O&M data are collected nowadays. However, because of the large volume and poor quality, as well as a lack of effective data analysis techniques, these data are rarely analyzed and translated into useful knowledge for O&M decisions. This study presents a data model, which is named as datacube with multi-dimensional and unrestrained characteristics, for these data to better support data mining algorithms. The model organizes all the different data in both relational database and in the memories and is able to support analysis-requirements-oriented data extractions. Based on this datacube, an O&M data mining approach is proposed with procedures of data preparation, data clustering and data mining. The proposed datacube-based data mining approach was applied to the Kunming Chang Shui international airport terminal. More than 7 years on-site repairing data were used for data mining and the outcomes verified the model and the approach to be feasible and valuable for improving O&M management.
I. INTRODUCTION
Operation and maintenance (O&M) phase lasts the longest and costs the most within the building lifecycle [1] . With the development of modern information technologies and more frequent utilization of information system to facilitate facility management, a great amount of O&M data is collected nowadays. Therefore, researches have been focusing on the smoothly information handover from previous phases to the O&M stage [2] , [3] and the analyzing and utilizing of O&M data [1] , especially for large public buildings such as airport terminals, stadiums, convention centers, shopping malls, etc.
Some data-driven artificial intelligent methods were adopted to analysis the data collected during the O&M phase. For example, some studies applied data mining methods to analysis O&M data for an air-conditioning system in an
The associate editor coordinating the review of this manuscript and approving it for publication was Qingchao Jiang . educational building located in Montreal [4] , to improve the energy efficiency for an international school campus in a tropical climate and an office building in a temperate European climate [5] , and to optimize the geometrical, thermophysical and heating system attributes of apartments [6] . Such kind of methods are believed to have advantages in improving energy-saving behaviors and saving over 15% of the electricity used in the building [7] . Besides energy consumption analysis, analysis of the impact of occupants' behavior has been largely overlooked in building energy performance analysis [8] . Examples include a study that analyzed oneyear observed data of an office building in Philadelphia to discover the occupancy schedule patterns and extrapolate the occupancy schedule [9] , and a framework combining statistical analysis with 2 data-mining techniques, cluster analysis and association rules mining to identify valid window opening/closing operational patterns in the measured data of 16 offices in a natural ventilated office building in VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ Germany [10] . Moreover, office monitoring videos were captured and analyzed to detect occupancy [11] as well as occupant movement, light and equipment usages [12] . Lighting behavior were also considered useful for analyzing the overtime occupancy data [13] based on a stochastic model [14] .
The raw data of all these studies are generated in Building Automation Systems (BAS), thus the data structures are relatively good for direct analysis. However, raw data with nonpredefined structures are not included in this kind of analysis. Besides performance optimization, automating the process of detecting equipment and system malfunctions to support proper diagnosis decision-making is also a hot area in both academic and industrial researches. The automated fault detection and diagnosis (FDD) methods consists of 3 mainstream methods [15] : process history-based, qualitative model-based and quantitative model-based methods. Process history-based method, which derives behavioral models from measurement data obtained from the process over time, is the only one to directly utilize building data among these 3 methods. Specifically, a two-stage backpropagation artificial neural network (BP-ANN) model combined with wavelet analysis and fuzzy logic was applied to FDD in an air handling unit (AHU) system [16] ; a Bayesian network was used for AHU automatic FDD [17] ; an ANN model based on the recursive deterministic perceptron was adopted to implement FDD at the whole-building level [18] . Other techniques have also been employed for FDD such as cluster analysis [19] , fuzzy logic [20] and support vector machines (SVM) [21] . However, these methods only focus on a specific problem and thus the adopted data analysis methods are not generic for other operation and maintenance problems.
For some common facility management issues, data mining technology was utilized to analyze large data sets in the BAS of public buildings such as the tallest building in Hong Kong, with the aim of improving the building operational performance [22] . An optimization algorithm and computational fluid dynamics (CFD) simulations were coupled to improve the aerodynamic behavior of low-rise buildings with flat roofs [23] . Naïve Bayes, decision tree and SVM were also feasible to simplify the procedure of establishing models for predicting internal natural lighting and thermal comfort [24] . Computational intelligence and optimization approaches were used to improve a fuzzy controller's performance in an HVAC system, which aimed to find a method to moderate the energy use without compromising the comfort of the inhabitants [25] . BP-ANN algorithm was adopted to study the performance prediction of the ground source heat pump systems of an office building by real-time monitoring data and data-driven models [26] . Activity ontologies were developed and extended in order to capture flexible space-use patterns for user activities [27] . Nevertheless, these data mining methods need unique data pretreatment and analysis processes, and they usually depend on the embedded data models which are neither explicit to the public nor suitable to any kind of data sets. The above researches considered the building O&M data as the original data and applied various methods to achieve different research purposes. However, they also revealed some disadvantages considering current approaches to utilize data for decision support during O&M management of large public buildings, such as airport terminals which are complex in building composition, regular and frequent reparations, and always affecting a large number of passengers. For instance, the data were not well-organized that professional data managers should be involved to carry out data mining processes, the analysis processes were not closely related to the O&M management process, and there were no unique data analysis procedures to provide guidelines of dealing with that mess and large datasets. Consequently, it is necessary to develop more effective data analysis techniques to deal with these challenges [28] .
This study presents a data model for O&M data to better support data mining algorithms. The model is named as datacube with multi-dimensional and unrestrained characteristics so that all the different data can be well-organized in both relational database and in the memories and be extracted according to analysis requirements dynamically. Based on this datacube, a hybrid O&M data mining approach is proposed with procedures of data preparation, data clustering and data mining. The proposed datacube-based data mining approach was applied to the Kunming Chang Shui international airport terminal. More than 7 years on-site repair data were used for data mining and the outcomes verified the model and the approach to be feasible and valuable for improving O&M management.
II. THE DATACUBE FOR O&M DATA OF LARGE PUBLIC BUILDINGS A. THE DEFINITION OF THE DATACUBE
This study first presents a dynamic data-oriented information model named as datacube. A datacube, which is used to represent data along measure of interest, is an organized array of values, providing a more intuitive idea for data management and data mining. A datacube generally is a multi-dimensional concept which can be 3-dimensional or higher-dimensional. In any case, every dimension represents a separate measure whereas the cells in the cube represent the facts of interest. Sometimes cubes hold only few values with the rest being null. Fig. 1 shows a datacube with 3 dimensions of time, facility, and location. The value of each cell represents the number of reported faults. Datacube models like this can also be represented by function shown in (1) .
where X i represents the i th dimension, n represents the number of dimensions, and W is the value mapped to the cell. As shown in Fig. 1 , n is 3, and X 1 , The dimension plays a key role in the datacube. A dimension is a structure that categorizes facts and measures. Typically, dimensions in a datacube are organized internally into one or more hierarchies. In practical applications, data analysis often requires more than 3 dimensions. Fig. 2 shows a 4-dimensional array after service dimension is added to the 3-dimensional array shown in Fig. 1 . The dimensions can continue to increase to accommodate different decisionmaking requirements. For instance, ''MEP sub-system'', ''fault type'', etc. can be regarded as dimensions.
Decisions often require the collection of O&M data of multiple classes and levels of details. Through the flexible selection of dimensions and dimension hierarchies, the corresponding datacube can adapt to different measure levels and flexibly meet different demands of O&M data for various decision-makings.
B. INFORMATION COMPOSITIONS IN THE DATACUBE 1) OVERVIEW OF THE INFORMATION IN A DATACUBE FOR LARGE PUBLIC BUILDINGS
Due to the long time-span of the O&M period within a large public building, a huge amount of information is generated. Such information can be classified by format types, i.e., structured information like the name of a facility, the floor number; non-structured information like pictures and videos; and semi-structured information like some technical documents. It can also be classified by property types, i.e., facility information like doors, windows, seats; geometric information like geometric representations, location descriptions and coordinates; business information like operation tasks, regulations, technical manuals; and element information like volume, mass, material, price, etc. This information, if integrated in an information platform, can be stored in databases and transformed into a machine-readable datacube structure, by linking the unique identification (ID) through a union object.
Considering the complexity and variety of the information, combined with the practical O&M management requirements from the Kunming Chang Shui international airport terminal, a hierarchical structure is proposed to efficiently organize the information composition. The hierarchical structure is a tree structure that separates the managerial topics in different levels. Top levels focus on macro-scale areas or information, compared to bottom levels. This tree structure also facilitates the organizations of required information for data mining with various objectives in different data level. There's no strict reference for the number of levels or classification principles for each level while Fig. 3 . shows the typical structure that was proposed for the Kunming Chang Shui international airport terminal project. It had three levels and an extra attribute level at the bottom so that the 3rd level nodes were connected with attributes of the corresponding facility in a machine-readable way, forming the standard facility data library.
2) KEY INFORMATION IN THE DATACUBE
Though there is a variety of data in the datacube, some of them play an important role in most of the data analysis scenarios. This section discusses these kinds of information.
a: LOCATION INFORMATION
According to the above-mentioned hierarchical structure, the location of a facility within a public building that covers a large area can be represented in a multi-scale way, i.e., floors, zones, areas and specific coordinates x, y and z, to facilitate daily management. The former three provide approximate positioning for a facility while the coordinates for precise positioning. Besides, the location classification can also follow the business process types, i.e., departure process zones and arrival process zones in an airport terminal.
b: PROPERTIES
The properties describe the status and characteristic of a large public building. They are the embedded information of a building itself. The properties are sometimes descriptive for managers which remains unchangeable for a long time or even permanently. For example, the material, price, factory, type and valid period of a facility; and the area, contractor, finish time, structure type and designed lifetime of the building structure. They can also be conclusive which may change through time by calculations according to the newly acquired information. For instance, the usage or distribution status of resources, the currency and cost caused by the operation tasks, and the workload and safe time period of the O&M management, etc.
c: SERVICE INFORMATION
The O&M management within a large public building usually involves multiple aspects of services such as property management, business management and cleaning/water supply, which can be used as the first level nodes of service data hierarchy according to the hierarchical structure. Then the specific tasks of each service can be regarded as the second level nodes. For example, a typical service data related to the repair task is shown in TABLE 1.
d: OTHER INFORMATION
Besides the above data, the daily O&M management also involves enterprise data, personnel data, etc. These data are also important to the daily O&M management. For example, if a cleaning contractor has not caused any serious accidents, the contractual relation will be maintained for a long period of time to avoid additional costs caused by re-bidding. Besides, the tasks are eventually finished by individual personnel whose data must also be included in standard human resources data library. 
3) THE DATA STRUCTURE FOR THE DATACUBE
In order to implement the datacube in either the database to storage, or the computer memory to facilitate the calculations, a relational data structure that supports arrays is proposed to store and manage the data via the star model. table are joined so that the multi-dimensional data model shown in Fig. 1 or Fig. 2 is obtained. Herein, the number of repairs in each period can be obtained from the time dimension. Then by adding a facility dimension and a contractor dimension, the data for repairing different facilities and the amount of repairs of each facility by different contractors in each period can be obtained. It demonstrates that all different numbers of different repairs with multiple dimensions at different dimension hierarchies can be obtained through these combinations by adopting this data structure in a convenient way.
III. A DATA MINING APPROACH BASED ON THE DATACUBE
This study proposes an approach for utilizing raw data generated during O&M management to improve the O&M management performance. The overview of the proposed approach includes 4 steps as illustrated in Fig. 5 .
A. DATA PREPARATION
The first step is to integrate raw data from different sources, remove invalid data such as repeated data, and repair missing data or error data which are usually inevitable. Then according to the knowledge-based summarization, the data are carefully checked and revised before sending to the next steps.
A large amount of data are generated along with the O&M management progresses of large public buildings. During these processes, graphical data, standard libraries and operation processes are combined. Fig. 6 shows a typical data flow in a repair task. Specifically, when a facility problem is founded or sensed by the automation system, a repair process will be started, for example, triggered by a repair work order. Reported data in the work order usually include but not limited in the facility name, fault description, approximate location, and so on. Then a repair worker receives the work order and confirms the fault by selecting the facility from the standard data library or through the graphical interface. Once the facility is selected, the other related data can be retrieved from the database and appended to the repair work order. At the same time, if spare parts are required to fix the problem, an exit process for spare parts will be invoked at the same time. When the on-site work is finished, the results will be recorded in the database.
It can be found that the IDs of multiple standard libraries, instead of the specific task descriptions, are the most important data in the O&M management activities. Therefore, the datacube is suitable and capable to represent and integrate the information within these processes..
Particularly in this repair work example, the raw data scattered across multiple tables are first integrated into one data warehouse. Each repair report corresponds to multiple pieces of repair records with one-to-many relationships. Then data cleaning removes invalid data such as duplicated reports or invalid reports from the raw data to avoid interference. For instance, feedback records of repair work may include keywords such as ''false report'', ''repeated report'', ''no repair required'' or ''not within the scope of repair''. Such kinds of reports can be ignored in the succeeding data mining processes.
Data checking, which is the last step of preparing the data, helps to understand the records' meanings and ensures that each report corresponds to a certain facility. Necessary corrections can also be performed simultaneously. Take the repair work as the example, sometimes the reports are only recorded as ''fault repaired'' instead of recording the damage reason or the damaged part of the facility. Thus, this research first summarizes fault types by learning from repair records, i.e. the hand dryer faults include ''electronics faults'', ''hardware faults'' and ''unknown''. Furthermore, the classification can be multi-leveled, i.e., the ''electronics faults'' can be further divided to ''circuit element problem'', ''sensor problem'' and ''lock problem''. It facilitates workers to make an accurate record conveniently during both repair reporting and feedback after the task is completed. Finally, because of the various kinds of faults, it happens in some cases that there are many faults described similarly like ''water leakage'' or ''rain leakage''. It is necessary to analyze the causes of such ambiguous situations for accurate classification, as shown in TABLE 2.
B. DATA CLUSTERING
The data are then sent for clustering. It should be emphasized that the clusters can be used as the dimensions in the datacube. For example, when a series of clusters imply different locations or different facilities, they are considered as coordinates of location dimension or facility dimension.
Considering that the reports and feedbacks are usually recorded in natural languages, such as the location and fault descriptions in the report details and the feedback information, different with other clustering algorithms, this research first adopts text segmentation to obtain the keywords of the raw data, and then the combination of the keywords is applied to cluster the raw date into different groups for further analyses.
Accordingly, the name and location of the damaged facility contained in the raw data can be considered as the keywords. The text segmentation, which is a part of natural language processing research [29] , [30] , usually involves 2 important parameters: dictionaries and stop words. Dictionaries consist of the meaningful words and are used to prevent segmenting meaningful words. For example, ''boarding gate'' is meaningful and ''boarding'' and ''gate'' both make sense too. This study stores words like ''boarding gate'' in the dictionary so that they will not be segmented apart. Furthermore, when a set of data has clear characteristics like a repair record must have one or more facility names, the locations, the results or comments, all these words are added to the dictionaries. Stop words usually consist of articles, prepositions, adverbs or conjunctions, etc., such as ''a'', ''the'' and ''or''. In this study, company names, staffs' names, digital numbers, single letters (A-Z) and some other specific words are considered as the stop words. Both dictionaries and stop words can be customized and improved via trials: run the segmentation process, check the results, update the dictionaries and stop words and then run the segmentation again with new dictionaries and stop words.
Location information is always important in a large public building. The location description can be semi structured data with a ranged description list of ''boarding gate'', ''departure port'', ''arrival port'', ''parking space'', ''counter'', ''bathroom'' and ''room'' in an airport terminal with some more detailed information in natural languages. Therefore, the data are clustered by region keywords with higher authority in this research. Then with requirements on more accurate analyses, further clustering can be conducted by the facility names or other characteristics.
C. DATA MINING
By now, the datacube can be generated through well-prepared data which are integrated, cleaned, checked and clustered. The dimensions for the datacube can be selected according to the clustering characteristics or any other selected properties related to facilities.
Then some intuitive results can be achieved via some simple counting and calculation, etc. But hidden patterns among the data need further data mining methods such as the Apriori or association rule mining algorithms. Specifically, an association rule refers to the form of X => Y expression, where X denotes the premise and Y denotes the consequence. The 2 most important parameters of association rule mining are support and confidence. Support indicates the frequent occurrence of an association rule in all data, and confidence determines the frequency of the Y occurrence in all data with X included. Mathematically, support and confidence can be calculated by the probability, P(X ∪ Y ), and conditional probability, P(Y|X), as shown in (2) and (3), respectively,
where support is used for judging whether a rule is sporadic or not. Generally, a rule with support ≤ 10% is considered sporadic, which means it has no practical meaning. Confidence is used for reliability of a rule: the higher the confidence is, the more reliable a rule is. According to the clusters and the characteristics of large public building O&M records, this study presents a cluster-based pattern mining algorithm based on Apriori. In this algorithm, a hidden pattern is a logic implication that F(A) => F(B) only when F(A) ∪ F(B) = ∅. Here, F(·) represents a frequent status set and F(A), F(B) are the two sub sets of F(·). This logic implication means that if a record has all statuses in F(A), it will have status in F(B). Then, according to (2) and (3), a pair of {F(A), F(B)} is considered as hidden pattern when it passes the following two tests of (4) and (5) . Num(F(B) ) > R min (5) where P(·) is the probability; C min and R min are given limitation by trials for acceptable results. For those pairs that passed the two tests, F(A) is marked as the condition and F(B) the consequence. The algorithm is described in pseudo-code as below.
Compared to classic Apriori algorithm, the proposed algorithm is approximately N p · 2 Np /N c times faster, where N p is the total number of properties in the dataset and N c is the number of clusters. Fig. 7 is the 3D model of the terminal, with an aerial view on the lower left corner. It officially opened on June 28, 2012. The passenger throughput in 2017 was 44.73 million [31] . Each floor has two wings on the front, except F3. B3 and B2 are restricted areas with lots of tunnels and secret facilities. B1 is a parking lot. F1 is the arrival for both domestic and international flights; while F2 and F3 are for international and domestic departure, respectively. Between F3 and top roof, there is a small catering area existed labeled F4. Due to the enormous passenger throughput, the facilities were occasionally damaged. The O&M management department built a daily report and repair system in the same year as the airport opened and the system has been working till now for the unified reporting, disposal and cancellation of the daily report and repair of all facility faults. The raw data were accumulated from then on. Fig. 8 shows the workflow of the repair task, it consists of 2 parts: report process as shown in Fig. 8 (a) and repair process as shown in Fig. 8 (b) .
B. WORKFLOW OF THE REPAIR TASK
The report process includes only 1 step, that is, employee A reports the fault information of the facility, including location description (location_description), fault details (report_details), etc., and the process ends.
The repair process consists of the following 7 steps:
Step x: Employee B logs into the system and clicks on the new repair report. In this step, the system automatically records the employee's name and the receiving time (receive_time, accurate to the second).
Step y: Employee B manually determines whether the repair report is valid or not. Invalid repair reports include repeated repair reports, false reports, repair reports that are not within the scope of airport responsibility and repair reports that have to be transferred to special repair task.
Step z: If the repair report is invalid, employee B inputs the corresponding feedback information (feedback_record) to the system, close the repair task to end the process. Such information has no fixed format, and the employee B records it in natural language and saves it to the feedback information (feedback_record).
Step {: If the report is valid, employee B immediately notifies the repair worker to the site.
Step |: The repair worker goes the site and judges whether it can be mended on-site or not. The arrival time (arrive_time, accurate to the minute) must be recorded no matter what the judgement result is.
Step }: If fault can be repaired on-site, the repair work starts immediately. The repair record will be reported. There may be multiple pieces of repair records corresponding to possible multiple repairs. After the repair work is finished, employee B will complete the final repair record with time information (finish_time, accurate to the minute). The repair record data and the repair final result data are also not in a fixed format but recorded by employee B in natural language and saved to the repair record (repair_records).
Step~: If it cannot be repaired on-site, employee B should record the unsolved reason as the final result. Non-repairable situations include reports of a false alarm, or repairs that are too difficult to be solved on-site and should be transferred to monthly or quarterly professional repair schedule, namely the special repair task. The recording process is the same as step z and the feedback (feedback_record) are saved in the form of natural language.
C. DATA ACQUISITION
The information system mentioned above was designed to be as simple as possible, so that it could be used by anyone without too much training. It was a B/S (Browser/Server) website and showed only a few pages for users to input, search and edit their reports. It was officially launched on July 5, 2012 thus had been running smoothly for over 7 years, accumulating 24,068 repair reports. Fig. 9 illustrates some of the raw data of the F3 floor.
The raw data were greatly different in format and content. A total number of 148 different facilities were obtained in the form of a table with 22,146 rows and 148 columns, after a total number of 1,922 invalid repair reports were cleaned up during data preparation. TABLE 5 is a summary of the terminal's facility faults and serves as the initial reference for developing the periodical on-site inspection program.
During the clustering process, 10 regional clusters (see TABLE 3 ) and further 567 region-facility clusters were obtained (the top 10 clusters by frequency are shown in TABLE 4 ). 
D. GENERATING THE DATACUBE
After the processes of data preparation and data clustering, the above-mentioned raw data were organized in datacubebased relational databases. According to different data mining objectives, different datacube were dynamical generated to proceed data analysis algorithms. Fig. 10 shows a general datacube generated according to different facilities with three dimensions: time, floor, and facility.
Then every cell in the cube can be represented as a function ''f:(Facility_ID, Month_ID, Floor_ID)-> Fault numbers'' or as a multi-dimensional array with vectors in the form of ''(Facility_ID, Month_ID, Floor_ID, Fault numbers)''. According to Fig. 10 , when ''floor = F1'' and ''month = April'', there were 4 records including (Air conditioner, April, F1, 7), (Passenger seat, April, F1, 1), (Flight monitor, April, F1, 4) and (Water dispenser, April, F1, 5).
E. RESULTS AND DISCUSSIONS
After generating the datacube, data analysis and data mining were conducted to find useful and meaningful patterns for management. The following sections show some managerial inspirations raised by such kind of data-driven management approach. 
1) FACILITY PRIORITY RANKS
A feasible periodical on-site inspection is expected to have limited number of priorities: it is unrealistic to set a priority for every facility. Thus, it is necessary to rank the facilities According to the fault frequencies shown in TABLE 5, a facility fault frequency distribution chart is obtained, as shown in Fig. 11 . The vertical axis represents the number of facilities, and the horizontal axis stands for the frequency interval. It can be found that the number of facilities with frequencies less than 200 is 114, accounting for 77% of the total number (148), which means that a majority facility is usually in good condition for a long period of time, and the facility intact rate is high for the terminal. By magnifying the reports of facilities with frequencies no larger than 200 times, it can be found that the number of facilities with frequencies that were no larger than 30 was 54, accounting for 36.5% of the total number (148); the number of facilities with frequencies between 30-170 was 59, accounting for 39.9% of the total.
Therefore, the discrete frequencies were divided into 4 intervals as shown in TABLE 6. The table indicates that the number of facilities with frequencies that are no greater than 30 is 54, accounting for 36.5% of the total number (148), but the sum of their frequencies is only 3.1% of the total sum (23, 573) . The number of facilities with frequencies greater than 600 is 7, accounting for 4.7% of the total, but the sum of their frequencies is 30.8% of the total. It indicates that the main source of the repair reports is only a small part of the often-damaged facilities, while most only fail occasionally. This conclusion proves that a single priority for all facilities is infeasible, the priorities should be decided according to the fault frequency ranks.
At the same time, a discussion also argued that the facilities, which can cause serious consequences once they failed, must be added to the first rank. Such facilities include luggage inspection system, luggage check-in system, X-ray security machine, luggage reclaim system, network system, flight query system, flight departure control system and identity authentication system, which were manually assigned. The other 3 ranks remain unchanged. As a result, the priority ranks were suggested as shown in TABLE 7, which involves 4 ranks referring to the 4 fault frequency intervals. This rank is the foundation for deciding the following important things for the periodical on-site inspection program.
2) INSPECTION PERIODS & SPARE PARTS
The best periods for each rank group should be the average time since last failure. The facility at the middle of each frequency interval can be considered as the representative of each rank group. However, the O&M managers proposed another way. They needed a fixed schedule for employees to follow easily with weekend excluded. On the other hand, both the O&M management department and outsourcing companies should prepare adequate spare parts for good periodical on-site inspection in an airport terminal. As a result, according to the data mining results, The O&M managers were suggested some rules for scheduling inspection periods as well as storing spare parts in the terminal as shown in TABLE 8. Confirmed by the O&M managers, such rules did help saving inspection costs and better utilizing the warehouse spaces inside the terminal.
3) STRATEGY TO IMPROVE FACILITY DISTRIBUTIONS
According to the O&M management department, after the official opening on June 28, 2012, the airport staff and facilities had a running-in period that resulted in many repair reports at the beginning. The O&M management became stable after several months. Thus, some data between January, 2013 and December, 2018 were used for the pattern mining. Some typical results are shown in TABLE 9 where the minimum support is set to 0.1 with the minimum confidence equals to 0.5.
As shown in TABLE 6, 35 facilities' frequencies are no less than 190. The minimum support is set to 0.1, which means that nearly only this part of the data is merely included. Another important parameter is a minimum confidence = 0.5. Then, pattern mining is done.
12 patterns are founded, with the highest probability of which are bathroom-related facility => water dispenser and the patterns between bathroom-related facilities. The second pattern is of no meaning because they are located together and with the same usage. The first pattern, with the consequence of water dispenser, is as shown in TABLE 9. Pattern 1 has the highest support of all found patterns. Other patterns with support less than 0.1 are not included.
The O&M managers confirmed that all the above 3 patterns are reasonable. Water dispensers require water sources, so their installation locations are all outside bathrooms with no exception. That is, all water dispensers are adjacent to a bathroom, but not every bathroom has a water dispenser outside. These 3 patterns also indicate that passengers usually like to drink some water after using bathrooms. According to this inference, the study suggested setting up water dispensers outside as many bathrooms as possible to meet passengers' habits.
Besides the above-mentioned findings, a related research also utilized data mining algorithms to find some hidden rules that were helpful for FDD of the mechanical, electrical and plumbing (MEP) systems [1] in the same project. Application results show that both these two researches benefit the management department, however, this study presents the idea of datacube as a more common data model for data mining algorithms, thus is more generic to different projects and various optimization objectives.
V. FINAL REMARKS
Building O&M data generated and collected during management have potentials to improve O&M performance. However, it is usually hard to take advantages of such data due to their varieties in formats, contents and meanings, etc., especially when they are not translated into useful knowledge. This study presents a datacube as a data model with multi-dimensional and unrestrained characteristics. The model organizes all the different data in both relational database and in the memories and is able to support analysis-requirements-oriented data extractions. Based on this datacube, a hybrid data mining approach is proposed with procedures of data preparation, data clustering and data mining.
The proposed datacube idea and the correspondent approach were applied to the facility repair task of Kunming Chang Shui international airport terminal from July 2012. More than 7 years on-site repair data counts up to over 24,000 records were used for data mining. Some of the raw data were structured stored in database while some were recorded in natural language form. With the help of the proposed approach, the priority ranks were suggested for different facility groups, some rules for inspection and spare parts were established, as well as some hidden relationships such as bathroom and water dispenser were found by association rule mining.
However, the idea of datacube is not yet well developed in theoretic way with more evidence for popularity, for example, how to extract more meaningful data in an efficient way with convincible mathematical prototype is remained to be further studied. Other efforts such as building up a knowledge base according to the mining results and introducing ontology or knowledge graph to obtain a more accurate way to carry out data mining algorithms will also be the focus points in future.
