ABSTRACT
Several studies have shown that packet receptions on wireless links are correlated. Link aware correlation opportunistic routing algorithm was studied in [6] to improve the number of transmission rates. In [7] , optimal routing metric was designed for cognitive radio ad hoc networks. In [8] , optimization mechanism was designed to provide an opportunistic routes and rate limits by applying broadcast loss model. Geographic routing is attractive due to the fact that the routing state needed for packet forwarding is independent of network size. Multihop Delaunay Triangulation [9] was applied with the objective of improving the routing success rate for 3D and 4D views. Correlation aware QoS routing algorithm [10] was designed to efficiently deliver visual information for wireless video sensor network with the aid of inter-node coding differential scheme.
In this paper, we investigate the problem of coverage optimized and time efficient routing model in wireless sensor networks in a local search manner. We propose a Local Search and Enhanced Betweenness Routing (LS-EBR) in WSN which minimizes the time for routing a packet from a source node to the sink node. Specifically, an Enhanced Betweenness Routing algorithm for an increased coverage and minimum energy consumption is developed. The performance characteristics are demonstrated by simulation studies.
The remainder of the paper is organized as follows. Section 2 presents related work. Section 3 explains the Local Search and Enhanced Betweenness Routing model for health monitoring on wireless sensor networks. Section 4 evaluates the performance of LS-EBR model by simulation. Section 6 concludes the paper.
2.RELATED WORKS
There were several prior proposals to apply time efficient and energy efficient routing algorithm. Orthogonal Variable Spreading Factor (OVSF) [11] based routing protocol was applied to improve network lifetime and reduce the end to end delay. An energy optimized routing based on fuzzy logic for wireless sensor network using multi hop forwarding scheme was presented in [12] . In order to improve routing in wireless sensor network, another method based on Bayes node energy polynomial distribution was presented in [13] .
With the increase in growth in healthcare industry and rise in its costs, considerable attention has been given to the structural health monitoring. Minimum hop count and link cost function [14] were applied to improve the packet delivery ratio and reduce the end to end delay by selecting the next hop node. Monitoring global invariants [15] in wireless sensor network was addressed for distributed monitoring. To improve the network lifetime, a routing protocol for many-to-many communication was presented in [16] . Another routing protocol to improve the network lifetime was presented in [17] by selecting vice cluster head using LEACH protocol.
Due to the ubiquitous nature of the network, wireless communication can be deployed with large populations. In [18] , dynamic energy based relaying was applied in both one-dimensional and two-dimensional networks based on linear programming to achieve improved network lifetime. Issues in healthcare perspective were analyzed in [19] . On the basis of health care perspective, data aggregation scheme for large scale wireless network was presented in [20] .
If we only consider the energy efficiency routing and ignore other aspects like time taken to identify optimized routing, it is not efficient on the performance improvement of WSNs. Thus we propose a new Local Search and Enhanced Betweenness Routing (LS-EBR) model in WSN to not only reduce the time for routing but also to improve the coverage with minimum energy consumptions.
3.PROPOSED METHOD
The network model, initialization of sensor node, Local Search based on Greedy Forwarding, and the Enhanced Betweenness Routing model for Wireless Sensor Networks are discussed in the following subsections.
3.1.Network Model
Let us consider a wireless sensor network that sense the patient with the aid of connectivity graph denoted as ‫ܩ'‬ = (ܸ, ‫.')ܧ‬ Here 'ܸ ∈ ܵ' and 'ܵ' represents the set of all sensor deployed that track patient located at random position given as 'ܵ = ܵ ଵ , ܵ ଶ , … , ܵ ' at time 'ܶ'. On the other hand, ‫'ܧ'‬ represents the wireless link between any two sensor nodes denoted as ' ‫ܧ‬ = ݁ ଵ , ݁ ଶ , … , ݁ ଷ ' respectively. The sensor nodes not only perform the task of sensing but also act as broadcasting nodes for forwarding each other's data within a transmission range 'ܴ', following a Poisson model with number of sensor nodes in WSN with 'ܰ(ܴ)'as given below.
From (1), 'ߣ' represents the probability that a single patient is present in a monitoring region whereas 'ܰ(ܴ)' represents the transmission range to be monitored. It is the goal of this paper to design an efficient routing mechanism in such a way to reduce the average time for routing and improve the coverage or maximum number of sensor nodes being monitored using Local Search and Enhanced Betweenness Routing in WSN.
3.2.Sensor Node Initialization Phase
In this Sensor Node Initialization phase, each sensor node in WSN is informed with its neighbor nodes, sink node positioning and the possible routes to sink node. Figure 1 shows a structure of wireless sensor network. As shown in the figure as soon as a HELLO message is received in the network, the neighboring nodes of the node that sent the message, the positioning of the sink nodes, the reliability of the neighboring nodes and the possible routes from the source sensor node to the sink node is obtained. This information is stored in the routing table ( figure 3 ).
Sensor node Neighboring nodes Sink node position Routes to sink node The sensor nodes as shown in figure 1 update the routing table whenever a sensor node sends HELLO message. Once the sensor node initialization is accomplished, local search is performed which is explained in the next section.
3.3.Greedy Forwarding-based Local Search
Upon construction of a routing table, the next step towards the design of Local Search and Enhanced Betweenness Routing (LS-EBR) model in WSN is to construct a local search algorithm based on Greedy Forwarding. Given a wireless sensor network that comprises of '݊' sensor nodes randomly distributed over an area of ' ܰ * ܰ ‫ݏݎ݁ݐ݁݉‬ ', the sensor nodes lying within a transmission range 'ܴ' send a short message to the sink node 'ܵܰ' containing information of their respective geographical locations.
Therefore, whenever a patient object enters into the network, the sensor nodes in the network senses the objects and sends the detected object to the sink node 'ܵܰ'. On the other hand, the sink node aggregates the objects event according to the event detected. The detected event may be glucose level monitoring, heart rate monitoring, home monitoring and so on. These events have to be routed to the sink node. Several methods exist in performing efficient routing.
In this work, Local Search is applied which is based on greedy forwarding. The principle behind Greedy Forwarding is to perform a local search by forwarding the packets to its neighbor node that is closest to the destination node. Therefore, each sensor node (i.e. patient object) forwards the message to the neighbor node considering a local view, which can be the one that reduces the routing time to reach the destination in each step.
As the LS-EBR model in WSN applies greedy forwarding to find a route from the source sensor to the sink node, the optimum next sensor node forwards the data packet to a neighbouring node that should not only be closest to the destination node and has sufficient end-to-end path reliability to forward the data packet.
In order to construct a closest function to determine the node closest to the destination node, let us consider that a sensor node 'ܵܰ ' has neighbour nodes 'ܰ ଵ , ܰ ଶ , … , ܰ ' and destination node ‫'ܦ'‬ respectively that transmits packet 'ܲ '. Let us consider that the information in the packet include blood pressure of a patient. Then, the closest function used to determine the node closeness to the destination node is given as below.
From (2) ‫ݏ݅݀'‬ ', symbolizes the distance between the two neighbouring nodes (i.e. the new object being detected and their neighbouring node respectively). The distance ‫ݏ݅݀'‬ , ' is evaluated as given below.
Followed by the closest function obtained, the value of reliability is measured on the basis of the ratio of number of successful transmission made by the sensor node 'ܶ ௦௨ (ܵܰ )' to the total number of transmission made by the corresponding sensor node 'ܶ ௧௧ (ܵܰ )' and is as given below.
From (4), higher the value obtained, more efficient is the reliability of the sensor node is said to be. Initially, the reliability of sensor node is set to be zero in the routing table. Only after transmission, the value of reliability in the routing table gets changed. Figure 4 shows the Local Search algorithm.
Decide upon the optimal neighboring node 1: Begin 2:
For each sensor node 'ܵܰ ' 3:
For each Packet 'ܲ ' 4:
For each neighbor 'ܰ ' of 'ܵܰ ' 5:
Measure closeness function using (2) 6:
Measure reliability factor of sensor node using (4) 7:
proceed with the sensor node identified 9: Else 10:
Go to (6) 11:
End if 12:
End for 13:
End for 14:
End for 15: End As shown in the figure 4, the local search algorithm based on greedy forwarding not only identifies the neighboring node closest to the destination but also measures the reliability of the sensor node. When a sensor node sends a packet (that contains the blood pressure information of a patient), the objective of local search algorithm is to identify the closest node to the destination node using only local information. Once the closeness factor is measured, the next step is to determine the reliability of the sensor node. The reliability obtained is compared with the threshold value. If the resultant value of reliability is greater than the value of the threshold, the sensor node is considered as the closest node and reliable node. Otherwise, the sensor node is not considered to be a reliable node and the process proceeds until identification of the reliable node is made. In this way the local search algorithm with the local information minimizes the time for routing.
3.4.Enhanced Betweenness Routing Model
With the objective of detecting routing model for dense wireless sensor networks, a Betweenness Routing model that considers routing overhead and remaining energy of sensor node is taken into account. The routing overhead considers the average number of routing packets transmitted to deliver a packet, where each hop transmission is counted as one routing packet.
From (5), ' ݆ ‫)ݏݐ݁݇ܿܽ(‬ ' symbolizes the packets represented as ' ܲ ଵ , ܲ ଶ , … , ܲ ' whereas ' ‫‬ ' symbolizes the path represented by ‫‪ℎ‬ݐܽ'‬ ଵ , ‫‪ℎ‬ݐܽ‬ ଶ , … , ‫‪ℎ‬ݐܽ‬ ' respectively. Assuming that the sensor node obtaining a route for forwarding a data packet consumes energy ‫ܧ'‬ ோ ' is obtained by combining (5) For each packet 'ܲ ' 3:
Measure average routing overhead using (5) 4:
Measure energy consumed for routing using (6) 5:
End for 6: End As shown in the figure 5, the Enhanced Betweenness Routing, measures the average routing overhead between all pairs of vertices by restricting the length of routing overhead. In the enhanced betweenness routing algorithm, instead of considering the shortest path, we measure the average routing overhead and the remaining energy consumed by the sensor node in the network. In this way, by applying Enhanced Betweenness Routing model higher coverage is addressed.
4.SIMULATION SETUP AND PERFORMANCE METRICS
In this section, we present our simulation setup for Local Search and Enhanced Betweenness Routing (LS-EBR) in WSN, followed by the performance metrics, comparisons and discussions with state-of-the-art works.
4.1.Simulation Setup
We have conducted an extensive simulation study using NS2 to evaluate the performance of our routing model for various performance metrics. We compared our proposed LS-EBR model with the Opportunistic Routing algorithm for Relay Node Selection (OR-RNS) [1] which also considers energy saving and shows the performance of LS-EBR to be comparatively better. Also we compare our proposed routing model with an Adaptive Opportunistic Routing scheme (AOR) [2] and measure the efficiency our LS-EBR.
A fair comparison is said to be achieved only with careful selection of simulation parameters. The performance evaluation of our routing model is done by considering a network where 70 to 240 nodes are randomly scattered in a field of 1200m× 1200m area. We further assume that all the sensor nodes in the network are static after deployment with transmission range of 60m.
The simulation parameters used are as follows. Simulation time is set to 500 sec and the size of a data packet is 128 bytes with a fixed generation rate of 1 packet/sec. Source nodes are picked in a random manner whereas the sink positioning is fixed towards the top left side of the simulation area. The results of simulation are obtained from several configurations and multiple runs, and the results shown are averaged over 7 simulation runs.
4.2.Performance metrics
Routing time measures the time taken to obtain efficient routing. Lower the routing time, more efficient the method is said to be and is formulated as given below. Time taken for routing is the difference between the end time and start time for routing by the sensor node in WSN. It is measured in terms of milliseconds and is formulated as given below.
From (7), the time for routing is measured using ‫݃݊݅ݐݑܴ'‬ ௧ ', where ‫݀݊ܧ'‬ ‫݁݉݅ݐ‬ ோ ' represents the end time for routing by the sensor node and ‫ݐݎܽݐܵ'‬ ‫݁݉݅ݐ‬ ோ ' represents the start time for routing by the sensor node in WSN. 
5.DISCUSSION
In this section the result analysis of LS-EBR model is made and compared with two existing methods, Opportunistic Routing algorithm for Relay Node Selection (OR-RNS) [1] and an Adaptive Opportunistic Routing scheme (AOR) [2] in WSN. The nodes in LS-EBR model are positioned in uniform topology. To evaluate the efficiency of LS-EBR model, the following metrics like routing time, coverage and average energy consumption for routing in Wireless Sensor Network is measured.
We begin by examining the effects of routing time of the proposed LS-EBR model using the same values as in table 1 and the number of sensor nodes is set to 70. To highlight the ability of LS-EBR model to distinguish services in terms of routing time, figure compares the probability of achieved routing time with respect to different node density. The values obtained through () is tabulated for different sensor node density using the proposed LS-EBR model and compared elaborately with the existing two works OR-RNS [1] and AOR [2] respectively. Figure 6 illustrates the routing time required for various numbers of nodes that considered the end time and starting time for routing in LS-EBR model and compared with OR-RNS [1] and AOR [2] respectively. In LS-EBR model, the routing time is outperformed compared to the two other existing methods. The results reported above confirm that with the increase in the number of sensor nodes in WSN, various routes are available to reach the sink node.
Therefore, optimized route is selected in LS-EBR model by applying Enhanced Betweenness Routing model. So, the time for routing obtained is said to be comparatively lesser than 9 % using LS-EBR when compared to OR-RNS. In addition, the Enhanced Betweenness Routing model in LS-EBR not only considers the average routing overhead but also the remaining energy in sensor network while routing. This makes the LS-EBR model to reduce the routing time by 17 % compared to AOR.
The coverage for different node density with a range of 10 to 70 nodes are considered and the results of seven simulation runs conducted to measure the coverage rate are listed in table 2. As listed in table 2, the LS-EBR model measures the coverage in terms of percentage (%). The coverage obtained using our model LS-EBR offer comparable values than the state-of-the-art methods. The targeting results of coverage using L methods OR-RNS and AOR and figure information. The figure shows the coverage rate with respect to se nodes sending different packets to the sink node. As illustrated in figure, when 10 sensor nodes sent packet to identify the route leading to the sink node, one sensor node (object) remained unmonitored using LS-EBR, two sensor sensor node by applied with AOR. Therefore, the coverage rate was observed to be improved by 8 to OR-RNS and 20 % when compared to AOR respectively. Our routing model LS from the OR-RNS and AOR in that we have incorporated algorithm. The advantage of applying of using the shortest path only, node into account while obtaining a route towards the sink node. This in turn improves the coverage rate of LS-EBR model by 8 respectively.
For all scenarios and network patterns, average en packet density. Seven unique experiments were conducted for each network size. Analysis was conducted for different set of node density (10 a node speed (0 -8m/s) The targeting results of coverage using LS-EBR model is compared with two state RNS and AOR and figure 7 is presented for visual comparison based on the relevant information. The figure shows the coverage rate with respect to sensor nodes, with each sensor nodes sending different packets to the sink node. As illustrated in figure, when 10 sensor nodes sent packet to identify the route leading to the sink node, one sensor node (object) remained EBR, two sensor node were not monitored using OR-RNS and three sensor node by applied with AOR. Therefore, the coverage rate was observed to be improved by 8 % using LS-EBR when compared % when compared to AOR respectively. Our routing model LS RNS and AOR in that we have incorporated Enhanced Betweenness Routing . The advantage of applying Enhanced Betweenness Routing in LS-EBR is that instead shortest path only, each sensor node also considers the remaining energy of sensor node into account while obtaining a route towards the sink node. This in turn improves the EBR model by 8 % compared to OR-RNS and 21 % compared to AOR For all scenarios and network patterns, average energy consumption is increasing with the data packet density. Seven unique experiments were conducted for each network size. Analysis was conducted for different set of node density (10 -70) with an average of 9 to 63 packets sent with EBR model is compared with two state-of-the-art is presented for visual comparison based on the relevant nsor nodes, with each sensor nodes sending different packets to the sink node. As illustrated in figure, when 10 sensor nodes sent packet to identify the route leading to the sink node, one sensor node (object) remained RNS and three EBR when compared % when compared to AOR respectively. Our routing model LS-EBR differs Enhanced Betweenness Routing EBR is that instead energy of sensor node into account while obtaining a route towards the sink node. This in turn improves the % compared to AOR ergy consumption is increasing with the data packet density. Seven unique experiments were conducted for each network size. Analysis was with an average of 9 to 63 packets sent with The results presented in figure identification to the sink node based on the detected objects. We can see that the values of average energy consumption increased with the decrease in the data packets sent, when the objects are sensed based on the events recorded using Poisson distribution. The results presented in figure 8 shows the average energy consumption during route identification to the sink node based on the detected objects. We can see that the values of on increased with the decrease in the data packets sent, when the objects are sensed based on the events recorded using Poisson distribution.
Average energy consumption different number of packets sent
The important observation from the figure given above is that the average energy consumption during routing is directly proportional to the number of data packets sent. Therefore though major shows the average energy consumption during route identification to the sink node based on the detected objects. We can see that the values of on increased with the decrease in the data packets sent, when the ure given above is that the average energy consumption during routing is directly proportional to the number of data packets sent. Therefore though major EBR RNS deviations are not being observed, but comparatively the LS-EBR model proved to be better. Column Difference shows the percentage difference of the particular routing scenario with respect to the average energy consumption using three different methods. The average energy consumption when 9 data packets were sent was reduced by 5 % compared to OR-RNS and reduced by 9 % compared to AOR. This is because of the application of Enhanced Betweenness Routing algorithm measures the average routing overhead between all pairs of vertices by restricting the length of routing overhead. This in turn helps in reducing the average energy consumption during routing using LS-EBR model by 9 % compared to OR-RNS and 13 % compared to AOR respectively.
6.CONCLUSION
Most of the sensor nodes in WSN follows different path to establish communication in the networks. Optimized routing mechanism, therefore, becomes one of major concerns in the WSN routing protocol design. In this paper, we focus on minimizing the time for obtaining the route and following efficient routing model. For this purpose, Local Search and Enhanced Betweenness Routing are designed to optimize the routing efficiency by considering the local information and routing overhead. We implement Local Search model that divert routing from frequently used sensor node. This reduces the time for routing. Next, Enhanced Betweenness Routing algorithm is designed considering both routing overhead and remaining energy of sensor node, resulting in the increase of coverage. Numerous simulation results show that the proposed solution makes significant improvement in reducing time for routing and average energy consumption by improving the coverage significantly as compared with other existing routing models.
