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世界面のある 1点が指定されると，その 1点は同時に d次元標的空間の 1点も指定する．標的空





















と考える．積分領域の Σは世界面を表す．添え字 a, bは世界面上の添え字を表し (a, b = 0, 1)，
σ0 = t, σ1 = σである．また α′はReggeスロープと呼ばれる量で，標的空間の長さの 2乗の次元


































下本論文では Lagrangian形式の弦の作用として，この Polyakov作用 SPolyakovを採用し，特に断
らない限り単に作用Sという場合はPolyakov作用のことを指すものとする．このPolyakov作用に
は世界面上の座標に対するゲージ自由度があり，計量をMinkowski平坦ゲージ γab = diag(−1,+1)
にゲージ固定することができる：











d次元標的空間の Lorentz変換 Λと並進 aに対して，
X ′µ(t, σ) = ΛµνX
ν(t, σ) + aµ
γ′ab = γab(t, σ)
の変換に対する対称性．
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t′(t, σ), σ′(t, σ)
)
とした際に，









3. 世界面座標 (t, σ)の局所Weyl対称性：
X ′µ(t, σ) = Xµ(t, σ)















を行い，世界面の計量を Euclid化した座標を (σ, τ)座標と呼ぶ．この (σ, τ)座標は Euclid型計量




図 2.2: (t, σ)座標系
世 界 面
Euclid型計量
図 2.3: (σ, τ)座標系
w座標:
(σ, τ)座標から {
w = σ + iτ
w̄ = σ − iτ
なる座標変換によって w座標が構成される．w座標は計量 γww̄ = γw̄w =
1


























z = eiw̄ = eτ+iσ
z̄ = e−iw = eτ−iσ
の座標変換によって z座標が構成される．z座標は計量 γzz̄ = γz̄z =
1
































µ∂̄∂Xν = 0 (2.6)
であるから，運動方程式は
∂∂̄Xµ = ∂̄∂Xµ = 0 (2.7)








µ(t, σ = l) = ∂aX




Xµ(t, σ = l) = Xµ(t, σ = 0)
∂aX
µ(t, σ = l) = ∂aX
µ(t, σ = 0)














































m (m < 0)が生成演算子として働く．(2.8a)(2.8b)
を積分することにより，場X について
Xµ(z, z̄) = xµ − iα
′
2

































弦の振動の励起状態は，調和振動子の場合と同様に弦の基底状態 |0; k〉に生成演算子αµm, α̃µm (m <













µ = 0, eµνk
µ = eµνk
ν = 0であり eµ ∼= eµ +





























表す記号を : O :と定め






















Gµν(zij) = 〈Xµ(zi)Xν(zj)〉0 = −
α′
2
















: F [X]G[X] : (2.11)
と表すことが出来る．ただし δFδX，
δG
δX はそれぞれ F [X]，G[X]にのみ作用する汎関数微分である．

















標的空間での弦の振動状態はXµにより表される．同時にXµ(z) (µ = 1, 2, . . . , d)は世界面Σ上
の座標 z ∈ Σを入れると，標的空間の座標X ∈ Rdを与える埋め込み写像
埋め込み写像X : Σ 3 z 7−→ X(z) ∈ Rd
である．
場X を用いて作られる任意の関数 F [X] ∈ C∞(Rd)を考える．F は標的空間 Rdで定義されて
いる関数であるが，埋め込み写像X の引き戻し
引き戻しX∗ :C∞(Rd) −→ C∞(Σ)
によって世界面上で定義された関数 F[X(z)]
(X∗F )(z) = F [X(z)] (3.1)
と捉えることができる．X∗は関数を引き戻す作用を表し (3.1)で定義される．同じく標的空間の
1-形式 Ω1(Rd)についても引き戻し
引き戻しX∗ :Ω1(Rd) −→ Ω1(Σ)
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により世界面上の 1-形式 Ω1(Σ)と捉えられる．














d2zδ2(z − zi)F [X(z)] (3.3)
となり，ziに局所的な汎関数を考えることができる．これら (3.2)と (3.3)は量子化後にそれぞれ
積分された頂点演算子と局所頂点演算子に対応する．
さて，複素数 Cに値を持ち，埋め込みX 及びその微分を引数に持つ汎関数 I[X]の全体集合A
を導入する．I1[X], I2[X] ∈ Aとして，これらの積を
I1I2[X] = I1[X]I2[X] (3.4)




m : A⊗A −→ A








Xµ 7−→ X ′µ = Xµ + ξµ (3.5)
13.2.3節にて詳しく述べる．
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を考える．ことのき ξµ = ξµ[X]ならば，この変化は標的空間の一般座標変換 (diffeomorphism)で
ある．この変化を引き起こす演算子として








eξ : A −→ A
を定めることができる．従って無限小の一般座標変換により頂点演算子がどのように変化するか
は，この変分演算子 ξを作用させることで調べられる．最も簡単な場合で確認すれば，














たXのうち ξがXを含まず zのみの関数である部分集合を Cで表す．つまり Cは一般座標変換で
ない部分に対応し，世界面 Σから標的空間Rdへの埋め込み写像X の変化を表す．今後量子化を
行う際にこの Cが重要な役割を果たす．Xの元 ξがAの元 F [X]に作用する事を記号 .を用いて，
ξ . F [X]と書く事にする．(ξ . F [X]) ∈ Aであるので，XはAに連続して作用することができる．
そこで Xの要素を入れ替えて 2回連続で作用させる事で，Lie括弧積を自然に導入する．すなわ
ち，X上で Lie括弧積を
















と定義することで、Xは Lie代数になる．上の括弧積が Lie括弧積の 3要件を満たすのは明らかで







の上に，演算 µ, ι,∆, ε, Sが定義されている．
µ(ξ ⊗ η) = ξ · η , ι(k) = k · 1
∆(1) = 1⊗ 1 , ∆(ξ) = ξ ⊗ 1 + 1⊗ ξ
ε(1) = 1 , ε(ξ) = 0
S(1) = 1 , S(ξ) = −ξ (3.8)
ただしξ, η ∈ X (ξ, ηは基関数) , k ∈ C 
このとき，Hopf代数HのH-module代数Aのm積に対する作用の仕方を


























τ : A −→ C , τ(I[X]) = I[X]
∣∣∣
X=0
N−1 は Hopf代数Hの元であり，それがH-module代数 Aの元に作用し別のH-module代数の
元に変えている．いま，Green関数にX 依存性はないので，特にN−10 ∈ U(C)である．τ の方は
H-module代数Aの中に入っている弦の場Xの値を 0にする写像である．この二つの写像を組み
合わせて，経路積分期待値 (3.10)を次の合成写像で書くことができる．
τ ◦ N−1. : A −→ C
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〈I[X]〉0 = τ ◦ N







: F [X] : (z) = N . F [X](z) (3.11)
と書ける．ただしこのN は以前経路積分量子化で正規順序化するときに使っていた (2.10)である．
この正規順序化する為の Hopf代数N はWick縮約を取る為の Hopf代数N−1と Hopf代数の元
として逆であるので，従って局所演算子１つだけの経路積分V.E.V.は
〈: F [X] : (z)〉0 = τ ◦ N





〈: F [X] : (z1) : G[X] : (z2)〉0 = 〈(N . F [X](z1)) (N . G[X](z2))〉0
= 〈m [(N ⊗N ) . (F [X](z1)⊗G[X](z2))]〉0
= τ ◦ N−1 . m [(N ⊗N ) . (F [X](z1)⊗G[X](z2))]
= τ ◦m
[
















というH⊗Hの元を考え，この F 及び正規順序積を行う演算子N を




































= N ⊗ 1 + 1⊗N + F
19
となる．よって











= (N ⊗ 1) (1⊗N )F










































である．従って，∆(N−1) (N ⊗N )の部分の作用は，テンソル積にまたがる部分にのみWick縮
約を取り，自己縮約は取らないようになっている．以上のことをまとめれば，それぞれ正規順序
化された 2つの局所演算子の積の経路積分V.E.V.はツイスト要素 F を用いて，
〈: F [X] : (z1) : G[X] : (z2)〉0 = τ ◦m
[
F−1 . (F [X](z1)⊗G[X](z2))
]
(3.13)






• H = U(X)を汎関数ベクトル場のHopf代数とする．
• Aを古典的な汎関数の代数とする．(Aはm積のH-module代数の構造が入っている．)
• ツイスト要素 F としては 2-cocycle conditionを満たすものを用いる．
20
とする．ここで”2-cocycle conditionを満たす”というのは








であり，この上に演算 µ, ι,∆F , ε, SF が定義されている．µ, ι, εはHopf代数の時と変わらない
が，∆F , SF についてはツイストされており
∆F (h) = F∆(h)F−1
SF (h) = US(h)U
−1 , U = µ(id ⊗ S)F (3.15)
ただし，h ∈ HF = U(X)
とする． 
Hopf代数がツイストされることに合わせて，H-module代数Aの方もツイストされHF -module
代数AF になる．AF の元はAと変わらないが，その上での積はツイストされmF に変わる．
mF (F ⊗G) := m ◦ F−1 . (F ⊗G) := F ∗F G
このmF は結合則を保つ．また，いま用いているツイスト要素 (3.12)はGµν(z1, z2) = Gνµ(z2, z1)
であるため，mF は可換積 F ∗F G = G ∗F F である．
このHF -module代数AF の元に対してのV.E.V.の取り方を以下のように定義する．
I[X] ∈ AF
V.E.V. : τ(I[X]) (3.16)
τ : AF −→ C




せていたが，HF -module代数AF に対しては単に τ を作用させるだけとする．
AF の元同士の積のV.E.V.については，AF 上の積が ∗F であることに注意すれば，





τ (F ∗F G) = τ ◦m
[





















れたHopf代数HF とツイストされた module代数AF の関係について整理し，確認する．
まず経路積分量子化を整理して捉えるために，正規順序化Hopf代数 Ĥ及び正規順序化 Ĥ-module
代数 Âを導入する．これらの正規順序化された代数の元はツイストされた Hopf代数HF とツイ
ストされたmodule代数AF から写像∼により得ることができる．すなわち，
HF 3 h
∼−→ h̃ = NhN−1 ∈ Ĥ
AF 3 F
∼−→: F := N . F ∈ Â








となっている．一番左の (H,A)が古典的なセットで，真ん中の (HF ,AF )と右の (Ĥ, Â)は量子的






: F ∗F G : = N . (F ∗F G)
= N .
[




m ◦∆(N−1)(N ⊗N ) . (F ⊗G)
]
= NN−1m ◦ (N ⊗N ) . (F ⊗G)
= m ◦ (N ⊗N ) . (F ⊗G)
= m(: F : ⊗ : G :)
=: F :: G : (3.18)
と計算でき，Âの 2元はAのときと同様なm : Â ⊗ Â → Âなる積で掛け合わされる．同じく正
規順序化Hopf代数 Ĥについても，その元はHの元とは違うが，その上に入っている代数構造は
Hに入っている構造と同じである．すなわち，(3.8)で定義した µ, ι,∆, ε, Sが Ĥ上にも同様に定
義される．これにより，(HF ,AF )上での計算を写像∼により (Ĥ, Â)上での計算に焼き直してみ
ると，
h . F
∼−→ N . (h . F ) = NhN−1N . F = h̃. : F :
h . (F ∗F G)
∼−→ N . [h . (F ∗F G)] = Nh . m
[
F−1 . (F ⊗G)
]
= Nh . m
[
∆(N−1)(N ⊗N ) . (F ⊗G)
]
= NhN−1 . m [(N ⊗N ) . (F ⊗G)]
= h̃ . (: F :: G :)
などとできる．正規順序化 Ĥ-module代数 Âの元に対しての V.E.V.を定義する必要があるが，
これはツイストされたmodule代数 AF に対しての V.E.V.の定義 (3.16)によって AF の元 F の
V.E.V.が
V.E.V. : τ(F) = τ ◦ N−1 . (N . F) = τ ◦ N−1. : F :
と定められている事，やAF の 2つの元 F,Gの積のV.E.V.が
τ (F ∗F G) = τ ◦m ◦ F−1 . (F ⊗G) = τ ◦ N−1 . (: F :: G :)
となることから，正規順序化 Ĥ-module代数 Âの元に対してのV.E.Vを
V.E.V. : τ ◦ N−1 . (I[X])
I[X] ∈ Â





ただしツイストされた代数 (HF ,AF )による量子化と正規順序化代数 (Ĥ, Â)による量子化では，
標的空間の背景への依存性が異なる点に注意する必要がある．というのは，(Ĥ,Â)の量子化では




がある．一方のツイストされた代数 (HF ,AF )による量子化の側では，V.E.V.は写像 τ : AF 7→ C
により定まるので，V.E.V.の定め方が背景に依らず，その真空も背景と関係なく決めることがで
きる．ツイストされた代数 (HF ,AF )による量子化では背景の変化はは唯一ツイスト要素 F に影





数HF とツイストされたmodule代数AF を考え，頂点演算子はAF の元であり，それらの積はツ
イストされた積 ∗F によってとられ，V.E.V.は簡単に写像 τ : AF 7→ Cによって求められれる事
をみた．H-module代数Aがツイストされたmodule代数AF へ変わったのは，Hopf代数Hがツ








ツイスト要素 F によってHopf代数がツイストされたHopf代数HF になる時，余積∆は
∆F (h) = F∆(h)F−1
h ∈ HF
へと変更され，同時にmoduleのm積を
mF = m ◦ F−1
と変更すれば，共変性 (3.9)は保たれる．確認すると，h ∈ HF及びF,G ∈ AF として，
h . mF (F ⊗G) = h . m ◦ F−1 . (F ⊗G)
= m ◦∆(h)F−1 . (F ⊗G)
= m ◦ F−1F∆(h)F−1 . (F ⊗G)
= mF∆F (h) . (F ⊗G) (3.19)
24
となり，共変性は保たれる．第一行目から第二行目に移る際に，(H,A)に対する共変性 (3.9)を用
いた．従って，ツイストされた後でも共変性を保つためにはH → HF , A → AF はセットで変換
されなくてはならない．





頂点演算子をI[X] ∈ AF，量子対称性の生成子を h ∈ HF として，
τ(h . I[X]) (3.20)
と表される．
この対称性について議論するために，慣れ親しんだ経路積分量子化に一旦戻って考える．まず
h . F は写像∼によって，
h . F
∼−→ N . (h . F ) = NhN−1N . F
= h̃. : F : (3.21)
h ∈ HF , F ∈ AF
と移される．積に対しても同様に
h . (F ∗F G)
∼−→ h̃ . (: F : ⊗ : G :) (3.22)
h ∈ HF , F,G ∈ AF
となる．Ĥの Âへの作用における共変性を確認すると，(3.19)の両辺にN を作用させて，
Nh . mF (F ⊗G) = h̃N . (F ∗F G) = h̃ . m(: F : ⊗ : G :)
= Nh . m ◦ F−1 . (F ⊗G)
= m ◦∆(Nh)∆(N−1)(N ⊗N ) . (F ⊗G)





h̃. : F :
〉
0
= τ ◦ N−1 . (NhN−1N . F )
= τ(h . F ) (3.23)
となり，2つの局所演算子の積については，〈
h̃ . (: F :: G :)
〉
0
= τ ◦ N−1 .
[
h̃ . m ◦ (N ⊗N ) . (F ⊗G)
]
= τ ◦ h ◦ N−1 . m ◦ (N ⊗N ) . (F ⊗G)
= τ ◦ h . m
[
∆(N−1)(N ⊗N ) . (F ⊗G)
]

















まずは標的空間の汎関数ベクトル場として ξ ∈ Xを考える．この ξ を対称性の生成子とする．
この生成子による有限の対称性変換は u = eξ ∈ H = U(X) とかけ，この u は group-like で
∆(u) = e∆(ξ) = u⊗ uとなる．この対称性変換によって標的空間の座標Xµは
u . Xµ = Xµ + ξµ +O(ξ2) := X ′µ
と変換される．以後無限小変換を考えるので，O(ξ2)は無視する．I[X] ∈ Aについては，u.I[X] =




























. X ′ν(z2) = u
δ
δXµ(z)






























































を基底として用いて Xを張ることができる．h ∈ U(C) ⊂ Hなる hに対
しては
h′ := u . h = uhu−1
となり，これは hに含まれるすべての δδX を単に
δ
δX′ に変えれば良いことを意味する．例えば正
規順序化演算子N ∈ HはN ′ = uNu−1の変換で，中に含まれる全ての δδX を
δ
δX′ に変えればよ
い．F ∈ U(C)⊗ U(C) ⊂ H⊗Hに対しては
F ′ : = u . F
: = ∆(u)F∆(u−1)
= (u⊗ u)F∆(u−1) (3.29)
と uによる変換を定義する．より一般に h /∈ U(C)の場合も含めて考えれば，uが汎関数微分の係
数 ξµにも作用していくことになるので，上のようにはならない事に気をつける必要がある．
さて，一般座標変換によってツイスト要素F は上 (3.29)のようにF ′に変換される．F ′の具体
的な形を求めると














である．この新しいツイスト要素F ′ が 2-cocycle condition(3.14)を満たすのは δδX′ が基関数な事
と (3.28)が成り立つことから明らかである．（付録CのF に対する 2-cocycle conditionの証明に
て， δδX′ が基関数な事と (3.28)が成り立つことを用いて証明しており，F
′ の 2-cocycle condition
の証明でも同じ事を繰り返すことができる．）
ここまでは古典的なHopf代数Hに対するuの作用を見てきたが，今度はツイストされたmodule
代数AF に対する uの作用を見ていく．ツイストされたHopf代数HF とツイストされたmodule
代数AF の元は古典的なH,Aと元は変わらないので，HF のAF に対する作用の仕方はHのA
に対する作用と同じで，
I[X] ∈ AF , u ∈ HF
I[X ′] = u . I[X]
27
である．積についてはAの時とは異なる振る舞いをし，
F [X], G[X] ∈ AF , u ∈ HF
u . (F [X] ∗F G[X]) = u . m ◦ F−1 . (F [X]⊗G[X])
= m ◦∆(u)F−1 . (F [X]⊗G[X])




u . (F [x] ∗F G[X]) = u . m
[
F−1 . (F [X]⊗G[X])
]
= m ◦∆(u)F−1 . (F [X]⊗G[X])
= m ◦∆(u)F−1(u−1 ⊗ u−1)(u⊗ u) . (F [X]⊗G[X])
= m ◦ F ′−1(u . F [X]⊗ u . G[X])
= F [X ′] ∗F ′ G[X ′] (3.32)
とも書ける．こちらの (3.32)見るに，一般座標変換がツイストされたmodule代数AF に作用す
ると，その弦に含まれる座標変数がXµ 7→ X ′µとなるのみならず，AF 上の積がmF → mF ′ と変
わっている．これはすなわち，ツイスト要素が F → F ′と変化したことを意味している．この一
般座標変換を行う写像を ρ : AF → AF ′ とすれば，
F [X]
一般座標変換−−−−−−−−→ ρ(F [X]) = u . F [X]
F [X] ∗F G[X]
一般座標変換−−−−−−−−→ ρ (F [X] ∗F G[X]) = ρ(F [X]) ∗F ′ ρ(G[X])
と書ける．ρは一般座標変換を行う写像なので，背景を変えることに相当しており，背景の違う 2
つのツイスト要素Fと F ′を ρが関連付けている．より具体的に見てみれば，(3.30)の新しいツイ
スト要素 F ′は












G′µν(z1, z2) = G







る必要がある．ツイスト要素Fを決めれば，古典的な代数 (H,A)はツイストされた代数 (HF ,AF )








F を決める必要がある．ツイスト要素 F を決めれば，古典的な代数 (H,A)はツイストされた代
数 (HF ,AF )に変わる．ここまでは同じである．ここで，(3.32)式第四行目に着目すると，uが
F [X], G[X]に対して，それぞれ古典的なHopf代数Hの作用と同じ作用の仕方をしている．この
作用によって F [X], G[X]はそれぞれ，F [X]
u.−−→ F [X ′], G[X] u.−−→ G[X ′]と古典的な一般座標変
換と同じ変換をされる．そしてさらに，ツイスト要素F が uの影響によってF ′に変わっている．
これはつまり，局所演算子の一般座標変換を古典的に X 7→ X ′ と行うならば，ツイスト要素を
F 7→ F ′と変える必要がある事を意味している．
一つ注意しておきたいが，Poincaré変換の場合は状況が幾分特殊なことである．というのは F















h ∈ U(P)として，ツイスト余積が F∆(h)F−1 = ∆(h)となり古典的な余積と一致するためであ
る．また (3.32)の立場で言えば，Fで示している通り，Poincaré変換はツイスト要素F を変えな





計量を変えないような座標変換は u ∈ HF として，
F ′ = u . F = F
と書ける．このような座標変換 uが，我々が普段理論の対称性と呼んでいる変換である．
3.3.3 ツイストされたHopf代数の作用と真空期待値V.E.V.
これまで考えてきた座標変換X 7→ X ′の真空期待値V.E.V.への影響を考える．
ツイストされたmodule代数AF の元 I[X]に対して変数変換は，u ∈ HF として
I[X ′] = u . I[X]
I[X], I[X ′] ∈ HF
と書かれる．座標変換後のmodule代数の元はX ではなくX ′で書かれており，V.E.V.を取ると
きの写像は τ から τ ′にする必要がある．ここで τ ′とは
τ ′ : A → C




なる写像である．この τ ′は τ を用いて
τ ′ = τ ◦ u−1. (3.34)
と書くことができる．これから変数変換とV.E.V.の関係








まずは一般座標変換が正規順序化 module 代数 Â にどのように影響するのかを見ていく．た
だし，Âは背景の計量に強く依存するので，この議論は AF の場合とは幾分異なるものになる．
H 3 u = eξ なる古典的なHopf代数の元は正規順序化演算子N ∈ Hに対して，
N ′ = u .N = uNu−1 (3.36)
と作用する．N ′は座標変換された後の I[X ′] ∈ Aに対する正規順序化演算子となる．正規順序化
演算子N は : F [X] := N . F [X]と働くが，この両辺に左から古典的 Hopf代数の元 u ∈ Hを作
用させると，
u. : F [X] : = uN . F [X]
= uNu−1u . F [X]
= N ′ . F [X ′] (3.37)
なる等式が得られる．この (3.37)の右辺第三行目は座標変換された後のH-module代数Aについて
正規順序化を行っている．一方 (3.37)の左辺は少し注意が必要である．というのは，: F [X] :∈ Âで
あるにもかかわらず，u ∈ Hが作用しているからである．もし作用しているのが Ĥ 3 ũ = NuN−1
ならば，(3.37)の左辺は ũ. : F [X] :=: u . F [X] :となり全体が Âの元に正規順序化されていて




∼−→ Âとして Âを導入したように，AF ′
∼′−−→ Â′として導入される．た
だし，∼′はN ′による正規順序化を表す．具体的には
AF ′ 3 F [X ′]
∼′−−→ ◦◦F [X ′]◦◦ = N ′ . F [X ′] ∈ Â′
と定義する．ここで同時に ◦◦F [X
′]◦◦なる新しい正規順序積の記号も導入した．AF , Â間に成り立っ
ていた関係はすべて同様にAF ′ , Â′間にも成り立ち，F ′ =
(





たり，3.2.3節での考え方と同様に，AF ′に対するV.E.V.の取り方 (3.34)から Â′に対するV.E.V.
の取り方を決めることを考える．(3.32)を式変形すると，
F [X ′] ∗F ′ G[X ′] = m ◦ F ′−1 . (F [X ′]⊗G[X ′])
= m ◦ F ′−1 . (F [X ′]⊗G[X ′])
= m ◦∆(N ′−1)(N ′ ⊗N ′) . (F [X ′]⊗G[X ′])
= N ′−1 . m
[
(N ′ ⊗N ′) . (F [X ′]⊗G[X ′])
]
= N ′−1 . ◦◦F [X ′]◦◦◦◦G[X ′]◦◦ (3.38)
となる．この (3.38)の左辺はAF ′の元であるので，左辺のV.E.V.は τ ′により τ ′(F [X ′]∗F ′ G[X ′])












′]◦◦ ∈ Â′であるので，新しい正規順序化module代数 Â′に
対するV.E.V.の取り方を
V.E.V. : τ ′ ◦ N ′−1 . I[X ′]
I[X] ∈ Â′
と定義する．
結局，u ∈ Hにより変数変換を行うと，正規順序化演算子がN u.−−→ N ′と変わるために，正規

















N ′ ⊗N ′
)
(u⊗ u) . (F [X]⊗G[X])
]
= m [(u⊗ u) (N ⊗N ) . (F [X]⊗G[X])]
= m [∆(u) (N ⊗N ) . (F [X]⊗G[X])]














= τ ′ ◦ N ′−1 . (u . (: F [X] :: G[X] :))
= τ ′ ◦ uN−1u−1 . (u . (: F [X] :: G[X] :))
= τ ◦ N−1 . (: F [X] :: G[X] :)
となり，右辺 : F [X] :: G[X] :∈ ÂのV.E.V.と一致する．これは望ましい結果である．ここで，写
像 ρ̂ : Â → Â′を新たに定義する．
ρ̂ : Â → Â′
: F [X] : 7→ ρ̂(: F [X] :) = u. : F [X] := N ′ . F [X ′] = ◦◦F [X ′]◦◦
この写像 ρ̂によって (3.37)及び (3.39)はそれぞれ，̂ρ(N.F [X]) = N ′.ρ̂(F [X])及び ρ̂ (N . (F [X] ∗F G[X])) =





N. ↓ ↓ N ′.
Â ρ̂−→ Â′
となる．ここでツイスト量子化と経路積分量子化を比べてみる．(HF ,AF )のセットを用いるツイ
スト量子化では古典的な一般座標変換 ρを行う場合は，それに合わせツイスト要素 F を変えなけ
ればならなかったが，一方の経路積分量子化では古典的な一般座標変換 ρ̂を行うと，それに合わ
せて正規順序積の取り方をN 7→ N ′と変えなくてはならない．ただし Poincaré変換 u ∈ U(P)の


















HE (PE(σ, τ), X(σ, τ))
= πα′PE · g−1PE −
1
4πα′
∂σX · g∂σX +
1
2








µ := A ·Bなる略記を用い，以後混乱を招かない場合に




HamiltonianHE が分かれば作用 SE を書くことができ，世界面が平坦な場合は
SE [PE , X] =
ˆ
d2σ (PE∂2X −HE(PE , X)) (4.1)
となる．これからHamiltonian形式の経路積分は，任意の頂点演算子の挿入を · · · で表せば，
〈· · · 〉0 =
ˆ
DPEDX exp [−SE [PE , X]] · · ·
となる．












µ = 1, 2, . . . , d
ρ = d+ 1, d+ 2, . . . , 2d
33
に組み，(4.1)で場に掛かっている部分を行列で書けば，





























































 ln |zij |2
である．(4.2)にて生成汎関数 Z[JE ]の JE 依存性を分離することができたので，これにより経路
積分期待値を求める事ができ，任意の頂点演算子の挿入に対する経路積分期待値V.E.V.は，





























































































g−1µν ln |z12|2 (4.5)

































































































































































(−i∂σ + ∂τ ), ∂z̄ =
1
2z̄
(i∂σ + ∂τ )
を用いる．これを (4.8)に代入して整理すれば，





















を得る．この (4.9)を Hamiltonian形式での B = 0におけるGraviton頂点演算子OGravitonと定
義する．一方の Tachyonの頂点演算子は Lagrangian形式では，qµを標的空間のベクトルとして
OTachyon =: eiq·X :
と表される．Gravitonの場合と違いTachyonの頂点演算子には微分が含まれていないので，共役
運動量 PEµが入ってくることはない．従って，Hamiltonian形式でもそのまま














































































































間はX の汎関数全体 I[X] : Map(Σ,Rd) → Cであった．一方 Hamiltonian形式の経路積分では，
場 PE , X が独立変数であり，3.1.1節にて埋め込み写像X : Σ → Rdについて議論したことが同様
に埋め込み写像 PE : Σ → Rdに対しても成立する．そこで 4節では，PE とX を用いた汎関数全
体 I[PE , X] : Map(Σ,R2d) → Cをmodule代数Aphとする．つまり，Aphは
Aph 3 I[PE , X] : Map(,R2d) → C
なる I[PE , X]の全体集合とする．このAph上にも同様のm積が定義でき，
m : Aph ⊗Aph −→ Aph

























と定義する．第 3章では (3.6)ξ =
´
d2zξµ(z) δδXµ(z) なる ξの全体集合を Xとしていたが，第 4章
では ξphの全体集合を Xphとする．また Xphのうち，ξµX 6= ξ
µ
X [PE , X]かつ ξPEµ 6= ξPEµ[PE , X]
である部分集合を Cphで表す．つまり Cphは相空間の一般座標変換でない部分に対応し，世界面
から標的空間への各埋め込み写像X,PEの変化を表す．X
phの元 ξphがAphの元 F [PE , X]に作用
することを再び記号 .を用いて，ξph . F [PE , X]と書く．X
phの元を入れ替えて 2回連続してAph
の元に作用させることで，Xph上に Lie括弧積を導入する．すなわち Xph上の Lie括弧積を
[ξph, ηph] . F [PE , X] := ξ
ph . (ηph . F [PE , X])− ηph . (ξph . F [PE , X])







の上に，演算 µ, ι,∆, ε, Sが定義されている．
µ(ξ ⊗ η) = ξ · η , ι(k) = k · 1
∆(1) = 1⊗ 1 , ∆(ξ) = ξ ⊗ 1 + 1⊗ ξ
ε(1) = 1 , ε(ξ) = 0
S(1) = 1 , S(ξ) = −ξ (4.12)
ただしξ, η ∈ Xph (ξ, ηは基関数) , k ∈ C 
このとき，Hopf代数Hphがmodule代数Aphのm積に対する作用の仕方を


































 ln |zij |2
τ : Aph → C, τ(I[PE , X]) = I[PE , X]
∣∣∣∣∣
uE=0
ここで，Green関数GE は PE , Xに依存しないため特にN ph−1 ∈ U(C)である．τ はHph-module
代数 Aph の中に入っている場 PE , X を共に 0に置く写像である．この 2つの写像の合成写像に
よって，経路積分期待値 (4.3)を再現することができる．すなわち，
τ ◦ N ph−1. : Aph → C








: F [PE , X] : (z) = N ph . F [PE , X](z)
とすればよい．この正規順序化のためのN phと，Wick縮約のためのN ph−1はHopf代数Hphと
して逆元になっているので，例えば 1つの局所演算子の経路積分V.E.V.は
〈: F [PE , X] : (z)〉0 = τ ◦ N ph−1 . (N ph . F [PE , X](z))
= τ(F [PE , X](z))
となる．これは F [PE , X]が定数項を持たない限り 0となる．2つの局所演算子の積の経路積分
V.E.V.に対しては
〈: F [PE , X] : (z1) : G[PE , X] : (z2)〉0 = τ ◦ N ph−1 . m
[








となる．ここで，∆(N ph−1)(N ph ⊗ N ph) の部分の作用について考えると，今の Green 関数が
G>E(zji) = GE(zij)でありGE が PE , Xに依存しないため，3.2.1節での議論が同様に成り立つ．1
従って，

























∈ Hph ⊗Hph (4.17)
と定義する．以上のことから正規順序化された 2つの局所演算子の積の経路積分V.E.V.は，
〈: F [PE , X] : (z1) : G[PE , X] : (z2)〉0 = τ ◦m
[












• Hph = U(Xph)を汎関数ベクトル場のHopf代数とする．
• Aph を古典的な汎関数の代数とする．（Aph には m積の Hph-module代数の構造が入って
いる．）
• ツイスト要素 Fphとしては 2-cocycle conditionを満たすものを用いる．









であり，この上に演算 µ, ι,∆F , ε, SF が定義されている．µ, ι, εはHopf代数の時と変わらない
が，∆Fph , SFph についてはツイストされており
∆Fph(h) = Fph∆(h)Fph−1
SFph(h) = US(h)U
−1 , U = µ(id ⊗ S)Fph









mFph(F ⊗G) := m ◦ Fph−1 . (F ⊗G) := F ∗Fph G
このmFphは結合則を保つ．Hopf代数がツイストされると同時に，module代数も積をmFphにツイ
ストすることで共変性が保たれる．また，いま用いているツイスト要素 (4.17)はG>(z12) = G(z21)




I[PE , X] ∈ AphFph
V.E.V. : τ(I[PE , X]) (4.19)
τ : AphFph −→ C





Fph 上の積が ∗Fph であることに注意し，
V.E.V. : τ (F ∗Fph G) (4.20)
F,G ∈ AphFph
となる．このV.E.V.の求め方は
τ (F ∗Fph G) = τ ◦m
[































の古典対称性は理論の量子対称性になる．つまりツイストされたHopf代数の元 ξph ∈ Hphは量子
対称性の変換を行う演算子と捉えられる．そこでここでは量子対称性がV.E.V.に与える影響を考
える．




ξph . I[PE , X]
)
と影響を受ける．もし ξphが理論の量子対称性ならば，ξphが作用してもV.E.V.の値は変わらな






る．有限の対称性変換は u = eξ
ph ∈ Hphと書け，uは group-likeで∆(u) = e∆(ξ) = u⊗ uである．
これらの対称性変換によって標的空間の変数Xµ, PEµはそれぞれ，




u . PEµ = PEµ + ξPEµ +O(ξ
2
PE
) := P ′Eµ
42
と変換される．以後無限小変換を考えるので，O(ξ2X)及びO(ξ2PE )は無視する．無限小変換である
























































. P ′Eν(z2) = 0
δ
δP ′Eµ(z1)






. X ′ν(z2) = 0





























































































いて Xを張ることができる．h ∈ U(C) ⊂ Hphなる hに対しては，
u . h := uhu−1
43








意味する．たとえば正規順序化演算子はN ph ∈ U(C)であるので，uが作用したときは，含まれる
汎関数微分をプライム ′付きの物に取り替えればよい．ツイスト要素 Fph ∈ U(C)⊗ U(C)に対す
る変換の作用は，u ∈ Hphとして
F ′ph = u . Fph
= (u⊗ u)Fph∆(u−1) (4.22)
と余積による作用として定義する．変換 uによってツイスト要素が Fph 7→ F ′phに変化した．こ
の F ′phの具体的な形は




































ここまでは古典的な代数 (Hph,Aph)に対する古典対称性変換 v ∈ Hphの作用を見てきたが，こ










I[uE ] ∈ AphFph , v ∈ H
ph
Fph
I[u′E ] = v . I[uE ]
となる．ただし v ∈ HphFph によっては PE , X がともに変換される場合も，いずれか片方のみが変
換される場合もある．従ってここでの表記 u′E は場 PE , X の両方が変換された場合と，PE , X の
いずれか片方のみが変換された場合の両方を含む書き方とする．AphFph の積についての作用は積が
∗Fph であるのため，
F [uE ], G[uE ] ∈ AphFph , v ∈ H
ph
Fph
v . (F [uE ] ∗Fph G[uE ]) = v . m ◦ Fph . (F [uE ]⊗G[uE ])
= m ◦∆(v)Fph−1 . (F [uE ]⊗G[uE ])









v . (F [uE ] ∗Fph G[uE ]) = v . m
[
Fph−1 . (F [uE ]⊗G[uE ])
]
= m ◦∆(v)Fph−1 . (F [uE ]⊗G[uE ])
= m ◦∆(v)Fph−1(v−1 ⊗ v−1)(v ⊗ v) . (F [uE ]⊗G[uE ])
= m ◦ F ′ph−1(v . F [uE ]⊗ v . G[uE ])
= F [u′E ] ∗F ′ph G[u′E ] (4.25)
とも書ける．こちらの (4.25)を見るに，変換がツイストされたmodule代数AphFph の元に作用する
と，その元に含まれる変数がXµ 7→ X ′µ, PEµ 7→ P ′Eµと古典的に変化するのみならず，A
ph
Fph 上の
積がmFph → mF ′ph と変わっている．これはすなわち，ツイスト要素が Fph 7→ F ′phと変わった




v.−−→ ρ(F [uE ]) = v . F [uE ]
F [uE ] ∗Fph G[uE ]
v.−−→ ρ(F [uE ] ∗Fph G[uE ]) = ρ(F [uE ]) ∗F ′ph ρ(G[uE ])
とかける．変換を表す写像 ρphによっては標的空間の背景を変えることもあるため，背景の異な
る量子化に対応する 2つのツイスト要素 Fphと F ′phとの関係を ρphが表している．
このことをより具体的に見るために，具体的な変換として相空間における一般座標変換及び B
変換を考える．初めに一般座標変換を考え，その生成子を古典的な Hopf代数Hphの元として定
める．配位空間での一般座標変換の場合，座標変数をX 7→ X ′ とするだけでよかったが，相空間
での一般座標変換の場合は少し事情が異なる．というのは相空間では， X 7→ X ′ と座標変換する
際に，PE についての変換も考える必要がある．今考える無限小の一般座標変換を正準変換とする
場合は，付録 Jでの議論から，
Xµ 7→ X ′µ = Xµ + ξµ[X]
PEµ 7→ P ′Eµ = PEµ − PEν∂µξν [X]
とX の変換に合わせて PE の方も変換されねばならない．これは一般座標変換を正準変換と捉え
る場合，座標変数X が変化すれば，それに合わせて正準共役運動量 PE も変化することを意味し
ている．この一般座標変換の生成子は












Hph 3 udiff = eξdiff
となる．
45
この一般座標変換のもとでツイスト要素 Fphは (4.23)のように新しいツイスト要素 F ′phdiff に変
わるが，この新しいツイスト要素F ′phdiff の汎関数変分に付いているプライム ′の影響をGreen関数
に押しつける事ができ，それを行うと


















δG νXPρ (zij) δGXXρλ(zij)

δGPPµν(zij) = (∂µξ





























































る．特に δGXXρλ(zij)に注目すれば，標的空間の計量が定数 gµν から
gµν → g′µν






古典的な代数のセット (Hph,Aph)をツイストし量子的な代数のセット (HphFph ,A
ph
Fph)を得る．その
際に，理論が持っていた古典的な対称性に対応する変換 v ∈ Hphもツイストされ，量子対称性の










(4.25)の第 4行目に着目すると，v ∈ HphFphがF [uE ], G[uE ]に対して，それぞれ古典的なHopf代数
Hphの元の作用と同じように作用している．この作用によってF [uE ], G[uE ]はそれぞれF [uE ]
v.−−→
F [u′E ], G[uE ]
v.−−→ G[u′E ]と古典的に変換される．加えてツイスト要素Fphが vの影響によりF
′ph
diff
に変わる．これは，局所演算子の中の変数の変換を古典的に PE 7→ P ′E , X 7→ X ′と変換するなら
ば，同時にツイスト要素も Fph 7→ F ′phdiff と変えなくてはならない事を意味する．
再び注意しなくてはならないのは，Poincaré変換の特殊性についてである．(4.24)の立場で言
えば，Hamiltonian形式のツイスト量子化でも Poincaré変換の生成子 hph ∈ Hph に対しては，
Bµν = 0ならばツイスト余積∆Fph(h
ph) ∈ HphFph ⊗H
ph
Fph が古典的な余積∆(h
ph) ∈ Hph ⊗Hphと
一致し，対合写 Sについても SFph(h




をしたければ，古典的に頂点演算子に含まれる変数を PE 7→ P ′E , X 7→ X ′と取り替えるだけでよ
い．一方 (4.25)の立場で言えば，ツイスト要素Fphに Poincaré変換 hph ∈ Hphを作用させても，
Bµν = 0の場合は h
ph . Fph = Fphであり，ツイスト要素は変わらない．従って，Bµν = 0の時




















Hph 3 uB−tr. = eξB−tr.
となる．この B変換の下でツイスト要素 Fphは 4.23により，新しいツイスト要素 F ′phB−tr.に変わ
る．この新しいツイスト要素 F ′phB−tr.の汎関数微分に付いているプライム ′の影響をGreen関数に
押しつける事がここでもできる．簡単のためBµν = const.の場合で考える．Bµν = 0のツイスト
要素 Fph(B = 0)に対して無限小の B変換を行い，その影響をGreen関数に押しつけると，






























素 Fph(B = 0)とB 6= 0の理論の量子化を行うツイスト要素 Fph(B 6= 0)が無限小 B変換により
お互いに結びついている．言い換えれば，B場の有無により標的空間の背景が異なるため，それ
ぞれで異なる量子化が行われるが，量子化間は B変換により関連付いている．Bµν 6= const.の場













ph) = ∆(hph)及び hph .Fph = Fphであるため量子対称性が古典対称性と変
わらないのであった．ここでは，背景にB場が存在する場合の Poincaré対称性に対応する標的空
間の対称性について議論する．B変換により，Poincaré対称性の生成子 hph ∈ Hphは





























となり，ツイストされたPoincaré変換はツイスト要素F ′phB−tr.を変えない．これはB 6= 0の時のツ
イストされたPoincaré変換が，B = 0の時のPoincaré変換に対応していることを示している．交換
48
関係については h′ph, k′phをツイストされたPoincaré変換の生成子，hph, kphを対応するPoincaré
変換の生成子として，


























いては経路積分量子化も容易に可能であるので，付録Hにて求めた B場を含む作用 SE から経路
積分により得た量子化と，平坦時空のツイスト量子化に B変換を施ｓし得た量子化が等価である
事，すなわち









































Minkowski座標系 : (t, σ) Euclid座標系 : (σ, τ)



















Lagrangian形式 : S[X] =
ˆ
dtdσL(X, ∂tX)










t −→ τ = it
dt = −idτ
∂t = i∂τ 
53
これにより Lagrangian形式の経路積分は















































dσdτLE(X, ∂2X) = −
ˆ
dσdτL(X, i∂2X)(
LE(X, ∂2X) = −L(X, i∂2X)
)
と定義した．一方のHamiltonian形式の経路積分は












































DPEDX exp [−SE [PE , X]] · · ·












H(P,X) = −HE(PE , X)
SE [PE , X] =
ˆ









1. 体：集合の元 a, bに加法 a+ b及び乗法 a× bが定義されており，加法については可換群，乗
法についてはモノイド (単位元を持つ半群)かつ 0以外の元による部分集合が群をなし，分
配律が成り立つものを体という．
2. 環：集合の元 a, bに加法 a+ b及び乗法 a× bが定義されており，加法については可換群，乗
法についてはモノイドで，分配律が成り立つものを環という．
3. イデアル：環Rの加法群としての部分群 Iが存在し，任意の元 i ∈ Iと任意の元 r ∈ Rに対
し ri ∈ Iである時，Iを環Rの左イデアルという．同様にして右イデアルも定義され，左イ
デアルかつ右イデアルである場合は両側イデアルという．
4. A− module：可換群かつ，その全ての部分群が正規部分群であるような群M を考える．さ
らに集合Aを考え，A⊗M → M なる構造があるとする．このとき集合Aと群M に対し，












































余代数 (C,∆, ε)とは，C上のベクトル空間 C 及び 2種の線形写像∆ : C → C ⊗ C (余積)ε : C → C (余単位射)
からなるセットで，次の 2つの可換図式が成り立つものをいう．

















// C ⊗ C
C
∆
OO ∼ ::∼dd (
余単位率
)
今後は誤解のおそれがない限り，代数 (A,µ, ι)，余代数 (C,∆, ε)を単に代数A，余代数Cと表し，




代数A,Bに対して，f ∈ HomC(A,B)が代数射であるとは，ιA(1) = 1A, ιB(1) = 1B として，
f(aa′) = f(a)f(a′), f(1A) = 1B
が成り立つことをいう．また f が反代数射であるとは，




余代数 C,Dに対して，f ∈ HomC(C,D)が余代数射であるとは
∆D(f(c)) = (f ⊗ f)∆C(c), εD(f(c)) = εC(c)
が成り立つことを言う．また f が反余代数射とは
∆D(f(c)) = (f ⊗ f)∆′C(c), εD(f(c)) = εC(c)
であることをいう．ただし一般に余代数 (C,∆, ε)に対し oppositeな余積∆′を
∆′ = > ◦∆





(a⊗ b)(a′ ⊗ b′) = (aa′)⊗ (bb′), 1A⊗B = 1A ⊗ 1B
と定義したものをいう．




(c′i ⊗ d′j)⊗ (c′′i ⊗ d′′j ), εC⊗D(c⊗ d) = εC(c)εD(d)
と定義したものである．ただしc ∈ C, d ∈ Dにて余積をΣにより，∆C(c) =
∑
i
(c′i ⊗ c′′i ), ∆D(d) =
∑
j






ベクトル空間Bが同時に代数 (B,µ, ι)かつ余代数 (B,∆, ε)の構造を持つとする．次の同値な条
件が満たされるとき (B,µ, ι,∆, ε)を双代数という．
1. ∆ : B → B ⊗B, ε : B → Cは共に代数射





(H,µ, ι,∆, ε)を双代数とする．線形写像 S : H → H が条件











gがC上のベクトル空間であり，その元に括弧積と呼ばれる双線形な写像 [, ] : g× g → gが定義
されているとき，gを C上の Lie環とよぶ．ただし，写像 [, ]は以下の 2条件を満たす物とする．
[X,Y ] = −[Y,X]
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0
ただしX,Y, Z ∈ gである．
定義：









X ⊗ Y − Y ⊗X − [X,Y ] (X,Y ∈ g)
の形の元から生成される J (g)の両側イデアルを I とする．このとき商環




U(g)に次の写像を入れることで，U(g)はHopf代数H になる．生成元X,Y ∈ g及び k ∈ Cに
対して，
µ(X ⊗ Y ) = XY
ι(k) = k · 1H
∆(X) = X ⊗ 1 + 1⊗X






∆ : U(g) → U(g)⊗ U(g), ε : U(g) → C は代数射
S : U(g) → U(g) は反代数射
と拡張する．これにより (H = U(g), µ, ι,∆, ε, S)はHopf代数になる．
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付録C 2-cocycle condition
ツイスト要素 (3.12)が 2-cocycle conditon
(F ⊗ id)(∆⊗ id)F = (id ⊗F)(id ⊗∆)F
を満たすことを証明する．左辺は
(l.h.s.) = (F ⊗ id)(∆⊗ id)F




































































































従って (l.h.s.) = (r.h.s.)なので，ツイスト要素 (3.12)は 2-cocycle conditionを満たす．
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付録D Hopf代数の元の随伴作用









































































[Y, [Y, . . . , [Y,X] . . . ]] tn (D.1)
[(D.1)の証明]
まず，関数 f(t) = etY Xe−tY を tについて Taylor展開することを考える．
f ′(t) = etY [Y,X]e−tY
f ′′(t) = etY [Y, [Y,X]] e−tY
...

























n! [Y, [Y, . . . , [Y,X] . . . ]] t
nが成立する．
[証明終わり]














































であった．一般座標変換を表す写像 ρ : AF → AF ′ によって，標的空間の座標変数Xµは
ρ(Xµ(z)) = X ′µ(z) = u . Xµ(z) = Xµ(z) + ξµ[X(z)]
と移される．ツイスト要素 F については一般座標変換により，

















































































































































とかける．ただし Pµ, Lµν はそれぞれ並進，Lorentz変換の生成子である．まず並進 Pµがツイス
ト要素 F = eF に作用すると，変換パラメータを θµとして，
eθµP
µ










となる．ただし，第三行目から第四行目に移る際に [F,∆(Pµ)] = 0を用いた．F と∆(Pµ)が可換
であるのは，Pµ ∈ Cであるから明らかである．このことから，並進 Pµはツイスト要素F を変え
ない．一方の Lorentz変換 Lµν の方の作用は，変換パラメータを εµν として，
eεµνL
µν





































































































































































































{gµν∂τXν − iBµν∂σXν} (G.1)
と求まる．Legendre変換によりHamiltonianHE を求めると，
HE(PE(σ, τ), X(σ, τ))
= PEµ∂τX
µ − LE(X, ∂τX)




∂σX · g∂σX + (2πα′PE · g−1 − i∂σX ·Bg−1)g(2πα′g−1PE + ig−1B∂σX)
+ 2i∂σX ·B(2πα′g−1B∂σX)
}
= πα′PE · g−1PE −
1
4πα′
∂σX · g∂σX +
1
2









µ := A · B なる略記を用いた．従って
Hamiltonian形式での弦の作用 SE は












PE · ∂τX +
1
2
























































A(σij) := AE (σij , τij) =
 −πα











































































































































E (σjk) = 1δ
2(σik)












 ln |zij |2






:= 〈O[PE , X]〉0
=
ˆ


























































































































] ∣∣∣∣∣ uE = 0
JE = 0






















] ∣∣∣∣∣ uE = 0
JE = 0


















] ∣∣∣∣∣ uE = 0
JE = 0

















































の形になって JE = 0の為に消える．
よって δδuE
がO[uE ]に作用したものだけが残った．また Z[JE = 0] = 1と規格化している．これ
によって今の場合のWick縮約のやり方が与えられた．Green関数GE を














 ln |zij |2 (H.1)
と定めれば，すなわち，














































































































































∆(NphXP ) = N
ph












∆(NphPP ) = N
ph























































































































































































































































= P ′Eµ(σ) + εPEν(σ)∂µξ
ν [X(σ)]
となる．つまり，
P ′Eµ(σ) = PEµ(σ)− εPEν(σ)∂µξν [X(σ)]
が分かる．従って，一般座標変換の生成子は

























































W = W [X ′(σ), PE(σ)]
で与えられる．確認すると，正準変換により，












Xµ(σ) = − δW
δPµE
= X ′µ(σ)




























































































Xµ(z) 7→ X ′µ(z) = Xµ(z)
の下でツイスト要素Fph(B = 0)の変化，及びGreen関数の変化を調べる．無限小B変換の下で，
ツイスト要素は














































































































































 ln |zij |2 (L.4)
が得られる．
ツイスト要素に定数 B変換を施すことで得られたGreen関数 (L.4)は，経路積分で作用に定数
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