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Abstract
A function f : ZE+ → R+ is DR-submodular if it satisfies f(x+χi)−f(x) ≥ f(y+χi)−f(y) for
all x ≤ y, i ∈ E. Recently, the problem of maximizing a DR-submodular function f : ZE+ → R+
subject to a budget constraint ‖x‖1 ≤ B as well as additional constraints has received significant
attention [6, 7, 5, 8].
In this note, we give a generic reduction from the DR-submodular setting to the submodular
setting. The running time of the reduction and the size of the resulting submodular instance
depends only logarithmically on B. Using this reduction, one can translate the results for
unconstrained and constrained submodular maximization to the DR-submodular setting for
many types of constraints in a unified manner.
1 Introduction
Recently, constrained submodular optimization has attracted a lot of attention as a common ab-
straction of a variety of tasks in machine learning ranging from feature selection, exemplar clustering
to sensor placement. Motivated by the use cases where there is a large budget of identical items,
a generalization of submodular optimization to integer lattice is proposed by [6]. Previously, sub-
modular functions has been generalized to lattices via the lattice submodular property. A function
f : ZE+ → R+ is lattice submodular if for all x,y ∈ Z
E
+,
f(x) + f(y) ≥ f(x ∨ y) + f(x ∧ y)
In the generalization due to [6, 7], a function f is DR-submodular if it satisfies
f(x+ χi)− f(x) ≥ f(y + χi)− f(y)
for all x ≤ y, i ∈ E (diminishing return property), where χi is the vector in {0, 1}
E that has a 1 in
the coordinate corresponding to i and 0 in all other coordinates.
It can be shown that any DR-submodular function is also lattice submodular (but the re-
verse direction is not necessarily true). Similar to submodular functions, the applications can be
formulated as maximizing a DR-submodular function f subject to constraints, such as a budget
constraint max{f(x) : x ∈ ZE+, ‖x‖1 ≤ B}. While it is straightforward to reduce optimization of
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DR-submodular function with budget constraint B to optimization of submodular function with
B ·E items, the goal of [6] is to find algorithms for this setting with running time logarithmic in B
rather than polynomial in B, which follows from the straightforward reduction. Following [6], there
have been several works extending problems involving submodular functions to the DR-submodular
setting [7, 5, 8].
In this note, we give a generic reduction from the DR-submodular setting to the submodular
setting. The running time of the reduction and the size of the resulting submodular instance depends
only logarithmically on B. Using this reduction, one can translate the results for unconstrained and
constrained submodular maximization to the DR-submodular setting for many types of constraints
in a unified manner.
2 The Reduction
Lemma 1. For any n, there is a decomposition n = a1 + a2 + . . . + at with t ≤ 2 log n + 1 so that
for any q ≤ n, there is a way to express q as the sum of a subset of the multiset {a1, . . . , at}.
Proof. Let n = b02
0 + b12
1 + . . . + bm2
m be the binary representation of n with bm = 1. Let
bc1 , bc2 , ..., bcp be all the non-zeroes among b0, . . . , bm−1. Let a1 = 1, ai = 2
i−2 for 2 ≤ i ≤ m + 1,
and am+1+j = bcj2
cj for 1 ≤ j ≤ p. It is clear that
∑
i≤m+1 ai = 2
m and
∑
i ai = n.
Consider an arbitrary number 1 < q < n. Let j be the largest bit that is 1 for n but it is 0 for
q (j must exist because q < n). Let r be the number that agrees with n on all bits larger or equal
to j and has all 0s for the smaller bits. We can form r from a1, . . . , am+1 (which sum up to 2
m)
and the additional numbers from {am+2, . . . , am+1+p} corresponding to the bits equal to 1 from j
to m− 1 in the binary representation of r. Notice that r − q < 2m and it can be written as a sum
of numbers from a2, . . . , am+1 (just (r − q)’s binary representation). By removing those numbers
from the representation of q above, we obtain a subset of the ai’s that sums to q.
Corollary 2. For any n, there is a way to write n = a1 + a2 + . . .+ at with t ≤ 2 log n+1+1/ǫ so
that ai ≤ ǫn ∀i and for any q ≤ n, there is a way to express q as the sum of a subset of the multiset
{a1, . . . , at}.
Proof. We start with the decomposition of the above lemma and refine it until the condition ai ≤
ǫn ∀i is satisfied. As long as there exists some ai > ǫn, replace ai with two new numbers ai− ǫn and
ǫn. Each replacement step produces a new term equal to ǫn so the number of replacement steps is
at most 1/ǫ. Thus, the number of terms in the decomposition is at most 2 log n+ 1 + 1/ǫ.
The reduction. Suppose we need to optimize f over the domain [B1] × [B2] × · · · × [BE ]. By
the above lemma, we can write Bi = ai,1 + . . . + ai,ti with ti ≤ 2 logBi + 1 and any number at
most Bi can be written as a sum of a subset of the {ai,j}j ’s. Let t =
∑
i ti. Consider a function
g defined on the ground set E′ =
⋃
i∈E{(i, 1), . . . , (i, ti)} defined as follows. Consider y ∈ {0, 1}
E′ .
Let xi =
∑
j yi,jaj and we define g(y) := f(x).
By Lemma 1, for any vector x, there is a vector y such that xi =
∑
j yi,jai,j for all i. Thus, the
set {g(y)}y captures all of {f(x)}x. Next, we show that g is submodular.
Lemma 3. The function g is submodular.
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Proof. Consider 2 vectors y,y′ ∈ {0, 1}E
′
such that yi,j ≤ y
′
i,j for all i, j. Consider an arbitrary
element (i0, j0) ∈ E
′ that is not in y′. Let x defined as xi =
∑
j yi,jai,j and x
′ defined as x′i =∑
j y
′
i,jai,j . We have g(y + χ(i0,j0)) − g(y) = f(x + ai0,j0χi0) − f(x) and g(y
′ + χ(i0,j0)) − g(y
′) =
f(x′ + ai0,j0χi0)− f(x
′). By the diminishing return property, we have
f(x+ ai0,j0χi0)− f(x) ≥ f(x
′ + ai0,j0χi0)− f(x
′).
3 Modeling Constraints
We are interested in maximizing f(x) subject to constraints. In this section, we show how to
translate constraints on x to constraints for maximizing g(y).
Cardinality constraint. The constraint
∑
i xi ≤ K with K > 1/ǫ can be translated to
∑
i,j
ai,jyi,j ≤ K.
By applying Corollary 2, we map from a cardinality constraint to a knapsack constraint where all
weights are at most an ǫ fraction of the budget.
Knapsack constraint. The knapsack constraint
∑
i cixi ≤ K can be translated to
∑
i,j
ciai,jyi,j ≤ K.
General constraints. Consider the problem max{f(x) : x ∈ I}, where I ⊆ [B1]×[B2]×. . .×[BE]
denotes the set of all solutions that satisfy the constraints.
We can apply algorithmic frameworks from the submodular setting — such as the frameworks
based on continuous relaxations and rounding [9, 3] — to the DR-submodular setting as follows.
Let P ⊆ RE+ be a relaxation of I that satisfies the following conditions:
• P is downward-closed: if x ≤ z and z ∈ P then x ∈ P.
• There is a separation oracle for P: given x, there is an oracle that either correctly decides
that x ∈ P or otherwise returns a hyperplane separating x from P, i.e., a vector v ∈ RE and
D ∈ R such that 〈v,x〉 ≥ D and 〈v, z〉 < D for all z ∈ P.
We apply Lemma 1 (or Corollary 2) to obtain the multiset {ai,j}i,j such that, for any vector x,
there is a vector y such that xi =
∑
j yi,jai,j for all i. Define the linear function M : R
E′ → RE
where x = M(y) is computed according to xi =
∑
j yi,jai,j ∀i. Let g : 2
E′ → R+ be the submodular
function given by the reduction. Let G : [0, 1]E
′
→ R+ be the multilinear extension of g:
G(y) = E[g(R(y))],
where R(y) is a random set that contains each element e ∈ E′ independently at random with
probability ye.
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Thus we obtain the following fractional problem: max{G(y) : y ∈ [0, 1]E
′
,M(y) ∈ P}. As
shown in the following lemma, we can use the separation oracle for P to maximize a linear objective
〈w,y〉, where w ∈ RE
′
, subject to the constraints y ∈ [0, 1]E
′
and M(y) ∈ P.
Lemma 4. Using the separation oracle for P and an algorithm such as the ellipsoid method, for
any vector w ∈ RE
′
, one can find in polynomial time a vector y ∈ RE
′
that maximizes 〈w,y〉 subject
to y ∈ [0, 1]E
′
and M(y) ∈ P.
Proof. It suffices to verify that the separation oracle for P allows us to separate over {y : y ∈
[0, 1]E
′
,M(y) ∈ P}. To this end, let y be a vector in RE
′
. Separation for the constraint y ∈ [0, 1]E
′
can be done trivially by checking if every coordinate of y is in [0, 1]. Thus, we focus on separation
for the constraint M(y) ∈ P. Using the separation oracle for P, we can check whether M(y) ∈ P.
If yes, then we are done. Otherwise, the oracle returns v ∈ RE and D ∈ R such that 〈v,M(y)〉 ≥ D
and 〈v, z〉 < D for all z ∈ P. Let v′ ∈ RE
′
be v′ = M∗(v), where M∗ is the adjoint of M i.e.
v′i,j = ai,jvi ∀i, j. Then 〈v
′,y〉 = 〈M∗(v),y〉 = 〈v,M(y)〉 ≥ D. Now let y′ be a vector in RE
′
such
that M(y′) ∈ P. We have 〈v′,y′〉 = 〈M∗(v),y′〉 = 〈v,M(y′)〉 < D. Thus (v′,D) is a hyperplane
separating y from {y′ : M(y′) ∈ P}.
Since we can solve max{〈w,y〉 : y ∈ [0, 1]E
′
,M(y) ∈ P}, where w ∈ RE
′
, we can approximately
solve the fractional problem max{G(y) : y ∈ [0, 1]E
′
,M(y) ∈ P} using the (measured) Continuous
Greedy algorithm or local search [9, 3, 4].
We note that in some settings, such as when P is a polymatroid polytope1, we can round the
resulting fractional solution to the problem max{G(y) : M(y) ∈ P} and obtain an integral solution
(similarly to [8]); in this case, the rounding preserves the value of the fractional solution and thus
we obtain an α-approximation for the problem max{f(x) : x ∈ I}, where α = 1− 1/e for monotone
functions and α = 1/e for non-monotone functions. The detailed proof is in Theorem 7.
Some examples of results. Using the reduction above, we immediately get algorithms for maxi-
mizing DR-submodular functions subject to various types of constraints. We include a few examples
below.
Theorem 5. There is a 1/2 approximation algorithm for unconstrained DR-submodular maximiza-
tion with running time O(n+
∑
i logBi).
Proof. By the reduction using Lemma 1, we need to solve an unconstrained submodular maximiza-
tion with O(n +
∑
i logBi) items. The result follows from applying the Double Greedy algorithm
of [2] to the resulting instance of unconstrained submodular maximization.
Theorem 6. There is a 1 − 1/e − ǫ approximation algorithm for maximizing a monotone DR-
submodular function subject to a cardinality constraint B with running time O(m log(m/ǫ)/ǫ) where
m = n/ǫ+
∑
i logBi.
Proof. If B ≤ 1/ǫ, the result follows via the trivial reduction of making B copies of every item. Next,
we consider the case B > 1/ǫ. By the reduction using Corollary 2, we need to solve a submodular
maximization problem with a knapsack constraint where all weights are at most ǫ times the budget
and there are O(n/ǫ +
∑
i logBi) items. The result follows from applying the Density Greedy
algorithm with either descending thresholds or lazy evaluation [1].
1Let ρ : 2E → Z+ be a monotone submodular function with ρ(∅) = 0. The polymatroid associated with ρ is the
polytope P = {x ∈ RE+ :
∑
i∈S
xi ≤ ρ(S) ∀S ⊆ E}.
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Theorem 7. There is an α approximation algorithm for maximizing a DR-submodular function
subject to a polymatroid constraint with running time that is polynomial in n and
∑
i logBi, where
α = 1− 1/e if the function is monotone and α = 1/e otherwise.
Proof. Let P be the polymatroid polytope. We apply Lemma 1 (or Corollary 2) to obtain the
multiset {ai,j}i,j such that, for any vector x, there is a vector y such that xi =
∑
j yi,jaj for all i.
Let g : 2E
′
→ R+ be the submodular function given by the reduction. Let G : [0, 1]
E′ → R+ be the
multilinear extension of g.
Since we can separate over P in polynomial time using a submodular minimization algorithm,
it follows from Lemma 4 that we can optimize any linear (in y) objective over x ∈ P and xi ≤ Bi
for all i ∈ E, where x = M(y). Therefore, using the measured Continous Greedy algorithm, we
can find an α-approximate fractional solution to the problem max{G(y) : x ∈ P, xi ≤ Bi ∀i ∈ E},
where α = 1 − 1/e for monotone functions and α = 1/e for non-monotone functions. Similarly
to [8], we can round the resulting fractional solution without any loss in the approximation. Let
z ∈ ZE be defined as zi = ⌊xi⌋. Define H : [0, 1]
E → R as H(v) = ER[f(z+R(v))] for any v ∈ R
E.
Note that H is the multilinear extension of a submodular function agreeing with H on {0, 1}E .
Let v ∈ RE be defined as vi = xi − ⌊xi⌋. First one can show that H(v) ≥ G(y) via a hybrid
argument. Let z(i) ∈ ZE be a random integral vector whose first i coordinates are distributed
according to M(R(y)) (that is, constructing a randomized rounding of y and then converting it to
an integral vector in ZE) and the last |E| − i coordinates are picked randomly among {zi, zi + 1}
so that the expectation is xi. Note that E[f(z
(0))] = H(v) and E[f(z(|E|))] = G(y) and we will
show that E[f(z(i−1))] ≥ E[f(z(i))]. Indeed, for all j 6= i, z
(i)
j and z
(i−1)
j are identically distributed
so we can couple the randomness so that z
(i)
j = z
(i−1)
j ∀j 6= i. Let w be z
(i) with the ith coordinate
zeroed out and define a single variable function g : Z → R where g(x) = f(w + x · ei). Define
g′ : R → R be the piecewise linear function agreeing with g on integral points and g′ does not
have any break points other than integral points. By the DR property of f , we have that g′ is
concave. Thus, E[g′(z
(i)
i )] ≤ g
′(E[z
(i)
i ]). On the other hand, because g
′ is linear in [zi, zi + 1], we
have E[g′(z
(i−1)
i )] = g
′(E[z
(i−1)
i ]) = g
′(E[z
(i)
i ]).
Next as done in [8, Lemma 13], one can show that the constraints v ∈ [0, 1]E , z + v ∈ P are
equivalent to a matroid polytope. Thus, one can round v to an integral vector without losing any
value in H using strategies such as pipage rounding or swap rounding.
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