Abstract: We develop a rigorous and interpretable statistical model for networks using their shell structure to construct minimal sufficient statistics. The model provides the formalism necessary for using k-cores in statistical considerations of random graphs, and in particular social networks. It cannot be specialized to any known degree-centric model and does not generalize Erdös-Renýi. We propose a sampling algorithm for constructing all graphs with a given shell structure, and an MCMC algorithm to simulate from the model. These algorithms will serve as a basis for parameter estimation and model fit tests.
Introduction
Network analyses are often concerned-either directly or indirectly-with the degrees of the nodes in the network, a natural approach since the degree of a node records its connectivity by counting the number of edges to which it is incident. Several familiar statistical frameworks associate probabilities to networks based on their node degree information, e.g. Chatterjee et al. [2011] , Olhede and Wolfe [2012] . See Goldenberg et al. [2009] for a comprehensive review of existing statistical network models.
Despite the rich structure degree-based models offer compared to simpler models such as Erdös-RenyiGilbert, they may fail to capture certain vital connectivity information about the network. In some applications, it matters not just to how many other nodes a particular node in the network is connected, but also to which other nodes it is connected. For example, a node v may seem important if it has high degree, but if all its neighbors have no additional connections (i.e., if they all have degree 1), then the influence or centrality of v within the network is not actually all that impressive, after all. This distinction is especially crucial in applications concerning information dispersal as in Pei et al. [2012] , the spread of infectious diseases or viruses as in Kitsak et al. [2010] , or robustness to node failure. In the social network context, this importance can be interpreted as 'celebrity status' of a node. Degree-centric analyses are not well-suited to model such situations. A cores decomposition of a network graph captures precisely this type of information: robustness of node degrees to network perturbations.
Cores of a graph were introduced by Seidman [1983] . Since then contributions in the literature on applications of this construction to network analysis include Bollobás [1984] , Carmi et al. [2007] , to name a few. In Bae and Kim [2014] , the authors identify spreader nodes and rank them in terms of their spreading influence, using the graph's cores decomposition. Methods for identifying spreaders using cores were extended to dynamic networks in Miorandi and Pellegrini [2010] and cores decompositions in general were extended to weighted networks in Eidsaa and Almaas [2013] . An important feature of cores decompositions is that they can be computed efficiently (see, e.g., Lee et al. [2013] ), even for so-called uncertain graphs whose edges have some probability of existing or not existing and which are very important in biological networks that model, for instance, protein interactions (see Bonchi et al. [2014] ). Cores decompositions have also been used as the basis of a technique for visualizing complex, large-scale networks in two dimensions, which can lead to insights about the topological and hierarchical structure of the network (Alvarez-Hamelin et al. [2005, 2008] ).
What has not surfaced in the literature, until now, is a rigorous statistical model for networks in terms of their core structure. It is worth noting that any statistical model for cores decompositions would be the only rigorous exponential random graph model that cannot be specialized to Erdös-Rényi, and as such would occupy a unique space in the network literature.
(a) Vertices have degrees 2, 2, 1 and 1.
(b) All four vertices have degree 1.
(c) All vertices belong to the 0-core, 1-core and 2-core. Higher cores are empty.
(d) All vertices are in kcore for k = 0, 1, 2, but 4 of the vertices are also in the 3-core. The goal of this short paper is two-fold: (1) to formally introduce an interpretable model that captures core information and study some of its theoretical properties and (2) to provide a simulation study of its behavior, relying on two sampling algorithms that we develop. In the last two decades there have been several contributions in the graph theory and computer science literature on computing graph cores decompositions. Given the wide-ranging application of cores, a natural problem that arises is to find an algorithm that randomly generates graphs with a given core structure. Such an algorithm is presented in Baur et al. [2007] for graphs with additional restrictions on the number of edges between pairs of shells. In Section 4 we provide an algorithm that is guaranteed to discover all graphs with a given cores decomposition, and can be used for model fitting.
We restrict our analysis to the set of simple graphs, representing networks without multiple edges and self-loops. For the remainder of this manuscript, let G n denote the set of all simple graphs on n nodes. We are interested in distributions over the set G n ; thus G will denote a random variable with state space G n , and G = g its realization.
Definition 1 (Seidman [1983] ). The k-core of a graph g, denoted by H k (g) or simply H k if the graph is clear from the context, is the maximal subgraph in which every vertex has degree at least k.
As it is often useful to think of the k-core as the output of an algorithm for which the graph g is the input, we also use the equivalent algorithmic definition: H k is the subgraph obtained by iteratively deleting vertices of degree less than k; see Algorithm 1. For example, for the particular graph G = g on the left of Figure 2 , H 0 (g) is just the graph itself, and H 1 is g without the isolated vertex. The 2-core H 2 is shown on the right. It is not difficult to see that H 3 = H 4 = K 5 , and H k is the empty graph for k ≥ 5. Each node is contained in several k-cores, from k = 0 to some largest k for that node. Thus, the following node statistic captures all core information for a node.
Definition 2. A vertex v in a graph g has shell index i if v ∈ H i (g) but v / ∈ H i+1 (g). Define s g : V → N as the function that maps vertices of g to the non-negative integers according to their shell indices, so that if v has shell index i we may write s g (v) = i. If the graph g is clear from the context, we simply write s(v) = i.
In other words, the shell index of a vertex v indicates the highest core to which v belongs. For example, not all nodes in the 2-core H 2 (g) on the right of Figure 2 have shell index 2 in g: the five nodes that form the 2 5-clique have shell index 4. The vertex set V (g) of any network g can be partitioned according to the shell indices, since the shell index exists, is well-defined and is unique for all vertices. There are two natural ways to record all of the shell index information about a network, and therefore, the information that captures its core structure. First, the shell sequence s(g) of an n-vertex graph g with vertices v 1 , . . . , v n is a vector of length n whose i th entry is the shell index of vertex v i . Second, if the interest is in unlabeled graphs (i.e., exchangeable models for labeled graphs), it is natural to summarize the sequence with a histogram as follows. The shell distribution n S (g) of an n-vertex graph g is a vector of length n whose j th entry n j (g) is the number of vertices of g that have shell index j; note that n−1 j=0 n j (g) = n. In symbols,
where n j (g) = |{v ∈ V (g)|s(v) = j, 0 ≤ j ≤ n − 1}|. For example, the two graphs in Figure ? ? have shell distribution (0, 4, 0, 0). The graph in Figures 1c and 1d have shell distributions (0, 0, 8, 0, 0, 0, 0, 0) and (0, 0, 4, 4, 0, 0, 0, 0) , respectively. The graphs in these figures illustrate the fact that the degree and core structures of a graph are not obtainable from one another.
The shell distribution ERGM
For a random instance G = g from G n , partitioning the vertex set of g according to the shell indices implies that the probability of observing g is
where p j ∈ (0, 1) is the parameter that represents the propensity of shell j to have vertices in it, p = (p 0 , p 1 , . . . , p n−1 ), n j (g) are the components of the shell distribution vector n S (g) as defined above, and ϕ(p) is the partition function. Note that a feature of the model is that there is no edge independence assumption. To take advantage of the theory of exponential families, we rewrite Equation 1 in exponential family form by re-parameterizing P (G = g) in terms of normalized probabilitiesp j = pj pn−1 . Observe that p n−1 =
1+
n−2 j=1p j , and thus P (G = g) can be written as
or, more compactly, using thatp n−1 = 1 and renaming the constant ϕ(p) to φ(p) to reflect the re-parametrization:
Next, let θ j = logp j and define the normalizing constant in terms of θ as ψ(θ) = n log(1 + n−2 j=0 exp(θ j )) − log(φ(p)). With this, we can write P (G = g) in exponential family form:
This is an exponential random graph model (ERGM), with minimal sufficient statistics given by the truncated shell distribution n * S (g) = (n 1 (g), n 2 (g), . . . , n n−2 (g)). It is not difficult to see that the natural parameter space Θ for the model is Θ = R N . Thus, the model defines an algebraic map Θ → ∆ n . To obtain the log-partition function ψ(θ) in closed form, for fixed n, consider the set of graphs on n nodes as an ordered list, G n = {g 1 = K n , . . . , g i , . . . , g M =K n }, where the graphs are listed in non-increasing order
Truncated shell distributions of all non-isomorphic simple graphs on 3 vertices.
in terms of the number of edges, and where M = 2 ( n 2 ) . Note that in the empty graph g M , every vertex has shell index 0, while in the complete graph g 1 = K n , the shell indices are s(v) = n − 1 for all v ∈ V (K n ). Therefore,
and
For any other arbitrary graph g i ∈ G n \ {K n , K n },
Using M i=1 P (G = g i ) = 1 and Equations (4) and (6), the normalizing constant φ(p) can be rewritten as:
Finally, θ j = logp j and the second equality in (4) provide ψ(θ) = log(1 + . . . + n−2 j=0p
Example 3. Determining ψ(θ) for the case n = 3 depends on counting simple graphs on three nodes up to isomorphism. Namely, there are 4 non-isomorphic simple graphs on 3 vertices (see Figure 3 ): G n consists of 1 copy of g 1 , 3 isomorphic copies of g 2 , 3 isomorphic copies of g 3 and 1 copy of g 4 . For g 1 = K 3 , each vertex has shell index 2, so n * S (g 1 ) = (0, 0). For g 2 , each vertex has shell index 1 and therefore n * S (g 2 ) = (0, 3). Two vertices of g 3 have shell index 1 while the remaining vertex has shell index 0, so n * S (g 3 ) = (1, 2), and n * S (g 4 ) = (3, 0) as every vertex of g 4 =K 3 has shell index 0. Therefore, the log-partition function for n = 3 is ψ(θ) = log(1 + 3p
Evaluating the log-partition function above is intractable for any reasonably sized n, as is usually the case for ERGMs. This will affect the computation of the maximum likelihood estimator (MLE), requiring one to resort to MCMC methods, as well as testing model fit. While solving each of these problems in full generality is out of scope for this short paper, we study three important aspects of it. First, from the theory of exponential families, we know that the MLE is unique if it exists. But the question of existence is not often easy to address; we solve it here for the shell distribution model. Second, MLE computation as well as model fitting depend on our ability to sample from the model with a given parameter value. To this end, we provide an MCMC algorithm for sampling from the model, summarize the results of several simulations, and provide an interpretation of the model parameters and the sampling distribution of realizable graph shell structures. A final step necessary for testing model fit is the ability to sample from the fibers of the model, that is, the subspaces of G n with given fixed values of the shell distribution. We address these problems in the remainder of this paper. We begin with theoretical considerations, and conclude with simulation results. 4
Existence of MLE
It is well-known from the theory of exponential families that the MLE exists if and only if the sufficient statistic of the sample lies in the interior of the following convex polyhedron.
Definition 4. The model polytope is the convex hull of all vectors of sufficient statistics, namely, the set
Denote byn * S the average sufficient statistic of the sample g 1 , . . . , g m ; its j th entry is 1 m m j=1 n * j (g i ). Proposition 5. For a sample of size m = 1,n * S never lies in the interior of P n ; that is, the MLE never exists.
Proof. Determining whethern * S lies in the relative interior of P n or on its boundary requires an explicit description of the polytope. We will show that P n is a dilate of a simplex. To this end, let us consider the polytope of non-truncated shell distributions:
(n 0 , . . . , n n−1 ) = n S (g) for some g ∈ G n }.
We claim that (n 0 , . . . , n n−1 ) = n S (g) for some g ∈ G n if and only if n m ≥ m + 1 and n j = n, where m =degeneracy(g) is the largest index of a non-zero entry of n S (g), or, equivalently, the index of the highest non-empty core.
That n m ≥ m + 1, where m is the degeneracy of g, is a necessary condition, is clear by definition. That it is sufficient, it suffices to construct a graph g with this sequence. But this is straightforward: starting with K m , add n m − m vertices and connect each of them with every vertex of K m . This gives the m-shell. Then, to construct the j-shell for all other j, simply add as many vertices as are necessary in the shell, and connect each of them with j edges to some subset of the original K m .
Listing all integer points of this polytope, it is not difficult to see that it is simply an n-dilate of the simplex, P n = conv{ne i } = n∆ n−1 ⊂ R n , where e i is the i-th standard unit vector in R n . Finally, to obtain the polytope P n with the truncated sequences, simply omit the last coordinate from P n . The only effect this has on the polytope is that it interprets the simplex ∆ n−1 as living in R n−1 , instead of the way it is written above, as a polytope in R n but embedded in the hyperplane j n j = n. All realizable integer points (i.e., those corresponding to a shell distribution) lie on the boundary of this polytope, and not its relative interior, since any realizable integer point must have a 0 in some component, as is evident from the necessary and sufficient conditions for shell distribution realizability given above. Thus, the MLE never exists for a single observation g.
In case of larger samples, the MLE may or may not exist; the decision requires checking if the average sufficient statistic is on the boundary of P n .
A sampling algorithm for generating graphs with given shell distribution
This section provides a simple algorithm (Algorithm 3) for sampling the space of graphs with a given shell distribution (sometimes called the fiber of that distribution), such that any graph has positive probability of being constructed (Theorem 9). Simulations indicate good performance in terms of discovering new graphs at a fast pace. While the true sampling distribution is not known, our experiments show that reasonably long runs will give good estimates.
For convenience, we restate the basic algorithm for producing the shell sequence of a graph as Algorithm 1. There is no need to implement it, since we can use the graph.coreness function from the Csardi and Nepusz [2006] igraph package in R.
A crucial feature of our sampling algorithm is the (random) order in which the vertices are processed. To that end, we give a simple condition for a graph g on vertices {v 1 , . . . , v n } that determines whether Algorithm 1 could potentially process its vertices in that order, yielding a pre-specified sorted shell sequence s 1 ≤ . . . ≤ s n . 5 Proof. Consider Algorithm 1 on a graph g satisfying Condition 6, at the moment when s * increments from s − 1 to s. The subgraph induced by {v j : s j ≥ s} has minimum degree at least s by Condition 6(i), so none of those vertices can have been deleted yet. On the other hand, if v i is the vertex remaining in g with smallest index, then v i must have at least s neighbors v j with j > i, so by Condition 6(ii), s i ≥ s. Thus, the vertices remaining in g at that moment are precisely those v j with s j ≥ s. Applying the argument for any s and for s + 1 shows that the vertices v i with s i = s are precisely those which Algorithm 1 deletes when s * = s, as required.
For the other direction, suppose that Algorithm 1 processes the vertices of g in order, yielding s(v i ) = s i for all i ∈ [n]. Then Condition 6(ii) is true since s * = s i when v i is deleted. Suppose that Condition 6(i) is not true for some v i . Just before s * increments from s i − 1 to s i , all vertices v j with s j < s i have been deleted, so v i has fewer than s i neighbors remaining. Then v i could be deleted, which would make its shell index s i − 1 according to the algorithm, a contradiction.
Given a sorted shell sequence s 1 , . . . , s n , we hope to construct a graph g by adding edges from v i to v j with j > i on the ith step (for 1 ≤ i ≤ n) so that Condition 6 is satisfied. On Step i, we will need to know how many neighbors v i already has with shell index at least s i -call this number t i -then Condition 6 is that v i has between s i − t i and s i new neighbors added during Step i, where
These considerations are summarized in Algorithm 2. Algorithm 2 could get stuck if it is unable to choose S as required, which in turn will not happen as long as the number of vertices v j with i < j ≤ n is at least s i − t i . And for i ≤ n − s n , the number of such vertices is n − i ≥ s n ≥ s i ≥ s i − t i . However, i > n − s n could present such a problem, so we'll modify the algorithm for that case. Consider i ≥ n − s n . Since the number of vertices v j with j > i is n − i ≤ s n and s i = s n , the condition s i − t i ≤ |S| ≤ s i can be replaced by just |S| ≥ s n − t i . Since the number of vertices v j with j ≥ n − s n is s n + 1, v i has s n potential neighbors in that set. For such i, Condition 6 is equivalent to:
Condition 8. For all i ∈ [n] with i ≥ n − s n , v i has at most t i non-neighbors in the set {v j : n − s n ≤ j ≤ n}.
Thus, for i ≥ n − s n , we will decrease t j each time it is not made adjacent to the currently active vertex v i , and when t j is zero then we can make it adjacent to all remaining vertices and then remove v j from further consideration.
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Algorithm 3: Construct a graph from shell sequence input : a sorted integer sequence s 1 ≤ . . . ≤ sn output: a graph g with shell sequence s(g) = (s 1 , . . . , sn)
1 Initialize v 1 , . . . , vn to be the vertices of g.
Choose a random subset R of {v j : i < j ≤ n} with max{0,
Finally, recall the definition of t i . Since the given sequence s 1 , . . . , s n is sorted in increasing order, s j > s i is impossible when j < i. Thus, an equivalent definition of t i is:
Algorithm 3 constructs graphs within the restrictions permitted by Condition 6 (for i < n − s n ) and Condition 8, choosing randomly among all possibilities whenever there is more than one option. Thus, we have the following result:
Theorem 9. For any graph g with shell sequence s(g), Algorithm 3 produces g, up to isomorphism, with positive probability.
A comment on the running time of Algorithm 3: Since a random set R can be chosen from a given set S in O(|S|) time, this algorithm runs in O(|V | 2 ) time. We conclude this section by summarizing simulation results. Algorithm 3 randomly constructs both labeled graphs (which requires permuting the node labels of the output of the algorithm) and unlabeled graphs with a given shell distribution. It produces graphs in every isomorphism class of the shell distribution, and our simulations give preliminary evidence that it also does so quite fast.
As an example, consider shell distribution (0, 2, 1, 4, 0, 0, 0) on 7 vertices. For labeled graphs, 10,000 runs of the algorithm produced more than 7,400 distinct graphs, which implies a very high discovery rate of the fiber. For unlabeled graphs, discovering the 12 isomorphism classes requires only 100 calls to the algorithm. 
An MCMC algorithm to simulate from the model
Directly sampling from the shell distribution ERGM is intractable and we must resort to Markov chain Monte Carlo (MCMC) schemes. We use a Metropolis algorithm with a symmetric proposal to sample from the model. At each iteration the algorithm proposes a graph g and decides to accept it with probability π where π = min 1,
Note that if p i > p j for any two shell indices i and j, the chain accepts graphs where more nodes are in shell i when compared to shell j. A most commonly used proposal distribution is to randomly pick a dyad and swap it. However, during experiments, we found that this leads to Markov chains with poor mixing properties. Instead, we use a symmetric "tie-no-tie" (TNT) proposal, also used in Caimo and Friel [2011] . At each iteration, the TNT proposal randomly chooses between the set of edges and non-edges, and then swaps k randomly chosen dyads within the selected set. We found that a choice of k > 1 generally leads to good mixing, however a very large k (relative to the number of edges in the graph) can lead to bad mixing. One of the reasons of this behavior is that the shell distribution may not change much just by adding or removing a single edge, thus leading to the Markov chain being in the same state. On the other hand a very large k can lead to the Markov chain "jumping" too much, reaching extreme shells that may not have high probability. Experiments suggest that we use the optimal value of k = 5.
Sampson Data example
The Sampson dataset is a widely studied network of size 18 that records interactions between a group of monks in a New England Monastery Sampson [1968] . We use this network to illustrate the features of the shell distribution ERGM. The network is shown in Figure 4 , color-coded by shells.
The network has n = 18 nodes and m = 35 edges, with a density of 0.23. The observed shell distribution is n S (g) = (0, 2, 3, 15, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0) . Note that the largest shell index is 3 and has the highest (15) number of nodes. Since the observed network is only a size-one sample, a natural task is to quantify the sampling uncertainty in the observed shell distribution. What is the sampling distribution of the observed shell distribution? To answer this question, we would like to simulate random graphs that have a "similar" shell distribution. The shell distribution ERGM provides a natural probabilistic framework to model the observed shell distribution. To accomplish this goal, we must estimate the parameters of the shell distribution model 8using the likelihood of the Sampson network. Unfortunately, according to Proposition 5, the MLE never exists. One can compute an extended MLE or a Bayesian estimate, both of which are nontrivial and out of the scope of the current paper. Instead, for illustrative purposes, we use an empirical estimate of the parameters θ as follows. First, we compute the probability of being in shell i by usingp = n S (g)+α n+|α| , where α = {α 0 , . . . , α n−1 } is a smoothing parameter. The natural parameters θ are estimated by usingθ i = logp î pn−1 . Note that this is equivalent to imposing a Dirichlet-type prior on the set of all possible shell distributions.
Remark: The choice of α needs a comment. During our experiments, we found that for a skewed shell distribution (such as that of the Sampson network) a very small value of α leads to samples from a "degenerate" shell distribution. For example, in the case of the Sampson network, setting α i = 0.01 leads to most of the mass being concentrated on graphs that have a shell distribution where all nodes are in shell 3. Such graphs are 18 node cliques, and the corresponding shell distribution is a mode. Such a behavior is expected, as under the model, the probability of a node being in shell 3 is overwhelmingly large when compared to the probability of being in other shells. On the other hand, if the probabilities are more uniformly distributed between the shells, then the graphs sampled from the model have shell distributions whose mass concentrates on smaller-index shells. This effect is an artifact of counting labeled graphs, whereas the shell distribution model is exchangeable and ignores the labeling. Indeed, for any two shell indices k and j such that k < j, shell distributions with large k-shells can be realized by a larger number of labeled graphs than those with large j-shells. Hence the samples produced are 'skewed' towards graphs with shell distributions that have large lower-index shells. Taking into account graph isomorphisms can balance this skewing effect.
Once we have an estimate of θ, we use the MCMC algorithm described above to generate random samples from the model. These graphs represent the sampling distribution of the Sampson network captured by its observed shell distribution. To explore the sampled space of graphs, we consider several summary statistics: boxplots of the degree distribution and shell distributions, and histograms of number of triangles, number of edges, centrality and the size of largest core of the samples. This allows us to compare the sample summary statistics with the corresponding observed values. Note that this is not a formal goodness of fit test of the model, but instead a heuristic approach to evaluate how well the model fits the Sampson data. It follows along the lines the goodness-of-fit testing proposed for more general ERGMs in Hunter et al. [2008] .
Results: Due to space limitations, we report results when α i = 0.2 for each i. θ is estimated using the observed shell distribution. Convergence of a 20,000-step Markov chain was verified using the usual diagnostics, such as trace plots and autocorrelation plots to ensure sufficient mixing. (Convergence plots are omitted due to space considerations.) Figures 5, 6, 7 show the results of the simulation.
Specifically, Figure 5 shows the sampling distribution of various summary statistics in the form of a histogram and compares them with the observed values. Several interesting results emerge. Notice that the histogram of triangles is centered around the observed value, thus the shell distribution model captures triadic effects quite well, at least in this small example. We would like to draw a comparison with degree-based models which do not capture triadic effects, by definition. It is widely believed that the centrality of a network is related to its core distribution, and the histogram of centrality provides additional support to this hypothesis. The distribution of the size of the largest shell is also captured by the model. However, the sampling distribution of number of edges suggests that the observed number of edges is much smaller than what we expect under the model. This may be due to the fact that the model has a bias towards graphs with larger shells (innermost cores), and these shells tend to be densely connected. Finally, we consider the various shell distributions visited by the Markov chain and compute the mode shell distributions (based on the histogram, not included). We observe two modes -one large mode at the (truncated) shell distribution (0, 2, 3, 13) and another local mode at (0, 0, 0, 18). The results suggest that the model concentrates most of its mass on graphs realized by these two modal shell distributions. As we reduce the value of α, the mode shell distribution concentrates only on (0, 0, 0, 18).
Figures 6 and 7 show the box plots of the degree and the shell distributions, respectively, of the sampled graphs, and include the observed degree and shell distributions as dotted lines. Note that sampling distribution of the degree distributions is quite different from that of the shell distributions, showing that the shell distribution model captures features that go beyond the degrees, and justifying our initial motivation for constructing the model. In addition, the sampling distribution of the shell distribution is concentrated around the observed shell distribution. This is to be expected: as we used the observed shell distribution to estimate the model, it serves as a heuristic check that the empirical estimate is indeed a good estimate. Moreover, even though the general trend in the observed degree distribution is captured by the model, as suggested by Figure 7 , there is a substantial deviation between the observed degree distribution and the one suggested by the model. This reinforces the observation that the degree distribution and shell distributions capture different aspects of the Sampson network, and the shell distribution ERGM seems to capture properties beyond the degrees. In fact, degree based models are dyad independent, whereas the shell distribution ERGM is not. This is further evidenced by Figure 5 .
