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Zusammenfassung 
Zur Fehlerfrühdiagnose bei gefährlichen Anlagen ist es wichtig, intelligente 
Signalverarbeitungsmethoden mit lernenden Verfahren einzusetzen, sodaß eine 
Prozeßbeurteilung schon auf der Signalverarbeitungsebene optimiert werden kann. 
Einerseits bieten sich Ansätze aus der Mustererkennung geradezu an, anderer-
seits ist von Überwachungsstrukturen mit parametrischen Signalmodellen noch recht wenig 
bekannt. 
In dieser Arbeit wird am Beispiel einer Siedeüberwachung von realen akustischen Signalen 
demonstriert, wie ein solcher physikalischer Prozeß mit Methoden der Mustererkennung unter 
Einbeziehung parametrischer Signalmodelle überwacht werden kann. Die Einführung von 
Prognosemodellen ermöglicht es, den Entscheidungsprozeß in Form von Klassifikationen zeitlich 
vorwegzunehmen. 
Mit den entwickelten Verfahren wird eine Überwachung durchgeführt und die Ergebnisse werden 
präsentiert. 
Pattern recognition and prognostic methods in parametric signal models for early failure detection 
Abstract 
For early failure detection in critical devices it is important to use intelligent signal processing 
methods in learning systems, so that a process evaluation can be optimized already on the signal 
processing Ievel. On the one hand, pattern recognition methods are useful. On the other hand, 
about surveillance structures with parametric signal models there are a Iot of questionsnot solved. 
In this report, a boiling detection system of real acoustic signals is demonstrated, how to survey 
such a physical process by methods ofpattern recognition with enclosed parametric signal models. 
By introduction of prognostic models, a decision in form of a classificalion process can be made in 
advance. 
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lm Rahmen der Sicherheitsmaßnahmen in kerntechnischen Anlagen sind bereits eine Vielzahl von 
Überwachungssystemen installiert. Viele Systeme sind speziell für einzelne Anlagenkomponenten 
konstruiert und arbeiten zunächst unabhängig als Einzelsysteme. 
Die vielfältige Kombination aller Überwachungskomponenten findet sich letztlich in einem 
Diagnosesystem als Informationszentrum wieder. Hier werden Soll- und Istwerte verglichen, 
womit der Reaktorzustand erfaßt werden kann. Entsprechende Steuerungen und Maßnahmen 
werden von hier eingeleitet. Da die Prozeßbeurteilung nach Aufzeichnung im wesentlichen visuell 
vom Operator durchgeführt wird, sind die Schwachstellen eines solchen Systems offensichtlich. Die 
Beurteilung ist operatorabhängig und somit subjektiven Einflüssen stark unterworfen. Es existiert 
kaum eine objektive Entscheidungsunterstützung, und wenn, dann erfolgt sie zum Teil mit 
zeitlich beträchtlicher Verzögerung an die Prozeßsteuerung. Neben dieser inspektionsweisen off-
line Beurteilung werden zeitkritische Zustände durch einfache Schwellwertüberwachungen der 
gemittelten Signalamplituden abgedeckt, was erhebliche Mängel in der Aussagenqualität mit sich 
bringt. Abb. 1 .0 zeigt zunächst einen groben Überblick über partielle Überwachungskomponenten 
in Kernkraftwerken, ihren Einsatz und ihre Arbeitsweise. 
Da eine optimale Entscheidung zur Diagnose des Gesamtprozesses im wesentlichen aus 
intellig·enten Teilentscheidungen auf der Signalverarbeitungsebene erfolgt, scheint ein sinnvoller 
Ansatz zu sein, mit modernen und leistungsfähigen Verfahren der Mustererkennung auf der 
Signalverarbeitungsebene Prozeßzustände zu klassifizieren und dem Gesamtsystem zugänglich zu 
machen. 
Die vorliegende Arbeit zeigt am Beispiel der Siededetektion, wie mit Verfahren der 
Mustererkennung (ME) eine akustische Überwachung erfolgen kann, wobei die einzelnen ME-
Komponenten in ihrer Leistungsfähigkeit analysiert werden und zum Schluß eine on-line-
Überwachung bei den vorhandenen Experimentdaten simuliert wird. 
In dieser Arbeit werden allgemeine Methoden entwickelt, die im Sinne der ME zur Detektion 
gefährlicher Zustände bei eindimensionalen Signalen geeignet sind. Es wird gezeigt, wie über 
parametrische Signalmodelle aufgrundvon intelligenten Lernprozessen Signalzustände schnell 
und mit hoher Aussagekraft erfaßt werden können, die dann als partielle Entscheidungen einem 
übergeordneten System zur Verfügung gestellt werden können. Die Akustik ist hier nur ein 
exemplarisches Anwendungsgebiet, wo die Lösung von akutem Interesse ist. 
[n Kapitel 2 wird der derzeitige Stand zur Siededetektion erläutert .Aus den spezifischen 
Schwachstellen der vorhandenen Systeme resultiert dann die Zielsetzung für diese Arbeit. 
Kapitel 3 gibt eine Kurzdarstellung, woher und wie die zu verarbeitenden Signale gewonnen 
wurden und wie das experimentelle Vorfeld aussah. 
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Kapitel 4 beschäftigt sich mit dem Problemkreis der ME- Modeliierung und insbesondere mit der 
Merkmalsgenerierung. 
In Kapitel5 werden die Einsatzmöglichkeiten von Prognosemodellen und Trendanalyse zur 
frühzeitigen Schadensdetektion untersucht. 
Nach der Entwicklung von Gütekriterien in Kapitel6, welche einen großen Anteil an der 
Systemintelligenz haben in bezugaufoptimale Entscheidungen, werden im Kapitel7 Lernprozesse 
analysiert. 
Im anschließenden Kapitel 8 wird nun ein geschlossenes Konzept zur Siededetektion dargestellt 
und eine on-line-Überwachung am Beispiel der vorhandenen KNS- Signale (KNS = Kompakte 
Natrium Siedeteststrecke) simuliert. Die Ergebnisse werden präsentiert in einem 
Leistungsvergleich zu einem herkömmlichen Schwellwertverfahren. 
Unter dem Aspekt der anwendungsunabhängigen Verfahren der ME wird in Kapite I 9 ein 
Ausblick gegeben, wo diese Methoden und Verfahren außerhalb der Siededetektion eine sinnvolle 
Anwendung finden können. Insbesondere sind bei den theoretischen Untersuchungen in Kapitel 5 
verschiedene Ausprägungen zulässig, die sich für den einen oder anderen Problemkreis in 
besonderer Art eignen. Es werden die anwendungstypischen und generellen Gesichtspunkte 
unterschieden. 
Schließlich gibt KapitellO eine Zusammenfassung der erzielten Ergebnisse an diesem speziellen 
Beispiel der Siededetektion. 
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2. Siededetektion: Stand und Ziele 
Im Rahmen der Kühlmittelüberwachung für natriumgekühlte Schnelle Brutreaktoren (Liquid 
Meta! Fast Breeder Reactor = LMFBR) werden vor allem in England, Frankreich und in der BRD 
Forschungsarbeiten angestrengt. Im Kernforschungszentrum Karlsruhe sind eine Menge von 
Experimenten durchgeführt worden, die unter anderem auch dazu dienen, Siedeprozesse zu 
analysieren. Die Verarbeitung der unter verschiedensten Versuchsbedingungen aufgenommenen 
Signale erfolgte im wesentlichen mit den klassischen Verarbeitungsmethoden und off-line. Die 
anschließende Beurteilung erfolgte dann durch visuelle Inspektion der Effektivwerte und der 
Spektren. 
Bei gegenwärtigen Forschungsarbeiten zur Coreüberwachung Schneller Brutreaktoren denkt 
man an eine rechnergestützte Entscheidungsebene, deren Eingabe partielle Prozeßzustände sind, 
die mit moderneren Verfahren und Methoden der intelligenten Signalverarbeitung diagnostiziert 
werden. Eine Einbettung in ein möglichesExpertensystemist bis Anfang der neunziger .Jahre 
vorgesehen. Die Grundlagen für eine solch integrierte Gesamtlösung im Schnellen Brüter sind in 
einer EG- Studie (Teil I und Teil II) verankert I 19/. 
Bisherige Lösungsansätze (/32/) gingen davon aus, daß die akustische Signalübertragungsfunktion 
zumindest annähernd bestimmt werden kann, sodaß von Pumpen und sonstigen Reaktorbauteilen 
ausgehende akustische Störungen aus dem resultierenden Geräuschspektrum entfernt werden 
können und anschließend eine Detektion von Siedezuständen möglich ist. Es erscheint ein 
schwieriges und vielleicht nicht mit Erfolg durchzuführendes Unterfangen, die Signa 1-
Übertragungsfunktion und sämtliche möglicherweise auftretenden Geräusche exakt zu erfassen 
und entsprechend zu verarbeiten. 
Bei den bisherigen Ansätzen (132/) wird die Auswertung der Summenamplituden innerhalb eines 
vorgegebenen Zeitintervalls und die sogenannte Pulsratendetektion zur Ermittlung von 
Periodizität von auftretenden Ereignissen verwendet. Beide Funktionen sind in ihrer direkt 
vorliegenden Form nicht unmittelbar aussagekräftig zur signifikanten Geräuscherkennung. 
Weitere Nachteile der bisher vorhandenen Systeme bei der Siecledetektion sind anschließend 
aufgeführt. 
Warn- und Abschaltinformationen basieren auf festen 
Schwellwertüberschreitungen. 
Bei bisherigen Siedeexperimenten stellt. man in ganz bestimmten 
Frequenzbändern Energieverschiebungen fest. Die Bandbreiten hängenjedoch von 
vielen (auch anlagenspezifischen) Parametern ab. 
Im Prozeß sind keine Lern- und Trainingsphasen vorgesehen. 
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Die Analyse geschieht bei herkömmlichen Systemen inspektionsweise off- line mit 
visueller Auswertung. 
Es existiert noch keine rechnergestützte Auswertung. 
Es existieren keine hinreichenden Aussagen über typische Muster, die den Siedeprozeß 
charakterisieren. Hinzu kommen Unsicherheiten im Entscheidungsprozeß. 
Es liegen keine Erkennungsraten von kritischen Zuständen vor. Eine Aussage über die 
Leistungsfähigkeit von modernen ME- Verfahren gibt es noch nicht. 
Es liegen keine Untersuchungen vor, welche Merkmale zur Siededetektion signifikant 
sind. 
Ausgehend von den aufgezählten Schwachpunkten, die im wesentlichen auf der 
Signalverarbeitungsebene liegen, werden in verschiedenen Ländern (vor allem England I 11 I und 
Frankreich I 10 I, 1311) Forschungs- und Entwicklungsaktivitäten im Bereich moderner ME-
Methoden beobachtet. Hauptschwerpunkte liegen auf dem Gebiet der Merkmalsgenerierung und 
der Entscheidungsprozesse im Hinblick auf ein frühzeitiges Erkennen der kritischen Phase und 
sichere Entscheidungen, sodaß ein Propagieren der gefährlichen Prozeßzustände verhindert 
werden kann. Insbesondere tut man sich schwer mit der Akquisition guter Merkmale, die den 
Prozeß in seinen verschiedenen Phasen charakterisieren. Oft ist man auf eine heuristische 
Vorgehensweise angewiesen. Anhand von Erfahrungen kann man zwar bestimmte Verfahren und 
Modelle als günstig einstufen, aber letzten Endes kommt es auf die reale Signalumgebung an. 
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Das Ziel einer intelligentenrechnergestützten Entscheidungsfindung auf der 
Signalverarbeitungsebene muß ein lernfähiges System sein, welches das vom Menschen 
eingebrachte Wissen in optimaler Weise nutzt, um die während der Prozeßüberwachung 
anfallenden Zustände zu verarbeiten und einer automatischen Entscheidungsstufe zugänglich zu 
machen. 
Wie bereits festgestellt, bedeutet die Einführung von festen SchweBwerten eine Einschränkung 
für die Güte der Entscheidungen. Zum einen sind die Signale von Reaktor zu Reaktor verschieden. 
Die Anlagenumgebung beeinflußt die Rauschkomponenten. Weiterhin hat sich durch viele 
Experimente gezeigt, daß auch von Sensor zu Sensor die Signal I Rausch- Verhältnisse total 
verschieden sein können. Dies wird bedingt durch verschiedene Sensortypen, wie auch 
unterschiedliche Sensorpositionen, sodaß Reflexionen und Dämpfungenaufgrund des Schallweges 
zu Verfälschungen führen. Ein Entscheidungssystemauf der Signal verarbeitungsebene kann sich 
also nur auf einen Reaktor und einen Sensor an einer bestimmten Position beziehen. 
-8-
3. Experimenteller Hintergrund: 
Schnelle Brutreaktoren benutzen als Kühlmittel flüssiges Natrium, welches unter Systemdruck 
bei etwa 1000 Grad Celsius siedet. Sieden des Natriums kann das Versagen der Brennstabhüllen 
zur Folge haben und erhebliche Schadensausbreitungen im betroffenen Brennelement nach sich 
ziehen, die es durch eine Früherkennung zu verhindern gilt. Betrachtet man den Siedeprozeß im 
Detail, so kann man zwischen lokalem und integralem Sieden unterscheiden. Lokales Sieden kann 
als Folge von lokalen Kühlungsstörungen hervorgerufen durch Blockaden im Brennstabbündel 
entstehen. Von integralem Sieden spricht man, wenn aufgrundeiner drastischen Verminderung 
des Kühlmitteldurchsatzes- z.B. infolge eines Pumpenausfalles- über den gesamten 
Brennelementquerschnitt das Natrium zum Sieden kommt. 
Die Siedegeräusche selbst resultieren hauptsächlich aus dem Kollabieren der Dampfbläschen /20/. 
Da zum einen die Kollabierungsgeschwindigkeiten abhängig sind von der unbekannten 
Temperaturverteilung im Umgebungsmedium, zum andern die Geometrie der Brennelemente und 
der Coreumgebung ein sehr komplexes Gebilde darstellt, scheint eine Schallanalyse auf einem 
theoretischen modellhaften Wege aussichtslos. Außerdem verfälschen Reflexionen, Dämpfung und 
Überlappung die ursprünglichen Schalldruck wellen. Die Dämpfung im Zwei- Phasen- Zustand ist 
nichtlinear und frequenzabhängig. 
Die komplexe Geometrie einer Coreumgebung ist in Abb. 3.1. dargestellt. 
Innerhalb der letzten Jahre wurden zahlreiche Siedeexperimente durchgeführt. Im Hinblick auf 
verschiedene Zielrichtungen wurden unterschiedliche Fehlzustände simuliert, die Sieden zur 
Folge hatten. Lokale Kühlungsstörungen wurden durch den Einbau von Blockaden im 
Heizstabbündel erzeugt, integrales Sieden wurde durch Abschalten des Natriumdurchsatzes bei 
weiterhin konstanter Heizleistung eingeleitet. 
Die Siedegeräusche, die der Signalauswertung in dieser Arbeit zugrunde liegen, entstammen dem 
MOL 7c Experiment, welches am belgischen Reaktor BR2 stattfand und einer Versuchsreihe an 
der Kompakten Natrium Siedeteststrecke (KNS), die vom IRE im Kernforschungszentrum 
durchgeführt wurde. Sieden wurde durch Absenken des Systemdruckes eingeleitet bzw. 
intensiviert. Die KNS- Teststrecke hatte ein Bündel mit 169 Stäben. 88 davon waren elektrisch 
beheizt. Das Bündel war mit einer Zentralblockade versehen. 
Der Aufbau der KNS- Teststrecke ist in Abb. 3.2 dargestellt. Die Akustik hat gegenüber anderen 
Meßaufnehmersystemen ( z.B. Temperatur) folgende wichtige Vorteile: 
1. Die Schallanalyse erfolgt rein meßtechnisch schnell und ohne wesentliche 
Verzögerung 
2. Es ist nicht für jedes Brennelement ein Sensor erforderlich, sondern es genügen 
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Zur Signalauswertung liegen von drei KNS-Signalenjeweils Ausschnitte von 10 sec vor. In diesen 
10 sec sind die einzelnen Zustände (Nichtsieden- Siedebeginn-intensiviertes Sieden) exemplal'isch 
vorhanden. Alle Signale liegen digitalisiert mit einer Abtastfrequenz von200kHz vor. Die 
Struktur der Daten ist blockweise gegeben. Ein Block entspricht 5120 Abtastwerten ( 25.6 msec ). 
Die zeitliche Verarbeitung bezieht sich im folgenden stets auf Blocknummern. In diesen drei 
Signalen ist das gleiche Nutzsignal vorhanden, sie unterscheiden sich lediglich durch 
Überlagerungen mit verschieden starkem U ntcrgrundrauschen. Somit kann man die Effizienz der 
ME- Verfahren auch bei stark verrauschten Signalen analysieren. 
In den Abbildungen 3.3, 3.4 und 3.5 sind die drei Siede~:;ignale dargestellt mit 0 db in t\hb. 3.3, -11 
db in Abb. 3.4 und -14 db in Abb. 3.5. Über die Gesamtzeit von 10 sec sind die I~MS moot-Mean-
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4. Mustererkennung: Konzept und Modellbildung 
4.1 Allgemeiner Aufbau eines Klassifikatorsystems 
In diesem Kapitel werden die Grobstrukturen eines Mustererkennungssystems aufgeführt, wie sie 




Als Ausgangsbasis für alle weiteren Berechnungen im ME- System dienen die digitalisierten 
Druckamplituden des zu überwachenden Signals. Nach verschiedenen Vorverarbeitungsschritten und 
einer Transformation in den Frequenzbereich stehen diese Rohdaten sowohl im Zeit- als auch im 
Frequenzbereich zur eigentlichen Merkmalsgewinnung zur Verfügung. Ein Datensatz solcher 
Rohdaten wird als ein Muster (Zeitausschnitt) bezeichnet, welches den Prozeß zu dieser Zeit 
repräsentiert. 
Beim zweiten Problemkreis, der Merkmalsgenerierung, kommt es darauf an, aus dem beobachteten 
Prozeß typische Muster, d.h. charakteristische Merkmale für die einzelnen Klassenzustände zu 
gewinnen, sodaß eine Trennung der einzelnen Klassen möglichst gut vollzogen werden kann und die 
Zuordnung von neuen beobachteten Mustern in eine der vorhandenen Klassen eindeutig geschieht. 
Eine Klasse ist die Zusammenfassung aller vorkommenden Muster, die syntaktisch dasselbe 
bedeuten. In unserem Anwendungsfall wird es darauf ankommen, die unbekannten Muster in dem zu 
überwachenden Signal richtig zu klassifizieren und somit sich anbahnende gefährliche Zustände 
schon im Ansatz zu erkennen. Es gilt also einmal, einen dem Problemkreis angemessenen 
Klassifikator zu benutzen. Es gibt eine Fülle von Klassifikatoren, die je nach Einsatzgebiet ( z. H. a 
priori Wissen um die zu klassifizierenden Zustände) mehr oder weniger geeignet sind.( numerische: 
darunter statistische, verteilungsfreie, nichtparametrische, und nichtnumerische) I 17/. Da die 
akustischen Signale alle in Form eindimensionaler stochastischer Signale vorliegen, scheint ein 
numerisches Klassifikatormodell sinnvoll zu sein. [n dieser Arbeit wird im folgenden stets ein 
Abstandsklassifikator benutzt, der auf dem Mahalanobisabstand basiert. 
Der grobe Ablaufeines ME- Systems sieht vor, daß in einer 1. Phase (Training, Lernphase) vorab 
Prototypen von typischen Klassen erzeugt werden, gegen die in einem späteren realen Prozeß die 
berechneten Muster referiert werden. 
Abb. 4. 1 zeigt die Grobstruktur eines Klassifikalormodells. 
! 
I 











Abb. -!.1: Klassitikatormodell 















4.2 Merkmalsgewinnung und -darstellung im Merkmalsraum 
Die Merkmalsgenerierung und-auswahlist maßgeblich an der Güte des Klassifikationsergebnisses 
beteiligt. Ob die gefundenen Merkmale geeignet gewählt sind, läßt sich oft nur heuristisch begründen 
bzw. am Ergebnis feststellen. 
In einem Prozeßausschnitt werden die Merkmale eines Musters in Form skalarer Größen bestimmt. 
Jedes Muster ist gerade durch seine Merkmale charakterisiert. Die n skalaren Merkmale x 1 , ... ,x n 
werden zu einem Merkmalsvektor x zusammengefaßt. Für ein festes Muster ist x ein Punkt im n-
dimensionalen Merkmalsraum. Für jedes zu erkennende Muster wird der Merkmalsvektor 
berechnet. Diese Merkmalsvektoren bilden Cluster im Merkmalsraum. Man erwartet statistisch eine 
Clusterstruktur, in welcher Merkmalsvektoren von Mustern einer Klasse sich um einen 
Häufungspunkt gruppieren. Dieser Punkt ist der Erwartungswert für ein Muster dieser Klasse. 
Große Abstände der Clustermittelpunkte und geringe Streuung innerhalb der Cluster erleichtern die 
Klassifikation. Diese Kriterien werden im Kapite I 6 wichtig bei der Einführung von 
Bewertungsmaßen zur Güteberechnung. 
SeiM die Anzahl aller vorhandenen Muster. Sei x 1 , ... , x M der dazugehörige Merkmalssatz. ,Jedes 
Muster ist repräsentiert durch einen diskreten Punkt im Merkmalsraum IR,n . 
Seien 01, ... , QK dieapriorivorgegebenen Klassen ( K < M ). Ein unbekanntes Muster, nach seiner 
Merkmalsberechnung ein Punkt im n- dimensionalen Merkmalsraum, soll nun seiner Klasse richtig 
zugeordnet werden. Alle existierenden Muster einer beliebigen festen Klasse sind zufälligen 
Schwankungen unterworfen. Somit wird x als reelle Zufallsvariable im IR,n aufgefaßt. Mittelwerte 
und Streuungen sind wichtige Maße dafür, wie die Muster innerhalb einer Klasse verteilt sind. 
m i der Erwartungswert E { x } der 7-ufallsvariablen x 
K i die Kovarianzmatrix E { (x -m i) (x -m j) T } mit X E ni 






~ /'V" T 
K.= (x-m)(x-m)/N. 
1 l l 1 
Q. 
l 
x bezeichne stets einen Spaltenvektor, x T den transponierten Zeilenvektor. 
Ni bezeichnet die Anzahl der Elemente in der Klasse Qi. 
"...., "._, ..-- ~ 
Der Mahalanobisabstand deines Vektors x zum Vektor m i ist d = (x- m i) K i-1 (x- m i) 
(4.2.1) 
(4.2.2) 
Da es sich um stochastische Signale handelt, scheint eine Menge von statistischen Parametern, 
welche den Prozeßzustand beschreiben, als Merkmale geeignet. Da oft eine Darstellungsform der 
Signale im Zeit- und Frequenzbereich benötigt wird, soll zunächst über eine Fast- Fourier-
Transformation eine Darstellungsform für zeitlich begrenzte diskrete Signale gefunden werden. 
Die Darstellung einer Funktion über ihr Fourierspektrum liefert nützliche Information über die 
Verteilung der Frequenzanteile. Da das Signal aber nicht in kontinuierlicher Form, sondern in 
digitalisierten diskreten Werten vorliegt, benötigt man eine Darstellung der Fouriertransformierten 
für Abtastsignale. 
Wir betrachten zur kontinuierlichen Funktion h(t) die Funktion 
"" h (t) 
+oo 
L h (nT) 8(t- nT) (4.2.3) 
n= -oo 
Hierbei ist T die Abtastperiode und 8 die diskrete Deltafunktion mit 8 ( t- nT) = 1 für t = nT und 0 
sonst. 
" Diese Funktionhisteine Überlagerung von unendlich vielen Deltafunktionen, die an den Stellen t = 
nT mit h(nT) gewichtet werden und an diesen Stellen mit der Funktion h(t) übereinstimmen. 
A 
Zwischen diesen Stützstellen ist h = 0. 
A 
Es gilt: h ( nT) = h ( nT) für alle ganzen Zahlen n 
A 
h ( t ) = 0 sonst 
A 
Es ist nun die Fouriertransformierte von h zu berechnen. 
Die reelle Zeitachse sei diskretisiert in die Stützstellen t = 0, 1... 
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Dem endlichen Zeitintervall [ t- T, t] entspreche im diskreten Fall das Intervall [ j - N, j - 1] mit 
denN Stützstellen j-N, j-N + 1, ... ,j-1. Hierbei sindj und N fest ( N < j ). 
A 
Auf dem Intervall [ j-N, j- 1 ] sei die diskrete Funktion h j definiert durch 
A A 
hj(n):= h(j-N+n) fürn = O, ... ,N-1 und j = N,2N, ... 
Dann lautet die zu Gl. 4.2.3 diskrete FFT: 
H (f ,j) 
N-1 
L h(n)w(j-n) e-2nikn IN 
N -l 
"'\' A -2nikn/N 
.:..., h) (n) e 
(4.2.4) 
n=O n=O 
mit f = k I NT , k = 0, l., ... ,N-1 und w als Rechteck-Fensterfunktion. 
/\ 
H ( f, j ) ist charakterisiert durch das Verhalten der Funktion h im diskreten Zeitintervall [ j-N, j- 1]. 
Für alle interessierendenfundalle j ist H ( f, j) eine endliche komplexwertige Größe. 
H( f,j) = Re(H(f,j)) + i·!m(H(f,j)) (4.2.5) 
Information über die Leistungsdichte in den einzelnen Frequenzbändern zu einem Zeitpunkt liefert 
der Betrag der Größe H: 
jHj2 = Re 2 (H) + Im 2 (H) (4.2.6) 
Berechnet man sequentiell für aufeinanderfolgende Zeitintervalle jeweils das 
Leistungsdichtespektrum und stellt die Leistungsdichten aufder Zeitachse hintereinander dar, so 
erhält man ein Kurzzeitspektrum. Mustererkennungsaufgaben kommen allgemein dort zum Einsatz, 
wo große Datenmengen in ihrer Struktur untersucht werden müssen. Dies bedeutet, daß die 
Darstellungsform und die Möglichkeit der Datenreduktion z. B. in Form einer Merkmalsreduktion 
wichtige Komponenten sind. Im Kurzzeitspektrum kann man die zeitabhängige Frequenzverteilung 
über die einzelnen Frequenzbänder deutlich ablesen. 
Das Kurzzeitspektrum in Abb. 4.2 zeigt eine zweidimensionale Darstellung der Leistungsdichten. Die 
Höhe des Gebirges gibt den Betrag in einem Zeitintervall tlT für ein Frequenzband an. Es sind zwei 
geglättete Kurzzeitspektren ein und desselben Siedesignals dargestellt, einmal mit einem 
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Siedesignal von einem MOL 7c Experiment. Der Frequenzbereich erstreckt sich von 0 bis 100kHz. 
Die absolute Höhe der Spektt·alanteile ist hier nicht maßgebend, sondern die generelle Anhebung 
über das gesamte Frequenzspektrum ist interessant. Das Bild bestärkt die Vermutung, daß man für 
klassentrennende signifikante Merkmale nicht alle Frequenzbänder benötigt, sondern daß nach 
geeigneten Reduktionsmethoden relativ wenig Komponenten der Spektren ausreichen dürften. Eine 
optimierte Auswahl wird vom ME - System automatisch vorgenommen. 
4.3. Generierung statistischer Primärmerkmale 
Es wird zunächst eine Grundmenge von Merkmalen generiert, ohne Beachtung irgendwelcher 
Dimensionsreduktionen oder Optimierungskriterien. Da es sich bei dem Signal um einen 
stochastischen Prozeß handelt, werden im wesentlichen statistische Kenngrößen als Merkmale 
verwendet. Der Berechnung aller folgenden statistischen Parameter p 1, ... , p n liegt ein Zeitintervall I 
mit den Stützstellen xo, x,, ... , XN-1 der momentanen Beobachtung zugrunde. 
Weitere Merkmale werden im Frequenzbereich g·eneriert. Nach einer FFT steht folgender positiver 
reeller Vektor zur Verfügung. 
( F ) mit F 
m m m 
mitNgerade,m= l, ... ,N/2+1 = :NF 
N-l 
~ I / .x: ....,.. n 
11=0 
(4.3.1) 
Für eine normierte Zufallsvariable y ( E { y} = 0; a2 = 1 ) sei <1> (y) die Normalverteilungsddichte; 
dann kann man für eine beliebige Wahrscheinlichkeitsdichte w(y) folgende Reihenentwicklung 
angeben ( /21 I) 
w (y) 
c 
,+-, ( y) ( 1 + '\~ 11 [{ 1 V ) ) 
'Y ,__ n! II '· 
(4.3.2) 
II 
wobei die c 11 Quasimomente heißen. Die c 11 charakterisieren die Form der Verteilungsdichte. 
H 11 sind Hermitpolynome. 
Die c 11 mit geraden n geben ein Maß für die Flachheit der Verteilung an, die mit ungeraden n 
drücken die Symmetrie bzw. die Asymmetrie aus. 










als mittlere Leistungsdichte über dieN I!' Frequenzspektren. 
(4.3.4) 
Für die Leistungsdichteverteilung über das gesamte Frequenzband lassen sich wie im Zeitbereich die 
Quasimomente ( u.a. Schiefe und Exzeß) berechnen, die in diesem Falle eine Aussage über die 
Verteilungsstruktur der einzelnen Fi machen. ( Jln = E { (F-E { F} )n} ). Weitere Merkmale sind 
die Anteile, die die Fi in einem Histogramm um den mittleren Wert F einnehmen. Auch die Streuung 
der einzelnen Fi um das mittlere F kann als Merkmal für den Prozeß gewählt werden. Schließlich 
werden die Vorzeichenwechsel berücksichtigt, die anzeigen, ob die Fi größer oder kleiner als das 
mittlere F sind. Sie sind ein Maß für die Rauhheit der Verteilung. Diese Liste von Merkmalen muß für 
den späteren Einsatz offen bleiben, dh. im Programmsystem muß diese Merkmalsliste leicht und 
einfacherweiterbar sein. I<;s wird an dieser Stelle noch keine Aussage über die Güte und Tauglichkeit 
der Merkmale gemacht, sondern es ist lediglich eine heuristische Ansammlung. Das System wird die 
Bewertung selbst automatisch durchführen unhund noch zu spezifizierender Kriterien. 
SeiN= Anzahl der Stützstellen Xi im Gesamtintervall [ (Hier ist N = 5120). 
Sei RMS (Root-Mean-Square) der Effektivwert über das Gesamtintervall [. 
Das Gesamtintervall [sei unterteilt in 80 Teilintervalle: dann sei PRMS i der i-te Rffektivwert für 
dieses Teilintervall (bestehend aus 64 Stützstellen) und PRMS sei der Mittelwert der einzelnen 
PRMSi. 
!m Frequenzbereich habe man eine üquidistunte Unterteilung von 0 bis 100 ki!z in 16 
Frequenzbänder. Fm bezeichne die Leistungsdichte im m-ten Bund, F die mittlere Leistungsdichte. 
Es folgt nun eine Liste der in dieHer Arbeit verwendeten Merkmale: 
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1. zeitliches Quadratmittel über ein gesamtes Fenster 
N-1 
RMS = v' 'Y x2. IN 
.._ t 
i=O 
2. Streuung der Zeitwerte 
N-1 
0 
RM S V [ L ( X i - RMS ) 2 IN I 
i=O 
3. Mittelwert der 80 partiellen Effektivwerte PRMS i 
80 
PRMS V[L PRMS. 2 I 801 
t 
i= I 
4. Streuung der partiellen PRMS i Werte um den mittleren Wert 
80 






5.-10.: Histogramm in 6 Bändern um RMS im Intervall [ RMS- 2 o RMS , RMS + 2 o RMSI 
11.-26: Wirkleistungsdichten in 16 Frequenzbändern 0-100 kHz 
27: mittlere Wirkleistungsdichte von den 16 Bändern 
28: Streuung der Wirkleistungsdichten 







o die Streuung der Fi ist. 
Anzahl der Vorzeichenwechsel um den Referenzwert RMS -Anzahl der Vorzeichenwechsel um den Referenzwert F 
Verhältnis von Histogrammanteilen: MerkmalS I Merkmal7 
Verhältnis von Histogrammanteilen: Merkmal 34 I Merkmal 36 
Quotient aus gegenwärtigem RMS- Wert und N ichtsiedereferenzwert 
Quotient aus Spektrum des momentanen Zustandes zum Spektrum dm; 
Referenznichtsiedemusters für die 16 Frequenzbänder 
[ ? m (momentan) I ( N ichtsiedereferenz) Im= 1, ... ,16 
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5. Prognoseverfahren im Merkmalsraum 
Im Rahmen der frühen Schadensdetektion wird ein System entwickelt, welches ausgehend von einem 
unkritischen Normalzustand Fehlzustände, insbesondere das Aufkommen von Sieden schnell und 
sicher erkennt. Im Sinne der Mustererkennung wird eine Klassifikation stattfinden in normale und 
anomale (kritische) Zustände (Nichtsieden und Sieden). 
Im Unterschied zur herkömmlichen Merkmalsgenerierung ist der Prozeß der Merkmalsbildung nicht 
mit einem festen Satz von Merkmalen abgeschlossen. Es können im Laufe des Prozesses neue 
Modellparameter als weitere Merkmale hinzukommen. 
Zunächst wird ein Satz von Primärmerkmalen bereitgestellt. Er enthält eine Menge statistischer 
Parameter und Kenngrößen, die das typische von stochastischen Schwankungen überlagerte Signal 
darstellen. Es kommen die in Kapitel4 gewählten Parameter zur Geltung. Aus den berechneten 
Primärmerkmalen eines Fensterausschnittes bei der Signalüberwachung werden dann 
Modellparameter geschätzt und aufgrunddieser parametrisierten Modelle zukünftige Merkmale 
prognostiziert. 
Im folgenden wird es wichtig sein, leistungsfähige Modelle zur Verfügung zu stellen, um aus 
gegenwärtigen Zuständen (Mustern) lokal zukünftige prognostizieren zu können. Die Modellparameter 
selbst werden als Sekundärmerkmale in den Klassifikator eingehen. 
Durch die fortlaufende l\1erkmalsgenerierung und die damit verbundene neue Parametrisierung des 
Modells wird das System stets aktualisiert und angepaßt. Abb. 5.0 .zeigt das Konzept eines adaptiven 
Systems. Die Prognose und Entscheidungsfindung benutztjeweils den letzten aktuellen Stand des 
Prozesses als Wissensbasis. In diesem Sinne ist auch die Trainingsphase nicht an einmal fest 
vorgegebene Muster gebunden. 






z+ ... +bnzn 
n 
ao ~alz+ ... +anz 
u (z) (5.1) 
mit der Eingangsfunktion u(z), der Ausgangsfunktion y(z) und den zu schätzenden Parametern 
ao, ... ,a 11 ,bo, ... ,b 11 bzw. auf das äquivalente Zustandsraummodell 
Xt(k+ 1) 

















I Rohdaten j 
Signalvorverarbeitung 
(Glättung, Transformation, Filtern) 






Rauheit in stach. Prozeß 
Reduktion! Selektion, Kombination 
l 
Prognosemodelle 
Lm.Vorhersage Dgln Kaiman Berlmer 
1 
Klassifikation 
Abb. 5.0: adaptives System 
ARIMA 
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falls man x1 (z) = u(z) IN (z), xz(z) = z x 1 (z), ... und x0 (z) = zn-1 Xn-1 setzt mit N (z) = ( ao + ... + a 0 zn )-1 und 
die z- Transformation berücksichtigt. 
Es handelt sich um ein System n-ter Ordnung. Im folgenden werden vier Schätzmodelle vorgestellt, die 
zu verschiedenen Schätzmethoden führen und von der obigen Darstellung durch Berücksichtigung 
verschiedener Aspekte abgeleitet werden können. Die Prognosemodelle werden separat entwickelt und 
es wirdjeweils der Bezug zu der allgemeinen Systemdarstellung angegeben. 
Es ist wichtig festzustellen, daß man keinerleiaprioriWissen über die Güte eines Modellansatzes hat. Zu 
keinem Zeitpunkt während der Überwachung kann man sagen, welcher Modellansatz das 
Merkmalsverhalten am besten beschreibt und somit für die Prognose am geeignetsten ist. Aus diesem 
Grunde werden verschiedene Schätzmethoden angestrebt, um ein breites Spektrum an Modellen 
abzudecken. Falls alle Prognosemodelle zum Beispiel auf einen Siedezustand deuten, so hat diese 
Aussage ein größeres Gewicht als wenn einige Verfahren ein Sieden und andere ein Nichtsieden 
prognostizieren. 
Es werden nun Regressionsansätze entwickelt, und zwar komponentenweise für jedes Merkmal separat 
(Lineare Vorhersage), dann unter Berücksichtigung von abklingenden Störungen (ARMA- Modelle), 
auch im instationären Fall (ARIMA-Modelle). Ein Polynomansatz für den Trend eines Merkmals führt 
dann zum Berliner Verfahren. Die Berücksichtigung einer Kopplung der einzelnen Komponenten des 
Merkmalsvektor geht in den Ansatz der Differenzengleichung ein. Dafür hat man hier nur ein System 
l.ter Ordnung. In dieser Darstellung wird mehr ein exponentielles Wachstum oder Abfallen der 
Merkmale simuliert. 
Alle genannten Verfahren lassen sich generell aufZeitreihen anwenden, wobei die Elemente der 
Zeitreihe in unserem Falle Merkmale sind. Hat man in einem anderen Anwendungsfall mehr a priori 
Wissen über den Prozeß bzw. über das zeitliche Verhalten der Merkmale, so kann man die Verfahren 
entsprechend gewichten. In dieser Arbeit ist es wichtig, wegen derUnkenntnisdes Merkmalsverlaufes 
ein Spektrum von verschiedenen möglichen Merkmalsverläufen zu simulieren. 
5.1 Das Verfahren der Linearen Vorhersage 
In diesem Unterkapitel wird das Verfahren der Linearen Vorhersage benutzt, um bei dem zu 
überwachenden Signal Merkmale im Merkmalsraum über einen gewissen Zeitraum prognostizieren 
zu können. Das Verfahren wird auf eine noch näher zu spezifizierende Zeitreihe angewandt. Es kann 
z.B. die um stochastische Schwankungen bereinigte Funktion eines statistischen Parameters sein, 
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d.h. eines skalaren Merkmals. Aus der Beobachtung früherer Daten wird ein linearer Modellansatz 
gemacht. Der momentane Wert zum Zeitpunkt k läßt sich als Linearkombination aus m früheren 
Werten berechnen. Die Modellparameter werden so bestimmt, daß der mittlere zu erwartende Fehler 
bei der vorgegebenen Stichprobenmenge minimal ist. 
Parameterschätzung: 
Gegeben sei eine digitalisierte diskrete eindimensionale beobachtete Funktion y mit den endlich 
vielen Abtastwerten y(l),.~.,y(k-1), 




Geht man von der Systemdarstellung (5.1) aus, so erhält man 
aoy(z) + a1zy(z) + ... + anzny(z)n = bou(z) + btzu(z) + ... + bnznu(z)n 
Unter Berücksichtigung der Verschiebungsregel der z- Transformation y(z + i) :::1 z y(z) hat 
man 
aoy(k) + a1y(k + 1) + ... + any(k + n) = bou(k) + bt u(k + 1) + ... + bnu(k + n). 
Für zeitinvariante Systeme gewinnt man nach einer Translation um n 
aoy(k-n) + a1y(k + 1-n) + ... + any(k) = bou(k-n) + bt u(k + 1-n) + ... + bnu(k) . 
Werden die Eingangsgrößen u(k) = 0 gesetzt, so ergibt sich aus aoy(k-n) + ... + a 11 y( k) = 0 
der I ineare Ansatz 
bzw. mit Oi: = an-i I an 
n-1 
an y (k) = L - a i y (k - n + i) 
i=O 
n 





Für n =' mistdies genau der Ansatz (5.1). 
Interpretation des Ansatzes: 
1\ 
Der Wert y(k) läßt sich als Linearkombination aus den m vorangehendenWerten mit den 
Gewichten a 11 berechnen. Die Koeffizienten a 11 sind unbekannt und müssen aus den 
Nebenbedingungen berechnet werden. 
A 
Sei y(k) der wahre Wert zum Zeitpunktk, y(k) der geschätzte, dann gilt für den Fehler zum 
Zeitpunkt k 
/\ m 




Unter der Nebenbedingung für den mittleren quadratischen Fehler ( 117 I S 98) 
E = L e(k)2 --l> Min! 
k 
zur Bestimmung der Koeffizienten ist folgende Extremwertaufgabe zu 
lösen: 
m 






Es muß wegen 8 EI 8 a i = 0 für i= l, ... ,m gelten 
m 
- :L y(k) y(k - i) = :L a :L y(k - Jl) y(k - i) 
ll 
k ll = l 
Mit R ( Jl ,i) : = L y(k- Jl) y(k- i) und 
k 
erhält man folgendes zu lösendes Gleichungssystem in den Oi: 
m 
L a R(Jl,i) = - R(O,i) /Ur 1:::;; i:::;; m 
ll 
!l=l 








Die Größe R entsteht durch Summmation über k. 
1. Fall: Summation über - oo < k < oo 
Dann gilt: L: y(k-p) y(k-i) hängt nur von lp- i I ab. 
Somit lautet die Normalgleichung 
- R (i) 
Es gilt :Rist symmetrisch d.h. R ( i j) = R (j, i) = R (I i-j I) 
Rist konstant entlang der Diagonalen und es gilt R (0) = R ( i,i) für alle i = 1 , ... , m 
2. Fall: endliche Summation über 1::::; k::::; N-1 
Dann gilt: L: y(k-p) y(k-i) hängt von p und von i ab 
Somit lautet die Normalgleichung 
Da in unserem Falle endlich viele Stützpunkte vorhanden sind, wird der 2. Fall benutzt, um 
die Größen a i zu berechnen. 
Für die Abschätzung des mittleren quadratischen Fehlers gilt: 
m 
E = LY(k) 2 + L ap LY(k-!l)y(k) 
k p= 1 k 
Im I .Fall erhält man durch Einsetzen 
m 
E = R (0) + L ap R (!l) 
p=l 









R(O,O) + L all R(O,Jl) 
ll=l 
Der Lösungsvektor a des Gl.systems ( 5.1.7) kann als Sekundärmerkmalsvektor benutzt werden. 
Des weiteren dienen diese Merkmale ai zur Prognose des weiteren Kurvenverlaufes der diskreten 
Funktion y. Für die skalare diskrete Funktion y werden die Primärmerkmale eingesetzt. 
Schätzung zukünftiger Systemzustände 
(5.1.10) 
Aus der momentanen Merkmalsgenerierung resultieren die Modellparameter allmit Jl = 1 , ... ,m. 
Seien also y(1), ... ,y(k) zum gegenwärtigen Zeitpunkt k gegeben. Für einen Zeitpunkt k + 1 gilt dann 
m /\ 
y(k + 1) = - L a l1 y(k + 1 - Jl) (5.1.11) 
ll=l 
und für einen Zeitpunkt k + j gilt entsprechend 
/\ 
y(k + j) 
m 
L ally(k + j- Jl) (5. i. i 2) 
ll=l 
Die Parameter all sind fest durch das bisherige Verhalten des Systems bestimmt und werden für die 
Abschätzung in den Zeitpunkten als fix betrachtet. Die Größe j für die Länge des Prognoseintervalls 
sei noch offen aber fest gewählt. Mit wachsendemj nimmt die Sicherheit der Prognose ab. Man 
beachte, die y(k) sind nicht etwa Funktionswerte des ursprünglichen Signals, sondern SchätzwertP 
für statistische Parameter, die jeder für sich ein ganzes [ntervall beschreiben. 
Der 2. Fall (endlich viele Stützstellen) findet im Programm seine Anwendung. 
5.2 Schätzmethoden mit einem Differenzenverfahren 
Unter einem anderen Aspekt wird nun eine weitere Methode entwickelt, wie man aus der 
Beobachtung gegenwärtiger Muster aufzukünftige schließen kann. 
Das zu überwachende digitalisierte Signal sei äquidistant zerlegt in Zeitintervalle der LängeT. Auf 
der Stufe der Merkmalsgenerierung werden für jedes solche Zeitintervall die statistischen Parameter 
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gemäß Kapitel4 als Primärmerkmale berechnet und zu einem Vektor der Dimension n 
zusammengefaßt. Die Zeitintervalle werden mit k durchnumeriert. 
Wir bezeichnen diesen Vektor mit y = (Pl, ... ,Pn)T , wobei p i die einzelnen statistischen Parameter 
sind. 
Abb. 5.2 verdeutlicht die Situation: 
:··········································································································"···········""''''''''''················ 
(pl , ... , Pn ) T 
/ 
ll. I 
1..__-2'---'--k-'----'---11!>~ Zei tin te rva lle 
Abb. 5.2: äquidistante Zeitunterteilung 
..................................................................................................................................................... 
Betrachtet man die Funktion, die jedem Zeitintervall einen Merkmalsvektor zuordnet, so erwartet 
man im Nichtsiedezustand ein gewisses 'stabiles' Verhalten. Kommt man in den Bereich dN 
Übergangsphase, wird das Verhalten gewissermaßen 'instabil'. Die Stabilitätsbegriffe werden noch 
genauer definiert. 
Ziel ist es nun, aus den berechneten Merkmalen im diskreten Fall eine Differenzengleichung zu 
erstellen, um die Modellparameter zu schätzen und dann anhand dieses Modelles zukünfl.if~·p 
Merkmale zu prognostizieren. 
DiP Differenzengleichung lautet: 
y(k +I)- y(k) = D y(k) + b mit y(k), b d-tn, 0 eine n x n Matrix 
Bdr:~cht.et man jede Zeile dieser Vektorgleichung sepnrat,so hat man genau dns Modell dc~s Li rwnrc'n 
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Prädiktors mit m = 1. Dies bedeutet, der Zustand zum Zeitpunkt k + 1 hängt nur von dem Zustand 
zum Zeitpunkt k und nicht von den weiter zurückliegenden ab. Durch die Vektorgleichung wird hier 
jedoch eine Kopplung der n Komponenten des Merkmalvektors zugelassen, d.h. alle 
Merkmalskomponenten des Vektors zur Zeit k beeinflussen den Zustand der einen Komponente zum 
Zeitpunkt k + 1. Wir haben nun im Vergleich zur Linearen Vorhersage ein System 1. ter Ordnung, aber 
mit n Kopplungen. 
Bemerkung: 
1. Dieses Verfahren berücksichtigt die Abhängigkeit einer Komponente des Merkmalvektors 
von allen andern. Sowohl bei der Linearen Vorhersage als auch bei diesem Differenzenansatz 
werden im Merkmalsraum statistische Parameter als Primärmerkmale prognostiziert und 
Modellparameter als Sekundärmerkmale verwendet. 
2. Bei der Anwendung aufunsere Signale ist in beiden Fällen das Ergebnis abhängig von der 
MerkmalsauswahL 
5.2.1 Stabilitätsaussagen 
Es stellt sich die Frage, ob aus dem Differenzenansatz auch sinnvolle Sekundärmerkmale gewonnen 
werden können. Dazu wird in diesem Unterkapitel das Gebiet der Ljapunovtheorie bei einem 
kontinuierlichen gewöhnlichen Differentialgleichungssystem kurz behandelt, welches im diskreten 
formal dem Differenzenmodell entspricht. Man wird sehen, daß ein typisches Lösungsverhalten an 
der Matrix des Systems r.u erkennen ist. Diese Aussagen assoziieren, daß auch im diskreten Modell 
solche Größfm der Matrix benutzt werden können, um typische Merkmale, d.h. hier 
Sekundiirmcrkmale zu gewinnen. 
Im folw~nden werden die Stabilitätsbegriffe im Sinne von Ljapunov am kontinuierlichen System 
<tllf~('l':r'h(:n. Fi'lr dif' (!Xtdd.c mnthcmutischc Definition von St.ahilität, Attraktivität und 
asymptot.ischcr ~)tabilitiH sei aufdie einschlägige Literatur verwiesen. ( /4/ l 
Wir gf'hf'n aus von einer Dgl. y = f( t,y ), welche die Funktion y (t) =0 als Lösung hat. Dann folgt 
f( t,O) = 0 für alle Zeiten. I Für y (t) =c 7: 0 erhält man über eine lineare Transformation 
z = y(L)-<·.: z = y= f(t,y-c) = f(t,z).l 
Man bet.rnchte das Anfangswertproblem (/\ WPl 
y ···· f(t,y) mitf(t,O) = 0; y(Lo)=O (5.2.1) 
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mit gewissen Stetigkeitsvoraussetzungen an die Funktion f. 
Def 1: Die Lösung y = 0 des Systems heißt stabil ~ 
Zu einem vorgegebenem 0 > 0 und einem vorgegebenem t o existiert ein ö ( t o) > 0 so daß 
gilt: ,Jede Lösung des A WP mit einem Startwert IIYo II < o ( t o) existiert für alle Zeit und 
bleibt in einer vorgegebenen ~e- Umgebung der Nulliistmg. 
Def~ Die Lösung heißt instn.bil, wenn :;ie nicht stabil ist. 
Def 3: Die Lösung heißt attraktiv, wenn sie sich asymptotisch der Nulläsung nähert für t gegen 
unendlich (i.a. nicht stabil!). 
Def 4: Die Lösung heißt asymptotisch stabil, wenn die Bedingungen in Definition 1 und 3 erfüllt sind. 
Def 5: Gleichmäßige Stabilität bzw. gleichmäßige asymptotische Stabilität bedeutet, daß in Def 1 zu 
vorgegebenem e die ö- Umgebung unabhängig vom Anfangswert Ln gewählt werden kann. 
Es werden einige Aussagen gemacht, die später bei unserem Modell Anwendung finden werden. 
Satz 1: . 
Für autonome (d.h. nicht cxpl izi\. :r.ci tahhö.ngige) Systeme y = A y + h kann stabi I bzw .<J:;ympt.otisch 
stabil durch gleichmäßi1~ st:1hil h~·.w. gleichmäßig :IH:Vnlpl.otisch stabil ersetzt werdc~n ( /<1/ S 1 Ll7). 
Man betrachk IHitl dr·n Spczinlfall Pinc~:-: linearen <HtLonomen Systems. 
y A·y 
:1) l l:dwn :1llc J•;i1::r•nwc:rt.r~ vo11 ;\ JWP,:\1 iv1'J1 l{r~nlt.r.~il, d:1nn ist di(' Nulllii~:un; .. : :V·.: 0 i:·lm 
nsympl.nt.isch sl,:1hil. 
IJ) I LliH~Il :1llr: l·:il!,l)flWCJ'tC ,\von!\ nit:lll.positivcn l{r~:llli·iltmd ~;·ihl.i•c: /.\1 .\ tnit l{d Al () dr·1· 
Vic<lfnc:hheit.J, gc~na11 1\ liJW<ll' \l11<1hl1:'\nr~i~~(~ r•:ig"C•nvekl..on~n. dann i;;t. )' :c: 0 glm. ,;t.nhil. 
(5 2.2) 
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Das Verhalten der Lösungen ist vollständig charakterisiert durch die Eigenwerte der Matrix A. 
Hat A keine rein imaginären Eigenwerte, so ist A ähnlich einer Matrix ( /4/ S 87) 
(5.2.3) 
wobei A1 nur Eigenwerte mit negativem Realteil, und A2 nur Eigenwerte mit positivem Realteil 
besitzt. Dies bedeutet, daß der n- dimensionale Lösungsraum Y in 2 Komplementärräume 
aufgespalten wird. Man kann zeigen, daß Lösungen, die in Y 1 bzw. in Y 2 starten, auch in Y 1 bzw. in 
Y 2 bleiben. Man spricht dann auch von einer stabilen bzw. instabilen Mannigfaltigkeit. ( /4/ S 247). 
Die Dimension der Mannigfaltigkeiten bzw. charakteristische Unterschiede in den Eigenwerten 
können zur Charakterisierung der Muster benutzt werden. Somit liegt es nahe, auch im diskreten Fall 
die Eigenwerte bzw. die Dimension der Unterräume, die nur Eigenwerte mit negativem Realteil bzw. 
mit nichtnegativem Realteil haben, als Sekundärmerkmale zu nehmen. 
5.2.2 Modellbildung im Merkmalsraum 
Im n- dimensionalen Merkmalsraum IR n sei der Merkmalsvektor (pl, ... ,Pn)T im folgenden mit y 
bezeichnet. Über die diskrete Zeitachse stellt y die Trajektorie des Merkmalvektors dar. Für jede 
diskrete Zeit k bezeichnet y( k) den speziellen n-dimensionalen Merkmalsvektor des Zustandes zum 
Zeitpunkt k. (siehe Abb. 5.2) 
Wir betrachten eine deterministische Lösung der noch aufzustellenden Differenzengleichung. Die 
berechneten Merkmalsvektoren seien y(l), ... ,y(m), wobei y(k) = (p(k), , ... , p(k)n) T der 
Merkmalsvektor zum Zeitpunkt k ist. 
Ansatz für die Differenzengleichung: y(k + 1) = A y(k) + b (5.2.4) 
bzw. y(k+l)-y(k) = Dy(k) + bmitO = A- [ undk= l, ... m. 
A und b sind die zu bestimmenden Modellparameter. 
Das System lautet ausgeschrieben in den einzelnen Komponenten: 
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y(k+ l)t- y(k)t = D 1 1 y(k), + ... + D1n y(k)n + b1 
y(k +On - y(k)n = D n 1 y(k), + ... + Dnn y(k)n + bn 
Zur Bestimmung der ParameterD und b sind n (n + 1) Gleichungen nötig. In jeder Matrixzeilej 
werden die Koeffizienten D 1 1 , ... , D j 11 und b j durch die Methode der kleinsten Fehlerquadrate 
berechnet. 
Gegeben sind dazu m+ l Merkmalsvektoren y (k) mit k = l, ... ,m + l und m 2: n. Nach Berechnung 
der m Differenzvektoren y(k + 1)- y(k) werden für die j-te Zeile des Systems die Parameter 
D 1 j , ... ,D nj und bj berechnet durch Lösen des Gl.systems 
y(l)l y(1)n Dj1 
y(2lt y(2)n D j2 
.................................................... 
y(m-l)t y(m-1 )n Djn 
I 
Ly(m)t y(m)n J 
I ' l Dj J 
r
Y( 2) I -y(l) I l 
y(3) I -y(2) I l 
I 
I y(m) 1 -y(m-1) 1 I 
I y'm . 1\. ulm\ I L \ IT 'IJ-YI' 'L 
(5.2.5) 
Nach n- maligem Anwenden dieses Verfahrens sind die Matrix D und der Vektor h bestimmt. 
Zur Prognose werden D und h benötigt. D und b gehen als Sekundärmerkmale in den 
Klassifikator ein. 
5.3 Kaimanfilter für zeitdiskrete stochastische Prozesse 
Neben den beiden bicdwrig·<'n Verfahren Lincnrü Vorhersage und die Modeliierung dun:ll Pin 
l)if'ferenzenmodell- wird in rliPscm /\nsnLr. ein Knlnmnf'ilt<•r Ping<'S<~tzt, um den Prm.dl i1n 
Mel"l< mutsraum zum einen w rnodell ieren und weiterhin k ünftig·c Merk male ztt prognm;l izieren. l•:s 
wird zunüchst ein allgemeines Modrdl für ein Kaimanfilter nngcgeben und dann spezifiziert und mit 
dem Diffcrenzenverf'ahnm vr~rg·lichen. Insbesondere soll g·eldürt werden, ob bei vorhnndenern n priori 
Wissen über die Parameter die Filtergleichungen andere Lösungen bieten als das 
Di ITr·t·<~ nzen verfahren. 
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Wir betrachten das mathematische Modell: 
x (k + 1) = A (k) x(k) + v(k) (I) 
(5.3.3) 
y ( k) = C(k) x(k) + w(k) (II) 
(I) beschreibt die Zustandsgleichung mit der Übergangsmatrix A, (li) die Beobachtungsgleichung mit 
der Beobachtungsmatrix C. 
Es sei x E JRn der gesuchte unbekannte Zustandsvektor mit Anfangswert x (ko). 
Der Erwartunswert E { x ( k o)} sei 0 und die Kovarianzmatrix sei P ( ko) . 
y E JRn ist die beobachtete Meßgröße. 
Für die Störgröße v und den Meßfehler w des Systems soll gelten: 
E {v(k) }= E {w(k) } = 0 
E {v(k) vT(I) } = Q (k) 8k1 
E { w(k) wT(I)} = R (k) 8td 
mit 8kl = 1 für k = I und 0 sonst. 
Weiterhin seien der Anfangszustand x ( ko ), v und w gegenseitig unkorreliert: 




Ausgehend von den Beobachtungsgrößen y(O),y(l), ... ,y(k) soll der Zustand x (k) linear, erwartungstreu 
und mit minimaler Varianz geschätzt werden 
A 
Sei x ( k,k- 1) bereits die geschätzte Größe für x aus den Beobachtungsdaten y(O),y(1), ... ,y(k- 1). 
Sei zum Zeitpunkt k y(k) die gestörte Beobachtungsgröße. 
Dann gilt für die optimale Schätzung zum Zeitpunkt k + 1 folgende rekursive Filtergleichung (I 28 I) 
A ".., .-'\ 
x ( k + 1 , k ) = A ( k ) x ( k , k - l ) + K ( k ) {y ( k ) - C ( k ) x( k , k - 1 )} (5.3.6) 
mit der Verstärkungsmatrix : 
K ( k ) = A (k) P ( k ) CT ( k ) { C( k ) P ( k ) CT ( k ) + R ( k ) }-1 (5.3. 7 a) 
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wobei in der sogenannten Varianzgleichung rekursiv gilt: 
P (k) = { A (k- 1 ) - K(k- 1 ) C(k- 1 ) } P (k- 1 ) AT ( k- 1 ) + Q ( k- 1 ) 
Bemerkung: 
Dieser Algorithmus bezieht sich auf zentrierte Anfangs werte. Für ~: = E{ x(ko) } -:;t:. 0 
zu filtern und der Schätzwert ist zu ~ zu addieren. 
(5.3.7 b) 
ist x- ~ 
Für die reine Prognose hat man durch sukzessive Anwendung der Ein- Schritt- Schätzungen mit l > 1: 
A ~ 
x( k + l , k ) = <l>( k + 1 ) x( k + 1 ) mit 
<l>(k + l) = A(k + l-1)· ... ·A(k+l) (5.3.8) 
Anwendung des Kaimanfilters bei der Siededetektion 
In diesem Abschnitt wird untersucht, ob ein Kaimanfilter ein geeignetes Modell darstellt, um das 
akustische Signal zur Siededetektion zu überwachen bzw. welche Restriktionen gemacht werden 
müssen. 
Der Abschnitt gliedert sich in 3 Unterabschnitte: 
In einem ersten Schritt werden beim herkömmlichen Filterproblem die Situation und Bedeutung der 
gegebenen und abzuschätzenden Pammeter erläutert. Danach wird die spezielle Situation der 
Parameterwahl im Falle der Siedcdetektion und die damit verbundene Problematik angeschnitten. 
Im dritten Teil wird versucht, au.s dem deter·ministischen Bereich stammende Parameter zur 
Modellbildung des stochastischen Systems zu benutzen, um so fehlende Systemkomponenten w 
ersetzen und das Modell an ein Kaimanfilter anzugleichen. 
ad 1) 
Wir gehen aus von den Modellgleichungen (5.3.3) 
x (k +I) = A (k) x(k) + v(k) (I) 
y ( k) = C(k) x(k) + w(k) (!J) 
In diesem Modell wird ein lineares System vorausgesetzt, welches aus dem wahrr.n Zustandsvektor x 
zumZeitpunktkeinen /';ustandsvektor zum Zeitpunkt k + 1 erzeugL. Im System, welches durch die 
Matrix A beschrieben ist., widu~n noeh stochastische Störungen v als weißes Rauschen aufdas System 
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und die unbekannte Zustandsgröße x. 
Die gemessene Größe ist y, eine verrauschte Linearkombination von x. Zudem geht ein Meßfehler w 
in Form weißen Rauschens in die Beobachtungsgleichung ein. Wesentlich ist, daß neben den 
Korrelationen zwischen x(k ), v und w insbesondere die Matrizen A und Ca priori gegeben sind, um 
die wahre Zustandsgröße x mit Hilfe der Meßwerte y abzuschätzen. 
ad 2) 
Im speziellen Fall der Siedegeräusche hat man zunächst ein mit solchen Parametern bestücktes 
Modell nicht zur Verfügung. Eine Matrix A, welche die lineare Auswirkung des Systems auf den 
Zustand x beschreibt, fehlt ebenso wie der Parameter C, der die Darstellung des Wertes x über die 
Meßwerte angibt. Das Reaktorsystem ist von der Komplexität her nicht geeignet, durch solch ein 
Modell beschrieben zu werden. 
Man kann aber über die Meßwerte y und andere Verfahren ein Kaimanfilter simulieren wie folgt. 
ad 3) 
Um eine Möglichkeit der Prädiktion des stochastischen Prozesses zu haben, wird ein Modell 
konzipiert, welches formal dem Kaimanfilter gleich ist. Dies erlaubt dann Aussagen über das 
zukünftige Verhalten des Zustandes machen zu können, wobei zum Teil stochastische Eigenschaften 
der Funktion berücksichtigt werden können. Das formale Modell bedient sichjedoch aus den in ad 2) 
angeführten Gründen solcher Parameter A und C, die aus dem deterministischen Modell resultieren. 
Durch das Differenzenverfahren wird ein Modell simuliert, welches als spezielles Kaimanfilter 
angesehen werden kann. 
Wahl der Parameter 
1. Die ungestörten Meßgrößen y beschreiben den wahren Zustand x identisch. Die Matrix C sei die 
Identität. 
2. Als wirksames System auf den ZUstand x bzw. wegen 1 auf y werde di .... ~.:~ trix benutzt. die im 
Differenzenverfahren ermittelt wurde. 
Aus y(k+ 1) ·· y(k) = 0 y(k) + b in (5.28) erhält man 
x (k + 1) = x(k) + D(k) x(k) + b(k) = A(k) x(k) + b(k) 
(5.3.9) 
mit A(k) = D(k) + l(k) 
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Mit dieser Matrix A wird das Zustandsmodell simuliert. Der konstante Vektor b hat die Bedeutung 
einer konstanten bekannten Stellgröße. I ist die Identität (Einheitsmatrix). 
3. Als Störgrößen im Zustandsmodell werden die Differenzen zwischen gemessenen und berechneten 
Merkmalsvektoren über das gesamte letzte Fenster der Merkmalsvektoren gewählt. Es wird die 
Annahme gemacht: Für den stochastische Störprozeß gelte für alle k im Fenster 
E{ v(k) vT(k) } = 0 
4. Die Meßfehler seien nicht angehbar , R(k) = 0 in (5.3.4). 
Im Fenster der Länge k sind zu denk Intervallen der Länge 'r (vgl. Abb. 5.2), dargestellt als diskrete 
Zeiten, die k statistischen Merkmalsvektoren berechnet. ,Jeder Merkmalsvektor besteht aus n 
statistischen Kenngrößen. Die Parameter des Kaimanfilters werden aus den Daten dieses Fensters 
berechnet. Die Prognose wird aus den so gewonnenen Parametern für die Merkmalsvektoren 
außerhalb des überwachten Fensters durchgeführt. 
Lösung mit Filtergleichungen 
Geht man aus von einem Modell 1 
x(k + 1) A(k) x(k) + v(k) 
(5.3.10) 
y(k) C(k) x(k) + w(k) 
mit den Modellparametern 
A = D +I, c = l, H,(k) = 0 
Q = ~; {V vT} (5.3. t 1) 
P(ko) = P. { x(ko) xT(ko) } 
dann erhält man aus (5.3.6) die Filtergleichung 
A A A 
x(k + 1 , k) = A(k) x(k, k-1 ) + K(k) { y(k)- C(k) x (k, k-1)} (5.3.12) 
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mit der Verstärkungsmatrix gemäß (5.3.7a) 
K(k) = A(k) P(k) {P(k) + R(k) }-1 A(k) 
Also lautet die Filtergleichung mit K = D und C = I: 
A A A 
x(k+ 1, k) A (k) x( k, k-1 ) + A(k) {y(k)- x (k, k-1)} A(k) y(k) 
"' Dies bedeutet, daß die Schätzung x an der Stelle k + 1 sich aus dem Beobachtungswert an der 
Stelle k berechnen läßt. 
In diesem Falle hat man die gleiche Aussage wie beim Differenzenverfahren.Dies resultiert 
im wesentlichen aus der Bedingung 
C = I und R (k) = 0 
und ist unabhängig von Q (k) und P(ko) . 
Man betrachte nun eine Erweiterungdes Modells 1 in folgender Form: 
(5.3.13) 
(5.3.14) 
Die Rauschkomponenten im Beobachtungssystem seien als maximale relative Fehler gegeben (z.B. 
w(k) = 0.1 ) Dann ist 
(5.1.15) 
C sei weiterhin die Identität. 
Dann gilt für die Verstärkungsmatrix K: 
K(k) A(k) P(k) { P(k) + R (k) } -1 (5.3.16) 
In diesem Modell ist also die Verstärkungsmatrix K von A verschieden. 
Erst mit der Bedingung R ;t 0 geht die Größe P(k) in die Filtergleichungen ein. 
Bemerkung: 
Mindestens eine der Bedingungen R ;t 0 oder C ;t I muß erfüllt sein, damit das Kaimanfilter eine 
echte Erweiterung des deterministischen Modells ist. 
Über die Beobachtungsmatrix C lassen sich vom Reaktorsystem her keine Aussagen machen. Man 
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identifiziert die Zustandsgrößen mit den Beobachtungsgrößen. Erst R :~:. 0 bewirkt eine optimale 
Filterung gegenüber dem deterministischen Modell. Ist die Kovarianzmatrix R = 0, so sind beide 
Modelle identisch. Insbesondere bei der reinen Prognose sind nicht nur die Aussagen, sondern auch 
die Verfahren gleich, da keine Korrektur durch die Beobachtungsgrößen angesetzt wird. Ist nun 
R :t:. 0 , so liefern die Filtergleichungen eine Korrektur, und durch die Überwachung des Fensters 
ergibt sich ein anderer Startwert für die reine Prognose. Damit ändern sich auch die Abweichungen 
für spätere Zeitpunkte. 
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5.4 Das Berliner Verfahren 
Es werden zuerst die Begriffe "stationär" und "schwach stationär" definiert, da sie im folgenden 
verwendet werden. 
Def.l: Ein stochastischer Prozeß X = { X(k) } heißt stationär (im Sinne von streng stationär):# 
alle endlich dimensionalen Verteilungsfunktionen sind invariant gegenüber Zeitverschiebungen. 
Def. 2: Ein stochastischer Prozeß X = { X(k) } heißt schwach stationär (oder auch stationär von 
zweiter Ordnung) # 1) E { X(k) } = 11 
2) die Kovarianzfunktion hängt nur von der Differenz h: = k- s ab, d.h. es 
gilt: 
y ( h) = cov ( X(k + h) , X(k) ) für beliebige h. 
Bemerkung: Es gelten folgende Beziehungen (/2/ S 211): 
a) X ist streng stationär==> X ist schwach stationär 
b) X ist schwach stationär und ein Gauß-Prozeß ==>X ist stationär 
Bei dem Berliner Verfahren handelt es sich um einen Regressionsansatz für instationäre 
stochastische Prozesse. Das Modell des instationären Prozesses bestehe aus einem stationären Anteil, 
der von einer systematischen additiven Störgröße überlagert ist. 
Modellansatz: y(k) = T(k) + X(k) (5.4.1) 
Die beobachtete Zeitreihe y (k) ist additiv zusammengesetzt aus einer Trendkomponente T und 
einem Rauschanteil X. X sei schwach stationär. Für die Trendkomponente werde ein polynomialcr 
Ansatz vom Grad d gemacht 
T(k) 
Bemerkung: 
Aus der Darstellung 
d 








erhält man über die z-Transformation 
y(z) 
d 










mit Polynomen f i in z. Faßt man den den Zähler zusammen, so erhält man die Darstellung 
y(z) 
d b. z 
) z --~-­
.t.... (z-1) d+ I 
i=O 
Dies istfür d + 1 = n die Darstellungsform (5.1), wobei die Koeffizienten des Nennerpolynoms 
fest sind und in den b i die zu schätzenden Größen enthalten sind. 
Es werdenjeweils die Daten aus einem gleitenden Stützbereich zur Berechnung verwendet. Das 
begleitende Intervall sei I k mit m Stützstellen. 
Esseilk= {k+l,k+2, ... ,k+m} mitk=O,l... 
Mit 
r : ~ : ~ H • :~ : ~:: 1 
L 1 k+m... (k+m)d J 
(5.4.3) 
ist der KQ- Schätzer zu berechnen für 
y(k) =Fka mita=(ao,a,, ... ,ad)T (5.4.4) 
Im Falle d = 1 hat man für k = 0 
y(l) = ao + a 1 
und somit (5.4.5) 
y(m) = ao + m ·at 
Der beste Schätzer für a ist nun mit F = Fo (/2/, S 25fi) 
1\ 
a- ( FT·F)-1·FT·y (5.4.6) 
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Die Dimension des Polynomansatzes geht in F ein. Sie ist zunächst frei wählbar. Die so geschätzten 
Regressorkoeffizienten gehen als Sekundärmerkmale in die Klassifikation ein. 
Bemerkung: 
Das Zeitintervall I k mit den m Stützstellen wird als Überwachungsfenster über den zu beobachtenden 
Merkmalsraum verschoben. 
Im Programm ist das Berliner Verfahren implementiert mit d = 2. Eine Erweiterung ist jedoch ohne 
weiteres möglich. 
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5.5 ARIMA-Modellierung im Merkmalsraum 
Ein weiteres und sehr mächtiges Verfahren bietet die Beschreibung des stochastischen Prozesses 
durch ein" autoregressives integriertes moving average" ( ARIMA) Modell, in dem auch 
Instationaritäten erfaßt werden. In diesem Kapitel werden zuerst autoregressive (AR-), moving 
average (MA-) und die gemischte Form der autoregressiven moving average (ARMA-) Modelle 
vorgestellt. Anschließend werden die Probleme der Stationarität und Instationarität erläutert und der 
Übergang zum ARIMA- Modell vollzogen. Eigenschaften der Modellparameter und Kriterien zur 
Modellidentifikation werden angesprochen. In einem Diagramm wird schließlich der 
Programmablauflogisch festgelegt. Es wird der Bezug zu der übergeordneten Systemdarstellung 
angegeben. 
Im folgenden seien mit k, k-1,... die diskreten Zeitintervalle bezeichnet. y(k), y(k-1),... sind die 
dazugehörigen Funktionswerte des Prozesses, in unserem Falle die eindimensionalen Komponenten 
der Merkmalsvektoren im Merkmalsraum der statistischen Kenngrößen. 
N 
y(k) = y(k) - 11 seien die zentrierten Werte. 
Mit e(k) sei stets weißes Rauschen bezeichnet. 
Autoregressives Modell der Ordnung p: AR(p) 
Def 1: Ein AR(p)- Prozeß wird dargestellt 
p 
~ 
y(k) I <t\ ;(h- i) + e(k) 
i= 1 
wobei t:(k) weißes Rauschen mit E { e(k) } 0 und der Varianz a2 ist. 
In diesem AR- Modell der Ordnung p sind p+ 2 Unbekannte. (<:Pt, ... ,<:P r,a2, ll l 
Dieser unbekannte Parametersatz ist aus der Vergangenheit zu schätzen. 
(5.5.1) 
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Moving averageModellder Ordnung g: MA(g) 
Def .2: Ein MA(q)- Prozeß hat die Darstellung 
~ q q 
y(k) = c(k) + .L ej c<k-J} bzw . .L ej c<k-j} mit e0 = 1 
(5.5.2) 
)=1 )=0 
mit c (k) weißes Rauschen. 
Autoregressives moving averageModellder Ordnung p,g: ARMA(p,g) 
Def. 3: Ein ARMA(p,q)- Prozeß hat die Darstellung 
p # q 
y(k) ="' <l>.y(k-i) + c(k) + ' e. c (k-j) (S.S.J) L t L 1 
i=l J=l 
In diesem Modell müssen die p + q + 2 Parameter <l>t, ... ,<l> P, 0 1 , ... ,® q• a2, 1..1 aus dem gegebenen 
Datenmaterial geschätzt werden. 
Schreibt man den ARMA(p,q)- Prozeß in der Form 
p ".." q 
- .L <~>iy(k-i) = .L ej c ck-j) mit - e0 = 1,- <~>0 = 1 
i=O )=0 
und benutzt man die Verschiebeeigenschaft der z- Transformation, so gilt 
p "'"' q 
c .L - <~>i z n- i) y(z) = c .L e i z n- i) c (z) 
i=O i=O 




y(z) =---- c(z) 
P 
L bi zi 
i = 1 
was für p =:: q = n und c = u genau die Darstellung (5.1) ist. 
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Bemerkung: 
1. Vernachlässigt man beim reinen AR- Prozeß die Rauschkomponente c(k), so hat man die 
Darstellung wie bei der Linearen Vorhersage mit cf> i = - a i 
2. Ein MA- Prozeß der endlichen Ordnung q ist stets schwach stationär mit der 
Autokorrelationsfunktion (im folgenden mit. AKF bezeichnet.) (/2/ S 217) 
q-h q 
p (h) I eJ eJ+h 1 I e~ fUrO~h~q 
J=O j=O 
Die AKF ist 0 für h > q. 
Parameterschätzung aus den Yule Walker Gleichungen 
Es sollen aus dem AR(p)- Modell die Parameter Cl>r , ... ,<l>p geschätzt werden. 
Ausgangsmodell ist 
p ,.._ 
y(k) I <~>i y(k- i) + dk) 
i= 1 
Durch Multiplikation mit y(k-h) und Erwartungswertbildung erhält man 
p 
y( h ) I Cl>. y(h-i)+ o 2 fur h > o ! 
i= 1 
p 
y( 0) I Cl>. y( i) + o 2 {ur h = o ! 
i=1 
Zwischen y bzw. p und den Parametern cf>i gelten folgende Beziehungen: 
a) Aus y bzw. p lassen sich die C!>i berechnen 
b) Aus cpi kann man y br.w. p berechnen gemäß 







p(p-1) p(p-2) 1 : 














oder in Martrixschreibweise R P • <l>p = Pp 
Allgemeine Bedeutung der ARMA(p,g) - Prozesse 
Der AR(p)- Prozeß modelliert eine Zeitreihe, in der ein momentaner Wert funktionallinear aus p 
früheren Zeitreihen werten, mit gewissen Faktoren <Pi gewichtet, hervorgeht. 
Der MA(q) - Prozeß (Prozeß der gleitenden Durchschnitte) findet oft Verwendung, wenn ein im 
Gleichgewicht befindlicher Zustand von additiven Störgrößen überlagert ist, die als weißes Rauschen 
mit der Zeit abklingen. 
Ein ARMA- Prozeß beinhaltet beide Modellierungen: wenn z.B. bei einem AR- Prozeß die Störung 
selbst ein MA- Prozeß ist. Da ein MA- Prozeß stets schwach stationär ist, richtet sich die Frage nach 
der schwachen Stationarität eines ARMA- Prozesses nur nach dem AR- Anteil. Um Instationaritäten 
zu beseitigen, werden ARIMA- Modelle eingeführt. 
Autoregr. integrierter moving average Prozeß der Ordnung (p,d,q) : ARIMA(p,d,q) 
Def 4 Ein stochastischer Prozeß Y(k) heißt ARIMA(p,d,q) - Prozeß, wenn es ein d gibt mit 
Vd Y(k) ist ein ARMA- Prozeß 
Hierbei ist Vl Y(k) = Y(k)- Y(k-1) 
V2 Y(k) = ( Y(k)- Y(k-1 )) - ( Y(k-1)- Y(k-2)) 
Durch den Operator Vd wird ein polynomialer Trend der Ordnung d-1 ausgeglichen um 
schwache Stationarität zu erreichen. In der Praxis genügt meist d < 3. 
(5.5.9) 
Die Bestimmung der Modellparameter geschieht im wesentlichen über die Berechnung der 
AKF und der partiellen Autokorrelationsfunktion (PAKF). 
Bemerkung zur AKF und PAKF 
Als Schätzfunktion für die AKF dient p(h) mit p(h) = y(h) I y(O) und y(h) wie folgt: 
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y (h) 
1 n-h I J(k) ;<k + h) 
n k= 1 
Da bei sehr großem h die Schätzung ungenau wird, sollte h n/3 nicht überschreiten. 











oder in Matrixschreibweise Rh· <l>(h) = Ph 




! <I>hh p(h) J 
(5.5.10) 
(5.5.11) 
hängt vom Parameter hab, und die Lösung des Systems liefert eine Folge <l>tt, <t> 22, ... , <I> hh. Die Folge 
(<I> hh) heißt partielle Autokorrelationsfunktion ( PAKF). Der Koeffizient <I> hh gibt die Korrelation 
~ ""' .-.J 
zwischen y(k) und y(k-h) nach Bereinigung des linearen Zusammenhanges in den anderen y(k-i) an. 
Kriterien zur Modellidentifizierung: 
Ein Vergleich von (5.5.11) Rh ·<I> (h) = Ph mit (5.5.8) Rp ·<I> P = p P zeigt, daß für einen 
AR(p) -Prozeß gilt: <I> p = <I> PP 
Außerdem ist für h > p ein AR(p)- Prozeß ein AR(h)- Prozeß mit <t> p+ 1 = <I> p+2 = ... == <I> h = 0. 
Daraus folgt: 
Ein AR(p)- Prozeß ist charakterisiert durch Abbrechen der PAKF. <t> hh = 0 ( h > p) 
Bricht die PAKF nicht ab, so handelt es sich um einen MA- bzw einen ARMA- Prozeß, da ein MA-
Anteil vorhanden ist. 
Es gilt: (12/ S 238, /11 S 264) 
a) X - AR (p) : p (h) 
b) X - MA (q) : <t> hh 
c) X - ARMA (p,q) : 
ist abklingend und <t> hh = 0 für h > p 
ist abklingend und p (h) = 0 für h > q 
Es gilt a) und b) 
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Anhand von p (h) und <I> hh wird auf das entsprechende Modell geschlossen. 
Kriterien zur Stationarität,Instationarität 
Die Frage nach der Stationarität des Prozesses im Sinne von schwach stationär kann alleine mit dem 
AR- Anteil entschieden werden, da der MA- Anteil immer schwach stationär ist. 
Wir definieren eine Polynomfunktion mit 
<I>(~) == 1- <1>1 ~- <1>2 ~2 -... - <l>p ~P mit den Koeffizienten <l>1, ... ,<l>p des ARMA- Modells. 
Analog sei 1 + 81 ~ + 82~2 + ... + 8q ~q ein Polynom mit 81 , ... ,8q aus dem ARMA-Modell. 
Sei nun B ein Verschiebeoperator mit B ;(k) == ;(k-1) 
ß2 J(k) = y(k-2) USW. 
und setzt man den Operator B in das Polynom <I> ein, erhält man als Operatorpolynom 
"....,. """ 
<P(B) = 1- t:P1B- ... - <l>pBP, weiches angewendet aufy(k) genau den AR- Prozeß <I>(B) y(k) = e(k) beschreibt. 
Stationaritätsbedingung für ARMA- Prozesse (/2/ S 221 ) : 
y(k) ist stationär {::} Alle Nullstellen des Polynoms <I> (~)liegen außerhalb des Einheitskreises 
(Insbesondere ist bei einem AR( 1)- Prozeß 1<1> 1l < 1 ) {::} 'Y(k) ist lineares P'ilter und kann 
geschrieben werden 
,...; 







wobei das Polynom 1f1 auf den Verschiebeoperator angewendet wird. 
Koeffizien tenberechn ung: 
,...." 
2 < 00 4'· J 
a) Ersetzt man für einen reinen AR- Prozeß das y(k) durch obige Form (5.5.12), so erhält man 
(5.5. 12) 
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<P ( B) y(k) = e(k) bzw. <P ( B) q.r (B) e(k) = e(k) . Also gilt: 
<P ( B) q.r (B) = 1. Daraus folgt die Berechnung der q.r i. 
b) Für einen ARMA- Prozeß werden die q.r i berechnet durch Koeffizientenvergleich des Polynoms: 
<P ( B) q.r (B) = 0 (B ). 
In beiden Fällen sind die <Pi und die 0 j gegeben. 
Eine für die Praxis wichtige Aussage ist folgende: 
Invertierbarkeitsbedingung: 
""' ...... 
Sei y(k) stationär und alleN ullstellen von 0 liegen außerhalb des Einheitskreises, dann ist y(k) 
darstellbar als AR ( oo)- Prozeß (/2/ S 224) 
Diese Darstellung erlaubt es, im Merkmalsraum über die AKF und PAKF signifikant von 0 
verschiedeneWerte zur Modellbildung zu verwenden. 
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Programmstruktur zur ARIMA- Modeliierung mit Parametern (p,d,q) 
In Abb. 5. 5.1 wird die Vorgehensweise zur adäquaten Modeliierung skizziert. 
Ausgehend von den Merkmalen (Primärmerkmale), die die Zeitreihe darstellen, werden Modell- und 
Prozeßparameter geschätzt, welche die Struktur des Signals wiedergeben (Sekundärmerkmale). Diese 
können später als Zusatzinformation in den Klassifikationsprozeß einfließen. Die Größen p, q, d 
werden iterativ bestimmt. 
Die Abb. 5.5.2 zeigt die Iterationsschleifen zur Dimensionierung der Größen p, d und q. 
5.6 Anwendung der Prognoseverfahren 
In dieser Arbeit wird die Schadensfrüherkennung unter dem Aspekt des Prognostizierens betrachtet. 
Als Beispiel einer Störung dient ein Experiment, in dem lokales Sieden simuliert wird. Da es Prozesse 
gibt, die sehr schnell propagieren, ist es wichtig, Fehlverhalten und erste Anzeichen schon früh richtig 
zu interpretieren, sodaß eine entsprechende Maßnahme getroffen werden kann. Es wird aufgezeigt, 
wie dieser Interpretations- und Entscheidungsprozeß durch Anwendung von Prognoseverfahren und 
Trendanalyse im Merkmalsraum durchgeführt werden kann. 
Betrachtet man ein herkömmliches Überwachungssystem, so läßt sich der Informationsfluß wie in 
















Rohdaten --•~~~o Verarbeitung ___.. Überwachung ___..Entscheidung 
Schwellwerte 
Signalauf-












(Zeit- und Frequenzbereich) 
Modellidentifikation 
es 1mmung er roze parame er B t d P ß t 
p,d,q 
l 
Schätzung der AR- und MA- Anteile im 
gefundenen Modell 
l 
Test auf Modelladäquatheit 
Überprüfung der Modellparameter 
Prozeßparameter 
Kenngrößen 






Berechnung: 1. Mittelwerte, Varianz 
2. Autokovarianzen 
3. Autokorrelation 
4. partielle Autokorrelation PAKF 
der entsprechenden stationären Zeitreihe 
Lösung der Yule- Walker Gleichungen 
erste Schätzungen der AR- Anteile anhand der PAKF 
erste Schätzungen der MA- Anteile 
, 
Berechnung der Residuen, ausgehend vom gegenwärtigen Modell 
statistischer Test auf weißes Rauschen 
l 
Feinschätzung der AR- und MA- Anteile nach der Maximum-
Likelihood Methode 
Startwerte aus obigem Modell 
Prognose der zukünftigen Zeitreihe 
Abb.5.5.2: Iterative Dimensionierung des AfUMA ·Modells 
I 
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Die Zeit, die vom Auftreten des Schadens bis zu seiner l':rkennung vergeht, hängt von mehreren 
Randbedingungen ab, z.B. von der Aufbereitung und Art der Merkmale. Auch der 
Klassifikationsprozeß ist nicht trivial und zeiLintensiv. Eineapriori Ausnutzung der im Voraus 
abgeschätzten Information kann man mit Hilfe von Prognoseverfahren und Trendanalyse erreichen. 
Nach einer Berechnung der für denjeweiligen Anwendungsfall relevanten Kenngrößen werden im 
Merkmalsraum mathematische Modelle erstellt, die den beobachteten Prozcß beschrc~iben. Es werden 
nicht nur die Kenngrößen überwacht, sondern das Modell, repräsentiert durch seine Parameter, isl 
charakteristisch für den Prozeßzustand. Man hat eine parametrische Prozef.\- bzw. Signal-
beschreibung. Diese Prozeßparameter haben direkten Einfluß auf daszukünftige Verhalten. ln 
diesem Sinne kann, ausgehend vom parametrischen Modell, eine Prognose des zeitlichen Verhaltens 
der Kenngrößen angegeben werden. Die Prognose vollzieht sich im Merkmalsraum, nicht auf 
Signalebene. Diese Tatsache ermöglicht die Ausdehnung des Klassifikationsprozesses auf die 
prognostizierten Merkmale. Es kann also bereits eine Entscheidungsfindung vorweggenommen 
werden, und die aus dem überwachten Signal berechneten Merkmale gehen nachträglich nur noch in 
eine schnelle Ja-Nein Entscheidung ein. 
Es werden die einzelnen Verfahren vorgestellt und am Experiment des lokalen Sieelens eingesetzt. An 
der Klassifikation sind im wesentlichen zwei Typen von Merkmalen beteiligt, zum einen 
prognostizierte Primärmerkmale- dies sind die gemäß dem mathematischen Mode 11 
vorausberechneten statistischen Kenngrößen- und zum anderen die :vlodcllpanunetcr selbst als 
Sekundärmerkmale. 
Anwendung der einzelnen Verfahren: 
Da keinaprioriWissen vorhanden ist, welches Modell den Prozel.\verlaul' irn 1\-lcrlunalsrnum am 
besten beschreibt, werden mit verschiedenen AnsüLzen unterschiedliche Aspekte betont und daraus 
die Modelle abgeleitet.Alle im folgenden vorgestellten Methoden operieren im Merkmalsruum. Di!) 
Merkmalsextraktionsstufe ist nbgesch Jm;s!!ll und es st.cht der fürdie K lnc;si fi ka t.ion nd!:v:\ n t.P 
dimensionsreduzierte Merkmalsraum im Zl!it. und l"requenzbereich zur Vcrfüg·ung. 





'-,' n v(h-v) 
\0 
,. -= I 
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die momentane Merkmalsvektorkomponente y(k) aus den m vorangehenden mit den linearen 
Gewichten a v geschätzt. In einer Einstellungsphase werden die a v durch ein 
Optimierungskriterium ermittelt: Der erwartete Fehler für die Summe der quadratischen 
Abweichungen sei minimal. Diese so berechneten a v beschreiben dann das Modell. Ausgehend von 
ihnen werden die Prognosewerte berechnet. mistzunächst frei wählbar, beeinOußt aber das Ergebnis. 
2. Ein weiterer Prognoseansatzwird über die Modellbildung einer Differenzengleichung erzielt. 
Ausgehend von einem Sat.z Beobachtungswerten im n- dimensionalen Merkmalsraum wird einen-
dimensionale Differenzengleichung erster Ordnung angesetzt. 
y(h + l) - y(h) = 0 y(k) + b 
mit noch unbekannten Modellparametern 0 und b. 
(5.6.2) 
Durch Berechnung der Merkmalsvektoren und ihrer Differenzen in einem Beobachtungsintervall 
werden 0 und b mit dem Verfahren der kleinsten Fehlerquadrate geschätzt. Bei einer ständigen 
Überwachung werden durch eine fortlaufende Verschiebung des Beobachtungsfensters im 
Merkmalsraum die Parameter 0 und b stets angepaßt. Somit beziehen sich die aus dem parametrischen 
Modell prognostizierten Werte immer aufden letzten aktuellen Prozeßzustand. Die Prognosewerte 
werden gemäß y(k + l) = A y(k) + b berechnet mit A = 0 + I. (5.6.3) 
3. Ein dritter Ansatz zur Prognose von Merkmalsvektoren wird im Berliner Verfahren modelliert. 
Mit einer Rauschkomponente X(k) und einer Trendkomponente T(k) des stochastischen Prozesses wird 
durch den Ansatz y(k) = X(k) + T(k) ein Polynom vom Grad d angesetzt, um den Merkmalsverlauf zu 
approximieren. Die Modellparameter a i werden nach der Methode der kleinsten Quadrate geschätzt. 
A. 
Einen Schüf.;,er für a tn y{k) F k · a erhi.ilt man mit a = ( FT F )-I FT Y. (5.6.4) 
4. I·~ in miichtigec; Werki'.P\Ii~ wr :vlodellierung stochust.ischer Prozesse bieten diP ARIMA- Modelle. 
,, 
.·;,(II) = '\ (I> v(/.o- i) + ,. 
'I 
'\ H t: (/1- j) mit H(l = .I . 
io= I J=O 
N;_tch Eliminnlion der lnstationaritüten mit einem Differenzenoperator V d werden die 
autoregressiven Anteile (1\R- Anteile) und die moving average Anteile (MA- Anteile) geschützt. Als 
{5.6.5) 
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Beobachtungsgrößen dienen die berechneten Primärmerkmale. Die Modellbildung wird nach 











Folgende Tabelle gibt eine Zusammenfassung der Verfahren, der den Prozeß im Merkmalsraum 
darstellenden Rechenmodelle und der relevanten Sekundärmerkmale. 
Verfahren 
Lineare Vorhersage 
D if(erenzenuerfa hren 
Berliner V erfahren 
ARIMA - Modellierung 
Rechenmodell 
m 
y(k) - L avy(k-v) 
v= l 
y(k + 1) = A y(k) + b 
y(k) =X(k) + T(k) mit T(k) 
p 
y(k) = 2 ct>iy(k- i) + 
i=l 
q 










Alle vier Verfahren gehen gleichzeitig in den Klassifikator während der Überwachung. 
-59-
Die Verfahren basieren aufunterschiedlichen Ansätzen und bieten bei ParaBeleinsatz bessere 
Entscheidungsmöglichkeiten. Im Sinne der Schadensfrüherkennung ist vor allem Punkt 2 von 
Bedeutung. Bei einer "explosiven" Propagation des Störfalles wird im Merkmalsraum die 
Zustandsdarstellung über die Differenzengleichung den Prozeß sehr gut beschreiben gegenüber einem 
linear gewichteten. Für die Darstellung eines lokallinearen Trends sorgt der konstante Vektor h. 
Es zeigt sich, daß alle vier Prognoseverfahren in einem gewissen Toleranzhereich ilhnliche Werte 
voraussagen. Die Prognosewerte sind noch abhängig von der Fensterlänge und der 
Verschiebungslänge des Überwachungsfensters sowie der Prognoselänge (Zeitraum der Prognose). 
In diesem Kapitel wurden verschiedene Ansätze gemacht, wie man ein parametrisches Signalmodell 
im Merkmalsraum simulieren kann, welches das vorgegebene Datenmaterial in seiner Struktur zum 
einen beschreibt und auch Aussagen über den künftigen Verlauf im Merkmalsraum macht. Die 
Merkmale werden prognostiziert und können in einen Klassifikator schon vor Eintreten der 
Ereignisse eingegeben werden. 




6.1 Gütekriterien für statistisch unabhängige Merkmale 
Da die Detektion der zu erkennenden Störfälle ( hier sind es Siedezustände) neben einem adäquaten 
Klassifikatormodell auch noch von einer guten Merkmalsgenerierung abhängt, soll hier untersucht 
werden, nach welchen Kriterien Merkmale gefunden werden könen, die eine möglichst gute 
Entscheidbarkeit, d.h.Klassenseparierung zulassen. Die Prognoseverfahren in Kapitel 5 waren 
merkmalsunabhängig und können daher auf alle Merkmale angewendet werden. 
Da es keine Möglichkeit gibt, von vornherein die für das Problem besten typischen Merkmale zu 
finden, besteht nur die Möglichkeit, mit heuristischen Verfahren zunächst eine genügend große 
Obermenge zu erzeugen, die dann entsprechend einer Bewertung in optimaler Weise reduziert wird. 
Bei unserem Problem der akustischen Siedeerkennung hat man es mit eindimensionalen 
stochastischen Signalen zu tun, sodaß statistische Parameter als den Prozeß beschreibende Größen 
geeignet erscheinen. Eine Menge solcher Merkmale wurde in Kapitel4 erzeugt. Seien nun zwei 
Klassen A und B gegeben. Die Klassenrepräsentanten für die Muster der Klassen A bzw. B seien mit 
den Vektoren m A und m B bezeichnet. Der Merkmalsvektor m mit den Komponenten mv ist dann 
gut, wenn er die beiden Klassen gut trennt. Dies bedeutet, daß die beiden Klassenwolken möglichst 
dicht sind (jeweils geringe Streuung der Wolken in sich) und die Zentren weit auseinander liegen. 
Die Forderung lautet also 
I mv A - mv BI möglichst groß und a ( m vA) und a ( mv B) möglichst klein. 




,Je größer das Maß G v ist, um so bessere Trennbarkeit der Cluster ist erreicht. 
6.2 Bewertung für korrelierte Merkmale 
Das oben eingeführte Maß gilt für skalare Merkmale bzw. für die Komponenten eines 
Merkmalsvektors separat. Wenn die einzelnen Merkmale nicht unabhängig sind, wird die Korrelation 
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untereinander in Form einer Kovarianzmatrix berücksichtigt. Als Erweiterung des Maßes G v hat 
man dann im n- dimensionalen Fall: 
(6.2.1) 
mit mA und mB als Clusterschwerpunkte und KA , Ks als Kovarianzmatrizen bzgl. der Klassen A 
und B, jeweils bei gleich vielen Mustern in A und B. 
T bezeichnet den transponierten Vektor. 
Die inverse Kovarianzmatrix ::;teilt die Erweiterung der Division durch die Streuung dar. 
6.3 Anwendung aufKNS- Signale 
Die in Kapitel 4 generierten Merkmale werden zunächst alle bezüglich ihrer Separierbarkeit 
überprüft und das Maß G berechnet. 
Als zu untersuchende Signale wurden aus den KNS -lhperimenten drei herausgegriffen, die sich in 
ihrem Signal/Rauschverhältnis sehr stark unterscheiden. Zur Referenzbildung standen vonjedem 
Signal genügend viele Muster (Größenordnung 100) zur Verfügung. In der folgenden Abbildung 6.3 
sind für jedes der drei Signale ( 0 db, -1 1 db und -14 db) in Abhängigkeit von verschiedenen 
Trainingssätzen (bezüglich Anzahlund Bereich der Muster) die besten Merkmale und die 
entsprechenden Gütemaße angeführt. Für alle Trainingssätze innerhalb eines Signals fällt auf, daß 
die absoluten Gütemaße, die ein Bewertungsfaktor für das entsprechende Merkmal sind, in 
Abhängigkeit vom Musterbereich zwar variieren, aber die Merkmale selbst, die als gut eingestuft 
wurden, auch ihre hohe Güte während dieses Signalverlaufes behalten. Dies entspricht den 
Güteberechnungen in den Abbildungen. 6.4- 6.6. Man kann also sagen, die Güteverteilung der 
Merkmale innerhalb eines Signals ist sehr stabil, unabhängig davon, wo man die Trainingsmuster 
generiert.. Andererseits erkennt man sehr deutlich, daß die besten Merkmale von Signal zu Signal 
unter::;chiedlich sind. Man beachte dabei, daß in allen drei Signalen das gleiche Nutzsignal steckt. In 
i\bhüngigkeit der Rauschanteile verschieben sich also die guten Merkmale. Dies hat große Bedeutung 
für cl ie späteren Lern modelte. Geht man in einer ersten N üherung von einer Normalverteilung der 
Med.::male aus, so zeigt die Abbildung 6.7 sehr anschaulich die Güte der Separierbarkeit anhand des 
Überluppungsbcreiches der heickn Klassen hei der Beurteilung durch ein Merkmal. Es wurden in 
dieser Abbildung 6.7 bei dem 0 db- Signal das Merkmal Nr 5 ( vgl. auch Abb. 6.4) und für das stark 
verrauschte -14 db- Sig-nal das Merkmal Nr :31 (vgl. auch 1\bb. 6.6) benutzt. 
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S/N NS-S Musterbereich max. Güte Merkmale 
N5 31-80 
0 db 2.4/1.5/1.5 5/40/10 
5 251-300 
N5 61-110 
Odb 5.7/5.1/3.2 5/40/42 
5 281-330 
0 db N5 41-110 4.8/3.1/2.5 5/40/42 
5 261-330 
N5 31-130 
0 db 4.0/2.9/2.3 5/40/42 
5 251-350 
N5 31-80 






-11 db N5 41-110 0.65/0.61/0.65/0.66 4/6/23/42 
5 261-330 
-11 db N5 31-130 
s 251-350 0.55/0.58/0.45 4/42/6 
NS 31-80 
-14 db s 251-300 0.46/0.31/0.24 31/33/40 
NS 61-110 
-14 db s 281-330 0.37/0.39/0.27/0.33 31/33/40/32 
NS 41-110 





Abb. 6.3: Merkmale-Güte Tnbelle 
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Kapitel4 hat die Problematik der Merkmalsgenerierung aufgezeigt. Da die Merkmalsfindung im 
wesentlichen auf Heuristik angewiesen ist, benötigt man Kriterien zu einer Bewertung, um ein 
Maß für die Güte zu haben. 
Diese Bewertung scheint zunächst nur in einem zeitlich lokalen Rahmen zu geiLen. !•~:,; hat sich bei 
den Untersuchungen herausgestellt, daß die Güte der Merkmale während der zeitlichen Dauer 
der Signalüberwachung nicht konstant gut oder schlecht bleibt. Es kann pas:,;iercn, daß durch 
Auftreten von neuen S/N Verhältnissen ( z.B. bei Änderung von Betriebsgrößen im Reaktor) 
anfänglich gute Merkmale im Laufe der Zeit schlechter werden, sodaß man dann geeignete 
Maßnahmen überlegen muß, um eine Separierbarkeit der Musterklassen in ausreichendem Maße 
zu garantieren. 
In diesem Kapitel werden in erster Linie Lernprozesse untersucht. Diese Lernprozes:,;e und 
Trainingsphasen im Prozeß sind einmal notwendig zur Referenzbildung innerhalb der 
Klassifizierung, zum andern sollen verschiedene Ausprägungen der Lernphasen untersucht 
werden, die auch dem Problem einer permanent guten Merkmalsauswahl Rechnung tragen. 
In diesem Zusammmenhang spielen clusteranalytische Verfahren eine bedeutende Rolle. Unter 
clusteranalytischen Gesichtspunkten werden in den folgenden drei Unterkapiteln die Fragen 
untersucht, welche Lernprozesse prinzipiell möglich sind, welche Vor- und Nachteile :,;ie haben, 
wie eine Kombination möglichst die Vorteile verhinden kann und welchen Nutzen sie für die 
Überwachung innerhalb der Siededetektion haben. 
Dabei interessiert beim letzten Fragenkomplexinsbesondere, wie man durch einen guten 
Lernprozeß garantieren kann, daß stets gute Merkmale zur Verfügung stehen aus der Menge der 
Grundgesamtheit. 
7 .1. Generierung von Ballungszentren im Merkmalsraum 
Dem System si;ehen apriorizwei Klassen zur Verfügung, Sieden und :"Jichtsiedcn, wohd Mustor 
in der Übergangsphase durch die "Nähe" zu der einen oder anderen Klasse ausgedrückt werden. 
Beide Klassen können als Clusterwolken im n-dimensionalon Merkmalsraum dargesLciiL worden 
mit den Paramteren mA und m B als Clusterzentren und aA und oB als Streugröf.\Hn. 
Es gilt nun, die Clusterwolken im geometrischen Sinne möglichst weit auseinander und in sich 
kompakt, also dicht zu halten. 
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Sowohl in der Trainingsphase (zum Einstellen des Systems,) als auch im späteren Prozeß bei 
Beobachtung unbekannter Muster müssen die ankommenden Muster nach ihrer Transformation 
in den Merkmalsraum den einzelnen Clustern zugeteilt werden. Die Zuteilung in der 
Trainingsphase hängt im wesentlichen davon ab, ob dem System von außen die Klasse und somit 
das Clusterapriori mitgeteilt wird- wir sprechen dann von einem überwachten Lernprozeß 
(überwacht durch den Lehrer von außen)- oder ob das System selbst eine Zuordnung vornimmt 
ohne explizite Überwachung von außen. Wir sprechen dann vom unüberwachten Selbstlernen. 
7.2. Überwachtes Lernen-unüberwachtes Selbstlernen 
Damit das System bzw. ein Klassifikator überhaupt erst eingestellt werden kann in einer 
Trainingsphase, bedarf es einer a priori Information über die Klassenzustände von außen. In 
diesem Sinne ist ein überwachtes Lernen am Anfang sinnvoll. Der Vorteil des überwachten 
Lernprozesses liegt darin, daß der externe Lehrer Repräsentanten der einzelnen Klassen 
aussuchen kann um die Klassenstruktur als Referenz vorzugeben. DerNachteil bei speziell 
solchen stochastischen Prozessen istjedoch, daß der externe Lehrer nicht in der Lage ist, reine 
typische Repräsentanten zu selektieren, da sich die Muster dynamisch im Prozeßverlauf ändern. 
Bei globaler Zuweisung der Muster in die einzelnen Klassen, wie das bei den stochastischen 
Signalen in der akustischen Überwachung der Fall ist, können falsche Muster in die vorgegebene 
Klasse geraten, da man keine abgegrenzten Musterzustände für die eine oder andere Klasse 
angeben kann. Da viele Zwischenmustet' so in die Lernphase einfließen können, da sie von außen 
nicht zu überwachen sind und somit die Clusterseparierung bzw. die Lage der Clusterwolken 
verwischen, was einer späteren Klassifizierung unbekannter Muster bestimmt nicht förderlich 
ist, scheint eine Ergänzung durch eine weitere Lernprozedur, ein unüberwachtes Selbstlernen 
sinnvoll. 
In dieser Arbeit wird eine Kombination beider Lernprozesse eingesetzt. 
überwachtes Lernen: globales Herausgreifen der Trainingsmuster aus den intensiven 
Siede- und Nichtsiedephasen 
unüberwachtes Selbstlernen: Selektion von typischen Mustern innerhalb eines Clusters 
und Bereinigung der Klassen durch hohe Rückweisungsraten. 
Durch ein überwachtes Vorlernen stehen dem System zwei Klassen in Form der Cluster ( mt\, w\) 
und ( mß, oB) zur Verfügung. Das anschließendunüberwachte Selbstlernen dient dann dazu, mit 
selektierten Mustern neue kompaktere Klassen mit geringerer Streuung· zu erzeugen, bzw. falsch 
zugewiesene Muster in die richtige Clusterwolke zu verschieben. Dabei kann das bekannte 
Minimaldistanzverfahren als Grundlage dienen mit folgenden Schritten: (/~30/ S 107- 118) 
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(1) Anfangspartition der Cluster vorgeben (z. B. überwachtes Lernen); 
(2)Kiassenschwerpunkte berechnen (mA, mB); 
(3) Verschiebung der Elemente in die Klasse gemäß minimalem Abstand z. B. 
x ~ x I 2 ~ Min 
gk 
mit K Klassen und Xgk Schwerpunktsvektor der Klasse k; 
(4) Berechnung der neuen Cluster gemäß der neuen Gruppierung; 
Man kann zeigen, daß man im Sinne des Varianzkriteriums ( /30/ S 1 07) eine monotone 
Verbesserung erhält durch diese Strukturierung. 
(7.2.1) 
ln unserem Anwendungsfall bei der Siededetektion hat sich gezeigt, daß die Cluster der 
vorgegebenen Siedesignale oft sehr unstrukturiert sind, sodaß weitere spezielle Methoden und 
Verfahren für die Kompaktifizierung und Bereinigung der Cluster von falschen Mustern 
angebracht sind. 
7.3 Clusterbereinigung und Kompaktifizierung 
Hat man im überwachten Vorlernen zwei Cluster für die Klassen generiert, so sind die 
Gruppenzentroide mA ,mB und die Streuungen oA, oB als Vorlage für das anschließende 
unüberwachte Selbstlernen gegeben. Gerade bei den Siedesignalen können auch beim Lehrer sehr 
leicht unerwünschte Muster in die falsche Klasse geraten, weil man ganze Bereiche der 
Siedephase angeben muß und keine partiell isolierten Siedemuster existieren. So sind z.B. in jeder 
Phase des Siedezustandes (Ansammlung von Bläschenschwingungen und 
Kollabierungsimpulsen) eine ganze Reihe von Nichtsiedemustern enthalten, umgekehrt können 
auch im Nichtsiedezustand schon einige Bläschenschwingungen enthalten sein. [n einem 2-
dimensionalen Merkmalsraum wird das in der Clusterbildung in Abb. 7.3.1. deutlich. 
Die beiden Muster Ml und M2 werden vom Lehrer zunächst als den Klassen 1 und 2 entsprechend 
eingeordnet und demnach die Gruppenzentroide und ihre Streuungen berechnet. Eine 






Abb. 7.3.1: Zwei separate Cluster 
Merkmall 








Betrachtet man beide Cluster wsammen, so gehört Ml offenbar in die Klasse 2 und .'v'l::~ in die 
Klasse l. Man kann ein Auslauschverfahren dmchführcn, wonach die Gruppenzentroide wincler 
neu zu berechnen sind. 
Eine weitere \1öglichkeit, Cluster zu bereinigen und zu kompaklillzieren isL in l'ol~{endem 
Eliminationsverfahren enthalten, wie es auch in dieser /\rboil bei den Siedesignaion Anwendung 
findet. Die Elimination findet auf der Grundlage staU, daß Mw:Jter, dio sohr weil abseits vom 
Cluster liegen, eliminiert werden, unabhängig ob sie bereits einem fremden Cluster zugeordnet 
wurden 
-71-
(wie oben gezeigt) oder außerhalb beider Cluster liegen. 
Dabei hat sich gezeigt, daß die reine Entfernung des Musters zu den Gruppenzentroiden kein 
gutes Maß ist. Dies wird in fogenden Abb. 7.3.3 und 7.3.4 verdeutlicht. 













Abb. 7.3.4: Clusterzugehörigkeit 2 
Während in Abb. 7.3.3 das Muster Ml elirniniert werden kann, da es weit entfernt ist von beiden 
Clustern, ist in Abb. 7.3.4 Ml relativ nahe zur Klasse 2 (Der Abstand zum Mittelpunkt der 
Klasse 2 ist geringer als der zum Mittelpunkt der Klasse 1 ), darf aber nicht eliminiert werden, da 
es offenbar zur weitgestreuten Form von Klasse 1 gehört. (Mahalanohisabstand! ). 
Ein besseres Maß als der ubloute Abstand des Musters zum Zentrum ist die Heterogenität des 
Clusters, d.h. die !so!iertheit des Punktes. Als Maß für die Isoliertheil des Punktes führen wir 
Abstandsbetrachtungen relativ zu Nachbarpunkten ein. 
Kriterium Ein MusterM wird genau dann eliminiert, wenn es zu den übrigen Mustern seines 
Clusters eine isolierte Luge hat. Dies bedeutet nicht, daß es nur weit entfernt vom 
Zentrum ist. 
Es ist nicht notwendig, diese Betrachtung und i\.nalyse für jeden Punkt des Clusters 
zL. betreiben, sondern es genügt die Berechnung für die Musterpunkte, die auJ.\orhalb 
einer Streubreite ( z.B. 1 a) liegen. Damit reduziert sich der Berechnungsaufwand 




Weiterhin kann nicht nur der Abstand zum nächsten Punkt betrachtet werden, 
sondern es müssen Gruppennachbarschaften berücksichtigt werden. 
Dies wird in folgender Abb. 7.3.5 deutlich: 
:Merkmal 1 
Klasse 1 






Ml hat zu seinem nächsten Nachbarn M2 einen geringen Abstand, ebenso M2 zu Ml. Erst durch 
Berücksichtigung der 2-, 3- oder m'> 3 Nachbarschaft erhalten M l und M2 große Abstandsbetrüge 
und werden demnach als isoliert angesehen und eliminiert. Für die Elimination wird folgende 
Strategie festgeklegt: 
Für jedes Muster x außerhalb des la -Bel'eichs suche die m nächsten Nachbarn x1, x:z, ... , X 111 (m 
fest vorgegeben) 
m 





d:~nn r·liminiPr!' dns :Yittster x. 
-
Dnlwi ist N die Anzahl der Muster im Cluster und d der mittlere Abstand zwf'iN :'-i;~chh;trn 
votwin;tnder. 
B!'illl ttnüiH!rwachten Selbstlernen werden bei den SiedemustPrn di!~.ienigr•n !dimi11inl. di(• rl:tclt 
nhi~~·pm Kriterium als isoli(~rte Gruppe auftreten. Es ist leicht cinzuselwn, (bl.\ f'in!~ l•:limin:il ion 
aul'g·rund einer m- Nachburschaft auch eine Elimination aufgntnd einer ( rn +I) Nachh;~rsclwll 
nuch sich zieht, aber umgekehrtes gilt nicht. Dies bedeutet, möglicherweise gn~ifl r~rsl. !'in f'f w;~s 
gTiiL\eres rn, falls mehrere !.ll eliminierende Punkte in einer engen Nachbarschart li!'g!·n 
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Allerdings mußmim Verhältnis zur Clusterelementzahl N klein bleiben. In unserem 
Anwendungsfall wurde m = 3 bei N = 50 gewählt. 
ln den Abbildungen 7.3.6 · 7.3.8 sind die Clusterstrukturen vor und nach der entsprechenden 
Bereinigung dargestellt und zwar für verschiedene Merkmale und für verschiedene 
'l'rainingsbereiche, jedoch bei gleicher Anzahl von 50 Mustern pro Klasse in dem 0 db- Signal. 
Abb. 7.3.6 zeigt Nichtsiedemuster aus dem Bereich Block 20-70 und Siedemuster aus dem 
Bereich Block 200-250. Als Merkmale werden hier die Nr. 20 und Nr.24 benutzt. Der 
Bereinigungseffekt wirkt offensichtlich. 
ln Abb. 7.3.7 wurde das gleiche Verfahren eingesetzt. Die Nichtsiedemuster entstammen dem 
Bereich Block 40-90, die Siedemuster dem Bereich 280- 330.Als Merkmale wur·den hier die Nr l 
und Nr.42 benutzt. 
In Abb. 7.3.8 wurden die gleichen Merkmale wie in 7.3.7 benutzt, jedoch sind die Muster näher 
der Übergangsphase entnommen im Bereich Block 120- 170 für die Nichtsiedemuster und Block 
175- 225 für die Siedemuster. [m Gegensatz zur Abbildung 7.3.7 spielt in diesem Falle der 
Bereinigungseffekt eine viel bedeutendere Rolle. 
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Abb. 7.3.6: unüberwachtes Lernen: Musterbereich: Block 20- 70 und 200- 250 
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Abb. 7.3.7: unüberwachtes Lernen: Mustcrbereich: Block 40 · 90 und 280 · 330 





































~ ~ - " 
* l,f 
' 
3 4 5 6 7 8 9 
MERKMAL 1 
~: 







,;.r *.+}~-- ~ C{Jo _,.---'-(tfö"a··-oo.o. __ o 
*'''4:o ~'---.ro _,i_.O..R-g}'\ 
..___ __ ----'-· ..1-_ --~r~ 1--1 r 1--- --- ---
2 3 4 5 6 7 8 9 
f•1ERK11AL 1 
t\bb. 7 . .1.S: uniihrrwachtrs Lrrnrn: Muslerbereich: Block \20- 170 uncl175- 225 
-77-
8. Gesamtkonzept zur Siededetektion: 
Nachdem in den vergangeneo Kapiteln wichtige Komponenten der Mustererkennung behandelt 
wurden, soll jetzt ein Gesamtkonzept formuliert werden, in dem die Einzelkomponenten zu einem 
System integriert werden. Das System soll schwerpunktmüßig auf den beschriebenen Modellen und 
Verfahren basieren und auflogischer Ebene eine Überwachungsstruktur für eindimensionale Signale 
(hier akustische Signale) darstellen. 
Hardwaremäßig sind alle Berechnungsmodelle aufeiner IBM 3090 installiert. Als Peripherie der 
zentralen Großrechenanlage IBM 3090 des KfK wurden ein Versatec Matrixdrucker und ein IBM 
Graphik-Terminal 3179 eingesetzt. Außerdem standen zur Verfügung die mathematisch statistische 
Library "IMSL" (International Mathematical and Statistical Library) und als Graphiksoftware 
"GDDM" (Graphik Display Data Management). Mit Hilfe dieser Werkzeuge wurden die Modelle 
erstellt und die Untersuchungen durchgeführt. Die akustischen Meßsignale des IRE standen auf 
Magnetband zur Verfügung und wurden im Massenspeicher der IBM gehalten. Heuristische 
Voruntersuchungen wurden zumTeil interaktiv im Teststadium durchgeführt. In der Abbildung 8.0 
ist die Hardware- Software- Konfiguration der Überwachungssimulation dargestellt. 
8.1 Simulation der Siedeüberwachung 
Bevor die bereitgestellten KNS- Signale über ihrejeweilige Gesamtdauer von etwa 10 Sekunden 
überwacht werden, wird ein Training durchgeführt. Der Merkmalsgenerator wird durch einen 
externen Lehrer mit Mustern aus beiden Klassen, der Siedephase und der Nichtsiedephase in ihrer 
ausgeprägten Form trainiert. Nach der Merkmalsbildung wird eine separate Bewertung der 
Ein1.elmerkmale vorgenommen und die Merkmale mit der besten Gütebewertung werden in den 
späteren Klassifikator eingesetzt. Verschiedene Prozeßzustände werden insofern berücksichtigt, daß 
fürjedes Signal (welches im Realfall r.um Beispiel einer Betriebszustandsünderung aufgrund 
geänderter S/N Vet·hältnisse entspricht) eine erneute Trainings- und Lernphase stattfindet. Auch 
eine neue Bewertung ist dann wieder notwendig, wie Kupilel 6 gezeigt hat. Die Cluster werden zum 
Teil bereinigt, um gute Referenr.en r.u erhalten (Kapitel 7). 
Nach dieser Klassifikatoreinstellung wird die on-line -Überwachung simuliert. Ein Fenster einer 
bestimmten Länge (hier FLEN = 750 msec) wird über das Signal verschoben. Eine nichtdisjunkte 
Verschiebung des [<'ensters (hier VERSCH = 125 msec) gewährleistet, daß lokal vergangene Muster 
das gegenwärtige Fenster mitbeeinf1ussen. Diese Überwachungsparameter FLEN und VERSCH 
können auch anders gewählt werden, jedoch sind mit dieser Einstellung bei unserem Anwendungsfall 
~ 








Abb. 8.0: Hardeware-Software-Konfiguration 
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gute Ergebnisse erzielt worden. 
Bemerkungen zur Festlegung der Überwachungskomponenten FLEN und VERSCH 
Bei der Festlegung der Fensterlänge FLEN muß darauf geachtet werden, daß zum einen das E<'enster 
genügend viele Stützstellen besitzt, um eine aussagenkräftige Modellbildung über die statistischen 
Parameter vornehmen zu können. Dabei muß es auf der anderen Seite aber auch kurz genug sein,um 
plötzlich auftretende Störungen früh genug erfassen zu können, ohne daß über die Gesamtlänge durch 
Glättungsalgorithmen die Störungen verloren gehen. Ebenso ist bei der Wahl des Verschiebungs-
parameters VERSCHein Kompromiß zu finden zwischen einer zu großen Verschiebungszeit (bei 
disjunkten Verschiebungen reicht die Aussagekraft des früheren E<'ensters nicht mehr in das 
gegenwärtige Modell) und einer zu kleinen (immenser Rechenaufwand, da die Anzahl der 
Modellbildungen umgekehrt proportionalt:ur Anzahl VERSCH sich ändert). 
Auf logischer Ebene wird eine Überwachung über den gesamten Prozeß von der Aufnahme der 
Rohdaten bis hin zur partiellen Entscheidung über den Siede- bzw. Nichtsiedewstand durchgeführt 
(Abb. 8.1). Die digitalisierten Rohdaten werden nach Vorverarbeitungsroulinen zunächst in den 
Merkmalsraum zu Merkmalen transformiert (im Zeit- und Frequenzbereich). Die Fensterbildung 
vollzieht sich ausschließlich im Merkmalsraum, also nicht auf der ursprünglichen Signalebene. Die 
eigentliche Klassifikation geschieht dann mit den optimal bewerteten Merkmalen für ein E<'enster in 
paralleler Weise mit einem geometrischen Abstandsklassifikator, basierend auf dem 
Mahalanobisabstand. Dabei bedeutet Paralleleinsatz des Klassifikators folgendes: 
Zu einem festen Zeitpunkt to wird das momentan anliegende Muster klassifiziert. Weiterhin Hind aus 
den 4 Modellansätzen, die über das letzte Fenster erstellt wurden, vier Schätzmuster für den 
Zeitpunkt t o entstanden, welche aufgrundder unabhängigen Modelle selbst unabhängig sind und die 
charakterisiert sind durch die Modellparameter, die zeitlich lokal im letzten [•'enster angepaßt 
wurden. Somit hat man eine stets adaptive Schätwng. Man beachte, daß die Adaptivität sich nicht 
dahingehend auswirkt, daß die Klassen verwischt werden, sondern die angepaf.\ten Modellparameter 
sind lediglich verantwortlich für die Schätzung der Merkmale vor ihrer Klassifikation. l•'ür dieHe 
prognostizierten Schätt:werte werden ehenfalls die Klassifikatoren eingesetzt und man orhält so für 
.ieden Zeitpunkt eine fünfstufige Klassifikation, wobei die (•;inzelklassifikationen hier gleichstark ins 
Gewicht fallen. da keinem Modellaufgrund mangelnder Kenntnisse über physikalische 
Signalstrukturen eine Prioritüt eingeräumt werden kann. In die Klassifikation der Mw;ter, die durch 
die vier vorhandenen Schätt:modelle entstehen, gehen also indirekt noch eine Menge von 
Sekundärmerkmalen ein, die bei der ursprünglichen Klassifkation nicht im Merkmalsgenerator 
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Abb. 8.1: Mustererkennung· Überwachungsmodell 
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ein bestimmtes Fenster berechnet und mit denen dann die zukünftigen Muster geschätzt werden. 
8.2 Klassifikationsergebnisse 
Die vorliegenden Klassifikationsergebnisse für die drei KNS- Signale wurden mit einem 
Abstandsklassifikator erzielt. Als Abstandskriterium wurde der Mahalanobisabstand gewählt. 
Eine wesentliche Verbesserung des [nformationsgehaltes der Klassifikation wird durch die 
Parallelauswertung der Prognosemodelle erzielt, die in unserem Falle dem gleichen Klassifikator 
unterliegen. 
Nach einer Trainingsstufe, in der sowohl Siede- als auch Nichtsiedemuster aus dem Prozeß 
abgegriffen wurden in derjeweiligen inten::;iven Phase, wurden alle Merkmale bewertet und die 
besten für den Klassifikationsprozeß eingesetzt. Mit dieser Strategie wurden zum ersten wesentliche 
Verbesserungen gegenüber normalen SchweBwertverfahren erzielt, die meist (wenn überhaupt 
rechnergestützt eingesetzt) eine Amplitudenüberwachung bzw. eine gemittelte RMS- Wert 
Überwachung durchführen. Ein Leistungsvergleich wird im Nächsten Kapitel8.3 gezeigt. Der 
Einsatz der Prognoseverfahren und der damit verbundene Einsatz einer parallelen Klassifikation 
ermöglicht eine erhebliche Verbesserung der Aussagen in folgendem Sinne: 
Die Entscheidung Sieden oder Nichtsieden ist in dieser extremen Alternative für viele nachfolgenden 
Entscheidungen nicht aussagekräftig genug, zumaleskeine strenge Abgrenzung zwischen beiden 
Zuständen gibt, wenn man das physikalische Phänomen betrachtet. Zur Gesamtüberwachung des 
Cores beim Schnellen Brüter soll in den nächsten ,Jahren ein Expertensystem eingesetzt werden, in 
welches die partiellen Entscheidungsprozesse (z. B. 'l'emperaturüberwachung, Neutronenflußrauschen 
oder· hier akustische Rauschprozesse) in Form von Zustandsbeschreibungen einfließen. Auf der 
überg·eordneten Entscheidungsebene werden diese Aussagen verknüpft. Eine Aussage mit 
Wahrscheinlichkeitsdichten zu belegen scheint aufgrundmangelnder Strukturkenntnisse des 
Signals nicht so geeignet wie solche Bewertungsaussagen, die ein Maß angeben, wie stark sich der 
Klussifikator für den Zustand Sieden entschieden hat. 
In diesem Sinne wird der für die Prognosemodelle parallel eingesetzte Klassifikator die Aussagekraft 
erhöhen. Dabei sind folgende Aspekte zu bedenken: 
1. Durch die Modellerstellungheiden Prognosemodellen werden lokal vergangene 
Zustände (innerhalb des Zeitfensters während der Überwachung) mitberücksichtigt und 
machen eine Aussage darüber, ob zur Zeit in Abhängigkeit von der zeitlich lokalen 
Vergangenheit ein gewisser Zustand (Sieden oder N ichtsieden) erwartet wird. 
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2. Die Prognosemodelle basieren aufprinzipiell unterschiedlichen Modellaspekten. 
Während zum Beispiel das Differentialgleichungsverfahren mehr auf eine Detektion im 
exponentiellen Sinne abzielt, sind beim Verfahren der Linearen Vorhersage mehr die 
linearen autoregressiven Parameter maßgeblich beteiligt. Beim Berliner- Verfahren 
werden durch den polynomialen Ansatz im wesentlichen solche Tendenzen (bis zu einem 
vorgegebenem Grad) berücksichtigt. Das ARIMA- Modellliefert mit einem leider nicht 
unerheblichen Aufwand eine Abschätzung der stochastischen Parameter ( sowohl die 
autoregressiven-als auch die moving- average- Anteile), die dieses Modell beschreiben. 
Allerdings lassen sich mit diesem Modell auch instationäre Prozesse (wie es beim Sieden 
der Fall ist) beschreiben. 
3. Bei zeitlich trägen Prozessen können die Prognosewerte bereits als Eingabe in einen 
Klassifikator dienen, ohne daß der Prozeß soweit vorangeschritten ist. Dies würde eine 
vorgezogene Klassifikation bedeuten und würde bei solchen trägen Prozessen für eine 
Frühwarnung erhebliche Zeitprobleme lösen helfen. 
4. Da beim Siedeprozeß nicht das eine oder andere Prognosemodell bevorzugt werden 
kann, da man keinerleiaprioriWissen über die Modellanpassung an die 
Prozeßentwicklung hat, sollten alle Modelle gleichberechtigt eingesetzt werden. 
Die partiellen Klassifikationsergebnisse Sieden( Zustand 1) und Nichtsieden (Zustand 0) werden für 
jedes Modell separat berechnet und der aktuellen Klassifikation (zeitlich verschoben) überlagert. Die 
Summe der Entscheidungsbewertungen (zwischen 0 und 5) drückt somit die Stärke der Entscheidung 
zugunsten des einen oder anderen Zustandes aus. In diesem Sinne kann man von einem adaptiven 
System reden, da die aktuelle Modellbildung stets für eine Bewertung aus der momentanen Sicht 
sorgt. 
Im folgenden sind die Parameter aufgeführt, unter welchen das System die vorliegenden ~:r·gebnisse 
erzielt hat: 
Trainingsstufe: 
50 Merkmalsvektoren zu je einem Block von 25 msec. Dies entspricht einer Blocklänge von 
51 ~W Werten. Es wurden jeweils aus dem Siedebereich wie aus dem 0i ichtsiodebereich 50 
Muster abgegriffen. Jeder dieser Merkmalsvektoren hat 60 Komponenten (im 
wesentlichen statistische Parameter) gemäß der Auflistung in Kapitel4. 
Verschiebungslänge VERSCH: 
Die Überwachung des Signals geschieht dadurch, daß ein Fenster einer bestimmten 
Fensterlänge zeitlich diskret versetzt um die Verschiebungslänge über das Signal 
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geschoben wird. Die Verschiebungslänge beträgt hier 5 Blöcke zu je 5120 Mustern. Dies 
entspricht einer Zeit von 125 msec. 
Fensterlänge FLEN: 
Zur Modellbildung werden alle Muster innerhalb eines Fensters berücksichtigt. Die 
Fensterlänge ist im System zur Zeit auf30 Blöcke= 750 msec festgelegt. Über diesen 
Zeitraum werden die Parameter berechnet, die dann eine Aussage über den zukünftigen 
Prozeßzustand machen. 
Prognoselänge PROG: 
Die Prognose auf zukünftige Merkmalsvektoren, basierend auf dem über das Fenster 
erstellte Modell, bezieht sich auf diskrete Blöcke. Es sind hier 5 Blöcke = 125 msec. 
Diese Parameter scheinen eine sinnvolle Größenordnung darzustellen. Betrachtet man die zeitlichen 
Angaben über Prognosezeitraum (125 msec), Zeitraum zur Modellerstellung ( 750 msec), adaptive 
Modellanpassung (125 msec), so sind hier schon immense Vorteile gegenüber einer 
Temperaturüberwachung registrierbar. Unabhängig von Rechenzeiten, die beim realen Einsatz noch 
zu optimieren sind, die aber in beiden Fällen anfallen, hat man bei der Temperaturüberwachung mit 
Zeiten im Sekundenbereich zu rechnen, bis überhaupt der physikalische Prozeß am Sensor registriert 
werden kann. Erst dann kann da eine Modellbildung vorgenommen werden. Aiie oben beschriebenen 
Parameter sind im Programm frei wählbar, jedoch wurden die Ergebnisse mit den hier aufgeführten 
erzielt. 
Abbildung 8.2.1 zeigt einen Extrakt aus einem Listing, welches die berechneten und geschätzten 
Merkmale darstellt. Der Extrakt bezieht sich auf drei Fensterverschiebungen. [~s wurden hier drei 
Merkmale beim 0 db- Signal übrwacht. Unter Verschnr. ist die Verschiebungsnummer angegeben, 
die angibt, um wieviel125 msec- Einheiten das Fenster verschoben ist. Für jeweils ein um 5 Blöcke 
(zu je 25 msec) verschobenes Fenster werden unter einem Merkmal in einer Zeile für ein Modell di.e 
nächsten fünf Prognosemerkmale geschätzt, bevor das Fenster gerade um diese fünf Blöcke weiter 
geschoben wird. 
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VERSCli.KR UEBERW.BEGIHH 0.75 SEC+ 1 >1: 12 5 MSEC 
1. T ES SELEV.TIERTES MERV.MAL 
AKTUELL 0. 2 0 0. 14 0.20 0. 1 9 0. 1 6 
LIH.PR. 0. 2 3 0. 2 1 0.23 0.22 0. 2 1 
DERL. 0.22 0.22 0.22 0.22 0.22 
DiffGL. 0. 15 0.23 0 . 2 1 0 . 2 1 0. 2 1 
ARIMA 0 . 2 1 0. 2 1 0 . 2 1 0 . 2 1 0. 2 1 
2.TES SELEKTIERTES MERKMAL 
AI<TUELL 0.09 0.06 0.06 0. 0 6 0.06 
LIH.PR. 0. 1 2 0. 1 0 0 . 1 1 0 . 1 2 0 . 1 1 
BERL. 0. 1 0 0. 1 0 0 . 1 0 0 . 1 1 0 . 1 1 
DIFFGL. 0.05 0.06 0.08 0.08 0.08 
ARIMA 0. 10 0.07 0.08 0.08 0.08 
3.TES SELEKTIERTES MERKMAI. 
AKTUELL 0.25 0 . 2 1 0.22 0.25 0.20 
LIH.PR. 0.25 0.23 0.23 0.23 0.23 
BERL. 0.24 0.23 0.23 0.23 0.23 
DIFFGL. 0.27 0.25 0.24 0.25 0.25 
ARIMA 0.25 0.25 0.25 0.25 0.25 
VERSCH.HR 2 UEBERW. BEGDiH 0.75 SEC+ 2 :$:125 MSEC 
1 . T ES SELEKTIERTES MERKMAL 
AKTUELL 0.24 0.24 0. 16 0.26 0. 1 9 
LIH.PR. 0. 19 0. 18 0. 17 0. 1 8 0. 17 
BERL. 0. 17 0. 16 0. 15 0. 1 4 0. 1 4 
DIFFGL. 0. 2 1 0.24 0. 19 0. 2 1 0.20 
ARIMA 0. 2 1 0. 2 1 0 . 2 1 0.20 0.20 
2.TES SELEKTIERTES MERKMAL 
AKTUELL 0.09 0.09 0 . 11 0.04 0. 1 3 
LIH.PR. 0.06 0.06 0.05 0.05 0.05 
BERL. 0.07 0.07 0. 07 0.07 0.06 
DIFFGL. 0. 1 2 0.07 0.09 0.08 0.08 
ARIMA 0.08 0.08 0.08 0.08 0.08 
3.TES SELEKTIERTES MERKMAL 
AKTUELL 0.37 0.28 0. 23 0.26 0.20 
LIH.PR. 0.23 0.23 0 . 2 1 0.23 0.22 
BERL. 0.22 0. 2 1 0 . 2 1 0. 2 1 0.20 
DIFFGL. 0 . 3 1 0.23 0.24 0.25 0.24 
ARIMA 0.26 0.24 0.24 0.24 0.24 
VERSCH.HR 3 UEBERW.BEGIHH 0.75 SEC+ 3 *125 MSEC 
1 . TES SELEKTIERTES MERKMAL 
AKTUELL 0 . 2 1 0.20 0.22 0 . 2 1 0.26 
LIH.PR. 0.19 0.23 0. 19 0.20 0 . 2 1 
BERL. 0.20 0.20 0.20 0. 2 0 0.20 
DIFFGL. 0 . 2 4 0.20 0. 2 1 0 . 2 1 0 . 2 1 
ARIMA 0 . 2 1 0 . 2 1 0 . 2 1 0 . 2 1 0 . 2 1 
2.TES SELEKTIERTES MERKMAL 
AKTUELL 0.07 0 . 1 6 0.07 0.07 0.06 
LIH.PR. 0 . 1 0 0.09 0.08 0. 1 0 0. 1 0 
BERL. 0.08 0.07 0.07 0 . 0 7 0.07 
DIFFGL. 0.03 0.09 0.08 0.08 0.08 
ARIMA 0.07 0.08 0.08 0.08 0.08 
3.TES SELEKTIERTES MERKMAL 
AKTUELL 0.26 0.23 0.23 0. 2 9 0.26 
LIH.PR. 0.22 0.23 0 . 2 1 0.22 0 . 2 1 
BERL. 0.26 0.26 0.26 0.26 0.26 
DIFFGL. 0.32 0.22 0.25 0.25 0.25 
ARIMA 0.24 0.24 0.25 0.25 0.25 
Abb. 8.2.1: Modellergebnisse (Extrakt) 
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Die Klassifikationsergebnisse in Form von Maßzahlen sind in den folgenden Klassifikationstabellen 
8.2.2- 8.3.3 aufgeführt. 
Eine Tabelle besteht aus jeweils 380 Maßzahlen (entweder 0 und 1 oder 0 bis 5 ), welche die 
Siedezustände im überwachten Block (insgesamt 380 Blöcke zu je 25 msec) zeilenweise von oben nach 
unten) angeben. 
In der oberen Hälfte der Abbildung. 8.2.2 wird das 0 db- Gesamtsignal über die 10 sec klassifiziert. 
Der gleiche Klassifikator wird eingesetzt bei den einzelnen Prognosemodellen; siehe hierzu die Abb. 
8.2.3 für die Lineare Vorhersage und das Dgl. verfahren und die Abb.8. 2.4 für das Berliner Verfahren 
und die ARIMA- Mode IIierung. 
In der zweiten Hälfte in Abb. 8.2.2 sind alle vier Verfahren zusammen mit der aktuellen 
Klassifikation durch Summierung der Erkennungsmaße zusammengefaßt. Die Maßzahl zwischen 0 
und 5 gibt an, wieviele Modelle bei diesem Fenster für den Zustand Sieden entscheiden. 
Man sieht bei dem 0 db- Signal eine deutliche Entscheidung für den Zustand Sieden ab den 
Blocknummern 200- 220. Dieser Klassifikationstabelle liegen die Merkmale 5 und 42 (vgl. auch Ahb. 
6.4) zugrunde. 
In Abb. 8.2.5 wurde die aktuelle und die zusammengefaßte Klassifikation zum Vergleich dargestellt 
mit schechten Merkmalen 20 und 21 beim gleichen 0 db- Signal. 
Abb. 8.2.6 bezieht sich auf das -11 db- Signal mit den Merkmalen 4 und 42. 
Abb. 8.2.7 bezieht sich auf das -14 db- Signal mit den Merkmaien 31 und33. 
Interessant ist nun, daß selbst bei diesen stark verrauschten Signalen von -11 db und -14 db noch 
signifikante Klassifikationsaussagen möglich sind. 
Zwar kann man keinen exakten Zeitpunkt t angeben, ab wann es siedet (dies ist in dieser Form auch 
nicht beim 0 db- Signal möglich), aber die Tabelle zeigt deutlich die starken Maßzahlen zugunsten 
des Siedens, was beim RMS Signal, wie es herkömmlich zur Aussage herangezogen wird, nicht 













































































































































































































































































0 1 0 0 0 1 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 1 0 0 0 0 0 1 0 0 0 
1 1 1 1 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 




























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ERKENNUNGSSUMME ALS GEWICHT FUER 
0 0 1 0 1 0 0 1 
0 0 1 1 0 1 1 1 








































































































































































































DECISION MAKING LEVEL 
0 0 0 0 0 
















































































































































































































































































































































































































































































.ERK.EHHUHGSSUMM.E ALS GEWICHT FUER 
1 0 0 0 0 1 1 0 
0 1 0 0 0 1 0 0 
2 1 2 2 2 3 2 1 
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8.3 Vergleich zu SchweBwertverfahren 
Die Vorteile der akustischen Mustererkennung gegenüber herkömmlichen Verfahren liegen zum 
einen in der schnellen Meßtechnikapriori und zum anderen in guten Entscheidungskriterien. Da es 
überhaupt noch keine rechnergestützte Klassifikation für solche Siedeereignisse gibt, sondern die 
Siedevorgänge bislang nur visuell rückwirkend beurteilt werden, scheint es nicht ganz leicht, die 
Leistungsfähigkeit der aufgeführten Verfahren zu messen. Aus diesem Grunde wurde als 
Vergleichsreferenz ein Schwell wertverfahren eingesetzt, welches die gemittelten RMS- Werte über 
die Schalldrücke nach bisherigem Muster überwacht. 
Die Simulation dieses Schwellwertverfahrens wird folgendermaßen durchgeführt: 
Zunächst wird in einer Art Trainingsstufe der Normalzustand über eine genügend große 
Trainingsstichprobe ermittelt. Nach Berechnung der mittleren Streuung o wird beim 
Überwachungsvorgang ein Zustand genau dann als Sieden anerkannt, wenn der RMS- Wert den 
Referenzwert um 1 a bzw. in einer zweiten Version um 2 o übersteigt. Die Schwachstellen dieses 
Verfahrens liegen auf der Hand und werden auch durch die Klassifikationsergebnisse im 
nachfolgenden belegt. 
Schon in den RMS- Signalverläufen 3.3- 3.5 erkennt man, daß in der Siedephase viele RMS- Werte 
wieder Normalniveau erreichen, was bedeutet, daß diese Muster als Merkmale schlichtweg 
untauglich sind für optimale Entscheidungen. Dies sieht man auch am Gütefaktor des 1. Merkmals in 
den Gütetabellen 6.4 ~ 6.6. 
In den Abbildungen 8.3.1, 8.3.2 und 8.3.3 sind die Klassifikationstabellen für das 
Schwellwertverfahren angegeben. 8.3.1 überwacht das 0 db- Signal, 8.3.2 das -11 db- Signal und 8.3.3 
das -14 db- Signal. In der oberen Tabelle wird Sieden genau dann als erkannt gemeldet, wenn der 
RMS- Wert den Nichtsiedereferenzwert um mehr als lu überschreitet, die untere Tabelle bezieht 
sich auf 2 o als Überschreitungsschwelle. 
Ein Vergleich dieser Erkennungsraten mit denen der modernen ME- Verfahren nach einer 
Merkmalsoptimierung zeigt sehr deutlich, daß dieME-Verfahren zwar mehr Aufwand bedeuten, 
aber erheblich die Klassifikationsaussagekraft erhöhen. Beim Einsatz des Schwellwertverfahrens für 
die verrauschten Signale mit -11 db und -14 db erhält man überhaupt keine Aussagekraft mehr. 
Die Daten- und Programmstruktur, die zur Beurteilung der Leistungsfähigkeit der YIE- Verfahren 
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Ausgehend von den untersuchten Mustererkennungsverfahren im Einsatz zur Siededetektion und 
den erzielten Ergebnissen bei der simulierten Siedeüberwachung stellen sich im Anschluß folgende 
Fragen: 
1) In welchen Punkten liegt das Anwendungsinvariante innerhalb dieser Mustererkennung? 
2) Inwieweit sind die entwickelten Schwerpunkte verwertbar für weitere Anwendungsbereiche, und 
wo sind welche Spezifikationen in Abhängigkeit von der jeweiligen Problematik zu machen? 
Greifen wir uns zunächst die erste Frage heraus. Das Gebiet der Mustererkennungsverfahren, 
welches in seiner Bedeutung immer größeren Zuwachs erhält, ist zunächst in den einzelnen 
Schwerpunktkomponenten wie Training, Lernen, Merkmalsfindung und Klassifikation zu 
untersuchen, wo problemspezifische Verfahren entwickelt wurden und wo allgemein übertragbare 
Ideen eingingen. 
a) Die Merkmalsgenerierung war vor allem im Hinblick auf die stochastischeNaturder 
eindimensionalen Signale so ausgerichtet, daß als Primärmerkmale (das sind die im 
Merkmalsgenerator erzeugten) im wesentlichen statistische Parameter benutzt wurden, die ein 
charakteristisches Muster des Prozeßsignals über einen zeitlich begrenzten Abschnitt lieferten. 
Das zur Verfügungstellen einer Obermenge von statistischen Merkmalen ist natürlich 
problemorientiert. Hier geht die Heuristik in vollemUmfange ein. Es wird also bei jeder 
Anwendung zu fragen sein, mit welcher Art von Signalen oder allgemeiner von Mustern wir es zu 
tun haben, um danach eine aprioriObermenge von Merkmalen als heuristisch sinnvoll zu 
generieren. 
b) Die Problematik der Lernprozesse, des Trainings und der Merkmalsbewertung istjedoch völlig 
unabhängig vom Anwendungsfall durchgeführt. Hier gehen generelle Überlegungen ein, die 
abstrakt gewissen Optimierungsansprüchen genügen. 
c) Zur eigentlichen Klassifikation stehen prizipiell eine Menge von Klassifikatorstrukturen zur 
Verfügung. P}s gibt numerische (darunter statistische, verteilungsfreue, nichtparametrische) und 
nichtnumerische. Da man es in diesem Falle der Signalüberwachung mit stochastischen 
Prozessen zu tun hat, schien ein geometrischer Abstandsklassifikator für den Anwendungsfall 
geeignet. 
d) gine weitere wichtige Komponente der Überwachungsstrategie ist mit der Einführung der 
Prognosemodelle geschehen. Sie sind zunächst unabhängig vom Prozeß entwickelt und können 
aufjegliche anderen Anwendungsfälle bei eindimensionalen Signalen übernommen werden. 
Wesentlich ist die Modeliierung und Parametrisierung der meßbaren Signale, wobei die aus der 
Beobachtung zu schätzenden Parameter als Sekundärmerkmale in spätere 
Verurbeitungsroutinen eingehen. Sie garantieren eine gewisse 
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Adaptivität der Modelle zur Schätzung lokal künftiger Merkmale. Wie diese Weitervemrbeitung 
der Modellparameter erfolgt und welche Aussagekraft ihnen vom Modell her zugestanden wird, 
ist allein problemspezifisch. Z. B. können die Parameterkonstanten A und b beim 
Differentialgleichungsverfahren unmittelbar für weitere Ausssagen benutzt werden, wenn der 
Prozeß einigermaßen glatt verläuft und zeitlich träge ist. Exponentielle Propagationen (eventuell 
bei chemischen Prozessen) sind für solch eine Beschreibung prädestiniert. Diese Modelle sind 
insbesondere dann gut einsetzbar, wenn nähere Kenntnisse übet· die Signalstrukturen vorhanden 
sind (z.B. in Form physikalischer Gesetzmäßigkeiten analytisch beschreibbar ). 
Somit kommen wir zur 2. Fmge, welche die Übertragbarkeit der Verfahren aufandere f<~insatzgebiete 
betrifft. 
Generelllassen sich diese Methoden auf alle eindimensionalen Signale anwenden, wobei von der 
Mustererkennungsseite das problemorientierte Anliegen bleibt, jeweils eine entsprechende 
Obermenge von nützlichen Merkmalen zu finden und einen adäquaten Klassifikator einwsetzcn (je 
nach a priori Wissen). Vom modellorientierten Ansatz ist zu untersuchen, welches Modell 
möglicherweise aufgrundgewisser Gesetzmäßigkeiten in der Signalstruktur das Problem am besten 
beschreibt. In diesem Sinne kann also eine Übertragung der Verfahren w einer Anomaliedetektion 
im weitesten Sinne eingesetzt werden. 
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10. Zusamenfassung 
Mustererkennungsverfahren finden in immer mehr Bereichen der Qualitätssicherung, der 
Schadenserkennung und insbesondere der Fehlerfrühdiagnose ihre Anwendung. In dieser Arbeit ist 
gezeigt, wie man diese Verfahren in Verbindung mit parametrischen Signalmodellen einsetzen kann, 
um eindimensionale Signale on -line überwachen zu können. [~s ist exemplarisch um Beispiel der 
Siededetektion vorgeführt, wie das System rechnergestützt intelligente Signalverarbeitung betreibt, 
um zu partiellen Entscheidungen zu kommen, die eventuell einem Expertensystem oder einer 
anderen weiterverarbeitenden Instanz zugeführt werden. Das entwickelte ME- Verfahren zeichnet 
sich durch hohe Erkennungsraten aus. Eine weitere Steigerung wurde noch erzielt durch den Einsatz 
von parametrischen Prognosemodellen, die zur Beurteilung des momentanen Prozeßzustandes lokal 
vergangene Zustände mit in die Klassifikation einfließen lassen. Selbst "versteckte" gefährliche 
Muster können vom System detektiert werden, was bei einer visuellen Inspektion nicht mehr möglich 
ist. In diesem Sinne hat man einen mehrschichtigen Klassifkationsprozeß, woraus ein gutes 
Bewertungsmaß für die Aussagesicherheit der Klassifikation resultiert. Dies wird am Beispiel der 
stark verrauschten Signale sehr deutlich. Man kann grob folgende Leistungssteigerungen festhalten: 
1. visuelle Auswertung von Signalen 
2. rechnergestützte SchweBwertverfahren 
3. rechnergestützte Verfahren der Mustererkennung 
4. rechnergestützte Verfahren der Mustererkennung unter Einbeziehung von parallel arbeitenden 
parametrischen Signalmodellen. 





optimale Referenz- und Klassenprototypenbildung 
Gewinnung von optimalen Merkmalen 
dem Problem angepaßtes Entscheidungsmodell 
Neben diesen wesentlichen ME- Komponenten wird durch die Überwachung innerhalb eines zeitlich 
zu verschiebenden Fensters die Modellbildung zu einer adaptiven Modellierung. Neben diesen 
Leistungsmerkmalen der intelligenten Signalverurbeilungsmethoden kommt noch die a priori 
Schnelligkeit der akustischen Signale von der meßtechnischen Seite hinzu. 
Über Rechenzeiten lassen sich hier keine Aussagen machen, da die Verfahren aufdieser Maschine 
nicht zum Einsatz für die Reaktorüberwachung kommen. Auf einer Zielmaschine, die im System 
einmal eingesetzt wird, müssen dann noch entsprechende zeitoptimierende Programmiertechniken 
eingesetzt werden. 
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Eine rechnergestützte on-line Überwachung· mit diesen Methoden, wie es sie zur Zeit noch nicht im 
8insatz gibt, die aber gerade bei solch gefährlichen Prozessen äußerst sinnvoll scheinen, könnte sich 
an diesen Prinzipien und Methoden orientieren. 
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