Introduction
In many evolutionary robotics projects, the evolution of high-performing agents is just the beginning. Once successful agents have been evolved, we often want to understand how they work. For example, in my own work, in which evolutionary algorithms are used to explore the implications of a situated, embodied and dynamical perspective on behavior and cognition, dynamical analysis of evolved model brain-body-environment systems using the mathematical tools of dynamical systems theory is central to the entire enterprise. Even in more engineeringoriented projects, it may be necessary to understand the range of conditions over which an evolved solution can be trusted to perform satisfactorily. In addition, the insights gained from analysis can sometimes be used to improve the performance of an evolutionary search (Mathayomchan & Beer, 2002) . Examples of the dynamical analysis of evolved agents include (Beer, 1995a; Husbands, Harvey & Cliff, 1995; Tani & Nolfi, 1999; Beer, 2003; Negrello & Pasemann, 2008; Williams, Beer & Gasser, 2008; Izquierdo, Harvey & Beer, 2008; Izquierdo & Buhrmann, 2008) .
Analysis is not a monolithic activity; there is no standard mathematical procedure into which an evolved agent is dropped, some crank is turned, and out comes "understanding". Rather, analysis is a creative process, in which one actively engages the phenomenology of the evolved agents so as to answer particular questions with a given set of mathematical tools. The questions of interest can range from very specific inquiries about a particular property of a single evolved agent to very general examinations of the common features of large sets of successful agents. In addition, evolved agents can be analyzed at many different levels of description: the overall task, the behavior produced by the coupled brain-body-environment system, the agent-environment interactions that underlie the behavior of the coupled system, and the grounding of these interactions in specific neural, body and environmental properties. Finally, many different mathematical tools can be employed, of which dynamical systems theory is only one. A good strategy is to begin an analysis with some specific question about a set of evolved agents and let this question guide the choice of level of analysis and mathematical tools, generalizing to a broader set of questions as understanding improves.
The goal of this chapter is to illustrate in a step-by-step manner the process of dynamical analysis of evolved agents. For this purpose, we study a walking agent consisting of a single leg in closed-loop interaction with a single neuron. Although the single-leg walking task is quite simple, it has also turned out to be incredibly rich. For example, we have used to it examine the conditions under which different pattern generator organizations evolve, the dynamical structure of these different organizations, the modular decomposition of central pattern generators, the interplay between neural and biomechanical properties in the generation of walking, and the impact of network architecture on performance and evolvability (Beer & Gallagher, 1992; Beer, 1995; Psujek, Ames & Beer, 2006) . This combination of simplicity and richness makes it ideal for our pedagogical purposes here. In this chapter, we consider how evolved walking agents work and what this tells us about where in parameter space they might be found. The analysis described here is fairly qualitative in nature; a much more rigorous and extensive analysis of this system with full mathematical details can be found in Beer (2009).
Model
The single-leg model that we employ is illustrated in Figure 1 (Beer & Gallagher, 1992) . A leg is composed of a segment of length L connected to the body by a joint actuated by two opposing "muscles" BS and FS and a binary foot FT. When the foot is "up" (swing phase), any torque produced by the muscles serves to swing the leg along an arc relative to the body, with a maximum angular acceleration of ! max and angular limits of ! min ,! also possesses an angle sensor AS whose output is proportional to the angular deviation of the leg from perpendicularity to the long axis of the body. The leg parameter values utilized in this work were L = 15 , ! max = 1 40 , a max = 1 20 , ! max ,! min = ±" 6 and x max , x min = ±20 .
[Insert Figure 1 ]
The model body was coupled to a continuous-time recurrent neural network (CTRNN). In the work described in this chapter, we have only a single CTRNN neuron which receives as input the sensory signal S = S W ! from the angle sensor, where
( ) of this neuron drives the leg muscles and foot. Specifically, FT is "up" when o ! 1 2 and "down"
when o > 1 2 , and the neuron output scales ! max during swing and a max during stance. If we assume that the leg parameters are all fixed to constant values as described above, then the model dynamics depends on only three neural parameters: the self-weight w, the bias ! and the time constant ! of the single CTRNN neuron.
If we work in the output space of the neuron and the angular coordinates of the leg joint, then the complete model can be succinctly defined by expressing the swing and stance dynamics of the walking agent as separate sets of differential equations that are switched between whenever the foot changes state. The relevant state variables are the neuron output o, the leg angle ! at the joint, and the leg angular velocity ! .
The fitness measure we employ to characterize the walking performance of a legged agent is average forward velocity of the body. We have typically computed this average velocity in two ways. During evolution, truncated fitness is computed by integrating the model for a fixed length of time and then dividing the total forward distance covered by the evaluation duration.
During analysis, asymptotic fitness is computed by integrating the model for a fixed length of time to skip transients and then calculating its average velocity for one stepping period (with a fitness of 0 assigned to nonoscillatory circuits). Since the focus of this chapter on analysis, we will employ asymptotic fitness throughout.
The Operation of a Typical Agent
An excellent place to begin a dynamical analysis is with a detailed examination of the operation of a single highly-fit individual. A detailed understanding of one agent provides a strong foundation for asking more general questions. For this purpose, we focus in this section on the best individual found out of 250 evolutionary searches. The evolved parameter values for this agent were w = 16 , ! = "4.4876 and ! = 1.3956 .
When analyzing an evolved agent, I prefer to begin with a visualization of its dynamics.
Once some intuition for what is going on has been developed, it is often straightforward to translate this understanding into equations that can then be utilized for subsequent analysis. For our purposes here, we need a visualization that illustrates the dynamics of the leg, the dynamics of the neuron, and the effect that each of these dynamics has on the other. Figure 2a illustrates the operation of the best evolved walker in !, o ( ) space (since this system is Newtonian, the third state variable ! is just the time derivative of ! ).
[Insert Figure 2 Here]
The black curve shows the !, o ( ) trajectory of the system over one step cycle. Stance phase begins at the right-hand side of this plot, when the output of the neuron exceeds 1/2 and the foot is put down. The trajectory then moves to the left as the leg angle decreases during stance phase.
Stance phases ends when the output of the neuron falls below 1/2 and the foot is lifted. Since the leg has stretched beyond ! min during stance, it snaps back to this angle when the foot goes up.
The leg angle then increases during the swing phase until the neuron output once again exceeds 1/2, at which point the foot goes back down and the cycle repeats.
What role does the neuron play in this walking cycle? In order to answer this question, we need to visualize how the neuron's output depends on the sensory input S W ! that it receives from the leg. The S-shaped gray curve in Figure 2a shows the neuron's steady-state input/output (SSIO) curve. This curve gives the locations of the equilibrium points of the neuron as a function of its sensory input. Note that the SSIO curve is folded, indicating a region of bistability, with the upper and lower branches of the SSIO corresponding to stable equilibrium points and the middle branch corresponding to an unstable equilibrium point. When the leg angle is large enough that the sensory input exceeds the right edge of the fold, only the upper branch of the SSIO exists and the neuron state is attracted to that equilibrium point. Likewise, when the leg angle is negative enough, only the lower attractor exists and the neuron state is attracted to it. When the leg angle is such that the sensory input falls within the fold, which stable branch of the SSIO the neuron state will be attracted to depends on its initial state. If the state begins above the middle unstable branch, then it will be attracted to the upper stable branch. If it begins below the middle branch, then the state will be attracted to the lower branch.
Using the diagram in Figure 2a , we can understand the basic operation of the best evolved walker as follows. At the beginning of stance phase, the leg angle is such that only the upper equilibrium point of the neuron exists, attracting the neuron output toward 1. Once o > 1 2 , the foot goes down and a stance phase begins, causing ! to decrease. As the leg angle approaches ! x min , the sensory input to the neuron passes below the left edge of the SSIO fold and only the lower equilibrium point of the neuron is stable, attracting the neuron output toward 0. Once o ! 1 2 , the foot lifts and snaps back to ! min and then o continues on toward 0, initiating a swing phase which eventually increases the leg angle past the point where the sensory input exceeds the right edge of the SSIO fold, leading to another stance phase. Thus, the stepping cycle arises from a reciprocal interaction between the shape of the neuron's SSIO curve and the movement of the leg, with any given neuron output serving to drive the leg toward an angle that will eventually cause the neuron output to switch.
From previous analysis of CTRNNs (Beer, 1995b) , we know that a folded SSIO only occurs when w > 4 . Is it possible to have a functioning walking agent when w < 4 ? Examining the results of a number of evolutionary searches, we find that functional walking agents with w < 4 do in fact occur, although their fitness tends to be lower than agents with w > 4 . Figure 2b illustrates the operation of the best such agent found among 250 evolutionary searches. Note that its basic operation is very similar to the agent shown in Figure 2a . The only real difference is that, because its SSIO curve is not folded, the leg angle only has to get to a point where the sensory input is to the right of the center point of the SSIO in order to make a transition from swing to stance. Similarly, the leg angle must get to a point where the sensory input is to the left of the center point in order to make the transition from stance to swing.
The Location of Functional Walkers in Parameter Space
With the intuition that we developed in the previous section, we are now in a position to ask more general questions about this model agent. The question we will focus on in the remainder of this chapter is Where in w,!," ( ) parameter space can functional walking agents be found? By "functional", I mean agents that are capable of rhythmic stepping. Note that this question represents an enormous leap in scope, from the operation of individual walking agents to the structure of the space of all possible instances of this model agent.
Our first step in answering this question is to examine the ways that the interaction between the leg and the neuron's SSIO can fail to produce rhythmic stepping. To do this, we need to recall how a CTRNN's SSIO depends on its parameters (Beer, 1995b) . First, the shape of the SSIO curve is independent of ! , so we will temporarily ignore this parameter. Second, increasing (decreasing) ! shifts the SSIO curve left (right) in input space. Third, as we have already seen, w determines the degree of folding of the SSIO curve. It also influences the location of the fold in input space, with larger w values moving the fold to the left.
One way in which the walking agent shown in Figure 2a can fail to produce rhythmic stepping is if the sensory input from the leg at the most forward angle ! max the leg can reach during swing is insufficient to clear the right edge of the SSIO fold. In this case, the leg will become "stuck" in a permanent swing phase, with the neuron output unable to make the transition toward 1 and initiate a stance phase. Since decreasing ! shifts the SSIO curve to the right, this constraint determines a w-dependent lower bound on ! that must be satisfied in order for successful stepping to occur. We will call this boundary B1.
By similar reasoning, we can derive four other constraints on functional walkers, each of which gives rise to another boundary in parameter space. For example, in order for the agent shown in Figure 2a to make the transition from stance to swing, the left edge of the SSIO fold must be greater than the most negative angle ! x min that the leg can reach during stance. We will call the boundary defined by this constraint B2. Boundary B3 is given by the constraint that the angle of the leg after snapping back to ! min when the foot is lifted must lie to the left of the center of the SSIO curve in order for the neuron output to complete its transition to the lower stable branch of the SSIO. When w < 4 , an examination of Figure 2b gives rise to two more boundaries. Boundary B4 is given by the constraint that the sensory input from the maximum leg angle ! max reached during swing must clear the center of the SSIO curve in order for the swingto-stance transition to occur. Boundary B5 is given by the constraint that the sensory input from the minimum leg angle ! x min reached during stance must clear the SSIO center in order to the stance-to-swing transition to occur.
The next step in our analysis is to derive equations for the five boundaries determined by the constraints that we have outlined above. We will illustrate this process with boundary B1. The constraint underlying B1 can be written as ! I R < ! max . The critical boundary thus occurs when
We know from previous analysis of CTRNNs that the right edge of the SSIO fold in input space is given by the expression I R w ( ) !" (Beer, 1995b) . Since the input to the neuron from the leg is given by S W ! , the leg angle ! I R corresponding to the right edge of the fold is
Thus, B1 satisfies the equation
for the other four boundaries, although there are some subtleties with B2 that we will not go into here (Beer, 2009) .
It is now time to test our analysis against the actual structure of the fitness space for this model agent and to determine whether we have missed any important features. Toward this end, Figure 3 shows our predicted boundaries as white curves superimposed over a density plot of fitness space for the w,! ( ) slice at ! = 0.5 . As it turns out, boundary B5 is subsumed by the tighter boundary B3, so only B1-B4 are shown. Note that our theoretical boundaries provide an excellent fit to the lower, upper and right edges of the high-fitness region in this slice.
[Insert Figure 3 Here] However, something is definitely wrong on the left side of Figure 3 . Although our analysis predicts no boundary there, the fitness density plot clearly exhibits a sharp left edge. Since our analysis above has accounted for all the possible ways that the neuron's SSIO can interact with the various angle limits of the body to prevent rhythmic stepping, something else must be going on to create this left boundary that we have not yet considered.
In order to determine what we missed, we will return to looking at particular examples in order to build intuition. Figure 4 shows the operation of two walkers that lie just to the left and just to the right of this new boundary (their locations in parameter space are marked by white dots in Figure 3 ). In the walker to the right of the new boundary (Figure 4b ), we see a stable limit cycle surrounding an unstable equilibrium point just as we did in both walkers shown in Figure   2 . Note that the limit cycle is rather narrow, corresponding to steps that cover only a small angular range. In contrast, in the walker to the right of the new boundary (Figure 4a ) we see only a single stable equilibrium point. In this case, transient rhythmic stepping occurs, but it eventually decays; the agent only takes a limited number of increasingly smaller steps until coming to a standstill.
[Insert Figure 4 Here]
What happens between these two walkers to create the left boundary? The change between Figure 4a and Figure 4b is reminiscent of a Hopf bifurcation, in which a stable spiral equilibrium point loses stability and gives off a stable limit cycle in the process (Strogatz, 1994) . We will use the term "Hopf-like" to describe this bifurcation because, due to the switch-like character of the foot, the technical conditions of a Hopf bifurcation are not satisfied in this system (di Bernardo et al., 2008) . Nevertheless, although we will not go into the details here, it is possible to write an equation for the curve in parameter space along which this bifurcation occurs and to solve this equation numerically (Beer, 2009 ). The resulting boundary, labeled B6, is shown in Figure 5 .
Note that this curve matches the left edge of the density plot perfectly. Thus, at least for the ! = 0.5 slice that we have considered here, we have developed a complete understanding of the location and layout of functional walkers in parameter space.
[Insert Figure 5 Here]
Discussion
This chapter has briefly illustrated the process by which one goes about dynamically analyzing evolved agents. We began with the very specific question of how the best evolved agent worked. This necessitated finding a way to visualize the walking dynamics that made explicit the interaction between key neural and mechanical properties of the agent (Figure 2a ).
The study of this agent led us to consider a second agent for which a key neural property differed (Figure 2b ). The intuition gained from the examination of these two agents then allowed us to hypothesize some general constraints on functional walking agents, which were than made mathematically precise. Testing these predictions against a fitness slice through parameter space, we found that, although our predictions were generally quite accurate, there was one major discrepancy ( Figure 3 ). This required us to return to the examination of specific agents in order to understand the nature of the discrepancy (Figure 4 ). With the insight gained from these additional examples, we were then able to state an additional constraint and thus fully account for the location and shape of the region of functional walkers in parameter space ( Figure 5 ).
If the flow of this chapter has a bit of the feel of solving a mystery, then it will have succeeded in communicating something of the nature of analysis. A "crime" has been committed (some sets of neural parameters lead to rhythmic stepping and some do not). We collect clues (e.g., how a particular successful walker operates) and interrogate suspects (e.g., what happens if this parameter is changed?), gathering evidence for making the case that our explanation of what really happened is correct. Even though the crime, clues, suspects and evidence may differ significantly from one set of evolved agents to the next, the overall logic by which an analysis proceeds has many similarities from case to case.
In the interests of accessibility, this chapter has downplayed the mathematical details underlying our analysis. However, it is important to recognize that these details are crucial to the entire endeavor. The mathematics is what allows us to transform intuitive understanding into precise quantitative descriptions. It is what makes it possible to move from simulations of specific agents to a rigorous general theoretical framework for understanding the structure of the space of all possible instances of a given model agent. Despite the fact that the mathematics can be a high barrier for some, it provides essential tools for disentangling the complex causal mechanisms operating in evolved brain-body-environment systems.
Regarding the specific walking agent considered in this chapter, there is much more that can be done (Beer, 2009) . For example, it is possible to characterize the dependence of the boundaries we have analyzed in this chapter on ! . Although boundaries B1, B3 and B4 are independent of ! , boundaries B2 and B6 vary in interesting ways with the neuron time constant.
In addition, it turns out that the left edge of the density plot is defined not only by the curve B6
of Hopf-like bifurcations, but also another bifurcation that comes into play at larger ! values. As can be seen in Figure 5 , there is also interesting internal structure to the high-fitness region that can be characterized. Finally, a similar analysis could be applied to walking agents with higherdimensional parameter spaces, including central pattern generators (in which an intrinsically oscillatory neural circuit drives walking) and mixed pattern generators (in which a walking pattern arises from the interaction between a neural oscillator and rhythmic sensory feedback from the leg). Figure 3 . The labeling conventions are the same here as in Figure 2 , except that the black dot in Part A corresponds to a stable equilibrium point. As w increases from Part A to Part B, the system undergoes a Hopf-like bifurcation, in which a stable spiral equilibrium point loses stability, giving rise to a stable limit cycle. 
