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Abstract 
Duenk, P. (2020). Genetics of crossbreeding. PhD thesis, Wageningen University, the 
Netherlands 
In pig and poultry breeding programs, animals from genetically distinct 
purebred breeding lines are mated to produce crossbred animals, which provide 
food products to consumers. Although the aim of such breeding programs is to 
improve the performance of the crossbreds, selection takes place in the purebred 
lines, and is usually based on purebred performance. This strategy may be 
suboptimal because the genetic correlation between purebred and crossbred 
performance (𝑟𝑟𝑝𝑝𝑝𝑝) is usually lower than one. When 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one, it may be 
beneficial to make selection decisions based on information on crossbred 
performance instead of purebred performance. This is, however, a challenging task, 
because purebred animals cannot be tested directly for performance at the 
crossbred level. Now, with the recent developments in genomic prediction, it has 
become possible to estimate breeding values for crossbred performance of purebred 
animals. In this thesis, I studied the genetics of crossbreeding, with a focus on 
genomic prediction for crossbred performance in purebred lines. First, I illustrate 
how interactions between genes can lead to differences in genetic trait expression 
between lines, and how such interactions can lead to 𝑟𝑟𝑝𝑝𝑝𝑝  values that are lower than 
one. The results show that 𝑟𝑟𝑝𝑝𝑝𝑝  decreases as the genetic distance between parental 
lines increases. I derive expressions for 𝑟𝑟𝑝𝑝𝑝𝑝  based on genetic parameters in the 
parental lines, which allows breeders to estimate bounds of 𝑟𝑟𝑝𝑝𝑝𝑝  without having to 
collect crossbred data. Second, I show that genotype-based models lead to larger 
estimated 𝑟𝑟𝑝𝑝𝑝𝑝  with smaller standard errors than pedigree-based models. In contrast 
to my expectation, considering breed-of-origin of alleles in genotype-based models 
does not yield different estimates of 𝑟𝑟𝑝𝑝𝑝𝑝. Third, I investigate the benefit of training 
the genomic prediction model with crossbred instead of purebred data. The results 
show that crossbred data improves the accuracy of breeding values for a trait with 
an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. Furthermore, taking the breed-
of-origin of alleles into account is beneficial for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but not for 
a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. Finally, I discuss the relationship between 𝑟𝑟𝑝𝑝𝑝𝑝  and heterosis 
in the presence of gene interactions, and strategies to estimate breeding values for 
crossbred performance of purebreds. The results in this thesis improve our 
understanding of the genetics of crossbreeding, and facilitate the optimization of 
breeding programs that aim to improve crossbred performance with selection in 
purebred breeding lines. 
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1.1 Introduction to quantitative genetics and animal 
breeding 
Quantitative genetics studies the genetics of differences between individuals, 
for traits that are influenced by a large number of genes (i.e. complex traits). An 
example of such a trait (referred to as phenotype) is egg production in laying hens. 
Suppose we measure the egg production of all laying hens in the Netherlands, we 
will observe differences (or, variation) in the number of eggs produced between 
individual hens. This variation may be caused by differences in external factors such 
as nutrition, farm management and climate, and by differences in internal factors, 
such as disease status, energy balance, and genetics.  
Animal breeding aims to improve the average performance of a population for 
certain traits of interest. Such improvements are made by selecting individuals that 
are genetically superior to become parents of the next generation. This selection 
process is repeated for many generations, causing an improvement in the average 
performance of the population in the desired direction. For example, in dairy cattle, 
selection over a period of 50 years has resulted in an increase of average yearly milk 
yield of approximately 50% (Hill 2008).  
An improvement in average performance of the population is based on the fact 
that genes are transmitted from parents to offspring. In other words, part of the 
observed variation in performance of individuals is heritable. The heritable part of 
an individuals’ total genetic merit is called its additive genetic value (𝐴𝐴). An 
improvement in average performance of the population is only guaranteed when the 
average 𝐴𝐴 of the selected individuals is higher than the average 𝐴𝐴 in the whole 
population. In animal breeding, 𝐴𝐴 is often called 𝑏𝑏𝑟𝑟𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑏𝑏 (BV) of an 
individual, which is half the expected performance of its offspring (Falconer and 
Mackay 1996). Breeders achieve genetic progress each generation by selecting those 
animals from the selection candidates that have the highest estimate of their BV. 
1.1.1 Estimation of breeding values 
Breeding values of individuals cannot be measured or observed directly, but 
they can be estimated with statistical models that use measurements (i.e. 
phenotypic records) of the trait of interest. Traditionally, these phenotypes needed 
to be recorded on the selection candidates themselves or on their close relatives, 
and these records were connected through a pedigree-based relationship matrix (𝐀𝐀) 
in the statistical model to estimate BV. In the last few decades, the development of 
DNA marker arrays has made it possible to replace 𝐀𝐀 with a genomic relationship 
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matrix (𝐆𝐆) that is constructed from the marker genotypes of individuals (VanRaden 
2008). The use of marker genotypes has become economically attractive because 
the costs of genotyping per individual has dropped significantly over the past years 
(Eggen 2012). The estimation of BV with genomic marker data is known as genomic 
prediction (Meuwissen et al. 2001), and is nowadays applied in dairy cattle (Hayes et 
al. 2009b), pig (Knol et al. 2016), and poultry breeding (Wolc et al. 2016).  
With genomic prediction, breeders set up a reference population that consists 
of animals that have both phenotypic records and genotypic records, and use this 
information to estimate BV of selection candidates that (only) have genotypic 
records. One of the major benefits of genomic prediction over traditional pedigree-
based BV estimation is that young individuals can be selected for breeding without 
the need for phenotypes recorded on themselves or on their family members, 
thereby reducing the generation interval. In addition, genomic prediction may 
improve the accuracy of estimated BV compared to pedigree-based methods (Hayes 
et al. 2009c). Both these advantages may lead to an increased response to selection 
per year. Genomic prediction is especially beneficial for traits that can only be 
measured late in life (e.g. fertility, survival, or meat quality related traits), for traits 
that can only be measured on a single sex (e.g. milk/egg production), or for traits 
that are expressed only by relatives in a different environment (e.g. crossbreds). 
1.2 Crossbreeding 
In most pig and poultry breeding programs, animals from different populations 
(or, purebred lines) are mated to produce crossbred (CB) animals, which are the final 
production animals. For example, a typical poultry breeding program consists of four 
purebred (PB) parental lines (A, B, C, and D) that are mated to produce a four-way 
CB animal (AB)(CD) (Figure 1.1). Selection is only applied in the PB lines, and these 
lines usually differ in the traits that they are selected for. Dam lines may be selected 
for female fertility traits, whereas sire lines may be selected for growth or egg 
production traits, and feed efficiency. Breeders then benefit from breed 
complementarity in the CB, meaning that the CB animals combine the desirable traits 
that the PB lines were selected for (e.g. Smith (1964)). Another benefit of 
crossbreeding is heterosis (or hybrid vigor), which refers to the higher performance 
of CB individuals compared to the average performance of their PB parental lines 
(Shull 1952; Morris and Binet 1966; Dickerson 1973).  
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Figure 1.1 Example of a 
four-way crossbreeding 
program in poultry, 
where four parental 
lines are crossed to 
produce the final 
crossbred animal. 
1.2.1 Selecting for CB performance 
Although the aim of CB breeding programs is to improve the performance of 
CB animals, selection takes place in the PB lines, because the PB animals will be the 
parents of the next generation of crossbreds. The breeding values of the PB animals 
are typically estimated from performance records of PB animals. With such a 
selection strategy, the response to selection in the CB population is determined by 
the correlation between BV for PB and CB performance (i.e. the additive genetic 
correlation between PB and CB performance, 𝑟𝑟𝑝𝑝𝑝𝑝). Across species, estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  
are generally lower than one for many trait categories (Wei and van der Werf 1995; 
Lukaszewicz et al. 2015; Wientjes and Calus 2017). When 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one, PB 
selection candidates that have the highest BV for PB performance may not have the 
highest BV for CB performance. As a result, the response to selection in CB 
performance may be suboptimal when selection is based on PB performance.  
When 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one, it may be beneficial to include phenotypic records 
of CB relatives for the estimation of BV for CB performance (Wei and van der Werf 
1994). This approach is known as combined crossbred and purebred selection 
(CCPS), where selection decisions are based on an index that combines PB and CB 
performance. CCPS improves the accuracy of EBV for CB performance (Ibanez-
Escriche et al. 2011), and improves the response to selection in CB performance 
(Bijma and van Arendonk 1998). However, CCPS also results in more inbreeding 
(Bijma et al. 2001), and requires routine recording of pedigree information in CB 
animals, which is not always possible. As I discussed in section 1.1.1, the need for 
pedigree information can be alleviated by the use of genomic marker data. Thus, 
when the goal is to estimate BV for CB performance, genomic prediction is a 
promising alternative to pedigree-based prediction. 
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With genomic prediction for CB performance, the reference population can 
consist of PB animals, CB animals, or both. As 𝑟𝑟𝑝𝑝𝑝𝑝  decreases, the advantage of using 
CB instead of PB animals increases. It is therefore important to find the upper bound 
of 𝑟𝑟𝑝𝑝𝑝𝑝  below which there is a benefit to use CB instead of PB information. Simulation 
studies have shown that CB information can increase the accuracy of estimated 
breeding values (EBV) for CB performance when 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than ~0.8 (Dekkers 2007; 
Esfandyari et al. 2015a; Van Grevenhof and Van Der Werf 2015). This result was, 
however, only found for scenarios where the CB reference population was at least 
of the same size as the PB reference population, and the PB selection candidates had 
similar relationships to the PB and CB reference populations. A study with real data 
from pigs reported an 𝑟𝑟𝑝𝑝𝑝𝑝  of ~0.9, and lower accuracies of EBV with a CB versus a PB 
reference population (Hidalgo et al. 2016). In this study, the CB reference population 
was smaller than the PB reference population, and the PB reference population had 
weaker relationships with the selection candidates than the CB reference 
population. In contrast to this result, Lopes et al. (2017) found higher accuracies of 
EBV for CB performance with a CB versus a PB reference population for a trait with 
an 𝑟𝑟𝑝𝑝𝑝𝑝  of ~0.9. It should be noted, however, that the studies of Hidalgo et al. (2016) 
and Lopes et al. (2017) differed in how accuracies were obtained (i.e. how estimated 
BV for CB performance were validated). An important question that therefore 
remains is how estimated BV for CB performance should be validated. In addition, 
there appear to be no studies on the benefit of using CB information for genomic 
prediction in poultry. 
1.3 The genetic correlation between purebred and 
crossbred performance 
One reason that the genetic correlation between purebred and crossbred 
performance (𝑟𝑟𝑝𝑝𝑝𝑝) can be lower than 1 is the presence of genotype by environment 
(GxE) interactions (Falconer 1952; Lutaaya et al. 2001; Dekkers 2007). Such GxE 
interactions arise because PB and CB animals are usually kept in different 
environments: PB animals are typically kept in a nucleus environment under 
excellent management conditions and high levels of biosecurity (e.g. disease-free), 
whereas CB animals are kept under field conditions with varying levels of 
management quality and lower levels of biosecurity. Genes that have no effect or 
that are harmful for the trait of interest in the nucleus environment may be 
beneficial in the conventional environment, and vice versa. For example, a PB animal 
with an above-average growth in the nucleus environment may have a below-
average growth in the conventional environment, simply because that animal lacks 
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genes that are important for disease resistance. Hence, GxE interaction introduces 
differences in the performance ranking of individuals between environments 
(Falconer 1952). 
1.3.1 Relationship between 𝒓𝒓𝒑𝒑𝒑𝒑 and non-additive effects 
Next to GxE interactions, the 𝑟𝑟𝑝𝑝𝑝𝑝  can be lower than one due to genotype by 
genotype (GxG) interactions (i.e. non-additive effects) in combination with 
differences in allele frequencies between the PB parental lines (McNew and Bell 
1971; Wei et al. 1991). Non-additive effects can be classified into dominance and 
epistasis: dominance arises through interactions between alleles at the same locus, 
whereas epistasis arises through interactions between alleles at different loci 
(Bateson and Mendel 1909; Falconer and Mackay 1996). Knowledge of the 
relationship between non-additive effects and 𝑟𝑟𝑝𝑝𝑝𝑝  may contribute to the 
understanding of genetic architectures of polygenic traits, and help breeders to 
predict 𝑟𝑟𝑝𝑝𝑝𝑝  based on the importance of dominance and epistasis in trait expression, 
and on the genetic distance between parental lines as expressed in allele frequency 
differences. However, the impact of non-additive effects and the difference in allele 
frequencies between PB and CB on 𝑟𝑟𝑝𝑝𝑝𝑝  is not well understood.  
The 𝑟𝑟𝑝𝑝𝑝𝑝  is expected to decrease with increasing magnitude of non-additive 
effects, and with increasing differences in allele frequencies between parental lines 
(Wei et al. 1991; Baumung et al. 1997). For example, Wei et al. (1991) studied the 
role of dominance in the value of 𝑟𝑟𝑝𝑝𝑝𝑝, and found that 𝑟𝑟𝑝𝑝𝑝𝑝  decreases with increasing 
magnitude of dominance effects and with increasing difference in allele frequencies 
between the PB parental lines. In their results, the 𝑟𝑟𝑝𝑝𝑝𝑝  could become negative when 
the absolute magnitude of the dominance effect (𝑏𝑏) was larger than the absolute 
magnitude of the additive effect (𝑣𝑣) (i.e. overdominance). The role of epistasis in the 
value of 𝑟𝑟𝑝𝑝𝑝𝑝  was studied by Baumung et al. (1997), who found that epistasis affected 
the value of 𝑟𝑟𝑝𝑝𝑝𝑝  much less than dominance did. With pure additive by additive (AxA) 
epistasis, 𝑟𝑟𝑝𝑝𝑝𝑝  dropped below 0.6 only when the epistatic effect (𝜖𝜖) was larger than 
the marginal additive effects (𝑣𝑣), and the differences in allele frequencies between 
parental lines was larger than 0.6 for both loci. 
The studies of Wei et al. (1991) and Baumung et al. (1997) considered only two-
locus models, where the non-additive effects and difference in allele frequencies 
between parental lines were both relatively large, and where there was only AxA 
epistasis. In reality, quantitative traits are influenced by many loci, non-additive 
effects are usually small (Bennewitz and Meuwissen 2010; Wei et al. 2014; Sun and 
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Mumm 2016), and the differences in allele frequencies between parental lines are a 
result of both drift and selection. In addition, epistasis interactions may be of a 
different form than AxA. Hence, there is a need for a more realistic model of line 
differentiation and non-additive effects to understand their impacts on 𝑟𝑟𝑝𝑝𝑝𝑝. 
1.3.2 Estimation of 𝒓𝒓𝒑𝒑𝒑𝒑 
Knowledge of the value of 𝑟𝑟𝑝𝑝𝑝𝑝  is important because it can help breeders to 
decide whether data should be collected on CB animals for the estimation of 
breeding values in PB lines (see subsection 1.2.1). The 𝑟𝑟𝑝𝑝𝑝𝑝  can be estimated with 
bivariate models that treat PB and CB performance as two correlated traits (Wei and 
van der Werf 1995), and the link between PB and CB observations can be established 
through either a pedigree-based (𝐀𝐀), or a genomic relationship matrix (𝐆𝐆). Estimating 
𝑟𝑟𝑝𝑝𝑝𝑝  with 𝐀𝐀 requires a pedigree that can connect the PB and CB animals that have 
performance records. When PB and CB animals are paternal half-sibs, the accuracy 
of estimated 𝑟𝑟𝑝𝑝𝑝𝑝  depends on the number of sires the PB and CB animals have in 
common, and on the accuracy of estimated breeding values of those sires (Bijma and 
Bastiaansen 2014). In practice, however, pedigree data is often not recorded in 
crossbred breeding programs, and the number of sires that have both PB and CB 
offspring may be limited. 
Alternatively, 𝑟𝑟𝑝𝑝𝑝𝑝  can be estimated with 𝐆𝐆, thereby alleviating the requirement 
of strong pedigree relationships between PB and CB animals. In addition, using 𝐆𝐆 
may result in a smaller standard error of the estimate of 𝑟𝑟𝑝𝑝𝑝𝑝  (Visscher et al. 2014; 
Xiang et al. 2016), because the relationships in 𝐆𝐆 may be a more accurate 
representation of relationships between individuals at QTL than the relationships in 
𝐀𝐀 (Goddard 2009; Hayes et al. 2009c). However, the differences in estimated 𝑟𝑟𝑝𝑝𝑝𝑝  
between models that use 𝐆𝐆 instead of 𝐀𝐀 have not been studied before, and the 
benefit of using 𝐆𝐆 rather than 𝐀𝐀 for the estimation of 𝑟𝑟𝑝𝑝𝑝𝑝  has not been quantified. 
1.4 The breed-of-origin of alleles 
A diploid individual inherits a single allele of each of its parents. Hence, a two-
way CB animal inherits a single allele from each parental line. In the ordinary genomic 
relationship matrix (𝐆𝐆), the relationships between PB selection candidates and CB 
animals are based on all observed alleles in the CB animals. In other words, the 
ordinary 𝐆𝐆 ignores that CB animals only share 1 allele of each locus with the PB line 
of interest. Recent developments in genotype analyses have made it possible to trace 
back the breed-of-origin of alleles (BOA) in CB animals, and account for the fact that 
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CB animals share only 1 allele at each locus with the PB line of interest (Vandenplas 
et al. 2016). Information on the BOA makes it possible to construct a partial genomic 
relationship matrix (𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵), wherein relationships between PB and CB animals are 
based on alleles that originated from the same breed (Ibañez-Escriche et al. 2009; 
Christensen et al. 2014). Based on theory, it can be shown that considering the BOA 
is more appropriate than ignoring it, because the relationships in 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 should better 
represent the actual relationships between the PB parental line of interest and the 
CB animals at QTL than the relationships in 𝐆𝐆. 
1.4.1 Benefits of considering the BOA for genomic prediction 
When the BOA is considered, the genomic prediction model allows for marker 
alleles in the CB animals that originate from different breeds to have different effects 
on phenotypes. Considering the BOA in genomic prediction for CB performance may 
therefore be beneficial, because actual marker effects may differ between breeds 
because of differences in linkage disequilibrium between breeds (de Roos et al. 2008; 
Veroneze et al. 2014; Fu et al. 2015), or because the actual effects at QTL are 
different (Fisher 1918; Falconer 1952; Wei et al. 1991; Baumung et al. 1997). 
Simulation studies indeed suggested that considering BOA can improve the response 
to selection, but only for scenarios where the CB reference population was large, the 
number of markers was small, and the parental lines of the CB animals were distantly 
related (Ibañez-Escriche et al. 2009; Esfandyari et al. 2015a). Empirical studies in pigs 
indicate that considering BOA may yield more accurate EBV than ignoring BOA, but 
only when the heritability and 𝑟𝑟𝑝𝑝𝑝𝑝  of the studied trait are low (Lopes et al. 2017; 
Sevillano et al. 2017). To my knowledge, there have been no studies on the benefits 
of considering the BOA for estimation of 𝑟𝑟𝑝𝑝𝑝𝑝, or for genomic prediction in poultry. 
1.5 Objective of this thesis 
The overall objective of this thesis was to study the genetics of crossbreeding 
in the context of genomic prediction, with a focus on the role of non-additive effects. 
The thesis specifically addresses the knowledge gaps identified in the above sections 
1.2 through 1.4. In chapter 2, the focus is on estimating the average effects of QTL. 
In this chapter, I investigate the benefits of explicitly modelling the dominance effect 
for the estimation of average effects at QTL. Chapter 3 presents theoretical work on 
the genetic correlation between populations (𝑟𝑟𝑔𝑔), and investigates how the value of 
𝑟𝑟𝑔𝑔 is affected by non-additive effects and differences in allele frequencies between 
populations. Chapter 4 continues this work by investigating the relationship between 
𝑟𝑟𝑔𝑔 of different PB lines, and the genetic correlation between performance in one of 
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those PB lines and the performance of their CB offspring (𝑟𝑟𝑝𝑝𝑝𝑝). I present simple 
equations for the value of 𝑟𝑟𝑝𝑝𝑝𝑝  based on information from the PB parental lines only, 
for scenarios where there is only dominance or additive by additive epistasis. In 
chapter 5, I used real data from approximately 4700 PB and 10,500 CB animals to 
estimate the 𝑟𝑟𝑝𝑝𝑝𝑝  of two body weight traits in broilers. The aim was to compare 
estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  from different methods using either pedigree or genomic data, and 
where the breed-of-origin of alleles (BOA) in CB animals was either considered or 
ignored. Lastly, in chapter 6, I use the same data as in chapter 5 to compare 
accuracies of genomic estimated breeding values for CB performance, using either a 
PB or CB reference population, and where the BOA in CB animals was either 
considered or ignored. Furthermore, I compared validation of GEBV for CB 
performance based on offspring averages with validation based on individual 
performance records. In the final chapter of this thesis (chapter 7), I discuss two 
topics. First, I discuss the relationship between non-additive effects and heterosis 
(i.e. the increased performance of crossbreds compared to the average performance 
of parental lines), and I show that heterosis is closely related to 𝑟𝑟𝑝𝑝𝑝𝑝  through the 
existence of non-additive effects. Second, I discuss strategies to estimate GEBV for 
CB performance, and highlight strengths and weaknesses of each strategy.
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Abstract 
In quantitative genetics, the average effect at a single locus can be estimated 
by an additive (A) model, or an additive plus dominance (AD) model. In the presence 
of dominance, the AD-model is expected to be more accurate, because the A-model 
falsely assumes that residuals are independent and identically distributed. Our 
objective was to investigate accuracy of an estimated average effect (𝛼𝛼�) in the 
presence of dominance, using either a single locus A-model or AD-model. Estimation 
was based on a finite sample from a large population in Hardy-Weinberg equilibrium 
(HWE), and root mean squared error of 𝛼𝛼� was calculated for several broad sense 
heritabilities, sample sizes, and sizes of the dominance effect. Results show that with 
the A-model, both sampling deviations of genotype frequencies from HWE 
frequencies and sampling deviations of allele frequencies contributed to the error. 
With the AD-model, only sampling deviations of allele frequencies contributed to the 
error, provided that all three genotype classes were sampled. In the presence of 
dominance, the root mean squared error of 𝛼𝛼� with the AD-model was always smaller 
than with the A-model, even when the heritability was smaller than one. 
Remarkably, in the absence of dominance, there was no disadvantage of fitting 
dominance. In conclusion, the AD-model yields more accurate estimates of average 
effects from a finite sample, because it is more robust against sampling deviations 
from HWE frequencies than the A-model. Genetic models that include dominance, 
therefore, yield higher accuracies of estimated average effects than purely additive 
models when dominance is present.  
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2.1 Background 
In quantitative genetics, dominance is the phenomenon that the genotypic 
value of the heterozygote deviates from the mean genotypic value of the two 
homozygotes (Falconer and Mackay 1996). Dominance has shown to play an 
important role in production traits of livestock species (Morris and Binet 1966; Sellier 
1976; Visscher et al. 2000) and plant crops (Xiao et al. 1995; Stuber 2010; Huang et 
al. 2016). In livestock genetic improvement, however, research has been focused on 
the estimation of average effects, because average effects capture all heritable 
variation (Lynch and Walsh 1998). The average effect of a single gene (𝛼𝛼), also known 
as the allele substitution effect, is defined as the linear regression coefficient of 
genotypic values on allele counts (Falconer and Mackay 1996). Under Hardy-
Weinberg equilibrium, the 𝛼𝛼 at a bi-allelic locus is a function of the additive (𝑣𝑣) and 
dominance (𝑏𝑏) part of gene effects, and the population allele frequency 𝑝𝑝 
𝛼𝛼 = 𝑣𝑣 + (1 − 2𝑝𝑝)𝑏𝑏, 2.1 
where 𝑣𝑣 is half the difference in genotypic value between both homozygotes, 
and 𝑏𝑏 is the difference between the genotypic value of the heterozygote and the 
average genotypic value of both homozygotes. With genomic data, additive (A) 
models estimate 𝛼𝛼 by linear regression of phenotypes on allele counts (i.e. 
genotypes). Additive plus dominance (AD) models estimate the additive and 
dominant gene effects separately, after which 𝛼𝛼� can be obtained from Equation 2.1 
(Lynch and Walsh 1998). For both models, the part of dominance that is not captured 
by the average effect is called the dominance deviation (Falconer and Mackay 1996). 
When the A-model is used, dominance deviations are not modelled and thus 
become part of the residual. As a consequence, the residuals are not independent 
and identically distributed (IID), because dominance deviations are different across 
genotypes (Ott and Longnecker 2010). The A-model may therefore give inaccurate 
estimates of 𝛼𝛼, because it falsely assumes that the residuals are IID. When the AD-
model is used, dominance deviations are explicitly modelled, and the residuals will 
more likely be IID. In the presence of dominance, the AD-model may therefore yield 
more accurate estimates of 𝛼𝛼 than the A-model. In contrast to the A-model, 
however, the AD-model requires the estimation of two effects instead of one (for a 
single locus), which may reduce the accuracy with which these effects are estimated. 
Additionally, dominance effects are generally smaller and therefore harder to 
estimate than additive effects (Lynch and Walsh 1998). For these reasons, the AD-
model may require more individuals to be sampled for an accurate estimation of 𝛼𝛼, 
compared to the A-model. Furthermore, estimating dominance effects when there 
is very little or no dominance may lead to overfitting (Ott and Longnecker 2010). 
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Hence, while the AD-model may better fit the data in the presence of dominance, 
the A-model may be preferred when the sample size is relatively small and 
dominance is negligible. It is, however, not yet clear how sample size and dominance 
effect size affect the accuracy of 𝛼𝛼� with the A-model versus the AD-model. 
The objective of this work, therefore, was to investigate the root mean squared 
error (RMSE) of the estimated average effect (𝛼𝛼�) at a single locus in the presence or 
absence of dominance, using either an additive (A) model or an additive plus 
dominance (AD) model. We start with some theory of a single locus model, then 
derive the expected estimate of 𝛼𝛼, and calculate RMSE of 𝛼𝛼� for several broad sense 
heritabilities, dominance effects, sample sizes, and allele frequencies. We then 
calculate the mean RMSE for several degrees of dominance over the distribution of 
allele frequency, and identify mechanisms that underlie the differences between the 
A-model and AD-model. 
2.2 Theory 
Our interest is to estimate the average effect (𝛼𝛼) at a single locus in a large 
population that is in Hardy-Weinberg equilibrium (HWE), from data collected as a 
finite sample of that population. The average effect will be treated as a fixed effect 
(as in quantitative genetics), and not a random variable (as in genomic prediction (de 
los Campos et al. 2015)). In quantitative genetics, 𝛼𝛼 at a single locus can be estimated 
from the sample by linear regression using an additive model (A) or an additive plus 
dominance (AD) model. The A-model estimates 𝛼𝛼 directly through linear regression 
of phenotypic values on allele counts, 
𝐲𝐲 = 𝐱𝐱𝛼𝛼 + 𝐞𝐞, 2.2 
where 𝐲𝐲 is a vector of centered phenotypes, 𝐞𝐞 is a vector of residuals, and 𝐱𝐱 is 
a vector of centered allele counts with (0 − 2𝑝𝑝𝑠𝑠) for individuals with 0 copies of the 
alternative allele, (1 − 2𝑝𝑝𝑠𝑠) for individuals with 1 copy, and (2 − 2𝑝𝑝𝑠𝑠) for individuals 
with 2 copies. The term 𝑝𝑝𝑠𝑠 is the allele frequency of the alternative allele, observed 
in the sample. Throughout this paper, we will use the term genotypes to indicate the 
three allele count classes, with values of 0, 1, or 2.  
With the A-model, the ordinary least squares estimate (LSE) of 𝛼𝛼 is  
𝛼𝛼�𝐵𝐵 = [𝐱𝐱′𝐱𝐱]−1[𝐱𝐱′𝐲𝐲]. 2.3 
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The AD-model estimates the additive (𝑣𝑣) and dominant (𝑏𝑏) gene effects by multiple 
linear regression 
𝐲𝐲 = 𝐱𝐱𝑣𝑣 + 𝐦𝐦𝑏𝑏 + 𝛆𝛆, 2.4 
where 𝐦𝐦 is a dominance indicator vector with (0 − 2𝑝𝑝𝑠𝑠(1 − 𝑝𝑝𝑠𝑠)) for homozygous 
individuals, and (1 − 2𝑝𝑝𝑠𝑠(1 − 𝑝𝑝𝑠𝑠)) for heterozygous individuals. Vectors 𝐲𝐲 and 𝐱𝐱 are 
the same as in the A-model, and 𝛆𝛆 is a vector of residuals. Note that this is the 
genotypic parameterization as described by Vitezica et al. (2013). With the AD-
model, the LSE of 𝑣𝑣 and 𝑏𝑏 are  
�𝑣𝑣�
?̂?𝑏
� = � 𝐱𝐱′𝐱𝐱 𝐱𝐱′𝐦𝐦
𝐦𝐦′𝐱𝐱 𝐦𝐦′𝐦𝐦
�
−1
� 𝐱𝐱′𝐲𝐲
𝐱𝐱′𝐦𝐦
�. 2.5 
The 𝛼𝛼� from the AD-model is subsequently calculated as 
𝛼𝛼�𝐵𝐵𝐴𝐴 = 𝑣𝑣� + (1 − 2𝑝𝑝𝑠𝑠)?̂?𝑏. 2.6 
By definition, 𝛼𝛼� from both models give an estimate of the average effect in the 
sample (Falconer and Mackay 1996). Because the size of the sample is finite, 
genotype and allele frequencies in the sample might deviate from the frequencies in 
the total population. These deviations might introduce error in the estimation of 𝛼𝛼. 
To investigate the effects of finite sample size in the presence of dominance, the 
estimates from the A-model (𝛼𝛼�𝐵𝐵) and the AD-model (𝛼𝛼�𝐵𝐵𝐴𝐴) were compared by 
computing their RMSE for several scenarios.  
2.2.1 Expectation of 𝜶𝜶� 
If we take a random sample of 𝑁𝑁 individuals from a large population in HWE 
that has allele frequency 𝑝𝑝, the expectation of 𝛼𝛼� can be computed using probabilities 
and estimates of each possible sample composition. We define 𝑐𝑐 as a set of variables {𝑏𝑏0,𝑏𝑏1,𝑏𝑏2} that describe unique sample compositions, where 𝑏𝑏0 is the number of 
individuals with genotype 0, 𝑏𝑏1 is the number of individuals with genotype 1, and 𝑏𝑏2 
is the number of individuals with genotype 2. The probability of sampling 𝑐𝑐 is 
calculated from the multinomial probability function  
𝑃𝑃(𝑐𝑐|𝑁𝑁, 𝑝𝑝) = 𝑁𝑁!
𝑏𝑏0!𝑏𝑏1!𝑏𝑏2!𝑏𝑏0𝑛𝑛0𝑏𝑏1𝑛𝑛1𝑏𝑏2𝑛𝑛2 . 2.7 
Conditional variables 𝑁𝑁 and 𝑝𝑝 are hereafter omitted to improve readability, so that 
𝑃𝑃(𝑐𝑐|𝑁𝑁, 𝑝𝑝) is abbreviated as 𝑃𝑃(𝑐𝑐). The quantities 𝑏𝑏0, 𝑏𝑏1 and 𝑏𝑏2 are the genotype 
frequencies in the HWE population, and follow from the population allele frequency 
𝑝𝑝 (𝑏𝑏0 = (1 − 𝑝𝑝)2; 𝑏𝑏1 = 2𝑝𝑝(1 − 𝑝𝑝); 𝑏𝑏2 = 𝑝𝑝2). 
The expectation of 𝛼𝛼� is computed as the sum over all products of probabilities 
𝑃𝑃(𝑐𝑐) and corresponding estimates 𝛼𝛼�(𝑐𝑐),  
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𝐸𝐸(𝛼𝛼�) = � � 𝐼𝐼(𝑐𝑐)𝑃𝑃(𝑐𝑐)𝛼𝛼�(𝑐𝑐)𝑁𝑁−𝑛𝑛0
𝑛𝑛1=0
𝑁𝑁−1
𝑛𝑛0=0
, 2.8 
where 𝛼𝛼�(𝑐𝑐) is the LSE of 𝛼𝛼 given 𝑐𝑐. The 𝛼𝛼 cannot be estimated when the sample 
consists of individuals that all have the same genotype, so we use 𝐼𝐼(𝑐𝑐) as an indicator 
variable to exclude such samples 
𝐼𝐼(𝑐𝑐) = �0,              𝑏𝑏1 = 𝑁𝑁0,     𝑏𝑏0 + 𝑏𝑏1 = 01,         𝑣𝑣𝑣𝑣𝑣𝑣 𝑜𝑜𝑜𝑜ℎ𝑏𝑏𝑟𝑟. 2.9 
Note that samples including only genotypes 0 are excluded from Equation 2.8, by 
summing 𝑏𝑏0 from 0 to 𝑁𝑁 − 1, instead of from 0 to 𝑁𝑁. After excluding samples with 
𝐼𝐼(𝑐𝑐) = 0, the probabilities 𝑃𝑃(𝑐𝑐) of the remaining samples were rescaled so that they 
sum to 1. 
2.2.2 Root mean squared error 
The RMSE is defined as the root of the expected squared difference between 
the 𝛼𝛼� estimated from the sample, and the true value of 𝛼𝛼 
𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸(𝛼𝛼�) = �𝐸𝐸[(𝛼𝛼� − 𝛼𝛼)2] = � � � 𝐼𝐼(𝑐𝑐)𝛿𝛿(𝑐𝑐)𝑁𝑁−𝑛𝑛0
𝑛𝑛1=0
,𝑁𝑁−1
𝑛𝑛0=0
 2.10 
where 𝛿𝛿(𝑐𝑐) is the contribution of finite sampling deviation to the RMSE 
𝛿𝛿(𝑐𝑐) = 𝑃𝑃(𝑐𝑐)(𝛼𝛼�(𝑐𝑐) − 𝛼𝛼)2. 2.11 
We define 𝛿𝛿(𝑐𝑐) here because we will later on focus on the contribution of a single 
finite sample 𝑐𝑐 to the RMSE. The above expressions will be used to investigate the 
effect of 𝑁𝑁, 𝐻𝐻2, 𝑝𝑝, and 𝑏𝑏 on the RMSE of 𝛼𝛼� with the A-model and the AD-model.  
2.3 Methods 
We aim to illustrate the effect of sample size (𝑁𝑁), broad sense heritability (𝐻𝐻2), 
allele frequency 𝑝𝑝, and dominance effect 𝑏𝑏, on RMSE of estimated average effects 
(𝛼𝛼�). As a base scenario, we chose 1 for both the additive and dominance effect of the 
gene (e.g. full dominance). The expected value of 𝛼𝛼� was calculated for 𝑁𝑁 ∈{300, 500, 1000}, 𝐻𝐻2 ∈ {0.01, 0.05, 1}, and 𝑝𝑝 = [0.001 − 0.999] (increments of 0.001), with the A-model (Equation 2.3) and AD-model (Equation 2.6). The variation 
in broad sense heritability was achieved by adding random residuals to the 
phenotypes (𝐲𝐲). In addition, we varied the dominance effect (𝑏𝑏 ∈ {0, 0.1, 0.2, 0.5}) 
for the scenario where 𝑁𝑁 = 500 and 𝐻𝐻2 = 0.05.  
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The 𝛼𝛼�(𝑐𝑐) from the AD-model were computed using the sample allele frequency 
(𝑝𝑝𝑠𝑠) in Equation 2.6 instead of the population allele frequency (𝑝𝑝), because the latter 
is usually unknown. For samples where one of the genotypes was missing, 𝛼𝛼�(𝑐𝑐) with 
the AD-model was computed in the same way as with the A-model, because in those 
cases the vector of genotypes 𝐱𝐱 was completely confounded with dominance vector 
𝐦𝐦. 
Additionally, to quantify the average accuracy of 𝛼𝛼�, we computed the mean 
RMSE of 𝛼𝛼�, assuming a distribution for the allele frequency. For this purpose, we 
used the RMSE as a function of 𝑝𝑝 and numerically integrated over 𝑝𝑝 using its 
expected distribution under a drift model, 
𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸�������� = � 𝑓𝑓(𝑝𝑝)𝑅𝑅𝑅𝑅𝑅𝑅𝐸𝐸(𝑝𝑝)𝑏𝑏𝑝𝑝1− 12𝑁𝑁𝑒𝑒
1
2𝑁𝑁𝑒𝑒
. 2.12 
Here, 𝑁𝑁𝑒𝑒 is the effective population size, 𝑓𝑓(𝑝𝑝) is the distribution of allele 
frequencies when mutation is ignored, 𝑝𝑝 ranges from 1
2𝑁𝑁𝑒𝑒
 to 1 − 1
2𝑁𝑁𝑒𝑒
 (Wright 1931; 
Goddard 2009), and 
𝑓𝑓(𝑝𝑝) = 𝑘𝑘2𝑝𝑝(1 −  𝑝𝑝). 2.13 
To ensure that ∫𝑓𝑓(𝑝𝑝)𝑏𝑏𝑝𝑝 = 1, 𝑘𝑘 was given a value of 1
𝑙𝑙𝑙𝑙𝑔𝑔(2𝑁𝑁𝑒𝑒−1). The resulting 
distribution of allele frequencies is U-shaped, and a low 𝑁𝑁𝑒𝑒 yields a more uniform 
distribution than a high 𝑁𝑁𝑒𝑒. We computed the mean RMSE for several 𝑁𝑁𝑒𝑒 (50, 100, 
and 200), 𝑁𝑁 (200 to 600), and sizes of dominance effect 𝑏𝑏 (0.5, 1 and 1.5). We 
considered sample sizes up to 600 instead of 1000 to reduce computation time. In 
these scenarios, both 𝐻𝐻2 and the additive gene effect (𝑣𝑣) were equal to 1. 
The data used can be regenerated exactly following the descriptions of the 
paper. 
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2.4 Results 
 
Figure 2.1 Root mean squared error (RMSE) of 𝛼𝛼� with the A- and AD-model. Presented as a 
function of broad sense heritability (𝐻𝐻2), population allele frequency (𝑝𝑝) and sample size (𝑁𝑁). 
The additive and dominant effect of the gene were both equal to 1. 
2.4.1 Root mean squared error 
Figure 2.1 shows the root mean squared error (RMSE) of 𝛼𝛼� with the A- or AD-
model, for 𝑣𝑣 = 1 and 𝑏𝑏 = 1. For all scenarios, the RMSE of 𝛼𝛼� was smaller with the 
AD-model than with the A-model. 
In scenarios where 𝐻𝐻2 = 1, RMSE was symmetrical around 𝑝𝑝 = 0.5 with both 
the A- and AD-model. For brevity, we will therefore only describe the pattern for 𝑝𝑝 <0.5. For both models and all 𝑁𝑁, the RMSE was smallest when 𝑝𝑝 was close to 0, and 
increased when allele frequency increased. With the A-model, RMSE was largest 
around 𝑝𝑝 = 0.04 and then decreased when 𝑝𝑝 moved towards 0.5. With the AD-
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model, RMSE was also largest around 𝑝𝑝 = 0.04, then decreased when 𝑝𝑝 moved 
towards 0.1, after which RMSE slightly increased again until 𝑝𝑝 = 0.5.  
With 𝐻𝐻2 < 1, RMSE showed a similar pattern, but was not symmetrical around 
𝑝𝑝 = 0.5. Compared to 𝐻𝐻2 = 1, the RMSE was larger for all 𝑝𝑝, but this contrast 
decreased when 𝑝𝑝 increased. This asymmetry was a result of fixing 𝐻𝐻2 in the 
simulations, which caused the ratio of the dominance variance and residual variance 
to increase with 𝑝𝑝. For all scenarios, RMSE decreased when 𝑁𝑁 increased.  
Figure 2.2 shows the RMSE of 𝛼𝛼� with the A- or AD-model, for 𝑣𝑣 = 1, 𝑁𝑁 = 500, 
𝐻𝐻2 = 0.05, and different dominance effects (𝑏𝑏). For 𝑏𝑏 = 0 and 𝑏𝑏 = 0.1, there was 
almost no difference in RMSE between the A- and AD-model. This indicates that in 
the absence of dominance, there was no disadvantage of using the AD-model in 
terms of RMSE. For 𝑏𝑏 = 0.1 there was no apparent benefit from using the AD-model. 
For 𝑏𝑏 = 0.2 and 𝑏𝑏 = 0.5, however, the AD-model had lower RMSE than the A-model. 
 
Figure 2.2 Root mean squared error 
(RMSE) of 𝛼𝛼� with the A- and AD-
model for several sizes of dominance 
effect (d). Broad sense heritability is 
0.05 and sample size is 500. 
Presented as a function of population 
allele frequency (𝑝𝑝). Additive effect of 
the gene was equal to 1. 
 
2.4.2 Contribution of finite sampling deviation to the RMSE 
When there is no environmental variance (𝐻𝐻2 = 1) and the model is correct, 
the RMSE of 𝛼𝛼� is expected to be zero. The results, however, show that the RMSE is 
larger than zero with both the A- and AD-model. To gain more insight into the 
sources of this error, we investigated the contribution of single samples to the RMSE, 
for one scenario where 𝐻𝐻2 = 1, 𝑁𝑁 = 300, 𝑝𝑝 = 0.10, and 𝑣𝑣 = 𝑏𝑏 = 1, so that 𝛼𝛼 =1.8. For this purpose, we studied the squared difference between 𝛼𝛼�(𝑐𝑐) and 𝛼𝛼 (i.e. 
squared error), as a function of the realized number of individuals with genotype 2 
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(𝑏𝑏2). The samples have different probabilities of occurring, so that some samples 
may contribute more to the total RMSE than others. We therefore investigated the 
contribution of finite sampling deviation to the RMSE (𝛿𝛿(𝑐𝑐)), by weighting the 
squared errors of 𝛼𝛼�(c) with their probabilities (see Equation 2.11). 
2.4.2.1 Additive model 
Figure 2.3a shows the squared error as a function of the realized number of 
individuals with genotype 2, for the A-model. The realized number of individuals with 
genotype 2 in the sample is expressed as a departure from its expectation (i.e. ∆𝑏𝑏2), 
where the expectation is 𝐸𝐸(𝑏𝑏2) = 𝑝𝑝2𝑁𝑁 = 3. The squared error was smallest when 
∆𝑏𝑏2 was zero and increased as Δ𝑏𝑏2 moved away from zero. The remaining variance 
in squared error for a given value of ∆𝑏𝑏2 (as shown by the boxplots) was due to 
variation in the difference between 𝑝𝑝𝑠𝑠 and 𝑝𝑝 (i.e. Δ𝑝𝑝). For example, when Δ𝑏𝑏2 = 3, 
the allele frequency in the sample can vary, because the number of sampled 
heterozygotes can vary. This variation in Δ𝑝𝑝 affects 𝛼𝛼�(𝑐𝑐), except when ∆𝑏𝑏2 = −3. In 
that case, the number of individuals with genotype 2 was zero (in this example) and 
𝛼𝛼�(𝑐𝑐) was always the slope of a line between two data points. 
Figure 2.3b shows the effect of ∆𝑏𝑏2 and Δ𝑝𝑝 on 𝛿𝛿(𝑐𝑐) for the A-model. The 
sample where ∆𝑏𝑏2 = 0 and Δ𝑝𝑝 = 0 did not contribute to the RMSE (𝛿𝛿(𝑐𝑐) = 0). 
Samples where Δ𝑏𝑏2 < 0 had the largest contributions to the RMSE, and samples 
where Δ𝑏𝑏2 > 0 had somewhat smaller contributions. Figure 2.3b also shows that Δ𝑝𝑝 
contributed less to the RMSE than Δ𝑏𝑏2, because there were samples where Δ𝑝𝑝 = 0, 
but 𝛿𝛿(𝑐𝑐) was relatively large.  
2.4.2.2 Additive + dominance model 
Figure 2.3c shows the squared error as a function of Δ𝑏𝑏2, for the AD-model. 
The squared error was small and about equal for all Δ𝑏𝑏2, except for Δ𝑏𝑏2 = −3, 
where the squared error was largest and exactly the same as with the A-model (see 
Figure 2.3a), because there were no individuals with genotype 2 in the sample. 
Similar as with the A-model, the remaining variance (as shown by the boxplots) was 
due to variation in the difference between 𝑝𝑝𝑠𝑠 and 𝑝𝑝 (Δ𝑝𝑝).  
Figure 2.3d shows the effect of ∆𝑏𝑏2 and Δ𝑝𝑝 on 𝛿𝛿(𝑐𝑐) for the AD-model. Samples 
where both ∆𝑏𝑏2 ≠ −3 and Δ𝑝𝑝 = 0, did not contribute to the RMSE (𝛿𝛿(𝑐𝑐) = 0). 
Samples where Δ𝑏𝑏2 = −3 showed the largest contribution, while all other samples 
showed small 𝛿𝛿(𝑐𝑐). Similar to the A-model, Figure 2.3d shows that Δ𝑝𝑝 was not an 
important source of error.  
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Figure 2.3 Squared errors of 𝛼𝛼� and contributions of samples to the RMSE for the A-model 
(panel A and B) and AD-model (panel B and C), for 𝑁𝑁 = 300, 𝐻𝐻2 = 1, and 𝑝𝑝 = 0.10. The 
additive and dominant effect of the gene were both equal to one. A and C) Squared error of 
𝛼𝛼�(𝑐𝑐) as a function of the departure of 𝑏𝑏2 from its expected value under HWE (Δ𝑏𝑏2). (B and D) 
The effect of Δ𝑏𝑏2, and deviations of sample allele frequency from population allele frequency, 
on the contributions of samples to the RMSE of 𝛼𝛼�. 
2.4.2.3 A- versus AD-model 
In conclusion, even when the locus explains all variance (i.e., 𝐻𝐻2 = 1), 𝛼𝛼� shows 
error with both the A- and AD-model when it is based on a finite random sample 
from a population in HWE and dominance is present. With the A-model, the error 
originated mainly from sampling deviations of genotype frequencies from expected 
HWE frequencies (Δ𝐻𝐻𝐻𝐻𝐸𝐸), and to a lesser extent from sampling deviations of allele 
frequencies (Δ𝑝𝑝) (Figure 2.3b). With the AD-model, the error originated from Δ𝑝𝑝 
only, provided that all three genotype classes were sampled (Figure 2.3d). These 
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results partly explain the patterns of RMSE in Figure 2.1 (see Appendix A for more 
detail). 
 
Figure 2.4 Mean RMSE of 𝛼𝛼� for the A- and AD-model, averaged over the distribution of 𝒑𝒑. 
Presented as a function of dominance effect (𝒅𝒅), sample size (𝑵𝑵), and effective population size 
(𝑵𝑵𝒆𝒆). The distribution of population allele frequencies was assumed to be U-shaped (Equation 
2.13). The broad sense heritability and the additive gene effect (𝒂𝒂) were both equal to one. 
2.4.3 Mean RMSE across allele frequency distribution 
We have illustrated the RMSE of 𝛼𝛼� as a function of 𝑝𝑝. Now, we present the 
mean RMSE averaged over the distribution of 𝑝𝑝, for 𝑣𝑣 = 1 and 𝐻𝐻2 = 1, assuming a 
U-shaped distribution of 𝑝𝑝 as a function of 𝑁𝑁𝑒𝑒, and for different values for 𝑁𝑁 and 𝑏𝑏 
(Figure 2.4). For all scenarios, the mean RMSE with the A-model was about twice as 
large as the mean RMSE with the AD-model. 
With both models, the mean RMSE was zero when 𝑏𝑏 was zero (not shown) and 
increased as 𝑏𝑏 increased. The mean RMSE decreased when 𝑁𝑁 increased. The mean 
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RMSE decreased a little when 𝑁𝑁𝑒𝑒 increased, which was caused by differences in the 
U-shaped distribution of allele frequencies. For example, when 𝑁𝑁𝑒𝑒 = 50, the 
percentage of loci with an allele frequency outside the 0.05-0.95 range was 36%, 
whereas when 𝑁𝑁𝑒𝑒 = 200, this percentage was 51%. Loci in this range have a low 
RMSE (see Figure 2.1 and Appendix A), and therefore a higher 𝑁𝑁𝑒𝑒 results in a lower 
mean RMSE. The effect of 𝑁𝑁𝑒𝑒 on the mean RMSE decreased as 𝑁𝑁 increased. Results 
were identical when 𝑣𝑣 was changed, because the mean RMSE scales linearly with the 
absolute dominance effect 𝑏𝑏, and not with the dominance coefficient 𝑏𝑏/𝑣𝑣. 
2.5 Discussion 
We investigated the accuracy (in terms of RMSE) of estimated average effects 
(𝛼𝛼�) in the presence of dominance, using a single locus model including only an 
additive (A) or an additive plus dominance effect (AD). In the presence of dominance, 
the A-model falsely assumes that residuals are IID. The AD-model was therefore 
expected to better fit the data and give more accurate estimates of 𝛼𝛼, but only when 
dominance is present and sample size sufficient for dominance effect to be 
accurately estimated. Our results, however, show that the AD-model was always 
equally or more accurate than the A-model, even with small sample sizes (i.e. 𝑁𝑁 =300), a heritability lower than one (i.e. 𝐻𝐻2 < 1), or in the absence of dominance.  
With the A-model, both sampling deviations of genotype frequencies from 
HWE frequencies (Δ𝐻𝐻𝐻𝐻𝐸𝐸) and sampling deviations of allele frequencies (Δ𝑝𝑝) 
contributed to the error. With the AD-model, only sampling deviations of allele 
frequencies contributed to the error, provided that all three genotype classes were 
sampled. The contribution of Δ𝑝𝑝 to the error was much smaller than the contribution 
of Δ𝐻𝐻𝐻𝐻𝐸𝐸. The AD-model was therefore more accurate than the A-model. Thus, even 
when the locus explained all variance (i.e., H2 = 1), the mean RMSE decreased as 
sample size increased, because with larger sample sizes, deviations from HWE that 
considerably affect 𝛼𝛼� had a lower probability of occurring. Additionally, with larger 
sample sizes, the chance of missing one of the genotype classes was smaller, which 
further reduced the RMSE. The (mean) RMSE of 𝛼𝛼� was always smaller with the AD-
model than with the A-model. The RMSE of 𝛼𝛼� scaled linearly with 𝑏𝑏; if 𝑏𝑏 doubled, 
the RMSE also doubled. Remarkably, in the absence of dominance, there was no 
disadvantage of using the AD-model. Hence, the AD-model yielded equally or more 
accurate estimates of average effects than the A-model for all scenarios considered.  
With the A-model, 𝛼𝛼� is computed as the linear regression coefficient of 
genotypic values on allele counts (Fisher 1941), which yields the average effect in 
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the sample (𝛼𝛼𝑠𝑠), rather than the average effect in the whole population (𝛼𝛼). Hence, 
the expectation of 𝛼𝛼�𝐵𝐵 is equal to  
𝐸𝐸(𝛼𝛼�𝐵𝐵) = 𝛼𝛼𝑠𝑠 = 𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏 �1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠�, 2.14 
where 𝐹𝐹𝑠𝑠 measures the deviation from HWE in the sample (Δ𝐻𝐻𝐻𝐻𝐸𝐸) (Haldane 1954; 
Falconer 1985). Here, 𝐹𝐹𝑠𝑠 is defined as one minus the ratio between the observed 
number of heterozygotes and the expected number of heterozygotes based on 
sample the allele frequency (Haldane 1954; Wright 1969). With the AD-model, 𝛼𝛼� is 
computed from 𝑣𝑣� and ?̂?𝑏, which are simultaneously estimated from the data. Unlike 
the A-model (where 𝐸𝐸(𝛼𝛼�) = 𝛼𝛼𝑠𝑠), the expectation of 𝛼𝛼�𝐵𝐵𝐴𝐴 is equal to 
𝐸𝐸(𝛼𝛼�𝐵𝐵𝐴𝐴) = 𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏, 2.15 
when all three genotype classes are sampled. Comparison of Equations 2.14 and 2.15 
shows that the error in 𝛼𝛼�𝐵𝐵 originates from both Δ𝐻𝐻𝐻𝐻𝐸𝐸 and Δ𝑝𝑝, while the error in 
𝛼𝛼�𝐵𝐵𝐴𝐴 originates from Δ𝑝𝑝 only, except when one of the genotypes is missing in the 
sample. When only two genotype classes are sampled, the AD-model reduces to the 
A-model. With the AD-model, the contrast between the mean genotypic value of the 
homozygotes and the genotypic value of the heterozygotes (𝑏𝑏) does not depend on 
the number of individuals in these two groups. This is why the AD-model is more 
robust against deviations from HWE than the A-model.  
These results were confirmed by mathematical derivations of the error with 
the two models (Appendix B). In theory, the error from the A-model can be 
quantified when 𝑝𝑝𝑠𝑠, 𝑝𝑝, 𝐹𝐹𝑠𝑠 and 𝑏𝑏 are known, and from the AD-model when 𝑝𝑝𝑠𝑠, 𝑝𝑝, and 
𝑏𝑏 are known. In real data, however, 𝑝𝑝 (and also 𝑏𝑏 with the A-model) is not known, 
and therefore the error cannot be quantified. As a result, the error cannot be 
removed from either of the two models. In conclusion, the AD-model is preferred for 
the estimation of average effects when dominance is present, because it yields more 
accurate estimates than the A-model, particularly when sample sizes are small. 
In this study, we used the so-called genotypic parameterization of the AD-
model, as opposed to the breeding parameterization (Vitezica et al. 2013). The 
results, however, were identical with the breeding parameterization (results not 
shown), because the two parameterizations are equivalent.  
Additional to the contribution of dominance to additive variance, evidence for 
the contribution of epistasis is increasing (Mackay 2015; Monnahan and Kelly 2015). 
Our results show that modelling dominance improves estimated average effects, and 
it may therefore be tempting to hypothesize that modelling epistasis may also 
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improve estimates. However, investigating the benefit of modelling epistasis for the 
accuracy of 𝛼𝛼� is not straightforward, because it requires extension to multiple loci.  
Taking a finite sample from a large population, which was done in this study, 
closely resembles a sharp reduction to a small population size, known as a 
bottleneck. In a small population, genotype frequencies deviate from HWE even 
under random mating. The expected genotype frequency for heterozygotes is equal 
to 2𝑝𝑝𝑠𝑠(1 − 𝑝𝑝𝑠𝑠)(1 − 𝐹𝐹𝑠𝑠) (Haldane 1954). In turn, the expectation of 𝐹𝐹𝑠𝑠 depends on 
the size of the bottleneck (or sample size, 𝑁𝑁), and is equal to − 1
2𝑁𝑁−1
 with random 
mating (Kimura and Crow 1963). This indicates that the expected heterozygosity in 
the sample is larger than the HWE frequency calculated from the sample allele 
frequency. The effect of Δ𝐻𝐻𝐻𝐻𝐸𝐸 on estimated average effects was studied by Wang 
et al. (1998), who focused on the consequences for the additive genetic variance. In 
agreement with our results, they showed that the average effect was not influenced 
by Δ𝐻𝐻𝐻𝐻𝐸𝐸 when 𝑏𝑏 = 0, or when 𝑝𝑝 ≈ 0.5. Furthermore, the effect of Δ𝐻𝐻𝐻𝐻𝐸𝐸 on 
estimated average effects depended on the size of the bottleneck (or sample size, 
𝑁𝑁) and the size of dominance effect (𝑏𝑏) (Wang et al. 1998). Because the effects of a 
bottleneck are very similar to the effects of taking a small sample from a large 
population, the results of our study also apply to populations in a bottleneck. 
We quantified the error in estimates of 𝛼𝛼 that originated from Δ𝐻𝐻𝐻𝐻𝐸𝐸 in 
random finite samples from a population of unrelated individuals. We purposefully 
used relatively small sample sizes to illustrate the effect. Although sample sizes taken 
in empirical studies may be larger, effective sample size may be much smaller, 
because actual populations often have small effective population size (𝑁𝑁𝑒𝑒) (Hall 
2016). This low 𝑁𝑁𝑒𝑒 is related to the family structure in the population, where many 
individuals are bred from a limited number of parents, so that 𝑁𝑁𝑒𝑒 ≪ 𝑁𝑁. Hence, the 
effective sample size may be much smaller than 𝑁𝑁, because the sample will partly 
consist of related individuals. Because of this relatedness, sampling deviations in 
allele and genotype frequencies can be larger than expected based on sample size. 
The sample sizes chosen in this study may therefore be similar to effective sample 
sizes in empirical studies. As an example, we investigated the standard deviation of 
𝐹𝐹𝑠𝑠 across allele frequencies in a dataset of ~3500 pigs (Cleveland et al. 2012). The 
resulting value was comparable to the expected standard deviation of 𝐹𝐹𝑠𝑠 for samples 
of 500 – 1000 animals (see Appendix C), which supports our expectation that 
effective number of sampled individuals may be smaller than the actual number of 
sampled individuals. Furthermore, in many studies that use genotype data, markers 
are removed if they show a significant deviation from HWE. The significance 
threshold that is used for HWE filtering, however, is often very liberal (Gondro et al. 
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2013). Consequently, there are still many markers left in the data that deviate from 
HWE and may give inaccurate estimates of average effects. As a result, we expect 
that the magnitude of Δ𝐻𝐻𝐻𝐻𝐸𝐸 simulated in this study may be similar to Δ𝐻𝐻𝐻𝐻𝐸𝐸 in 
empirical studies.  
The estimation of average effects at single loci, as presented in this study, may 
be relevant for genome-wide association studies (GWAS). In GWAS, a large number 
of markers spread across the genome are each tested for an association with the 
observed phenotype (Gondro et al. 2013). Most GWAS test these associations by 
using an additive model which treats the marker genotypes as fixed (Hayes 2013). 
Only few studies have used the AD-model in GWAS to explicitly estimate 𝑣𝑣 and 𝑏𝑏 
(e.g. Lopes et al. 2014; Aliloo et al. 2015; Huang et al. 2015; Bennewitz et al. 2017) 
and, to our knowledge, none have investigated differences in accuracy of estimated 
average effects between the A-model and AD-model. The effects of sampling 
genotypes on 𝛼𝛼� shown in this study apply to 𝛼𝛼�𝑚𝑚 in GWAS, because 𝛼𝛼�𝑚𝑚 are usually 
estimated by ordinary least squares. Using the AD-model in GWAS will therefore 
yield more accurate estimates of average effects and explained variance of markers. 
The results presented in this study may also be relevant for genomic prediction. 
In genomic prediction, genomic estimated breeding values (GEBVs) are calculated as 
the sum of many estimated average effects multiplied by their marker genotypes 
(Meuwissen et al. 2001). Differences in accuracy of GEBVs may therefore be related 
to differences in accuracy of the estimated average effects. Our results, however, 
cannot be extrapolated directly to accuracy of GEBVs for several reasons. In this 
study, we considered a single locus, estimated 𝛼𝛼 as a fixed effect, and assumed 
known genotypes of the quantitative trait locus (QTL). In contrast, GEBVs are based 
on many marker loci, for which all α‘s are estimated simultaneously as random 
effects (Meuwissen et al. 2001). In genomic prediction, the effect of a single QTL is 
likely to be explained by multiple markers, and errors of individual marker effects 
may cancel out to some extend when accumulated within individuals to compute 
their GEBVs. Additionally, random effect models shrink average effects towards zero 
(Whittaker et al. 2000), which may shrink the sampling error as well. In conclusion, 
to translate our results to accuracy of GEBVs, this research should be extended to 
the estimation of multiple random effects based on marker genotypes.  
Neither GWAS nor genomic prediction are based on the genotypes at QTL 
directly, but rely on linkage disequilibrium (LD, measured by 𝑟𝑟) between observed 
markers and unknown QTL (Lewontin and Kojima 1960). For the additive effect at 
the QTL, the fraction captured by the marker is proportional to 𝑟𝑟, whereas for the 
dominance effect, the fraction captured by the marker is proportional to 𝑟𝑟2 (Weir 
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2008; Zhu et al. 2015). The proportion of the signal of the dominance part of 𝛼𝛼𝑚𝑚 that 
is captured is therefore expected to be smaller than of the additive part, because 
𝑟𝑟2 ≤ 𝑟𝑟. For this reason, a marker should be very close to a QTL to pick up its 
dominance effect (Wellmann and Bennewitz 2012). As a result, the benefit of 
dominance models over additive models may be smaller with lower marker 
densities. We therefore argue that, when dominance is present and markers are able 
to capture dominance, the dominance model yields more accurate estimates of 𝛼𝛼 
than the additive model. 
2.6 Conclusions 
When a single locus average effect is estimated in a random finite sample from 
a large population in HWE-equilibrium, both additive (A) and additive plus 
dominance (AD) models yield error in their estimates, even when the locus explains 
all variance (i.e., 𝐻𝐻2 = 1). Estimates from the AD-model, however, are more robust 
against chance deviations from HWE frequencies than estimates from the A-model. 
Genetic models that include dominance, therefore, yield higher accuracies of 
estimated average effects at single loci than purely additive models when dominance 
is present. In the absence of dominance, there was no penalty for fitting dominance. 
These results are important for GWAS, and potentially also for genomic prediction. 
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2.8 Appendices 
Appendix A 
With the A-model, error originated mainly from sampling deviations of 
genotype frequencies from expected HWE frequencies (Δ𝐻𝐻𝐻𝐻𝐸𝐸), and to a lesser 
extent from sampling deviations of allele frequencies (Δ𝑝𝑝). For all 𝑁𝑁, the RMSE was 
smallest at intermediate allele frequencies, and increased when allele frequency 
moved away from 0.5 (Figure 2.1). This increase was due to the increasing probability 
of sampling less individuals from the rare genotype class than expected based on 
HWE. The RMSE decreased again at extreme allele frequencies. This decrease was 
due to (1) the increasing probability of not sampling the rare homozygous genotype, 
and (2) the change in 𝛼𝛼. When one of the homozygous genotypes is not sampled, 𝛼𝛼� 
was always equal to the slope of the regression line between the opposing 
homozygotes and the heterozygotes (𝑣𝑣 + 𝑏𝑏 when 𝑏𝑏2 = 0, or 𝑣𝑣 − 𝑏𝑏 when 𝑏𝑏0 = 0). 
As the allele frequency approaches fixation, the probability of missing a homozygous 
genotype increases, while at the same time, the true 𝛼𝛼 becomes close to the slope 
of the resulting regression line (see Equation 2.1) (𝑣𝑣 + 𝑏𝑏 when 𝑝𝑝 → 0, or 𝑣𝑣 − 𝑏𝑏 when 
𝑝𝑝 → 1). Hence, the RMSE as a result of missing one genotype class was small at 
extreme allele frequency and increased as the allele frequency increased. It is good 
to note that with only one genotype class sampled, the sample was disregarded 
because 𝛼𝛼� could not be estimated. 
With the AD-model, error originated from Δ𝑝𝑝 only, provided that all three 
genotype classes were sampled. For all 𝑁𝑁, the RMSE with the AD-model was always 
smaller than with the A-model, and showed a different pattern across allele 
frequencies (Figure 2.1). The RMSE decreased slightly when allele frequency moved 
away from 0.5, because the probability of drawing a sample with a very high Δ𝑝𝑝 
decreases. RMSE increased again for allele frequencies around 0.1 or 0.9. This 
increase was due to the increased probability of sampling no individuals from the 
rare genotype class, in which case the AD-model reduced to the A-model. The RMSE 
decreased again at even more extreme allele frequencies, for the same reasons as 
explained for the A-model. 
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Appendix B 
Our aim is to estimate 𝛼𝛼 in the entire population, but with the A-model, the 
estimate we get from the sample is equal to 𝛼𝛼𝑠𝑠. So, we can predict what the error 
will be by deriving the difference between 𝛼𝛼𝑠𝑠 and 𝛼𝛼. 
𝑏𝑏𝑟𝑟𝑟𝑟𝑜𝑜𝑟𝑟 = 𝐸𝐸(𝛼𝛼�𝐵𝐵) − 𝛼𝛼 = 𝛼𝛼𝑠𝑠 − 𝛼𝛼 = �𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏 �1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠�� − [𝑣𝑣 + (1 − 2𝑝𝑝)𝑏𝑏] = (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏 �1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠� − (1 − 2𝑝𝑝)𝑏𝑏 = �1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠 (1 − 2𝑝𝑝𝑠𝑠) − (1 − 2𝑝𝑝)�𝑏𝑏 
Then, if there is no deviation from HWE (𝐹𝐹 = 0), the error due to deviations of 𝑝𝑝𝑠𝑠 
from 𝑝𝑝 is  [(1 − 2𝑝𝑝𝑠𝑠) − (1 − 2𝑝𝑝)]𝑏𝑏 = 2(𝑝𝑝 − 𝑝𝑝𝑠𝑠)𝑏𝑏. 
Similarly, if 𝑝𝑝𝑠𝑠 = 𝑝𝑝, the error due to deviations from HWE is equal to 
�
1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠 − 1� (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏. 
When we correct for deviations from HWE, assuming that we know 𝑏𝑏, we get 
𝛼𝛼�𝑐𝑐 = 𝛼𝛼𝑠𝑠 − 𝑏𝑏𝑟𝑟𝑟𝑟𝑜𝑜𝑟𝑟 = �𝑣𝑣+ �1− 2𝑝𝑝𝑠𝑠�𝑏𝑏�1−𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠�� − ��1−𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠 − 1� �1− 2𝑝𝑝𝑠𝑠�𝑏𝑏� = 𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏 �1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠� − (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏 �1 − 𝐹𝐹𝑠𝑠1 + 𝐹𝐹𝑠𝑠� + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏 = 𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏. 
If we subsequently correct for deviations of 𝑝𝑝, assuming that we know 𝑝𝑝, we get 
�𝑣𝑣+ �1− 2𝑝𝑝𝑠𝑠�𝑏𝑏� − �2�𝑝𝑝 − 𝑝𝑝𝑠𝑠�𝑏𝑏� = [𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏] − [(1 − 2𝑝𝑝𝑠𝑠) − (1 − 2𝑝𝑝)]𝑏𝑏 = 𝑣𝑣 + (1 − 2𝑝𝑝)𝑏𝑏, 
which is the average effect in the population. 
For the AD-model, we can predict the error for samples that have all three 
genotype classes by 
𝑏𝑏𝑟𝑟𝑟𝑟𝑜𝑜𝑟𝑟 = 𝐸𝐸(𝛼𝛼�𝐵𝐵𝐴𝐴) − 𝛼𝛼 = [𝑣𝑣 + (1 − 2𝑝𝑝𝑠𝑠)𝑏𝑏] − [𝑣𝑣 + (1 − 2𝑝𝑝)𝑏𝑏] = [(1 − 2𝑝𝑝𝑠𝑠) − (1 − 2𝑝𝑝)]𝑏𝑏 = 2(𝑝𝑝 − 𝑝𝑝𝑠𝑠)𝑏𝑏, 
which is equal to the error due to deviations of 𝑝𝑝𝑠𝑠 from 𝑝𝑝 with the A-model. 
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Appendix C 
 
 
Figure S 2.1 Expected standard deviation of 𝑭𝑭𝒔𝒔 for several sample sizes, compared to the 
standard deviation of 𝑭𝑭𝒔𝒔 measured in an empirical dataset of pigs
  
 
3  
The impact of non-additive effects on 
the genetic correlation between 
populations 
Pascal Duenk1, Piter Bijma1, Mario P.L. Calus1, Yvonne C.J. Wientjes1  
and Julius H. J. van der Werf2 
 
 
 
1 Animal Breeding and Genomics, Wageningen University and Research,  
6700 AH Wageningen, the Netherlands 
 
2 School of Environmental and Rural Science, University of New England, 
Armidale 2351 NSW, Australia 
 
 
 
 
Accepted in G3: Genes|Genomes|Genetics
  
 
Abstract 
Average effects of alleles can show considerable differences between 
populations. The magnitude of these differences can be measured by the additive 
genetic correlation between populations (𝑟𝑟𝑔𝑔). This 𝑟𝑟𝑔𝑔 can be lower than one due to 
the presence of non-additive genetic effects together with differences in allele 
frequencies between populations. However, the relationship between the nature of 
non-additive effects, differences in allele frequencies, and the value of 𝑟𝑟𝑔𝑔 remains 
unclear, and was therefore the focus of this study. We simulated genotype data of 
two populations that have diverged under drift only, or under drift and selection, 
and we simulated traits where the genetic model and magnitude of non-additive 
effects were varied. Results showed that larger differences in allele frequencies and 
larger non-additive effects resulted in lower values of 𝑟𝑟𝑔𝑔. In addition, we found that 
with epistasis, 𝑟𝑟𝑔𝑔 decreases with an increase of the number of interactions per locus. 
For both dominance and epistasis, we found that, when non-additive effects became 
extremely large, 𝑟𝑟𝑔𝑔 had a lower bound that was determined by the type of inter-
allelic interaction, and the difference in allele frequencies between populations. 
Given that dominance variance is usually small, our results show that it is unlikely 
that true 𝑟𝑟𝑔𝑔 values lower than 0.80 are due to dominance effects alone. With realistic 
levels of epistasis, 𝑟𝑟𝑔𝑔 dropped as low as 0.45. These results may contribute to the 
understanding of differences in genetic expression of complex traits between 
populations, and may help in explaining the inefficiency of genomic trait prediction 
across populations.  
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3.1 Introduction 
Populations can differ considerably in the average effects of loci (i.e. 𝛼𝛼, the 
difference between average effects of the two alleles, Falconer and Mackay (1996)). 
For a given genotype (i.e. individual), differences in 𝛼𝛼 between two populations lead 
to differences in the additive genetic values of that genotype, as expressed in both 
populations. The magnitude of these differences can be measured by the additive 
genetic correlation between populations (𝑟𝑟𝑔𝑔), defined as the correlation between the 
additive genetic values of a genotype expressed in population 1 and population 2. In 
reality, a single genotype cannot belong to two populations at the same time. This 
means that a trait expressed in two populations can be seen as a pair of traits that 
cannot be measured on the same individual, analogous to e.g. age at sexual maturity 
in males and females (Falconer and Mackay 1996). Although no phenotypic 
correlation exists between such pairs of traits, they can nevertheless be genetically 
correlated.  
The 𝑟𝑟𝑔𝑔 can be lower than one due to genotype by environment interaction 
(GxE) (Falconer 1952), or due to non-additive genetic effects (GxG-interaction) 
together with differences in allele frequencies between populations (Fisher 1918). 
Knowledge of this correlation contributes to the understanding of the genetic 
architectures of polygenic traits (de Candia et al. 2013; Brown et al. 2016). Such 
understanding may lead to improved knowledge of genetics and can facilitate 
accurate prediction of traits, such as disease risk in humans and yield traits in crops 
(Forsberg et al. 2017). Furthermore, understanding the genetic mechanisms that 
determine 𝑟𝑟𝑔𝑔 may help in explaining the inefficiency of trait prediction across 
populations (Wientjes et al. 2015). 
Following Falconer (1952), we can interpret a metric trait expressed in two 
populations as two different, genetically correlated traits. The additive genetic value 
of individual 𝑏𝑏 for the trait expressed in the population that 𝑏𝑏 belongs to (say, 
population 1) is 
𝑣𝑣𝑖𝑖
𝑃𝑃1 = 𝐡𝐡𝑎𝑎,𝑖𝑖′ 𝛂𝛂𝑃𝑃1, 3.1 
where 𝐡𝐡𝑎𝑎,𝑖𝑖  is a column vector of additive genotypes (measured as allele counts, 
minus the mean allele count in the population) of individual 𝑏𝑏 at quantitative trait 
loci (QTL), and 𝛂𝛂𝑃𝑃1 is a column vector of average effects at those QTL in population 
1. The additive genetic value of individual 𝑏𝑏 for another population (say, population 
2) is  
𝑣𝑣𝑖𝑖
𝑃𝑃2 = 𝐡𝐡𝑎𝑎,𝑖𝑖′ 𝛂𝛂𝑃𝑃2, 3.2 
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where 𝛂𝛂𝑃𝑃2 is a column vector of average effects in population 2. Conceptually, 
this 𝑣𝑣𝑖𝑖𝑃𝑃2 can be thought of as the additive genetic value for an individual in 
population 2 that has the same genotype as individual 𝑏𝑏. Here we define the additive 
genetic correlation between population 1 and population 2 (𝑟𝑟𝑔𝑔) as the correlation 
between both additive genetic values for the individuals in population 1,  
𝑟𝑟𝑔𝑔 = 𝑐𝑐𝑜𝑜𝑟𝑟�𝑣𝑣𝑖𝑖𝑃𝑃1, 𝑣𝑣𝒊𝒊𝑃𝑃2� = 𝑐𝑐𝑜𝑜𝑟𝑟�𝐡𝐡𝑎𝑎,𝑖𝑖′ 𝛂𝛂𝑃𝑃1,𝐡𝐡𝑎𝑎,𝑖𝑖′ 𝛂𝛂𝑃𝑃2�. 3.3 
In other words, the 𝑟𝑟𝑔𝑔 is defined for individuals coming from population 1, 
which may be different from the 𝑟𝑟𝑔𝑔 defined for individuals coming from population 
2 (See Discussion).  
Equation 3.3 illustrates that the value of 𝑟𝑟𝑔𝑔 depends on the differences in 
average effects between populations. With non-additive effects, average effects 
depend on the allele frequencies in the population, and, therefore, larger differences 
in allele frequencies between populations are expected to result in lower values of 
𝑟𝑟𝑔𝑔. 
Note that 𝑟𝑟𝑔𝑔 is the correlation between the additive genetic values, not the 
genotypic values (i.e. additive plus non-additive genetic values). In the absence of 
GxE-interaction, the genotypic correlation between both populations is equal to one 
irrespective of the presence of GxG-interactions, because the genotypic value of a 
genotype (i.e. individual) is the same in both populations. The additive genetic 
correlation (𝑟𝑟𝑔𝑔) may, however, be smaller than one because the partitioning of 
genotypic values into additive genetic values, dominance deviations and epistatic 
deviations depends on the allele frequencies (Fisher 1918; Cockerham 1954; 
Kempthorne 1954). 
A deeper understanding of the relationship between non-additive genetic 
effects, allele frequencies and 𝑟𝑟𝑔𝑔 may help geneticists to predict the value of 𝑟𝑟𝑔𝑔  based 
on the importance of dominance and epistasis in the expression of the trait, and the 
genetic distance between populations. Wei et al. (1991) studied the impact of 
dominance on the additive genetic correlation between a purebred and crossbred 
population, known as 𝑟𝑟𝑝𝑝𝑝𝑝. Using a two-locus model, they showed that 𝑟𝑟𝑝𝑝𝑝𝑝  indeed 
depends on both the magnitude of the dominance effect (𝑏𝑏), and on the difference 
in allele frequencies between the populations. We are not aware of any theoretical 
studies that investigated the relationship between the importance of dominance and 
𝑟𝑟𝑔𝑔 between two purebred populations. 
With epistasis, 𝑟𝑟𝑔𝑔 is also expected to depend on the magnitude of epistatic 
effects and on the difference in allele frequencies between populations. Epistasis in 
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the functional (i.e. biological) sense means that the genotypic values of individuals 
depend on interactions between alleles or genotypes at different loci (Bateson and 
Mendel 1909), and there is substantial evidence for the existence of functional 
epistasis across species (Carlborg et al. 2003; Le Rouzic et al. 2008; Pettersson et al. 
2011; Mackay 2015). Epistasis in the statistical sense is measured as the deviation of 
multi-locus genotypic values from the sum of the marginal effects (i.e. average and 
dominance effects) of the individual loci (Fisher 1918; Cockerham 1954). Although 
functional epistatic interactions do not necessarily lead to substantial statistical 
epistasis (Cheverud and Routman 1995; Hill et al. 2008; Maki-Tanila and Hill 2014), 
epistasis can contribute significantly to the additive genetic variance because 
average effects of individual loci may capture a substantial part of the functional 
epistasis (Hill et al. 2008; Maki-Tanila and Hill 2014; Monnahan and Kelly 2015). 
Furthermore, epistatic variance may be ‘converted’ into additive genetic variance 
due to genetic drift or due to selection (Cheverud and Routman 1996; Hill 2017). 
Thus, epistatic interactions modify average effects of individual loci when allele 
frequencies change, and may therefore play an important role in the value of 𝑟𝑟𝑔𝑔 and 
its change over time.  
In summary, the 𝑟𝑟𝑔𝑔 between populations is affected by non-additive effects in 
combination with differences in allele frequencies between populations. For 
populations in the same environment (i.e. in the absence of GxE), 𝑟𝑟𝑔𝑔 is equal to 1 in 
the absence of non-additive effects or in the absence of allele frequency differences. 
So far, the relationship between the nature and magnitude of non-additive effects, 
differences in allele frequencies, and the value of 𝑟𝑟𝑔𝑔 remains unclear. Our objective 
was therefore to investigate the impact of non-additive effects on 𝑟𝑟𝑔𝑔 for populations 
that have diverged either under drift only, or under both drift and selection. 
3.2 Methods 
We aimed to investigate the relationship between non-additive effects and the 
additive genetic correlation between populations (𝑟𝑟𝑔𝑔) with small effective size, as 
observed in livestock. For this purpose, we simulated genotypes of quantitative trait 
loci (QTL) for two populations that have diverged for a number of generations under 
either pure drift, or under drift and selection. The populations were assumed to be 
kept in the same environment, so there was no GxE. We simulated traits following 
several scenarios that differed in the type (i.e. genetic model) and the magnitude of 
non-additive effects (Table 3.1).  
 
 
3 – Impact of non-additive effects on 𝒓𝒓𝒈𝒈 
44 
 
Table 3.1 Overview of scenarios with their parameters for distributions of sampled dominance 
coefficients and epistatic coefficients. 
 Small Intermediate Large 
D 𝜇𝜇𝛿𝛿 = 0.2,𝜎𝜎𝛿𝛿 = 0.30 𝜇𝜇𝛿𝛿 = 0.2,𝜎𝜎𝛿𝛿 = 0.70 𝜇𝜇𝛿𝛿 = 0.2,𝜎𝜎𝛿𝛿 = 1.50 
EAA 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.16 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.33 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.68 
EDD 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.16 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.33 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.68 
EC 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.16 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.33 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.68 
EM 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.16 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.33 𝜇𝜇𝛾𝛾 = 0.0,𝜎𝜎𝛾𝛾 = 0.68 
We considered six genetic models; a basic model with additive effects only (A), 
which served as a basis for comparison, and five alternative models with non-
additive effects: one with only dominance effects (D), and four with only epistatic 
effects. With epistasis, we simulated interactions between pairs of loci that followed 
one of the configurations presented in Figure 3.1. We chose these genetic models so 
that there were scenarios with only dominance variance (D), scenarios with only 
additive by additive epistatic variance (EAA and EM), and scenarios with all types of 
non-additive variance (EC and EDD). For each genetic model, we considered three 
magnitudes of non-additive effects, labelled as small, intermediate, and large. 
 
Figure 3.1 Epistatic contrasts for four biological epistatic configurations. 
3.2.1 Simulation 
We simulated genotypes of two livestock populations (1 and 2) that diverged 
for 50 generations (Figure 3.2). For divergence, we considered two situations: one 
where the populations diverged due to drift only, and one where the populations 
diverged also due to selection in population 1 and drift in population 2. 
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Figure 3.2 Overview of the simulated population structure 
3.2.2 Populations 
We simulated a historical population with QMSim (Schenkel and Sargolzaei 
2009) by randomly mating 100 males and 500 females starting in generation -3001. 
From generation -3000 to generation -2501, we simulated a bottleneck by gradually 
decreasing population size to 150 (25 males and 125 females) to create initial linkage 
disequilibrium (LD), and population size was gradually increased again to 600 during 
the next 100 generations. The population size remained constant from generation  
-2400 until -1 to allow for the development of mutation-drift equilibrium. To provide 
a sufficient number of individuals for the development of populations 1 and 2, we 
doubled the number of individuals in the last historical generation (generation 0) to 
200 males and 1,000 females. This simulation resulted in an average effective 
population size (𝑁𝑁𝑒𝑒) of ~285 generation 0, calculated as the harmonic mean of 
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4𝑁𝑁𝑚𝑚𝑁𝑁𝑓𝑓
𝑁𝑁𝑚𝑚+𝑁𝑁𝑓𝑓
 in each preceding generation, where 𝑁𝑁𝑚𝑚 is the number of males and 𝑁𝑁𝑓𝑓 is the 
number of females that become parents in a generation (Falconer and Mackay 
1996). 
After simulating the historical population, we simulated two current 
populations (1 and 2). We randomly sampled 100 males and 500 females from the 
last historical generation to become founders of population 1. The remaining 100 
males and 500 females were the founders of population 2. We will refer to the 
generation of founders as generation 0. Within each population, simulation 
continued for 50 generations by randomly mating 100 selected males with 500 
selected females. Each mating resulted in 5 offspring, resulting in a total of 2,500 
offspring (exactly 1,250 males and 1,250 females) in each generation. Generations 
were non-overlapping, meaning that in each generation, the parents were selected 
from the previous generation only. In the drift scenario, animals in both populations 
were randomly selected to become parents of the next generation. Effective 
population size (𝑁𝑁𝑒𝑒) in the drift scenario was ~285 in the two populations. In the 
selection-drift scenario, animals in population 1 were selected based on their own 
phenotype (mass selection), while in population 2, selection was random. In this 
scenario, effective population size (𝑁𝑁𝑒𝑒) in population 1 was ~250, which was 
calculated as 1/(2Δ𝐹𝐹), where Δ𝐹𝐹 is the inbreeding rate estimated from the pedigree 
(Falconer and Mackay 1996). We simulated selection only in population 1 to reduce 
computation time. 
3.2.3 Genome 
The simulated genome consisted of 10 chromosomes of 1 Morgan that each 
had 200 randomly positioned bi-allelic loci. In the first historical generation 
(generation -3001), we randomly sampled the allele frequencies of loci from a 
uniform distribution. Mutation rate was 2.5*10-5 during the historical generations. In 
generation 0, the distribution of allele frequencies had evolved to a U-shape, and we 
randomly selected 500 segregating loci to become QTL, which resulted in low linkage 
disequilibrium between QTL. There was no mutation from generation 0 to 50, 
because the QMSim software does not allow for mutation after the last historical 
generation. 
3.2.4 Functional genetic effects 
Additive effects (𝑣𝑣) of all 500 QTL were sampled from ~𝑁𝑁(0, 1). We assumed 
that the size of the dominance and epistatic effects were proportional to the additive 
effects of the QTL involved in the interaction (Wellmann and Bennewitz 2011). We 
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therefore sampled dominance coefficients (𝛿𝛿) for all QTL from ~𝑁𝑁(𝜇𝜇𝛿𝛿 ,𝜎𝜎𝛿𝛿2), from 
which dominance effects (𝑏𝑏) were computed as 𝛿𝛿|𝑣𝑣|. Similarly, we sampled epistatic 
coefficients (𝛾𝛾) for all pairwise epistatic interactions from ~𝑁𝑁(𝜇𝜇𝛾𝛾,𝜎𝜎𝛾𝛾2), from which 
functional epistatic effects (𝜖𝜖) were computed as 𝛾𝛾𝑘𝑘𝑙𝑙�|𝑣𝑣𝑘𝑘𝑣𝑣𝑙𝑙| where 𝑘𝑘 and 𝑣𝑣 denote 
the QTL involved in the interaction. Each QTL had an epistatic interaction with 5 
randomly sampled other QTL, resulting in a total of 1250 pairwise interactions.  
For both dominance and epistasis, we considered 3 magnitudes of effects: 
small, intermediate, and large. For all magnitudes, the mean dominance coefficient 
(𝜇𝜇𝛿𝛿) was 0.2, and the mean epistatic coefficient (𝜇𝜇𝛾𝛾) was 0.0. The magnitude of 
dominance and epistatic effects were controlled by changing the standard deviation 
of dominance coefficients (𝜎𝜎𝛿𝛿) or epistatic coefficients (𝜎𝜎𝛾𝛾). For dominance, 𝜎𝜎𝛿𝛿  was 
0.3 with small effects, 0.7 with intermediate effects, and 1.5 with large effects (Table 
3.1). The mean and standard deviation of small dominance coefficients were chosen 
based on empirical results of Bennewitz and Meuwissen (2010) and Sun and Mumm 
(2016). For epistasis, 𝜎𝜎𝛾𝛾 was scaled such that the total functional epistatic variance 
was comparable to the total functional dominance variance in the scenario with the 
same magnitude. To this end, 𝜎𝜎𝛾𝛾 was computed as �(𝜇𝜇𝛿𝛿2 + 𝜎𝜎𝛿𝛿2)/𝑁𝑁𝛾𝛾, where 𝑁𝑁𝛾𝛾 is the 
number of epistatic interactions per QTL, and 𝜇𝜇𝛿𝛿2 and 𝜎𝜎𝛿𝛿2 are the squared mean and 
variance of dominance effects in the scenario with the corresponding magnitude. 
For example, with small epistatic effects, 𝜎𝜎𝛾𝛾 was computed as �(0.22 + 0.32)/5 ≈0.16 (Table 3.1). 
3.2.5 From functional dominance and epistatic effects to 
statistically orthogonal effects 
We simulated dominance and epistasis by introducing functional dominance 
and epistatic effects that are independent of allele and genotype frequencies. Our 
interest, however, is in statistical average, dominance and epistatic effects of QTL, 
which do depend on genotype frequencies (Fisher 1918; Cheverud and Routman 
1995). We will describe the general procedure to obtain these statistical effects, for 
a general situation where there can be dominance, epistasis, or both. Note, however, 
that our scenarios had either dominance or epistasis, but never both. After obtaining 
statistical effects, we describe how we computed the additive genetic value, 
genotypic value and phenotype for each individual. Although  genotypic values 
themselves are independent of genotype frequencies, the partitioning of these 
genotypic values into additive, dominance, and epistatic components does depend 
on genotype frequencies. Additive genetic values of individuals in population 1 were 
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needed to compute 𝑟𝑟𝑔𝑔, and genotypic values and phenotypes were needed because 
selection in population 1 was based on own performance. In the following, we 
describe the procedure to obtain the average effects and dominance effects in 
population 1 (𝛂𝛂𝑃𝑃1). The procedure to obtain these effects in population 2 (𝛂𝛂𝑃𝑃2) 
follows naturally by replacing the genotype and allele frequencies of population 1 
with the frequencies in population 2. 
The procedure starts by applying the natural and orthogonal interactions 
(NOIA) model (Álvarez-Castro and Carlborg 2007) for each epistatic interaction 
between two QTL. First, functional epistatic values for the 9 possible two-locus 
genotypes at QTL 𝑘𝑘 and 𝑣𝑣 were collected in a vector 𝐜𝐜𝑘𝑘𝑙𝑙 = 𝐭𝐭𝜖𝜖𝑘𝑘𝑙𝑙, where 𝜖𝜖𝑘𝑘𝑙𝑙 is a scalar 
representing the functional epistatic effect between QTL 𝑘𝑘 and 𝑣𝑣, and 𝐭𝐭 is a 9 x 1 
vector of epistatic contrasts for the 9 two-locus genotypes, ordered as (WWYY, 
WwYY, wwYY, WWYy, …, wwyy). The simulated epistatic contrasts in 𝐭𝐭 followed one 
of four configurations: additive x additive (EAA), dominance x dominance (EDD), 
complementary (EC), or multiplicative (EM) (Figure 3.1). The contrasts in 𝐭𝐭 were 
centred and scaled to a standard deviation of one, so that the contrasts were 
comparable between configurations. We then used genotype frequencies of QTL 𝑘𝑘 
and 𝑣𝑣 to partition the functional epistatic values in 𝐜𝐜𝑘𝑘𝑙𝑙  into 9 statistical genetic effects 
(Álvarez-Castro and Carlborg 2007; Vitezica et al. 2017) 
𝐛𝐛𝑘𝑘𝑙𝑙 = (𝐖𝐖𝑘𝑘𝑙𝑙′ 𝐃𝐃𝑘𝑘𝑙𝑙𝐖𝐖𝑘𝑘𝑙𝑙)−𝟏𝟏𝐖𝐖𝑘𝑘𝑙𝑙′ 𝐃𝐃𝑘𝑘𝑙𝑙𝐜𝐜𝑘𝑘𝑙𝑙 , 3.4 
where 𝐃𝐃𝑘𝑘𝑙𝑙 is a 9x9 diagonal matrix with each of the nine genotype frequencies in the 
same order as in 𝐭𝐭. Matrix 𝐖𝐖𝑘𝑘𝑙𝑙 = 𝐖𝐖𝑘𝑘 ⊗𝐖𝐖𝑙𝑙, where ⊗ denotes the Kronecker 
product, and 𝐖𝐖𝑘𝑘 and 𝐖𝐖𝑙𝑙 are constructed as 
𝐖𝐖𝑥𝑥 = [𝟏𝟏 𝐰𝐰𝑎𝑎 𝐰𝐰𝑑𝑑] =
⎣
⎢
⎢
⎢
⎢
⎢
⎡1 −(−𝑝𝑝𝑋𝑋𝑥𝑥 − 2𝑝𝑝𝑥𝑥𝑥𝑥) 2𝑝𝑝𝑋𝑋𝑥𝑥𝑝𝑝𝑥𝑥𝑥𝑥𝑝𝑝𝑋𝑋𝑋𝑋 + 𝑝𝑝𝑥𝑥𝑥𝑥 − (𝑝𝑝𝑋𝑋𝑋𝑋 − 𝑝𝑝𝑥𝑥𝑥𝑥)21 −(1 − 𝑝𝑝𝑋𝑋𝑥𝑥 − 2𝑝𝑝𝑥𝑥𝑥𝑥) 4𝑝𝑝𝑊𝑊𝑊𝑊𝑝𝑝𝑤𝑤𝑤𝑤𝑝𝑝𝑋𝑋𝑋𝑋 + 𝑝𝑝𝑥𝑥𝑥𝑥 − (𝑝𝑝𝑋𝑋𝑋𝑋 − 𝑝𝑝𝑥𝑥𝑥𝑥)21 −(2 − 𝑝𝑝𝑋𝑋𝑥𝑥 − 2𝑝𝑝𝑥𝑥𝑥𝑥) 2𝑝𝑝𝑊𝑊𝑊𝑊𝑝𝑝𝑊𝑊𝑤𝑤𝑝𝑝𝑋𝑋𝑋𝑋 + 𝑝𝑝𝑥𝑥𝑥𝑥 − (𝑝𝑝𝑋𝑋𝑋𝑋 − 𝑝𝑝𝑥𝑥𝑥𝑥)2⎦⎥⎥
⎥
⎥
⎥
⎤, 3.5 
where columns relate to orthogonal contrasts for the mean (𝟏𝟏), average effect (𝐰𝐰𝑎𝑎), 
and dominance effect (𝐰𝐰𝑑𝑑) of QTL 𝑥𝑥, and where 𝑝𝑝𝑋𝑋𝑥𝑥, 𝑝𝑝𝑋𝑋𝑥𝑥, and 𝑝𝑝𝑥𝑥𝑥𝑥  are the genotype 
frequencies of QTL X. The resulting vector of statistical genetic effects is 
𝐛𝐛𝑘𝑘𝑙𝑙 = �𝜇𝜇,𝛼𝛼𝑘𝑘𝑙𝑙𝑘𝑘 ,𝑏𝑏𝑘𝑘𝑙𝑙𝑘𝑘 ,𝛼𝛼𝑘𝑘𝑙𝑙𝑙𝑙 , (𝛼𝛼𝛼𝛼)𝑘𝑘𝑙𝑙 , (𝑏𝑏𝛼𝛼)𝑘𝑘𝑙𝑙 ,𝑏𝑏𝑘𝑘𝑙𝑙𝑙𝑙 , (𝛼𝛼𝑏𝑏)𝑘𝑘𝑙𝑙 , (𝑏𝑏𝑏𝑏)𝑘𝑘𝑙𝑙�′, 3.6 
where 𝛼𝛼𝑘𝑘𝑙𝑙𝑘𝑘  and 𝛼𝛼𝑘𝑘𝑙𝑙𝑙𝑙  are the terms that contribute to average effects of QTL 𝑘𝑘 and 𝑣𝑣. 
The other terms in 𝐛𝐛𝑘𝑘𝑙𝑙  contribute to dominance effects (𝑏𝑏𝑘𝑘𝑙𝑙𝑘𝑘 ,𝑏𝑏𝑘𝑘𝑙𝑙𝑙𝑙 ) of individual QTL 
and to epistatic effects of interacting QTL ((𝛼𝛼𝛼𝛼)𝑘𝑘𝑙𝑙 , (𝑏𝑏𝛼𝛼)𝑘𝑘𝑙𝑙 , (𝛼𝛼𝑏𝑏)𝑘𝑘𝑙𝑙 , (𝑏𝑏𝑏𝑏)𝑘𝑘𝑙𝑙). 
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We repeated this procedure of partitioning functional epistatic effects into 
statistical genetic effects for all pairwise interactions between QTL. Each QTL was 
involved in 5 epistatic interactions and therefore has 5 terms that contribute to its 
average effect. Following this reasoning, the average effect of QTL 𝑘𝑘 in population 1 
with epistasis is 
𝛼𝛼𝑘𝑘
𝑃𝑃1 = 𝑣𝑣𝑘𝑘 + �1− 2𝑝𝑝𝑘𝑘𝑃𝑃1�𝑏𝑏𝑘𝑘 + �𝛼𝛼𝑘𝑘𝑙𝑙𝑘𝑘𝑁𝑁𝛾𝛾
𝑙𝑙∈ℤ
, 3.7 
where 𝑝𝑝𝑘𝑘𝑃𝑃1 is the frequency of the counted allele of QTL 𝑘𝑘 in population 1, ℤ is the 
set of loci that QTL 𝑘𝑘 interacts with, and 𝑁𝑁𝛾𝛾 = 5. Note the difference between 
“additive effect” (𝑣𝑣) and “average effect” (𝛼𝛼); the additive effect 𝑣𝑣 is half the 
difference in genotypic value between both opposing homozygotes, whereas the 
average effect (𝛼𝛼) is the (statistical) marginal effect of the QTL. Throughout this 
manuscript, we will use the term “functional additive effect” to refer to 𝑣𝑣, and 
“average effect” (i.e. statistical substitution effect) to refer to 𝛼𝛼.  
In our simulations, we needed to compute phenotypes of selection candidates 
in each generation, for which we needed the statistical dominance effect (𝑏𝑏∗) of each 
QTL as well. The dominance effect of QTL 𝑘𝑘 in population 1 with epistasis is  
𝑏𝑏𝑘𝑘
𝑃𝑃1∗ = 𝑏𝑏𝑘𝑘 + �𝑏𝑏𝑘𝑘𝑙𝑙𝑘𝑘𝑁𝑁𝛾𝛾
𝑙𝑙∈ℤ
 3.8 
3.2.6 Additive genetic values and phenotypes 
We computed additive genetic values (𝐯𝐯) of selection candidates in population 
1 for the trait expressed in both population 1 and 2. Their genotypic values (𝐠𝐠) and 
phenotypes were only computed for the trait expressed in population 1. The additive 
genetic value of individual 𝑏𝑏 for the trait expressed in population 1 (2) were 
computed as 𝑣𝑣𝑖𝑖𝑃𝑃1 = 𝐡𝐡𝑎𝑎,𝑖𝑖′ 𝛂𝛂𝑃𝑃1 (𝑣𝑣𝑖𝑖𝑃𝑃2 = 𝐡𝐡𝑎𝑎,𝑖𝑖′ 𝛂𝛂𝑃𝑃2), and genotypic values for the trait 
expressed in population 1 were computed as  
𝑏𝑏𝑖𝑖
𝑃𝑃1 = 𝑣𝑣𝑖𝑖𝑃𝑃1 + 𝐡𝐡𝑑𝑑,𝑖𝑖′ 𝐝𝐝𝑃𝑃1∗ + 𝐡𝐡𝑎𝑎,𝑖𝑖′ ⨂𝐡𝐡𝑎𝑎,𝑖𝑖′ (𝛂𝛂𝛂𝛂)𝑃𝑃1 + 𝐡𝐡𝑎𝑎,𝑖𝑖′ ⨂𝐡𝐡𝑑𝑑,𝑖𝑖′ (𝛂𝛂𝐝𝐝)𝑃𝑃1 + 𝐡𝐡𝑑𝑑,𝑖𝑖′ ⨂𝐡𝐡𝑎𝑎,𝑖𝑖′ (𝐝𝐝𝛂𝛂)𝑃𝑃1+ 𝐡𝐡𝑑𝑑,𝑖𝑖′ ⨂𝐡𝐡𝑑𝑑,𝑖𝑖′ (𝐝𝐝𝐝𝐝)𝑃𝑃1, 3.9 
where 𝐡𝐡𝑎𝑎,𝑖𝑖  is a column vector of additive genotype indicators for individual 𝑏𝑏, and 
𝐡𝐡𝑑𝑑,𝑖𝑖  is column a vector of dominance genotype indicators for individual 𝑏𝑏. These 
indicators were coded following the NOIA parameterization as denoted in the rows 
of 𝐰𝐰𝑎𝑎  and 𝐰𝐰𝑑𝑑  (Equation 3.3) for genotypes 𝑋𝑋𝑋𝑋, 𝑋𝑋𝑥𝑥, and 𝑥𝑥𝑥𝑥, respectively. Phenotypes 
with a broad sense heritability of 0.5 were computed as 𝐲𝐲𝑃𝑃1 = 𝐠𝐠𝑃𝑃1 + 𝐞𝐞𝑃𝑃1, where 
𝐞𝐞𝑃𝑃1~𝑁𝑁(0,𝜎𝜎𝑒𝑒2), and 𝜎𝜎𝑒𝑒2 was equal to the variance of genotypic values (𝜎𝜎𝑔𝑔2). 
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3.2.7 Computing parameters of interest 
The parameters of interest were (1) the genetic correlation between the trait 
in population 1 and the trait in population 2 (𝑟𝑟𝑔𝑔), and (2) the average absolute 
difference in allele frequencies between populations (Δ𝑝𝑝����). For each generation, we 
computed 𝑟𝑟𝑔𝑔 as the Pearson correlation between the additive genetic values of 
individuals in population 1 for the trait expressed in the two populations (Equation 
3.3)1. For each generation, we computed Δ𝑝𝑝���� as ∑(|𝑝𝑝𝑘𝑘𝐵𝐵 − 𝑝𝑝𝑘𝑘𝐵𝐵|) /500. We chose this 
parameter as a measure for population divergence, because we expect that there is 
a linear relationship between Δ𝑝𝑝���� and 𝑟𝑟𝑔𝑔. These parameters were computed for 
generation 1 to 5, and for every 5th generation after generation 5, to limit 
computation time. 
3.2.8 Replicates 
We ran the simulation with drift 50 times, resulting in 50 sets of genotypes (i.e. 
replicates). For each of those replicates, we computed Δ𝑝𝑝���� and 𝑟𝑟𝑔𝑔 for each of the 
scenarios (i.e. genetic model and magnitude). We ran the simulations with both 
selection and drift for each scenario separately, because the selection of parents in 
population 1 depended on the genetic model. To limit computation time, we used 
20 replicates for each scenario with selection. 
3.2.9 Data availability 
The data used in this study can be reproduced with the files and seeds in the 
following GitHub repository: https://git.wageningenur.nl/duenk002/rg-and-non-
additive-effects  
3.3 Results 
First, for each scenario with selection, we show the change in mean genotypic 
value (?̅?𝑏) and the change of additive genetic variance (VA) in population 1 across 
generations, to illustrate how population 1 evolved over time. Second, we report 
realized fractions of additive, dominance and epistatic variance in generation 1 and 
50. Third, for scenarios with small non-additive effects, we show the effects of the 
genetic model and of applying selection on the additive genetic correlation (𝑟𝑟𝑔𝑔) and 
                                                                
1 Effectively, this 𝑟𝑟𝑔𝑔 is a weighted correlation between 𝛂𝛂𝑃𝑃1 and 𝛂𝛂𝑃𝑃2, where the weights 
depend on the allele frequencies in population 1. Hence, the 𝑟𝑟𝑔𝑔 computed as the correlation 
of additive genetic values of individuals in population 2 may give different results because 
the genotypes sampled from population 2 result in different weights than those sampled 
from population 1 (see Discussion). 
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the difference in allele frequency (Δ𝑝𝑝����) between populations. Fourth, for each genetic 
model with selection, we investigate the impact of the magnitude of non-additive 
effects and the number of generations since divergence. Finally, we investigate the 
relationship between 𝑟𝑟𝑔𝑔 and Δ𝑝𝑝���� across genetic models and within genetic models. All 
results presented refer to generation 50 and to scenarios with small non-additive 
effects, unless otherwise stated. 
3.3.1 Mean genotypic value and variance components  
With all scenarios, the mean genotypic value expressed in genetic standard 
deviations (?̅?𝑏) in population 1 increased due to selection (Figure S 3.1). With all 
genetic models, the increase in ?̅?𝑏 was smaller when the magnitude of non-additive 
effects was larger. This result was expected, because the marginal effects of alleles 
may change over time in the presence of non-additive effects, reducing the 
effectiveness of selection. The increase in ?̅?𝑏 was largest with model A, and it was 
smallest with model EDD and large non-additive effects. There were only small 
differences in ?̅?𝑏 between models D, EAA, EC, and EM.  
The additive genetic variance in population 1 (VA) decreased due to selection 
with all scenarios (Table 3.2 and Figure S 3.2). With genetic model A, EAA, EC and EM, 
about 95-98% of VA was lost after 50 generations of selection, whereas with D and 
EDD, 88-95% of VA was lost. A change in magnitude of non-additive effects did not 
substantially affect the decrease in VA, except with genetic models D and EDD, where 
more additive genetic variance was preserved with larger non-additive effects. In the 
drift scenario, the average loss of VA was about 7% for all scenarios (results not 
shown). 
In generation 1, scenarios that had only additive genetic (VA) and epistatic 
variance (VI), VA accounted for the largest, and VI for the smallest fraction of the total 
genetic variation (Table 3.2). The largest fraction of VI was realized with genetic 
model EAA (max. 0.048), followed by EDD (max. 0.033), EC (max. 0.024) and EM (max. 
0.017). The largest fraction of dominance variance (VD) was realized with model EDD 
(max. 0.364), followed by D (max. 0.298) and EC (max. 0.105). With genetic models 
D, EDD and EC, the fraction VD increased and VA decreased across generations, 
especially with intermediate or large effects (Table 3.2, generation 50). The fraction 
VI remained relatively constant across generations with all scenarios. 
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Table 3.2 Fractions of additive (VA), dominance (VD), and epistatic (VI) variances with respect 
to the total genetic variance in generation 1 and generation 50 with selection. Reported values 
are averages of 20 replicates. 
  Generation 1  Generation 50 
 Effect size VA VD VI  VA VD VI 
         
D Small 0.961 0.039 0.000  0.924 0.076 0.000 
 Intermediate 0.871 0.129 0.000  0.511 0.489 0.000 
 Large 0.702 0.298 0.000  0.198 0.802 0.000 
         
EAA Small 0.992 0.000 0.008  0.997 0.000 0.003 
 Intermediate 0.976 0.000 0.024  0.988 0.000 0.012 
 Large 0.952 0.000 0.048  0.969 0.000 0.031 
         
EDD Small 0.910 0.064 0.026  0.703 0.289 0.008 
 Intermediate 0.751 0.173 0.076  0.358 0.602 0.040 
 Large 0.528 0.333 0.139  0.146 0.752 0.101 
         
EC Small 0.985 0.012 0.003  0.947 0.051 0.001 
 Intermediate 0.947 0.044 0.009  0.737 0.250 0.013 
 Large 0.871 0.105 0.024  0.471 0.511 0.017 
         
EM Small 0.998 0.000 0.002  0.999 0.000 0.001 
 Intermediate 0.993 0.000 0.007  0.995 0.000 0.005 
 Large 0.983 0.000 0.017  0.989 0.000 0.011 
3.3.2 Effect of genetic model and of selection on 𝒓𝒓𝒈𝒈 
For all genetic models and small non-additive effects, 𝑟𝑟𝑔𝑔 was lower with 
selection than with drift only (Figure 3.3). With drift only, 𝑟𝑟𝑔𝑔 was between 0.99 and 
1 for all genetic models. After 50 generations of selection, average 𝑟𝑟𝑔𝑔 was lowest with 
genetic model EDD (0.65), followed by EAA (0.75), D (0.83), EC (0.83) and finally EM 
(0.94). There was a tendency that scenarios with the largest non-additive variance in 
generation 1 had the smallest 𝑟𝑟𝑔𝑔 in generation 50 (Figure S 3.3). Note that the 𝑟𝑟𝑔𝑔 was 
always equal to 1 with the additive model (A) (results not shown). 
As expected, Δ𝑝𝑝���� was larger with selection than with drift, and was the same 
across all genetic models with drift (0.05; Figure 3.4). With selection, Δ𝑝𝑝���� with non-
additive models was very similar (around 0.20) to the value with an additive model.  
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Figure 3.3 Effect of genetic model on rg with small non-additive effects, under drift only, or 
under drift and selection. 
 
Figure 3.4 Effect of genetic model on the difference in allele frequencies between populations, 
under drift only, or under drift and selection. 
3.3.3 Effect of the magnitude of non-additive effects 
For all genetic models and with selection, 𝑟𝑟𝑔𝑔 decreased with increasing 
magnitude of non-additive effects (Figure 3.5). With genetic model D, 𝑟𝑟𝑔𝑔 dropped 
about 31% from small to intermediate, and about 27% from intermediate to large 
dominance effects. With all epistatic models, the drop in 𝑟𝑟𝑔𝑔 with increasing 
magnitude was smaller (16-23%) than with D.  
For all genetic models with selection, the average absolute difference in allele 
frequency between lines (Δ𝑝𝑝����) decreased with increasing magnitude of non-additive 
effects, especially with D and EDD (Figure 3.6). With model D, Δ𝑝𝑝���� was 0.18 with 
intermediate dominance effects, and 0.141 with large effects. With EDD, Δ𝑝𝑝���� was 
0.162 with intermediate epistatic effects, and 0.130 with large effects. With the 
other epistatic models (EAA, EC and EM), the effect of an increase in magnitude on Δ𝑝𝑝���� 
was much smaller (~0.19 with intermediate and ~0.18 with large effects). 
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Figure 3.5 Effect of magnitude of non-additive effects on 𝑟𝑟𝑔𝑔, where population 1 was selected 
and population 2 was not selected. 
 
Figure 3.6 Effect of magnitude of non-additive effects on the difference in allele frequencies 
between populations under selection. In each subplot, the additive scenario (A) was included 
for reference (i.e. magnitude “none”). 
3.3.4 Effect of number of generations since divergence 
With all scenarios, 𝑟𝑟𝑔𝑔 decreased with the number of generations since 
divergence, and the rate of decrease was relatively small during the first five 
generations (𝑟𝑟𝑔𝑔 > 0.94), especially when the non-additive effects were small (𝑟𝑟𝑔𝑔 >0.98) (Figure 3.7). After the first five generations, the rate of decrease in 𝑟𝑟𝑔𝑔 differed 
across genetic models. There was a considerable difference between genetic 
models, the EM model showed the smallest decline of 𝑟𝑟𝑔𝑔 over time, and the EDD model 
showed the largest decline. With large non-additive effects, models EM and EAA 
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tended to show an accelerated decrease in 𝑟𝑟𝑔𝑔 across generations, whereas models 
D, EC and EDD tended to show a decelerated decrease in 𝑟𝑟𝑔𝑔 (Figure 3.7). 
With all scenarios, the average absolute difference in allele frequency between 
lines (Δ𝑝𝑝����) increased with the number of generations since divergence (Figure 3.8). In 
contrast to the result of the genetic correlation with small non-additive effects 
(Figure 3.7), Δ𝑝𝑝���� was remarkably similar between the genetic models (Figure 3.8). 
With large effects, models D and EDD showed a smaller Δ𝑝𝑝���� than models EM, EAA, and 
EC. 
 
Figure 3.7 Effect of number of generations since divergence on 𝑟𝑟𝑔𝑔 for all genetic models with 
small (left) or large (right) non-additive effects. 
 
Figure 3.8 Effect of number of generations since divergence on the difference in allele 
frequencies between populations, for all genetic models and small (left) or large (right) non-
additive effects.  
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In summary, for each genetic model, 𝑟𝑟𝑔𝑔 was smallest with selection, large non-
additive effects and many generations since divergence. Overall, the smallest 
realized value of 𝑟𝑟𝑔𝑔 after 50 generations of divergence was achieved with genetic 
model D or EDD (𝑟𝑟𝑔𝑔 ≈ 0.41 for both). 
3.3.5 Relationship between 𝒓𝒓𝒈𝒈 and 𝚫𝚫𝒑𝒑���� 
For all genetic models, there was a clear negative relationship between Δ𝑝𝑝���� and 
𝑟𝑟𝑔𝑔 (Figure 3.9), and the relationship was strongest for genetic models showing the 
strongest decline of 𝑟𝑟𝑔𝑔 with time (Figure 3.7). This result suggests that differences 
between genetic models in the decline of 𝑟𝑟𝑔𝑔 over time originate from different 
impacts of Δ𝑝𝑝���� on 𝑟𝑟𝑔𝑔, and not from differences in Δ𝑝𝑝���� per se. For example, with small 
non-additive effects and after 50 generations of divergence, the value of 𝑟𝑟𝑔𝑔 was 
different between genetic models, whereas the realized Δ𝑝𝑝���� was very similar (Figure 
3.9). In other words, 𝑟𝑟𝑔𝑔 is a function of Δ𝑝𝑝���� and of genetic architecture. 
 
 
Figure 3.9 Relationship between rg and the difference in allele frequencies between 
populations for all scenarios. 
3.4 Discussion 
Our objective was to investigate the relationship between non-additive effects, 
differences in allele frequencies between populations (Δ𝑝𝑝����), and the genetic 
correlation between populations (𝑟𝑟𝑔𝑔). We simulated genotype data of two 
populations that have diverged for a number of generations under drift only, or drift 
and selection, and we simulated traits where the genetic model and magnitude of 
non-additive effects were varied.  
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We computed 𝑟𝑟𝑔𝑔 as the correlation between additive genetic values of 
individuals in population 1, for the trait expressed in population 1 and 2. Effectively, 
this 𝑟𝑟𝑔𝑔 is a weighted correlation between average effects in population 1 (𝛂𝛂1) and 2 
(𝛂𝛂2), where the weights depend on the sample of genotypes that were used to 
compute the additive genetic values. This suggests that different values of 𝑟𝑟𝑔𝑔 could 
have been obtained when using the additive genetic values of individuals in 
population 2, because of differences in genotype frequencies between populations. 
We chose, however, to focus on population 1 because we were also interested in the 
change of allele frequencies over time due to selection. This approach leads to values 
of 𝑟𝑟𝑔𝑔 that indicate whether information from an unselected population (population 
2) can be used to predict additive genetic values in a selected population (population 
1). 
3.4.1 Realized variance components 
Because little is known about the quantity and magnitude of dominance and 
epistatic effects in reality, we considered a range of functional non-additive effect 
sizes and epistatic configurations. Realized proportions in our simulations (Table 3.2) 
did not always match with those observed in real data. For example, with large 
dominance effects, the fraction of dominance variance was 30%, which is uncommon 
in real data (Ertl et al. 2014; Lopes et al. 2016; Moghaddar and van der Werf 2017; 
Joshi et al. 2018). Similarly, scenario EDD also resulted in more dominance variance 
than expected in real populations, especially with large epistatic effects (33%). 
Empirical studies on livestock (Bennewitz and Meuwissen 2010) and crops (Sun and 
Mumm 2016) found that approximately 0.3% of loci show overdominance, which is 
comparable to our scenario with small dominance effects (0.5% overdominance). 
Furthermore, the scenario with small dominance effects resulted in a small 
proportion of dominance variance, and might therefore be most realistic for actual 
populations. 
In contrast to our realized proportions of dominance variance, proportions of 
epistatic variance were lower (max. 5%) than estimates from an empirical study on 
litter size in pigs (about 26%) (Vitezica et al. 2018), though the standard error of that 
estimate was large (about 22%). Further evidence of statistical epistatic effects is 
scarce, probably because methods used for the detection of statistical epistasis are 
frequently underpowered (Wei et al. 2014). Furthermore, it has been suggested that 
incomplete LD between genomic markers and QTL may create the illusion of 
epistasis, making inference about the importance of epistasis from genome-wide 
regression studies difficult (Wei et al. 2014; Zan et al. 2018; de los Campos et al. 
2019). In contrast to the lack of evidence of statistical epistasis, there is substantial 
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evidence that physiological epistasis is abundant in several classes of organisms 
(Carlborg et al. 2003; Le Rouzic et al. 2008; Pettersson et al. 2011; Mackay 2015). 
Nevertheless, large epistatic effects between pairs of loci are believed to be unlikely 
(Wei et al. 2014), and the contribution of epistatic variance to the total genetic 
variance is expected to be small (Hill et al. 2008).  
In summary, among the scenario’s we studied here, scenarios D and EDD with 
small effects, and scenarios EAA, EC and EM are probably most realistic, because these 
scenarios always resulted in little dominance (max. 7%) and epistatic (max. 5%) 
variance.  
3.4.2 Effect of genetic model on 𝒓𝒓𝒈𝒈 
For the dominance model (D), we observed that 𝑟𝑟𝑔𝑔 decreased with increasing 
size of dominance effects and with increasing difference of allele frequencies 
between populations. In some cases, the 𝑟𝑟𝑔𝑔 can be negative due to dominance alone, 
as shown for a two-locus model (Wei et al. 1991). Such low values of 𝑟𝑟𝑔𝑔 were, 
however, only obtained with scenarios where both loci showed substantial 
overdominance, and where the difference in allele frequencies between the two 
populations was at least 0.3 for one of the loci. In our study, we considered many 
loci and the distributions of dominance effects was based on empirical results 
(Bennewitz and Meuwissen 2010; Sun and Mumm 2016). These distributions 
resulted in only a fraction of loci showing overdominance (i.e. 0.5% for small effects, 
16% for intermediate effects, and 51% for large effects). Furthermore, our 
simulations resulted in U-shaped distributions of allele frequencies in the last 
generation of the historical population, which agrees with expectations based on 
neutral theory (Kimura and Crow 1964; Goddard 2001). After the two populations 
separated, allele frequency differences between populations were a result of drift 
and/or selection. We therefore believe that our simulations represent a more 
realistic model of quantitative traits and population divergence than those in Wei et 
al. (1991). In conclusion, given that dominance variance is usually small and 
overdominance does not occur frequently, our results show that it is unlikely that 
true 𝑟𝑟𝑔𝑔 values lower than 0.80 are due to dominance effects alone. 
In another simulation study, where the fraction of loci showing overdominance 
was 12%, realized 𝑟𝑟𝑔𝑔 was 0.78 (Esfandyari et al. 2015a). Although the fraction of loci 
showing overdominance in that study was comparable to our scenario with 
intermediate dominance effects, our realized 𝑟𝑟𝑔𝑔 in that scenario was much lower 
(0.57). This difference is likely due to the smaller number of generations that 
populations diverged in the study of Esfandyari et al. (2015a). 
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With epistasis, 𝑟𝑟𝑔𝑔 decreased with increasing size of epistatic effects and with 
increasing difference of allele frequencies between populations, and the value of 𝑟𝑟𝑔𝑔 
depended on the nature of the epistatic interaction (i.e. configuration). In addition, 
there was a tendency for configurations that resulted in large initial non-additive 
variance to result in smaller values of 𝑟𝑟𝑔𝑔 (Figure S 3.3). Even though large epistatic 
effects are unlikely and epistatic variance is expected to be small, 𝑟𝑟𝑔𝑔 could be as low 
as 0.45 for supposedly realistic epistatic scenarios. 
To our knowledge, the relationship between the nature of epistasis and 𝑟𝑟𝑔𝑔 has 
not been studied before. The mechanism behind differences in 𝑟𝑟𝑔𝑔 between epistatic 
models can be illustrated with an example of two interacting loci. Suppose that both 
loci have an additive effect (𝑣𝑣) of 1, an epistatic coefficient (𝛾𝛾) of 0.5, and the allele 
frequency at locus 1 (𝑝𝑝1) is the same in both populations (here we use 0.10). Then, 
we study the effect of allele frequency difference between populations at locus 2 
(Δ𝑝𝑝2) on the difference in average effects between populations (Δ𝛼𝛼) for locus 1 and 
2. Results show that EAA and EM interactions only affect the 𝛼𝛼 of the locus with fixed 
𝑝𝑝 (locus 1), whereas EDD and EC interactions affect the 𝛼𝛼 at both loci (Figure S 3.4). 
Note that this result was the same with different values for 𝑣𝑣, 𝛾𝛾, or 𝑝𝑝1. This shows 
that, in general, EAA and EM interactions create a dependency of 𝛼𝛼 at a locus on the 
allele frequency of all loci it interacts with, whereas EDD and EC interactions also 
create a dependency of 𝛼𝛼 on the allele frequency of the locus itself. These 
mechanisms may contribute to the differences in 𝑟𝑟𝑔𝑔 between genetic models, 
because the interplay between differences in allele frequencies and 𝑟𝑟𝑔𝑔 depends on 
the genetic model.  
3.4.3 Effect of magnitude of non-additive effects on 𝒓𝒓𝒈𝒈 
As expected, an increase in magnitude of dominance effects resulted in a lower 
𝑟𝑟𝑔𝑔, which is in line with results from Wei et al. (1991). Similarly, an increase in 
magnitude of epistatic effects also resulted in a lower 𝑟𝑟𝑔𝑔. An important question is 
whether this decrease of 𝑟𝑟𝑔𝑔 due to an increase in magnitude continues until the 
theoretical limit of 𝑟𝑟𝑔𝑔 = −1 is reached. Additional analyses revealed that 𝑟𝑟𝑔𝑔 appears 
to asymptote with increasing magnitude of non-additive effects. In these analyses, 
we repeated our original simulations of genetic models D and EAA, using non-additive 
effects that were multiplied by 100 for all magnitudes. Results from those 
simulations showed that the difference in 𝑟𝑟𝑔𝑔 between “small”, “intermediate”, or 
“large” effects had indeed disappeared (Figure S 3.5), and that the lower bound of 
realized values for 𝑟𝑟𝑔𝑔 was ~0.25 with scenario D and ~0.36 with scenario EAA.  
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To show the mechanism behind this result, we again consider a two-locus 
model where, like before, both loci have an additive effect (𝑣𝑣) of 1, the allele 
frequency of locus 1 (𝑝𝑝1) is 0.10 in both populations and Δ𝑝𝑝2 = 0.20. We studied the 
effect of the magnitude of the epistatic effect (𝛾𝛾) on the absolute difference in 
average effects between populations, relative to the absolute value of 𝛼𝛼 in 
population 1 (Δ𝛼𝛼/𝛼𝛼𝐵𝐵). We observed that for all epistatic models, especially for larger 
values of 𝛾𝛾, both Δ𝛼𝛼 and 𝛼𝛼𝐵𝐵 increase roughly linearly with 𝛾𝛾, and that therefore 
Δ𝛼𝛼/𝛼𝛼𝐵𝐵 stops increasing with large values of 𝛾𝛾 (Figure S 3.6). Note that the same 
mechanism was observed with dominance when 𝑝𝑝2 was the same in both 
populations and Δ𝑝𝑝1 = 0.20. Hence, a change in magnitude equally affects the 
variance of 𝛼𝛼’s in the two populations, and the covariance between them. As a result, 
𝑟𝑟𝑔𝑔 is unaffected by a change in size of non-additive effects when non-additive effects 
are already large. In conclusion, when non-additive effects are very large, 𝑟𝑟𝑔𝑔 no 
longer depends on the magnitude of non-additive effects relative to the magnitude 
of functional additive effects. At that point, there is a lower bound of 𝑟𝑟𝑔𝑔 that is 
determined by the nature of the non-additive effects (i.e. type of inter-allelic 
interaction) and by the difference in allele frequencies between populations. 
3.4.4 Number of epistatic interactions 
In the epistatic scenarios, we assumed that each locus interacted with 5 other 
loci. Because little is known about the number of interactions per locus (𝑁𝑁𝛾𝛾) in 
reality, we tested whether our results were sensitive to a change in 𝑁𝑁𝛾𝛾. For that 
purpose, we repeated all simulations of epistatic scenarios with 𝑁𝑁𝛾𝛾  = 100. Note 
that the total functional epistatic variance with 𝑁𝑁𝛾𝛾  = 100 was the same as with 
𝑁𝑁𝛾𝛾  = 5, because the epistatic coefficients were scaled with 𝑁𝑁𝛾𝛾, so that the product 
𝑁𝑁𝛾𝛾𝜎𝜎𝛾𝛾
2 is constant. This analyses resulted in values of 𝑟𝑟𝑔𝑔 that were very similar to those 
of our original simulations (results not shown), suggesting that, in our simulations, 
the value of 𝑟𝑟𝑔𝑔 depends on the level of total functional epistatic variance, which 
scales similarly with 𝑁𝑁𝛾𝛾 or 𝜎𝜎𝛾𝛾2.  
3.4.5 Effect of selection on 𝒓𝒓𝒈𝒈 
Non-additive effects and selection create a complex interplay between average 
effects, the difference in allele frequencies between populations (Δ𝑝𝑝����) over time, and 
their effects on 𝑟𝑟𝑔𝑔. For a trait with small dominance effects under selection, we 
observed that Δ𝑝𝑝���� was almost the same as for an additive trait (Figure 3.8). We 
expected, however, that directional dominance would reduce Δ𝑝𝑝����, because the 
average effect at a locus can become smaller or even switch sign when the frequency 
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of the favourable dominant allele increases (Falconer and Mackay 1996). This change 
in average effects would affect the change in allele frequencies over time due to 
selection in population 1, because the selection pressure at loci may change. A 
reduction in Δ𝑝𝑝���� with small dominance effects was not observed, probably because 
only a small fraction of loci showed full- or over-dominance. Indeed, with large 
dominance coefficients (so that the fraction of loci showing over-dominance was 
much larger compared to with small dominance coefficients) Δ𝑝𝑝���� was smaller (Figure 
3.6). In real data, however, we do not expect a large fraction of loci that show full- 
or over-dominance (Wellmann and Bennewitz 2011). It is therefore unlikely that 
dominance significantly affects the change in allele frequencies over time due to 
selection, compared to a purely additive trait. 
For a trait with epistatic effects under selection, we observed that Δ𝑝𝑝���� was a bit 
smaller than that for a trait with only additive effects (Figure 3.8). Similar to the 
models with only dominance effects, this reduction in Δ𝑝𝑝���� was expected because the 
average effect at a locus can become smaller or switch sign over time in the presence 
of epistasis. How epistasis affects the change in allele frequencies due to selection 
depends on the directionality of the epistatic interaction effect. Theory suggests 
that, compared to pure additivity, positive interactions (i.e. in the same direction as 
the additive effects) will promote the selection of favourable alleles, whereas 
negative interactions (i.e. in the opposite direction from the additive effects) will 
suppress the selection of favourable alleles (Carter et al. 2005; Hansen 2013; Paixão 
and Barton 2016). We chose to simulate both positive and negative interactions with 
equal probabilities, because empirical studies suggest that epistatic interactions are 
not biased in being either positive or negative (i.e. they are non-directional) (Mackay 
2014). Our results showed that, for a trait with intermediate epistatic effects, the net 
effect of having both positive and negative interactions was a decrease in fixation 
rate of favourable alleles (i.e. with a positive 𝑣𝑣), and an increase in fixation rate of 
unfavourable alleles (i.e. with a negative 𝑣𝑣) compared to an additive trait (Figure S 
3.7). Similar results were found by Esfandyari et al. (2017). In conclusion, epistatic 
effects may affect 𝑟𝑟𝑔𝑔 through two related mechanisms. First, with an epistatic model 
and when selection takes place in one of the populations, the difference in allele 
frequencies between populations may be smaller compared to an additive model. 
This reduction occurs because negative interactions decrease the fixation rates of 
favourable alleles, and increase those of unfavourable alleles. Second, for given allele 
frequency differences, the value of 𝑟𝑟𝑔𝑔 depends on the nature of the epistatic 
interaction. 
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3.4.6 Loss of additive genetic variance 
Selection experiments in Drosophila, maize, and Escherichia coli have shown 
that additive genetic variation (VA) can be maintained for at least 100 generations 
(Hill 2016). Some researchers suggested that this preservation of VA may be due to 
the conversion of non-additive genetic variance to additive genetic variance 
(Cheverud and Routman 1996; Hallander and Waldmann 2007; Hill 2017). Simulation 
studies, however, have failed to show a preservation of VA due to this conversion 
(Carter et al. 2005; Esfandyari et al. 2017). Similarly, our simulations showed little 
conversion of non-additive genetic variance to VA with genetic models EAA and EM, 
and no conversion with other genetic models (Table 3.2). As a result, almost all 
additive genetic variance was lost after 50 generations (Figure S 3.2). 
The large loss of additive genetic variance in our simulations may be due to two 
reasons. First, there was little epistatic variance in generation one that could be 
‘converted’ to VA in subsequent generations (Hill et al. 2008; Maki-Tanila and Hill 
2014). This was largely because the allele frequency distribution was strongly U-
shaped in generation one. Second, mutational variance was zero because there were 
no mutations simulated after the historical generation. Even though these 
mechanisms may explain some of the loss of 𝑉𝑉𝐵𝐵 in our simulations, the issue still 
remains that, to date, simulations have failed to convincingly reproduce the 
conservation of 𝑉𝑉𝐵𝐵 observed in reality (Johnson and Barton 2005; Walsh and Lynch 
2018). 
3.4.7 Practical relevance 
In our simulations, there was selection in only one of the populations, while 
the other population was unselected. In reality, populations may have been 
divergently selected (e.g. Friesian Holstein vs Angus cattle), resulting in larger 
differences in allele frequencies than simulated here. Hence, 𝑟𝑟𝑔𝑔 between divergently 
selected populations may be smaller than observed in our simulations. 
In this study, we assumed that there were no genotype x environment 
interactions (GxE), so that 𝑟𝑟𝑔𝑔 values smaller than one were only due to non-additive 
effects. In reality, both non-additive effects and GxE may contribute to 𝑟𝑟𝑔𝑔 values 
being smaller than one. The relative importance of non-additive effects and GxE can 
be inferred from the difference between estimated 𝑟𝑟𝑔𝑔, from a design where the 
populations were tested in different environments, and from a design where one of 
the populations was tested in the environment of the other population. This 
approach is similar to what was proposed by Wientjes and Calus (2017) to dissect 
the components of the genetic correlation between purebred and crossbred 
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performance. However, to our knowledge, there are no studies that have used this 
approach to disentangle the effects of non-additive effects and GxE on 𝑟𝑟𝑔𝑔. This study 
shows that, even without GxE, the 𝑟𝑟𝑔𝑔 can be substantially smaller than one, and 
sometimes even close to zero. 
Estimated genetic correlations between two populations (?̂?𝑟𝑔𝑔) may differ across 
traits (e.g. Lund et al. 2011; Karoui et al. 2012; Porto-Neto et al. 2015). For example, 
in dairy cattle, ?̂?𝑟𝑔𝑔 of fertility traits tended to be lower than those of fat yield and milk 
production (Karoui et al. 2012). The results from the present study suggest that such 
differences in ?̂?𝑟𝑔𝑔 may indicate differences in the underlying genetic model between 
traits (i.e., in the importance of non-additive effects). Although this may be the case, 
differences in ?̂?𝑟𝑔𝑔 between traits can arise through other mechanisms as well. First, ?̂?𝑟𝑔𝑔 
often include a component due to GxE interactions. Such GxE interactions may be 
more important for some traits than for others, resulting in differences in ?̂?𝑟𝑔𝑔 between 
traits. Second, different traits are influenced by (at least partly) different QTL, and 
some traits may have been under stronger selection than others. As a result, the 
differences in allele frequencies at QTL between populations may vary across traits. 
These mechanisms may result in differences in ?̂?𝑟𝑔𝑔 between traits, even when the 
underlying genetic models of those traits are similar. It is therefore questionable 
whether inferences can be made about differences in genetic model among traits, 
based on differences in ?̂?𝑟𝑔𝑔. 
The results in this study may be relevant for the prediction of additive genetic 
values across populations using genomic information. In this strategy, termed 
across-population genomic prediction, average effects at markers are estimated in 
one population, and used to compute additive genetic values in another population 
(de Roos et al. 2009; Hayes et al. 2009a). It has been suggested that the inefficiency 
of across-population genomic prediction is partly due to differences in linkage 
disequilibrium between markers and QTL. This insight has inspired the use of whole-
genome sequence (WGS) data, because in WGS data, genotypes of the QTL 
themselves are included (Iheshiulor et al. 2016; Raymond et al. 2018a; Raymond et 
al. 2018b). The results of the current study suggest, however, that even when QTL 
genotypes are known and their average effects are accurately estimated in one 
population, across-population genomic prediction may be inefficient, because 𝑟𝑟𝑔𝑔 can 
differ considerably from one, even when genetic variance is mostly additive. This 
view is supported by the results of Raymond et al. (2018b), who reported that 
although the 𝑟𝑟𝑔𝑔 estimated from putative QTL was higher than the estimate from 
regular marker data, it was still lower than one.  
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Similar to across populations, genomic prediction from current to future 
generations may be inefficient because of changes in allele frequencies, and the 
subsequent changes in average effects at QTL. In other words, two different 
generations can be considered as two populations that have a genetic correlation 
between them that may be lower than unity. The results of this study may therefore 
partly explain the need for frequent retraining of genomic prediction models to 
achieve constant accuracy across generations (Sonesson and Meuwissen 2009; Wolc 
et al. 2011). We expect, however, that the change in allele frequency at a single QTL 
is relatively small across a few (4-5) generations, especially for traits that are highly 
polygenic. As a result, 𝑟𝑟𝑔𝑔 may be relatively high across a few generations. 
Nevertheless, the relative contribution of non-additive effects to the decline of 
genomic prediction accuracy across generations is currently unknown, and would be 
an interesting topic for future research. 
3.5 Conclusion 
Our findings show that the genetic correlation between populations (𝑟𝑟𝑔𝑔) is 
partly determined by the difference in allele frequencies between populations and 
the magnitude of non-additive effects. Large differences in allele frequencies and 
large non-additive effects resulted in low values of 𝑟𝑟𝑔𝑔. For both dominance and 
epistasis, when non-additive effects become extremely large, 𝑟𝑟𝑔𝑔 has a lower bound 
that is determined by the nature of non-additive effects, and the difference in allele 
frequencies between populations. In addition, we found that with epistasis, 𝑟𝑟𝑔𝑔 
depends on the level of total functional epistatic variance, which is a function of 
epistatic effect size and the number of interactions per locus. Given that dominance 
variance is usually small and there is not much overdominance, we expect that it is 
unlikely that values of 𝑟𝑟𝑔𝑔 below 0.8 are due to dominance alone. With supposedly 
realistic epistasis, 𝑟𝑟𝑔𝑔 could be as low as 0.45. These results may contribute to the 
understanding of differences in genetic expression of complex traits between 
populations, and may help in explaining the inefficiency of genomic prediction across 
populations. 
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3.7 Appendix 
 
Figure S 3.1 Mean genotypic value across generations for different genetic models and 
magnitudes. In each subplot, the additive scenario (A) was included for reference (i.e. 
magnitude “none”). 
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Figure S 3.2 Loss of additive genetic variance over time under different genetic models and 
magnitudes. The dotted line represents the additive genetic variance under an additive model. 
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Figure S 3.3 Relationship between the fraction of inital non-additive variance (i.e. sum of 
dominance and epistatic variance divided by the total genetic variance in generation 1) and rg 
in generation 50, for all scenarios. 
 
Figure S 3.4 Effect of difference in allele frequency between two populations at locus 2 (x-axis) 
on the difference in average effects at locus 1 (left column) and at locus 2 (right column). 
Colours of lines indicate the epistatic interaction model. 
 
Figure S 3.5 Effect of magnitude of non-additive effects on rg across generations, using non-
additive effects that were 100 times larger than in the original simulations. The left plot is for 
genetic model D and the right plot for genetic model EAA. Colours of lines indicate the 
magnitude of non-additive effects. 
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Figure S 3.6 Effect of magnitude of epistatic effects (γ) on the average effect of locus 2 (red), 
the difference in average effects at locus 2 between populations (green), and the ratio 
between them (yellow). 
 
Figure S 3.7 Effect of genetic model (indicated by coloured lines) on the rate of fixation of 
favourable (left plot) and unfavourable (right plot) alleles across generations (x-axis). 
 
  
 
4  
Predicting the purebred-crossbred 
genetic correlation from genetic 
variances within, and covariance 
between parental lines 
Pascal Duenk, Piter Bijma, Yvonne C.J. Wientjes and Mario P.L. Calus 
 
 
 
 Animal Breeding and Genomics, Wageningen University and Research,  
6700 AH Wageningen, the Netherlands 
 
 
 
 
 
 
 
In preparation
  
 
Abstract 
Pig and poultry breeders benefit from heterosis and breed complementarity by 
mating individuals from genetically distinct purebred lines to produce crosses. While 
the aim of such breeding programs is to improve crossbred performance, selection 
usually takes place in the purebred lines based on purebred performance. The 
response to selection in crossbred performance therefore depends on the genetic 
correlation between purebred and crossbred performance (𝑟𝑟𝑝𝑝𝑝𝑝). The 𝑟𝑟𝑝𝑝𝑝𝑝  can be lower 
than one due to non-additive effects in combination with differences in allele 
frequencies between parental lines. This suggests that 𝑟𝑟𝑝𝑝𝑝𝑝  can be expressed as a 
function of parameters in the parental lines. In this study, we derive expressions for 
𝑟𝑟𝑝𝑝𝑝𝑝  based on genetic variances within, and genetic covariance between parental 
lines. These expressions were derived for a genetic model with additive and 
dominance effects (D), and additive and epistatic additive by additive effects (EAA). 
We validated our expressions using simulations of purebred parental lines and their 
crosses, where the parental lines were either selected or not. Finally, using these 
simulations, we investigated the value of 𝑟𝑟𝑝𝑝𝑝𝑝  for other genetic models, for which 
expressions could not be derived. Results show that our expressions provide exact 
estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  for models D and EAA, and accurate upper and lower bounds of 𝑟𝑟𝑝𝑝𝑝𝑝  
for other genetic models, using information of parental lines only. In conclusion, our 
work demonstrates the impact of non-additive effects on 𝑟𝑟𝑝𝑝𝑝𝑝, and aids in determining 
bounds of 𝑟𝑟𝑝𝑝𝑝𝑝.  
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4.1 Introduction 
Pig and poultry breeders benefit from heterosis and breed complementarity by 
mating animals from genetically distinct purebred parental lines to produce 
crossbred animals (Smith 1964; Dickerson 1973). The aim of such breeding programs 
is usually to maximize crossbred (CB) performance, while selection decisions are 
made in the parental lines, usually based on measurements of purebred (PB) 
performance. As a result, the response to selection in CB performance depends 
partly on the genetic correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝), which is 
generally lower than one across species and trait categories (Wei and van der Werf 
1995; Besbes and Gibson 1999; Newman et al. 2002; Lukaszewicz et al. 2015; Mulder 
et al. 2016; Wientjes and Calus 2017; Duenk et al. 2019b). Hence, 𝑟𝑟𝑝𝑝𝑝𝑝  is an important 
parameter in breeding programs of pig and poultry. 
The 𝑟𝑟𝑝𝑝𝑝𝑝  can be estimated with models that use phenotypic information on both 
PB and CB performance. Such models require either pedigree information that links 
the purebreds to crossbreds (Wei and van der Werf 1995; Lutaaya et al. 2001), or 
genotype information on both PB and CB animals (Wientjes et al. 2017). Tracking the 
pedigree in a crossbreeding system is often impractical, and collecting phenotypes 
and genotypes on crossbreds may be difficult and costly. Another issue in the 
optimization of a CB breeding program involves avoiding crosses between parental 
lines that result in low 𝑟𝑟𝑝𝑝𝑝𝑝, because 𝑟𝑟𝑝𝑝𝑝𝑝  partly determines the response in CB 
performance with PB selection. However, breeding companies usually maintain 
many different breeding lines, and mating all possible combinations of lines and 
estimating the resulting 𝑟𝑟𝑝𝑝𝑝𝑝’s is costly and time-consuming. To overcome these 
issues, it would be beneficial to breeders if the value of 𝑟𝑟𝑝𝑝𝑝𝑝  could be predicted based 
on data from their parental PB lines, instead of estimating 𝑟𝑟𝑝𝑝𝑝𝑝  from CB data.  
The 𝑟𝑟𝑝𝑝𝑝𝑝  can be lower than one due to differences in trait definition between PB 
and CB performance (Lo et al. 1997; Zumbach et al. 2007), due to genotype by 
environment interactions (GxE) (Falconer 1952; Lutaaya et al. 2001), and due to 
genotype by genotype interactions (GxG) in combination with allele frequency 
differences between parental lines (Wei et al. 1991; Baumung et al. 1997; Duenk et 
al. 2019b). GxG interactions are also known as non-additive genetic effects (i.e. 
dominance and epistasis). Here we consider only the impact of GxG interactions on 
𝑟𝑟𝑝𝑝𝑝𝑝, assuming absence of GxE interactions. The impact of non-additive effects on 𝑟𝑟𝑝𝑝𝑝𝑝  
has been studied by Wei et al. (1991) and Baumung et al. (1997), who derived 
expressions for 𝑟𝑟𝑝𝑝𝑝𝑝  in terms of known additive, dominance, and epistatic genetic 
effects of loci, and as a function of the differences in allele frequencies between 
parental lines. These expressions were, however, derived for one- and two-locus 
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models, and can therefore not be used to predict 𝑟𝑟𝑝𝑝𝑝𝑝  for traits that are highly 
polygenic. Furthermore, genetic effects and allele frequencies at QTL are usually 
unknown. Hence, for prediction of 𝑟𝑟𝑝𝑝𝑝𝑝, there is a need for expressions of 𝑟𝑟𝑝𝑝𝑝𝑝  for 
polygenic traits, based on parameters in parental lines. 
Previously, we investigated the impact of non-additive effects on the additive 
genetic correlation between lines (𝑟𝑟𝑔𝑔) (Duenk et al. 2019a). Results showed that 𝑟𝑟𝑔𝑔 
decreases with increasing size of non-additive effects, and with increasing 
differences in allele frequencies between lines. In the current study, we will 
investigate the impact of non-additive effects on the relationship between 𝑟𝑟𝑔𝑔 and 
𝑟𝑟𝑝𝑝𝑝𝑝. We show that 𝑟𝑟𝑝𝑝𝑝𝑝  is closely related to the 𝑟𝑟𝑔𝑔 between parental lines, and that 𝑟𝑟𝑝𝑝𝑝𝑝  
can be expressed in terms of genetic variances in and covariance between parental 
lines. 
While the estimation of the genetic correlation between populations is 
relatively straightforward with a genomic relationship matrix (Wientjes et al. 2018), 
the interpretation of this correlation requires careful consideration. Following Duenk 
et al. (2019a), we define the 𝑟𝑟𝑔𝑔 for line 1, because our interest is in the 𝑟𝑟𝑝𝑝𝑝𝑝  for line 1. 
Hence, we defined 𝑟𝑟𝑔𝑔 between line 1 and line 2 as the correlation between additive 
genetic values of the individuals in line 1, for the trait expressed in line 1 and 2. In 
other words, suppose we know average effects of all QTL in lines 1 and 2. Then we 
can calculate two additive genetic values for the individuals in line 1; one based on 
the average effects in line 1, and one based on the average effects in line 2. The 𝑟𝑟𝑔𝑔 
for line 1 is the correlation between these two additive genetic values, 
𝑟𝑟𝑔𝑔 = 𝜎𝜎1,1(2)
�𝜎𝜎1
2 �𝜎𝜎1(2)2 . 4.1 
The 𝜎𝜎12 in the denominator is the ordinary additive genetic variance for 
purebred performance in line 1. The 𝜎𝜎1(2)2  is the additive genetic variance in line 1, 
for the trait expressed in line 2; thus 𝜎𝜎1(2)2  depends on the allele frequencies in line 1 
and the average effect for performance in line 2. Similarly, the numerator, 𝜎𝜎1,1(2), is 
the additive genetic covariance in line 1, between the trait expressed in line 1, and 
expressed in line 2; thus 𝜎𝜎1,1(2) depends on the allele frequencies in line 1, and the 
average effects for performance in line 1 and 2. 
We focus here on the 𝑟𝑟𝑔𝑔 for line 1. One can also define the 𝑟𝑟𝑔𝑔 for line 2, but this 
is a different parameter because it depends on the allele frequencies in line 2. In 
other words, 𝜎𝜎1(2)2  differs from the ordinary additive genetic variance for purebred 
performance in line 2 (denoted as 𝜎𝜎22). Similarly, the covariance also differs between 
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lines 1 and 2, 𝜎𝜎1,1(2) ≠  𝜎𝜎2,2(1); while both covariances depend on the average effect 
in both lines, the 𝜎𝜎1,1(2) depends on the allele frequencies in line 1, while 
𝜎𝜎2,2(1) depends on the allele frequencies in line 2.  
Our aim is to derive expressions for the prediction of 𝑟𝑟𝑝𝑝𝑝𝑝  in a two-way crossbred 
breeding program, based on genetic variances within parental lines, and genetic 
covariance between parental lines (i.e the terms in Equation 4.1). We assumed 
absence of GxE interaction between PB and CB performance, i.e. that purebreds and 
crossbreds were kept in the same environment. The expressions were derived for 
two genetic models; a genetic model with additive and dominance effects (D), and a 
genetic model with additive, and additive by additive (AxA) epistatic effects (EAA). We 
validated our expressions using simulations of PB parental lines and their crosses, 
where the parental lines were either selected or not. Finally, using simulations, we 
also investigated the value of 𝑟𝑟𝑝𝑝𝑝𝑝  for two genetic models for which expressions could 
not be derived; a model with both dominance and AxA epistatic effects (D+EAA), and 
a model with complementary epistatic effects (EC). We compared results from 
simulation of these models with our predictions of 𝑟𝑟𝑝𝑝𝑝𝑝  under models D and EAA. 
4.2 Theory 
We consider two PB parental lines (1 and 2) that are mated to produce CB 
individuals, and we assume that the PB and CB individuals are housed in the same 
environment, so that there is no genotype by environment interaction between PB 
and CB performance. The additive genetic correlation between PB and CB 
performance (𝑟𝑟𝑝𝑝𝑝𝑝) for line 1 is defined as the correlation between additive genetic 
values for PB and CB performance of members of line 1 (Wei et al. 1991; Falconer 
and Mackay 1996). For PB performance, the additive genetic value of a member of 
line 1 (individual 𝑏𝑏) is  
𝑣𝑣𝑖𝑖,1 = 𝐡𝐡𝑖𝑖′𝛂𝛂1, 4.2 
where 𝐡𝐡𝑖𝑖  is a column vector of genotypes of individual 𝑏𝑏 at QTL (measured as allele 
counts minus the average allele count in population 1), and 𝛂𝛂1 is a column vector of 
average effects for PB performance at QTL in line 1. Similarly, the additive genetic 
value of individual 𝑏𝑏 for CB performance is 
𝑣𝑣𝑖𝑖,𝐶𝐶 = 𝐡𝐡𝑖𝑖′𝛂𝛂1(𝐶𝐶), 4.3 
where 𝛂𝛂1(𝐶𝐶) is a column vector of average effects for CB performance at QTL in line 
1. The 𝑟𝑟𝑝𝑝𝑝𝑝  for line 1 is the correlation between additive genetic values in Equations 
4.2 and 4.3.  
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𝑟𝑟𝑝𝑝𝑝𝑝 = 𝑐𝑐𝑜𝑜𝑟𝑟�𝑣𝑣𝑖𝑖,1, 𝑣𝑣𝑖𝑖,𝐶𝐶� = 𝑐𝑐𝑜𝑜𝑣𝑣�𝑣𝑣𝑖𝑖,1,𝑣𝑣𝑖𝑖,𝐶𝐶�
�𝑣𝑣𝑣𝑣𝑟𝑟�𝑣𝑣𝑖𝑖,1��𝑣𝑣𝑣𝑣𝑟𝑟�𝑣𝑣𝑖𝑖,𝐶𝐶� = 𝜎𝜎1,1(𝐶𝐶)𝜎𝜎1𝜎𝜎1(𝐶𝐶), 4.4 
where 𝜎𝜎1 is the additive genetic standard deviation for PB performance in line 1, 
𝜎𝜎1(𝐶𝐶) is the additive genetic standard deviation for CB performance in line 1, and 
𝜎𝜎1,1(𝐶𝐶) is the additive genetic covariance between PB and CB performance in line 1.  
Our aim is to express 𝑟𝑟𝑝𝑝𝑝𝑝  in terms of genetic parameters in the parental lines. 
First, we derive expressions for 𝛼𝛼1 and 𝛼𝛼1(𝐶𝐶), for a genetic model with additive and 
dominance effects (D), and for a model with additive, and additive by additive 
epistatic effects (EAA). Second, we express the 𝛼𝛼1(𝐶𝐶) in terms of average effects for 
PB performance in the parental lines (𝛼𝛼1 and 𝛼𝛼2). Third, we express 𝜎𝜎1,1(𝐶𝐶) and 𝜎𝜎1(𝐶𝐶), 
and finally the 𝑟𝑟𝑝𝑝𝑝𝑝, in terms of genetic parameters in parental lines. 
4.2.1 Derivation of average effects for PB and CB performance 
There are several ways in which average effects can be defined. Here, we use 
the definition of average value of transmitted alleles to the offspring (Falconer 1985). 
Following this definition, the average effect of a locus is equal to the difference 
between the average effects of its alleles, where the average effect of an allele is the 
mean genotypic value of offspring produced by transmitting that allele. This 
definition is convenient here because we are interested in the effect of alleles in line 
1 when mated to line 2, i.e., the value that is transmitted to a CB offspring. Strictly 
speaking, this is the definition of average excess, but it is equivalent to the average 
effect under random mating (Falconer 1985). Hence, if individuals of line 1 are mated 
at random to individuals of line 2, then average effect and average excess are 
identical, even though the resulting CB population is not in Hardy-Weinberg 
equilibrium. Throughout this study, we assume that functional additive, dominance, 
and epistatic effects of alleles are the same for PB and CB performance, and that for 
CB performance, functional effects of alleles are independent of line origin. 
Statistical additive, dominance and epistatic effects, however, are line dependent 
due to differences in allele frequency. In other words, there is GxG-interaction. 
4.2.1.1 Dominance model (D) 
Consider a locus that has an additive effect (𝑣𝑣), a dominance effect (𝑏𝑏), and no 
epistatic interactions. The average effect of this locus for PB performance in line 1 
under genetic model D is equal to  
𝛼𝛼1
𝐴𝐴 = 𝑣𝑣 + (1 − 2𝑝𝑝1)𝑏𝑏, 4.5 
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where 𝑝𝑝1 is the frequency of the focal allele in line 1 (Fisher 1941). The derivation of 
𝛼𝛼1
𝐴𝐴 using the definition of transmitted alleles can be found in Falconer and Mackay 
(1996).  
The average effect of this locus for CB performance in line 1 when mated to 
line 2 can be derived in a similar way. In contrast to alleles transmitted to PB animals, 
line 1 alleles transmitted to crossbreds will always pair with an allele from line 2. The 
average effect for CB performance in line 1 under genetic model D therefore 
depends on the allele frequency in line 2 (Pirchner and Mergl 1977; Dekkers 1999), 
𝛼𝛼1(𝐶𝐶)𝐴𝐴 = 𝑣𝑣 + (1 − 2𝑝𝑝2)𝑏𝑏, 4.6 
where 𝑝𝑝2 is the frequency of the focal allele in line 2. Hence, under genetic model D, 
the average effect for CB performance in line 1 when mated to line 2 is equal to the 
average effect for PB performance in line 2 (𝛼𝛼2𝐴𝐴) (see also Zeng et al. (2013)). 
4.2.1.2 Additive by additive epistasis model (EAA) 
With additive by additive (AxA) epistasis (i.e. genetic model EAA), the average 
effect at a locus depends not on the allele frequency at the locus itself, but also on 
the allele frequencies at the locus it interacts with. Consider a locus F with alleles 𝐹𝐹 
and 𝑓𝑓, that has an additive effect (𝑣𝑣), and an AxA epistatic interaction with locus G 
with alleles 𝐺𝐺 and 𝑏𝑏, and the epistatic effect between F and G is denoted as 𝜖𝜖. For 
simplicity of presentation, we assume in the following derivation that locus G has no 
additive effect2. Table 4.1 shows the genotypic values of the two-locus genotypes 
(e.g.,Wade 2002). 
Table 4.1 Genotypic values of two locus genotypes with additive by additive (AxA) epistasis 
(model EAA). 
  𝑃𝑃𝐹𝐹  𝐻𝐻𝐹𝐹  𝑄𝑄𝐹𝐹  
  𝐹𝐹𝐹𝐹 𝐹𝐹𝑓𝑓 𝑓𝑓𝑓𝑓 
𝑃𝑃𝐺𝐺  𝐺𝐺𝐺𝐺 𝑣𝑣 + 𝜖𝜖 0 −𝑣𝑣 − 𝜖𝜖 
𝐻𝐻𝐺𝐺  𝐺𝐺𝑏𝑏 𝑣𝑣 0 −𝑣𝑣 
𝑄𝑄𝐺𝐺  𝑏𝑏𝑏𝑏 𝑣𝑣 − 𝜖𝜖 0 −𝑣𝑣 + 𝜖𝜖 
                                                                
2 The result does not depend on the additive effect at locus G, and in the simulations used to 
validate the theoretical predictions, we simulated additive effects at all loci. 
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The average effect of locus F for PB performance in line 1 can be derived by 
computing the difference between the average effects of alleles 𝐹𝐹 and 𝑓𝑓. The 
average effect of an allele is the mean genotypic value of offspring produced by 
transmitting that allele. For allele 𝐹𝐹, the average effect in line 1 is  
𝛼𝛼𝐹𝐹 = 𝑝𝑝1𝐹𝐹�𝑃𝑃1𝐺𝐺(𝑣𝑣 + 𝜖𝜖) + 𝐻𝐻1𝐺𝐺(𝑣𝑣) + 𝑄𝑄1𝐺𝐺(𝑣𝑣 − 𝜖𝜖)� + 𝑝𝑝1𝑓𝑓�𝑃𝑃1𝐺𝐺(0) + 𝐻𝐻1𝐺𝐺(0) + 𝑄𝑄1𝐺𝐺(0)� = 𝑃𝑃1𝐺𝐺𝑝𝑝1𝐹𝐹𝜖𝜖 − 𝑄𝑄1𝐺𝐺𝑝𝑝1𝐹𝐹𝜖𝜖 + 𝑝𝑝1𝐹𝐹𝑣𝑣 = 𝑝𝑝1𝐹𝐹�(𝑃𝑃1𝐺𝐺 − 𝑄𝑄1𝐺𝐺)𝜖𝜖 + 𝑣𝑣�, 
where 𝑃𝑃1𝐺𝐺 , 𝐻𝐻1𝐺𝐺 , and 𝑄𝑄1𝐺𝐺  are genotype frequencies of locus G in line 1 (Table 4.1), 𝑝𝑝1𝐹𝐹  
is the frequency of allele 𝐹𝐹 in line 1, and 𝑝𝑝1
𝑓𝑓 = 1 − 𝑝𝑝1𝐹𝐹 . Similarly, for allele 𝑓𝑓, the 
average effect is  
𝛼𝛼𝑓𝑓 = 𝑝𝑝1𝐹𝐹�𝑃𝑃1𝐺𝐺(0) + 𝐻𝐻1𝐺𝐺(0) + 𝑄𝑄1𝐺𝐺(0)� + 𝑝𝑝1𝑓𝑓�𝑃𝑃1𝐺𝐺(−𝑣𝑣 − 𝜖𝜖) + 𝐻𝐻1𝐺𝐺(−𝑣𝑣) + 𝑄𝑄1𝐺𝐺(𝑣𝑣 + 𝜖𝜖)� = −𝑃𝑃1𝐺𝐺𝑝𝑝1𝑓𝑓𝜖𝜖 + 𝑄𝑄1𝐺𝐺𝑝𝑝1𝑓𝑓𝜖𝜖 − 𝑝𝑝1𝑓𝑓𝑣𝑣 = −𝑝𝑝1𝑓𝑓�(𝑃𝑃1𝐺𝐺 − 𝑄𝑄1𝐺𝐺)𝜖𝜖 + 𝑣𝑣� 
The average effect of locus F for PB performance in line 1 under genetic model 
EAA is  
𝛼𝛼1
𝐵𝐵𝐵𝐵 = 𝛼𝛼𝐹𝐹 − 𝛼𝛼𝑓𝑓  = (𝑝𝑝1𝐹𝐹 + 𝑝𝑝1𝑓𝑓) �(𝑃𝑃1𝐺𝐺 − 𝑄𝑄1𝐺𝐺)𝜖𝜖 + 𝑣𝑣� = 𝑣𝑣 + (𝑃𝑃1𝐺𝐺 − 𝑄𝑄1𝐺𝐺)𝜖𝜖 
𝛼𝛼1
𝐵𝐵𝐵𝐵 = 𝑣𝑣 − (1 − 2𝑝𝑝1𝐺𝐺)𝜖𝜖, 4.7 
where 𝑝𝑝1𝐺𝐺  is the frequency of allele 𝐺𝐺 in line 1. The average effect for PB performance 
in line 2 can be obtained by using the line 2 allele frequency in Equation 4.7. 
The average effect for CB performance of line 1 can be derived similarly using 
the expected genotype frequencies in the crossbreds at locus G. This results in  
𝛼𝛼1(𝐶𝐶)𝐵𝐵𝐵𝐵 = 𝑣𝑣 − �1 − 2𝑝𝑝𝐶𝐶𝐺𝐺�𝜖𝜖, 4.8 
where 𝑝𝑝𝐶𝐶𝐺𝐺  is the expected frequency of allele 𝐺𝐺 in the crossbreds. Given the 
expressions for 𝛼𝛼1𝐵𝐵𝐵𝐵 and 𝛼𝛼2𝐵𝐵𝐵𝐵 (Equations 4.7 and 4.8), and using 𝑝𝑝𝐶𝐶𝐺𝐺 = 0.5(𝑝𝑝1𝐺𝐺 + 𝑝𝑝2𝐺𝐺), 
the average effect of CB performance in line 1 under genetic model EAA can be 
written as the mean of average effects for PB performance in line 1 and line 2 
𝛼𝛼1(𝐶𝐶)𝐵𝐵𝐵𝐵 = 0.5(𝛼𝛼1𝐵𝐵𝐵𝐵 + 𝛼𝛼2𝐵𝐵𝐵𝐵). 4.9 
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4.2.2 Derivation of 𝒓𝒓𝒑𝒑𝒑𝒑 
In the following, we use our derivations of 𝛼𝛼1 and 𝛼𝛼1(𝐶𝐶) for genetic models D 
and EAA to derive the additive genetic variance for CB performance in line 1 (𝜎𝜎1(𝐶𝐶)2 ), 
and the additive genetic covariance between PB and CB performance in line 1 
(𝜎𝜎1,1(𝐶𝐶)). Regardless of the genetic model, we will define the additive genetic 
variance for PB performance in line 1 as  
𝜎𝜎1
2  = 𝑣𝑣𝑣𝑣𝑟𝑟(𝐡𝐡𝑖𝑖′𝛂𝛂1) = 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖𝜎𝜎𝛼𝛼12 . 4.10 
4.2.2.1 Dominance model (D) 
With dominance (model D), average effects for CB performance in line 1 are 
equal to average effects for PB performance in line 2 (Equation 4.6). Hence, with the 
dominance model, the additive genetic variance for CB performance in line 1 can be 
written as  
𝜎𝜎1(𝐶𝐶)2  = 𝑣𝑣𝑣𝑣𝑟𝑟(𝐡𝐡𝑖𝑖′𝛂𝛂2) = 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖𝜎𝜎𝛼𝛼22 = 𝜎𝜎1(2)2 , 4.11 
where 𝜎𝜎𝛼𝛼2
2  is the variance of average effects for PB performance in line 2. As 
mentioned in the introduction, it is important to note that 𝜎𝜎1(2)2  is the additive 
genetic variance in line 1, for the trait expressed in line 2. This can be seen from the 
notation 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖𝜎𝜎𝛼𝛼2
2 , where 𝐡𝐡 includes genotypes of line 1 and 𝜎𝜎𝛼𝛼2
2  refers to average 
effects expressed in line 2 (see also Introduction and Discussion). The additive 
genetic covariance between PB and CB performance in line 1 can be written as 
𝜎𝜎1,1(𝐶𝐶) = 𝑐𝑐𝑜𝑜𝑣𝑣(𝐡𝐡𝑖𝑖′𝛂𝛂1,𝐡𝐡𝑖𝑖′𝛂𝛂2) = 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖𝜎𝜎𝛼𝛼1,2 = 𝜎𝜎1,1(2), 4.12 
where 𝜎𝜎𝛼𝛼1,2 is the covariance between average effects for PB performance in line 1 
and 2, and 𝜎𝜎1,1(2) is the additive genetic covariance for individuals in line 1, between 
the trait expressed in line 1 and 2. As a result, with model D, the 𝑟𝑟𝑝𝑝𝑝𝑝  can be written 
as 
𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 = 𝑐𝑐𝑜𝑜𝑟𝑟(𝐡𝐡𝑖𝑖′𝛂𝛂1,𝐡𝐡𝑖𝑖′𝛂𝛂2) = 𝜎𝜎1,1(2)𝜎𝜎1𝜎𝜎1(2). 4.13 
Hence, with model D, the 𝑟𝑟𝑝𝑝𝑝𝑝  in line 1 is equal to the genetic correlation between 
additive genetic values of individuals in line 1, for the trait expressed in parental lines 
1 and 2.  
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4.2.2.2 Additive by additive epistasis (model EAA) 
With AxA epistatic interactions (model EAA), the average effect for CB 
performance in line 1 is equal to the mean of the average effects in the PB lines 
(Equation 4.9). The additive genetic variance for CB performance in line 1 can 
therefore be written as  
𝜎𝜎1(𝐶𝐶)2 = 𝑣𝑣𝑣𝑣𝑟𝑟�𝐡𝐡𝑖𝑖′𝛂𝛂1(𝐶𝐶)� = 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖  𝑣𝑣𝑣𝑣𝑟𝑟 �0.5 (𝛼𝛼1𝐵𝐵𝐵𝐵 + 𝛼𝛼2𝐵𝐵𝐵𝐵)� = 0.25𝐡𝐡𝑖𝑖𝐡𝐡𝑖𝑖′(𝜎𝜎𝛼𝛼12 + 𝜎𝜎𝛼𝛼22 + 2𝜎𝜎𝛼𝛼1,2) = 0.25 �𝐡𝐡𝑖𝑖𝐡𝐡𝑖𝑖′𝜎𝜎𝛼𝛼12 + 𝐡𝐡𝑖𝑖𝐡𝐡𝑖𝑖′𝜎𝜎𝛼𝛼22 + 2𝐡𝐡𝑖𝑖𝐡𝐡𝑖𝑖′𝜎𝜎𝛼𝛼1,2� = 0.25(𝜎𝜎12 + 𝜎𝜎1(2)2 + 2𝜎𝜎1,1(2)) 4.14 
The additive genetic covariance between PB performance and CB performance in 
line 1 is 
𝜎𝜎1−1(𝐶𝐶) = 𝑐𝑐𝑜𝑜𝑣𝑣�𝐡𝐡𝑖𝑖′𝛂𝛂1,𝐡𝐡𝑖𝑖′𝛂𝛂1(𝐶𝐶)� = 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖  𝑐𝑐𝑜𝑜𝑣𝑣(𝛼𝛼1, 0.5𝛼𝛼1 + 0.5𝛼𝛼2) = 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖 �0.5𝜎𝜎𝛼𝛼12 + 0.5𝜎𝜎𝛼𝛼1,2� = 0.5 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖𝜎𝜎𝛼𝛼12 + 0.5 𝐡𝐡𝑖𝑖′𝐡𝐡𝑖𝑖𝜎𝜎𝛼𝛼1,2 = 0.5𝜎𝜎12 + 0.5𝜎𝜎1,1(2) 4.15 
Hence, the 𝑟𝑟𝑝𝑝𝑝𝑝  with genetic model EAA is equal to 
𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 = 0.5𝜎𝜎12 + 0.5𝜎𝜎1,1(2)
𝜎𝜎1 �0.25�𝜎𝜎12 + 𝜎𝜎1(2)2 + 2𝜎𝜎1,1(2)� = 𝜎𝜎1
2 + 𝜎𝜎1,1(2)
𝜎𝜎1 ��𝜎𝜎12 + 𝜎𝜎1(2)2 + 2𝜎𝜎1,1(2)�, 4.16 
showing that 𝑟𝑟𝑝𝑝𝑝𝑝  can be expressed in terms of additive genetic covariance in line 1, 
between the trait expressed in line 1 and line 2 (𝜎𝜎1,1(2)), and the additive genetic 
variances in line 1, for the trait expressed in line 1 (𝜎𝜎12) and line 2 (𝜎𝜎1(2)2 ). 
4.2.3 Expressions as bounds of 𝐫𝐫𝐩𝐩𝐜𝐜 
It can be seen from the foregoing that the 𝑟𝑟𝑝𝑝𝑝𝑝  depends on the difference 
between average effects for PB and CB performance (Δ𝛼𝛼). With model D, Δ𝛼𝛼  
increases by 2(𝑝𝑝1 − 𝑝𝑝2) per unit increase in the magnitude of non-additive effects, 
i.e. this is the difference between Equations 4.5 and 4.6. This is because with model 
D, the 𝛼𝛼1(𝐶𝐶) at a locus depends on the allele frequency in the mated line, whereas 𝛼𝛼1 
depends on the allele frequency in line 1. With model EAA, in contrast, Δ𝛼𝛼  increases 
by 2(𝑝𝑝1 − 𝑝𝑝𝐶𝐶) = (𝑝𝑝1 − 𝑝𝑝2) per unit increase in non-additive effects, i.e. this is the 
difference between Equations 4.7 and 4.8. This is because with model EAA, the 𝛼𝛼1(𝐶𝐶) 
of a locus depends on the allele frequency of the interacting locus in the cross, rather 
than the mated line. Since 𝑝𝑝𝐶𝐶 = 0.5(𝑝𝑝1 + 𝑝𝑝2), the allele frequency difference 
between line 1 and the cross is only half that between line 1 and 2.  
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Because any non-additive interaction involves either dominance, epistasis, or 
both, the models D and EAA may be seen as extremes, where 𝑟𝑟𝑝𝑝𝑝𝑝  either depends on 
(1) the difference in allele frequency between the parental lines (model D), or on the 
difference in allele frequency between the parental line and the cross (model EAA). 
With other genetic models, 𝑟𝑟𝑝𝑝𝑝𝑝  may depend on (1), (2) or both. It seems, however, 
unlikely that other genetic models will lead to lower 𝑟𝑟𝑝𝑝𝑝𝑝  than with model D, because 
the maximum Δ𝛼𝛼  is bounded by the difference in allele frequencies between 
parental lines. In addition, it seems unlikely that other genetic models will lead to 
higher 𝑟𝑟𝑝𝑝𝑝𝑝  than predicted with model EAA, because the minimum Δ𝛼𝛼  is bounded by 
the difference in allele frequencies between line 1 and the cross. Hence, we can 
expect that, with other genetic models, 𝑟𝑟𝑝𝑝𝑝𝑝  lies somewhere between 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵. We 
therefore tested whether 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  represents a lower bound for 𝑟𝑟𝑝𝑝𝑝𝑝, and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 represents 
an upper bound of 𝑟𝑟𝑝𝑝𝑝𝑝  for different genetic models. 
 
Figure 4.1 Epistatic contrasts for 
two functional epistatic 
configurations. The epistatic 
effect between loci F and G is 
denoted with 𝜖𝜖. 
4.3 Methods 
We validated the expressions for 𝑟𝑟𝑝𝑝𝑝𝑝  (i.e. Equations 4.13 and 4.16) with 
simulations. For that purpose, we simulated 7 purebred lines that were either 
positively (P), negatively (N), or randomly selected (R). Both positive and negative 
selection was considered, so that there were combinations of lines selected in the 
same direction (convergent) and in opposite direction (divergent), resulting in pairs 
of lines with small and large differences in allele frequencies. We considered four 
scenarios that differed in the type of non-additive effects present; one scenario with 
only dominance effects (D), one with only additive by additive (AxA) epistatic effects 
(EAA), one with both dominance and AxA epistatic effects (D+EAA), and one with 
complementary epistatic effects (EC, Figure 4.1). We considered model EC because it 
is expected to result in substantial non-additive variance of all types (i.e. dominance, 
additive by additive, dominance by additive, additive by dominance, and dominance 
by dominance) (Hill et al. 2008). For each scenario and each pairwise cross between 
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parental lines, we computed the realized (i.e. true) 𝑟𝑟𝑝𝑝𝑝𝑝  and compared it with 
predicted 𝑟𝑟𝑝𝑝𝑝𝑝  from Equations 4.13 and 4.16. 
4.4 Simulation 
4.4.1 Population 
We simulated genotypes of animals from 7 breeding lines that originated from 
a common historical population using QMSim (Schenkel and Sargolzaei 2009), such 
that the number of generations of separation between pairs of lines varied from 20 
to 100 (Figure 4.2). First, a historical population was simulated by randomly mating 
600 females with 100 males for 200 generations. During the following 200 
generations, population size was gradually decreased to 300 males and 50 females, 
to generate LD. Then, mating continued with constant population size for another 
200 generations. In the last historical generation (generation 0), the population size 
was increased to 1500 males and 1500 females by creating litters of 10 offspring per 
mating. The effective population size (𝑁𝑁𝑒𝑒) between generations -600 and 0 was ~234, 
calculated as the harmonic mean of 4𝑁𝑁𝑚𝑚𝑁𝑁𝑓𝑓
𝑁𝑁𝑚𝑚+𝑁𝑁𝑓𝑓
 in each historical generation, where 𝑁𝑁𝑚𝑚 
is the number of males and 𝑁𝑁𝑓𝑓 is the number of females that become parents in a 
generation (Falconer and Mackay 1996).  
From the last historical generation, 3 breeding lines (P50, R and N50) were 
created by sampling 300 females and 50 males for each of the lines, without 
replacement. Within each line, mating continued for 50 generations, selecting 50 
males and 300 females in each generation based on own performance records with 
a broad sense heritability of 0.3. In line P50, selection was for high performance 
(positive selection, P), in line N50 for low performance (negative selection, N), and 
in line R, selection was random. Similar to lines P50 and N50, two additional lines 
(P25 and N25) were created by randomly sampling and mating 50 males and 300 
females from line R in generation 25, again without replacement. Within each of 
these lines, mating continued for 25 generations with positive (P25) or negative 
(N25) selection. Finally, another two lines (P10 and N10) were created by randomly 
sampling and mating 50 males and 300 females from line R in generation 40. Within 
these lines, mating continued for 10 generations with positive (P10) or negative 
(N10) selection. Litter size was kept constant at 10 offspring in each of the breeding 
lines, and mating was always random. The average effective population size within 
the breeding lines was around ~115, which was calculated as 1/(2Δ𝐹𝐹), where Δ𝐹𝐹 is 
the inbreeding rate estimated from the pedigree (Falconer and Mackay 1996). 
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Figure 4.2 Overview of the simulation of 7 breeding lines. Green lines indicate positive 
selection based on own performance records, and red lines indicate negative selection based 
on own performance. Blue lines indicate random selection. 
4.4.2 Genome 
The genome consisted of 10 chromosomes of 1 Morgan each, and each 
chromosome had 5000 randomly positioned bi-allelic loci. In the first historical 
generation, allele frequencies of these loci were sampled from a uniform 
distribution. During the historical generations, mutation rate was 5.0*10-5, whereas 
after the historical generations, there were no mutations. In generation 0, the 
distribution of allele frequencies was U-shaped, and we randomly selected 1000 loci 
from the ones that segregated to become quantitative trait loci (QTL). We did not 
simulate markers, because our interest was in the true value of 𝑟𝑟𝑝𝑝𝑝𝑝, not in its 
estimation. 
4.4.3 Functional genetic effects 
Additive effects (𝐚𝐚) of all 1000 QTL were sampled from a normal distribution 
with mean 0 and variance 1. The size of non-additive effects was assumed to depend 
on the size of additive effects of the loci involved. We first sampled dominance and 
epistatic coefficients. Dominance coefficients (𝛿𝛿) were sampled from a normal 
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distribution with mean of 0.2 and a standard deviation of 0.3, following empirical 
observations in Bennewitz and Meuwissen (2010) and Sun and Mumm (2016). 
Dominance effects (𝑏𝑏) were subsequently computed as 𝛿𝛿|𝑣𝑣|. Epistatic interactions 
were always between two loci, but each QTL had an epistatic interaction with 5 
other, randomly sampled QTL. The interactions between pairs of loci followed either 
the additive by additive (EAA) configuration, or the complementary (EC) configuration 
(Figure 4.1), depending on the scenario. Epistatic coefficients (𝛄𝛄) were sampled from 
a normal distribution with a mean of 0 and a standard deviation of 0.16. We chose 
this standard deviation so that the total functional epistatic variance per locus was 
comparable to the total functional dominance variance per locus with scenario D (i.e. 
�(0.22 + 0.32)/5 ≈ 0.16). Epistatic effects (𝜖𝜖) were computed as 𝛾𝛾𝑘𝑘𝑙𝑙�|𝑣𝑣𝑘𝑘𝑣𝑣𝑙𝑙| for all 
pairwise interactions between QTL 𝑘𝑘 and 𝑣𝑣.  
4.4.4 Average effects and additive genetic values 
For a single locus, the average effect for PB performance in line 1 (𝛼𝛼1) can be 
computed from the functional genetic effects (𝑣𝑣, 𝑏𝑏, and 𝜖𝜖), and genotype 
frequencies in that line, as described in Duenk et al. (2019a), using the natural and 
orthogonal interactions (NOIA) model (Álvarez-Castro and Carlborg 2007; Vitezica et 
al. 2017). Similarly, the average effect for CB performance in line 1 when mated with 
line 2 (𝛼𝛼1(𝐶𝐶)) can be computed by the same procedure, with a small adjustment, as 
explained in the Appendix.  
Additive genetic values for PB performance in line 1 were computed as  
𝐯𝐯1 = 𝐇𝐇1𝛂𝛂1, 4.17 
where 𝐇𝐇1 is a (𝑏𝑏 𝑥𝑥 𝑚𝑚) QTL genotype matrix of animals in line 1, and 𝛂𝛂1 is a (𝑚𝑚 𝑥𝑥 1) column vector of average effects for PB performance in line 1, where 𝑏𝑏 is 
the number of animals and 𝑚𝑚 is the number of QTL. Genotypes in 𝐇𝐇1 were coded as 
in 𝐡𝐡𝑖𝑖  (Equation 4.2) with elements 
ℎ𝑖𝑖,𝑗𝑗 = �2 − 2𝑝𝑝𝑗𝑗1 − 2𝑝𝑝𝑗𝑗0 − 2𝑝𝑝𝑗𝑗 for genotypes �𝐺𝐺𝐺𝐺 𝐺𝐺𝑏𝑏𝑏𝑏𝑏𝑏  4.18 
for individual 𝑏𝑏 at QTL j, where 𝑝𝑝𝑗𝑗  is the frequency of allele 𝐺𝐺. Additive genetic values 
for crossbred performance of animals in line 1 (when mated to line 2) (𝐯𝐯𝐶𝐶) were 
computed by replacing 𝛂𝛂1′  with 𝛂𝛂1(𝐶𝐶)′  in Equation 4.17. 
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4.4.5 Parameters of interest  
The 𝑟𝑟𝑝𝑝𝑝𝑝  in line 1 when mated to line 2 was computed as the correlation between 
additive genetic values for PB (𝐯𝐯1) and CB performance (𝐯𝐯𝐶𝐶) of animals in line 1. 
Hence, we calculated the true value of 𝑟𝑟𝑝𝑝𝑝𝑝  from the simulated true effects; we did 
not estimate 𝑟𝑟𝑝𝑝𝑝𝑝  from the simulated data. Note that this is not the same as the 𝑟𝑟𝑝𝑝𝑝𝑝  in 
line 2 when mated to line 1, because differences in allele frequencies between the 
lines lead to differences in contributions of QTL to the (co)variance of additive 
genetic values. In addition, average effects for CB performance in line 1 may be 
different from those in line 2 (e.g. with genetic model D, Equation 4.5 and 4.6). We 
therefore computed 𝑟𝑟𝑝𝑝𝑝𝑝  for all 7 ∗ (7 − 1) = 42 combinations of breeding lines. All 
simulations were replicated 20 times, resulting in 42 ∗ 20 = 840 realized 𝑟𝑟𝑝𝑝𝑝𝑝  values 
for each scenario.  
We compared each of the realized 𝑟𝑟𝑝𝑝𝑝𝑝  values with predicted 𝑟𝑟𝑝𝑝𝑝𝑝  under genetic 
models D (𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 , Equation 4.13) and EAA (𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵, Equation 4.16). We expected that 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  
would exactly predict 𝑟𝑟𝑝𝑝𝑝𝑝  in scenario D, and that 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 would exactly predict 𝑟𝑟𝑝𝑝𝑝𝑝  in 
scenario EAA. For other scenarios (D+EAA and EC), 𝑟𝑟𝑝𝑝𝑝𝑝  could not be expressed in terms 
of genetic parameters in the parental lines. However, we expected that 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  
represents a lower bound, and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 represents an upper bound of realized 𝑟𝑟𝑝𝑝𝑝𝑝. In 
addition, we tried to predict realized 𝑟𝑟𝑝𝑝𝑝𝑝  with a multiple linear regression model that 
uses both 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 as covariates, for each scenario separately. 
4.5 Results 
 
Figure 4.3 Realized 𝑟𝑟𝑝𝑝𝑝𝑝 (y-axis) for crosses between lines that were divergently selected for 10 
(P10-N10), 25 (P25-N25), or 50 generations of selection (P50-N50) (x-axis). Panels refer to the 
genetic model simulated. 
Figure 4.3 shows the realized 𝑟𝑟𝑝𝑝𝑝𝑝  for all crosses between lines that were 
divergently selected for 10, 25, or 50 generations. Results were very similar for 
positive and negatively selected lines, so we merged those lines in Figure 4.3. For all 
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scenarios (i.e. simulated genetic models), realized 𝑟𝑟𝑝𝑝𝑝𝑝  decreased with increasing 
generations of divergent selection, as expected. The lowest realized 𝑟𝑟𝑝𝑝𝑝𝑝  was 
observed when both dominance and epistasis were simulated (scenario D+EAA), and 
the highest realized 𝑟𝑟𝑝𝑝𝑝𝑝  was observed when only epistasis was simulated (scenarios 
EAA and EC).  
Figure 4.4 shows the predicted 𝑟𝑟𝑝𝑝𝑝𝑝  from our expressions, plotted against the 
realized 𝑟𝑟𝑝𝑝𝑝𝑝  from our simulations, for all replicates and for all combinations of 
parental lines within replicate. With simulated scenarios D and EAA, our expressions 
for 𝑟𝑟𝑝𝑝𝑝𝑝  based on parameters in the purebred parental lines provided exact 
predictions of realized 𝑟𝑟𝑝𝑝𝑝𝑝  (left two panels in Figure 4.4). With scenario D+EAA, our 
expressions for 𝑟𝑟𝑝𝑝𝑝𝑝  provide an upper bound (𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵) and lower bound (𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 ) for realized 
𝑟𝑟𝑝𝑝𝑝𝑝. With simulated scenario EC, our expressions for 𝑟𝑟𝑝𝑝𝑝𝑝  provided an upper bound 
(𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵) and an approximate lower bound (𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 ) for realized 𝑟𝑟𝑝𝑝𝑝𝑝. Here, realized 𝑟𝑟𝑝𝑝𝑝𝑝  was 
lower than the lower bound (𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 ) in 12% of the cases, in which realized 𝑟𝑟𝑝𝑝𝑝𝑝  was about 
~0.01 lower than 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 . For both scenarios D+EAA and EC, the gap between the predicted 
lower and upper bound increased with decreasing realized 𝑟𝑟𝑝𝑝𝑝𝑝. 
 
Figure 4.4 Predicted 𝑟𝑟𝑝𝑝𝑝𝑝 (y-axis) for a genetic model with only dominance (𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 , red circles) and 
with only additive by additive epistasis (𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵, blue crosses), plotted against the realized 𝑟𝑟𝑝𝑝𝑝𝑝 
from simulated scenarios, indicated by panels. The dotted line indicates y=x, so that that red 
circles below, and blue circles above this line indicate proper bounds. 
With scenarios D+EAA and EC, we could not express realized 𝑟𝑟𝑝𝑝𝑝𝑝  in terms of 
genetic parameters in the purebred parental lines. We therefore fitted realized 𝑟𝑟𝑝𝑝𝑝𝑝  
using a multiple linear regression model that uses both 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 as covariates, for 
each scenario separately. Table 4.2 shows the estimated regression coefficients and 
coefficients of determination (R2). Realized 𝑟𝑟𝑝𝑝𝑝𝑝  with scenarios D+EAA and EC could be 
accurately predicted by the regression model (Figure 4.5), because the R2 was >0.99. 
With scenario D+EAA, prediction of 𝑟𝑟𝑝𝑝𝑝𝑝  was based on both 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 (with 
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regression coefficients of 0.34 and 0.65), whereas with scenario EC, prediction of 𝑟𝑟𝑝𝑝𝑝𝑝  
was mostly based on 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  (with regression coefficients of 0.93 and 0.07). 
Table 4.2 Estimated regression coefficients from multiple linear regression of realized 𝑟𝑟𝑝𝑝𝑝𝑝 on 
𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  and 𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵, for each scenario. Standard errors of estimated regression coefficients were all 
smaller than 0.01. The last column indicates the variance explained by the regression model 
(R2). 
scenario 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵 𝑅𝑅2 
D 1.0 0.0 1.0 
EAA 0.0 1.0 1.0 
D+EAA 0.34 0.65 0.99 
EC 0.93 0.07 0.99 
 
Figure 4.5 Predicted 𝑟𝑟𝑝𝑝𝑝𝑝 (y-axis) from a multiple linear regression model that fits both 𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴  and 
𝑟𝑟𝑝𝑝𝑝𝑝𝐵𝐵𝐵𝐵, plotted against the realized 𝑟𝑟𝑝𝑝𝑝𝑝 from simulated scenarios, indicated by panels. The dotted 
line indicates y=x. 
4.6 Discussion 
The aim of this study was to derive expressions of 𝑟𝑟𝑝𝑝𝑝𝑝  in a purebred line when 
mated to another purebred line, based on genetic variances within, and genetic 
covariance between parental lines. These expressions were derived for a genetic 
model with additive and dominance effects (D), and a genetic model with additive, 
and additive by additive (AxA) epistatic effects (EAA). The results showed that our 
expressions provide exact predictions of 𝑟𝑟𝑝𝑝𝑝𝑝  for simulated scenarios D and EAA. For 
scenarios with both dominance and AxA epistasis (D+EAA), and models with 
complementary epistasis (EC), our expressions provide upper and lower bounds for 
𝑟𝑟𝑝𝑝𝑝𝑝. With D+EAA, realized 𝑟𝑟𝑝𝑝𝑝𝑝  always fell between these bounds, whereas with EC, 
realized 𝑟𝑟𝑝𝑝𝑝𝑝  was lower than the lower bound in 12% of the cases. 
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The results of our simulations showed that realized 𝑟𝑟𝑝𝑝𝑝𝑝  decreased when the 
number of generations of divergent selection in parental lines increased, for all 
scenarios. This was in line with our expectations, because with divergent selection, 
the difference in allele frequencies between parental lines increases, causing an 
increase in the differences between average effects for PB and CB performance (Wei 
et al. 1991; Baumung et al. 1997). Across scenarios, the realized 𝑟𝑟𝑝𝑝𝑝𝑝  varied from 0.6 
to 0.99, covering a large range of what is observed empirically (Wei and van der Werf 
1995; Besbes and Gibson 1999; Newman et al. 2002; Lukaszewicz et al. 2015; Mulder 
et al. 2016; Wientjes and Calus 2017; Duenk et al. 2019b). 
We expected that the predicted 𝑟𝑟𝑝𝑝𝑝𝑝  under the dominance model (𝑟𝑟𝑝𝑝𝑝𝑝𝐴𝐴 ) would 
yield an absolute lower bound of realized 𝑟𝑟𝑝𝑝𝑝𝑝, because the difference between 
average effects for PB and CB performance at a single locus is maximized under 
model D. Our simulations showed that this lower bound was indeed correct in most 
cases, apart from a few replicates with complementary epistasis (model EC). This is 
probably because, with model EC, the expression for the average effect involves an 
interaction term between the allele frequency of the same locus in the mated line, 
and the allele frequencies of the interacting loci in the cross. In contrast, with model 
D, the expression for the average effect only involves the allele frequency of the 
same locus in the mated line. As a consequence, a difference in allele frequency 
between parental lines at a single locus can result in larger differences in average 
effects between PB and CB performance with model EC, than with model D. 
In reality, 𝑟𝑟𝑝𝑝𝑝𝑝  may be lower than the predicted lower bound given by our 
expression, because the predicted bounds do not account for any genotype by 
environment (GxE) interactions that may contribute to 𝑟𝑟𝑝𝑝𝑝𝑝 < 1 in reality. Despite this 
issue, the results of this study may be used to evaluate the contribution of GxE to 
the value of 𝑟𝑟𝑝𝑝𝑝𝑝, by comparing estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  from purebred and CB data with the 
predicted lower bound. For example, when the estimated 𝑟𝑟𝑝𝑝𝑝𝑝  is much lower than the 
predicted lower bound of 𝑟𝑟𝑝𝑝𝑝𝑝, it is likely that the contribution of GxE is large 
compared to the contribution of non-additive effects and differences in allele 
frequencies.  
The predictions of 𝑟𝑟𝑝𝑝𝑝𝑝  presented here are valid for prediction of 𝑟𝑟𝑝𝑝𝑝𝑝  for a 
purebred parental line that produces a two-way crossbred (i.e. resulting from mating 
with another purebred parental line). In practice, however, commercial animals are 
usually three- or four-way crossbreds. It may be possible to derive expressions of 𝑟𝑟𝑝𝑝𝑝𝑝  
for three- and four-way CB performance, using a similar approach as in this study. 
The mathematics of such derivations may, however, become quite tedious, and we 
therefore chose to focus on two-way crossbreds only. 
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The results of this study can be used to predict the impact of non-additive 
effects on the 𝑟𝑟𝑝𝑝𝑝𝑝, based on genetic variances within and covariance between 
parental lines. Recent developments in genome-wide marker panels have made it 
feasible to accurately estimate the variances within and covariances between 
distantly related lines (Karoui et al. 2012; Carillier et al. 2014; Wientjes et al. 2018). 
To our knowledge, there is only one study that presents both estimated 𝑟𝑟𝑝𝑝𝑝𝑝  from PB 
and CB data, and genetic variances within and covariances between parental lines 
(Xiang et al. 2017). In that study, estimated 𝑟𝑟𝑝𝑝𝑝𝑝  in the Yorkshire breed when mated 
to the Landrace breed was 0.67. Based on the parameters presented in that paper, 
the predicted lower bound of 𝑟𝑟𝑝𝑝𝑝𝑝  from our expressions was 0.30 and the predicted 
upper bound was 0.84. Hence, for that study, our expressions provide correct lower 
and upper bounds for 𝑟𝑟𝑝𝑝𝑝𝑝  based on parameters in the parental lines. 
It should be noted that estimated genetic variances within and covariances 
between parental lines from empirical data are usually different from the ones used 
in our expressions (Equation 4.13 and 4.16). For example, when a bivariate model is 
used to estimate genetic parameters within and between two parental lines (say line 
1 and 2), the resulting estimate for variance in line 2 refers to the variance in line 2, 
for the trait expressed in line 2 (i.e. 𝜎𝜎2). However, when the aim is to predict the 
bounds of 𝑟𝑟𝑝𝑝𝑝𝑝  in line 1, we need the variance in line 1, for the trait expressed in line 
2 (i.e. 𝜎𝜎1(2), Equation 4.13 and 4.16). In other words, we need to combine the allele 
frequencies in line 1 with the average effects in line 2. Similarly, the covariance 
between line 1 and 2 estimated from data (𝜎𝜎1,2), is not the same as the covariance 
used in our expressions (𝜎𝜎1,1(2)). Hence, before estimates of variances and 
covariances are used in the expressions for 𝑟𝑟𝑝𝑝𝑝𝑝, they need to be transformed to a 
proper scale. 
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4.8 Appendix 
With non-additive effects (i.e. dominance and epistasis), average effects are a 
function of genotype frequencies and functional genetic effects. The procedure to 
obtain average effects for purebred performance from known genotype frequencies 
and functional additive, dominance, and epistatic effects, was described in (Duenk 
et al. 2019a). In short, the procedure involves applying the natural and orthogonal 
interactions (NOIA) model (Álvarez-Castro and Carlborg 2007) for each epistatic 
interaction between two loci in a population with given allele frequencies, resulting 
in statistically orthogonal terms that contribute to the average effects of the two loci. 
Consider for example two loci, 𝑘𝑘 and 𝑣𝑣, that have an epistatic interaction between 
them. The functional epistatic values for each possible two-locus genotype can be 
partitioned into 9 statistical genetic effects, using Equation 2 in Duenk et al. (2019a). 
For average effects for purebred performance, the frequencies used in 𝐃𝐃𝑘𝑘𝑙𝑙, 𝐖𝐖𝑘𝑘 and 
𝐖𝐖𝑙𝑙 are those in the purebred line. The procedure immediately leads to two terms 
(𝛼𝛼𝑘𝑘𝑙𝑙𝑘𝑘  and 𝛼𝛼𝑘𝑘𝑙𝑙𝑙𝑙 ) that contribute to the average effects of loci 𝑘𝑘 and 𝑣𝑣. For example, in a 
two-locus model where locus 𝑘𝑘 only has an interaction with locus 𝑣𝑣, the average 
effect for purebred performance of locus 𝑘𝑘 in line 1 is 
𝛼𝛼1
𝑘𝑘 = 𝑣𝑣𝑘𝑘 + (1 − 2𝑝𝑝1𝑘𝑘)𝑏𝑏𝑘𝑘 + 𝛼𝛼𝑘𝑘𝑙𝑙𝑘𝑘 , 
where 𝑣𝑣𝑘𝑘  is the functional additive effect of locus 𝑘𝑘, 𝑝𝑝1𝑘𝑘  is the allele frequency of 
locus 𝑘𝑘 in line 1, and 𝑏𝑏𝑘𝑘 is the functional dominance effect of locus 𝑘𝑘. For purebred 
performance, the average effect of locus 𝑘𝑘 depends on genotype frequencies of 𝑘𝑘 in 
line 1, because alleles of locus 𝑘𝑘 transmitted to purebred animals always pair with 
an allele from the same line origin. Furthermore, the average effect of 𝑘𝑘 depends on 
genotype frequencies of locus 𝑣𝑣 in line 1, because alleles of locus 𝑘𝑘 transmitted to 
purebred animals will be expressed in the genetic background of line 1.  
The same procedure can be used to obtain average effects for crossbred 
performance in line 1, by making a small alteration. The alleles of locus 𝑘𝑘 transmitted 
to crossbreds always pair with an allele from line 2, and they will be expressed in the 
genetic background of crossbreds. Hence, the average effect for crossbred 
performance of locus 𝑘𝑘 depends on genotype frequencies of 𝑘𝑘 in line 2, and on 
genotype frequencies of 𝑣𝑣 in the crossbreds. Thus, to obtain the average effect of 
locus 𝑘𝑘 for crossbred performance, 𝐖𝐖𝑘𝑘 should be constructed using the genotype 
frequencies of 𝑘𝑘 in line 2, 𝐖𝐖𝑙𝑙 should be constructed using the genotype frequencies 
of 𝑣𝑣 in crossbreds, and 𝐃𝐃𝑘𝑘𝑙𝑙 should be a (9x9) diagonal matrix of two-locus genotype 
probabilities, constructed using genotype frequencies of 𝑘𝑘 in line 2, and frequencies 
of 𝑣𝑣 in crossbreds. Then, the average effect of locus 𝑘𝑘 for crossbred performance in 
line 1 is 
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𝛼𝛼1(𝐶𝐶)𝑘𝑘 = 𝑣𝑣𝑘𝑘 + (1 − 2𝑝𝑝2𝑘𝑘)𝑏𝑏𝑘𝑘 + 𝛼𝛼′𝑘𝑘𝑙𝑙𝑘𝑘 , 
where 𝑝𝑝2𝑘𝑘  is the allele frequency of locus 𝑘𝑘 in line 2. For the same epistatic 
interaction, the procedure should be repeated for locus 𝑣𝑣, because the average effect 
of locus 𝑣𝑣 for crossbred performance depends on genotype frequencies of 𝑣𝑣 in line 2, 
and on genotype frequencies of 𝑘𝑘 in the crossbreds. 
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Abstract 
Background 
In pig and poultry breeding programs, the breeding goal is to improve 
crossbred (CB) performance, whereas selection in the purebred (PB) lines is often 
based on PB performance. Thus, response to selection may be suboptimal, because 
the genetic correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝) is generally lower than 
1. Accurate estimates of the 𝑟𝑟𝑝𝑝𝑝𝑝  are needed, so that breeders can decide if they 
should collect data from CB animals. 𝑟𝑟𝑝𝑝𝑝𝑝  can be estimated either from pedigree or 
genomic relationships, which may produce different results. With genomic 
relationships, the 𝑟𝑟𝑝𝑝𝑝𝑝  estimate could be improved when relationships between 
purebred and crossbred animals are based only on the alleles that originate from the 
PB line of interest. This work presents the first comparison of estimated 𝑟𝑟𝑝𝑝𝑝𝑝  and 
variance components of body weight in broilers, using pedigree-based or genotype-
based models, where the breed-of-origin of alleles was either ignored or considered. 
We used genotypes and body weight measurements of PB and CB animals that have 
a common sire line. 
Results 
Our results showed that the 𝑟𝑟𝑝𝑝𝑝𝑝  estimates depended on the relationship matrix 
used. Estimates were 5 to 25% larger with genotype-based models than with 
pedigree-based models. Moreover, 𝑟𝑟𝑝𝑝𝑝𝑝  estimates were similar (max. 7% difference) 
regardless of whether the model considered breed-of-origin of alleles or not. 
Standard errors of 𝑟𝑟𝑝𝑝𝑝𝑝  estimates were smaller with genotype-based than with 
pedigree-based methods, and smaller with models that ignored breed-of-origin than 
with models that considered breed-of-origin. 
Conclusions 
We conclude that genotype-based models can be useful for estimating 𝑟𝑟𝑝𝑝𝑝𝑝, 
even when the PB and CB animals that have phenotypes are closely related. 
Considering breed-of-origin of alleles did not yield different estimates of 𝑟𝑟𝑝𝑝𝑝𝑝, 
probably because the parental breeds of the CB animals were distantly related. 
5 – Estimating 𝒓𝒓𝒑𝒑𝒑𝒑 in broiler chicken 
93 
 
5.1 Background 
In pig and poultry breeding programs, the breeding goal is to improve 
crossbred (CB) performance, whereas selection in the purebred (PB) lines is often 
based on PB performance. Thus, response to selection in CB performance may be 
suboptimal, because the genetic correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝) 
is generally lower than 1 (Wei and van der Werf 1995; Lukaszewicz et al. 2015; 
Wientjes and Calus 2017). An 𝑟𝑟𝑝𝑝𝑝𝑝  lower than 1 can be caused by genotype-by-
environment interactions (Lutaaya et al. 2001; Dekkers 2007), by genotype-by-
genotype interactions in combination with allele frequency differences between the 
two parental breeds (Wei et al. 1991), and by differences in trait definitions between 
PB and CB performance (Lo et al. 1997; Zumbach et al. 2007). With a low 𝑟𝑟𝑝𝑝𝑝𝑝, the use 
of CB instead of PB data may improve response to selection for CB performance (Wei 
and van der Werf 1994; Bijma and van Arendonk 1998; Dekkers 2007; Van Grevenhof 
and Van Der Werf 2015). Thus, accurate estimates of the 𝑟𝑟𝑝𝑝𝑝𝑝  are needed, so that 
breeders can decide if they should collect data from CB animals. 
𝑟𝑟𝑝𝑝𝑝𝑝  is the additive genetic correlation between breeding values for PB and CB 
performance, and is defined as 
𝑟𝑟𝑝𝑝𝑝𝑝 = 𝜎𝜎𝐵𝐵𝑃𝑃𝑃𝑃,𝐶𝐶𝑃𝑃𝜎𝜎𝐵𝐵𝑃𝑃𝐵𝐵𝜎𝜎𝐵𝐵𝐶𝐶𝐵𝐵, 5.1 
where 𝜎𝜎𝐵𝐵𝑃𝑃𝑃𝑃,𝐶𝐶𝑃𝑃  is the additive genetic covariance between breeding values for PB and 
CB performance and 𝜎𝜎𝐵𝐵𝑃𝑃𝐵𝐵 (𝜎𝜎𝐵𝐵𝐶𝐶𝐵𝐵) is the additive genetic standard deviation in 
purebreds (crossbreds) (Wei et al. 1991; Falconer and Mackay 1996). To estimate 
𝑟𝑟𝑝𝑝𝑝𝑝, phenotypic data from both PB and CB animals are needed. When these data are 
available, 𝑟𝑟𝑝𝑝𝑝𝑝  can be estimated with a pedigree-based animal or sire model (Mrode 
2005). Such models treat PB and CB performance as correlated traits and use a 
pedigree-based relationship matrix (𝐀𝐀) to link PB and CB observations (Wei and van 
der Werf 1995). To estimate 𝑟𝑟𝑝𝑝𝑝𝑝  with 𝐀𝐀, pedigree data should be available for both 
PB and CB individuals, and provide a link between PB and CB individuals. When the 
CB individuals are paternal half-sibs of the PB individuals, the accuracy of 𝑟𝑟𝑝𝑝𝑝𝑝  
estimated with 𝐀𝐀 depends on the number of common sires between the PB and CB 
animals, and the accuracy of the estimated breeding values of the sires (Bijma and 
Bastiaansen 2014). However, in practice, pedigree information is often not recorded 
in CB populations and the number of sires that have both PB and CB offspring with 
phenotypes may be limited. 
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These requirements for estimating 𝑟𝑟𝑝𝑝𝑝𝑝  with pedigree information can be 
alleviated by replacing 𝐀𝐀 with a multi-breed genomic relationship matrix (𝐆𝐆) 
(VanRaden 2008; Wientjes et al. 2017). An advantage of this approach is that the 𝑟𝑟𝑝𝑝𝑝𝑝  
can then also be estimated when the PB and CB animals are more distantly related, 
or when pedigree information is not recorded. In addition, genomic relationships 
may be more accurate than pedigree relationships (Goddard 2009; Hayes et al. 
2009c), which results in a smaller standard error of the estimate of 𝑟𝑟𝑝𝑝𝑝𝑝  (Visscher et 
al. 2014; Xiang et al. 2016). 
Usually, the 𝑟𝑟𝑝𝑝𝑝𝑝  between the CB and one of the PB parental lines is estimated. 
As such, genomic relationships between PB and CB animals should ideally be based 
on alleles that originate from that PB parental line only. However, the ordinary 𝐆𝐆 is 
based on both alleles of an individual, which in the case of CB individuals, also include 
those originating from the other PB line. For example, when 𝑟𝑟𝑝𝑝𝑝𝑝  is estimated between 
CB and its PB sire line, the ordinary 𝐆𝐆 matrix is also based on alleles that originated 
from the dam line. An alternative for 𝐆𝐆 is a genomic partial relationship matrix (𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵) 
that is based on the breed-of-origin of the alleles in the CB animals (Ibañez-Escriche 
et al. 2009; Christensen et al. 2014). Recently, a method to determine the breed-of-
origin of alleles (BOA) based on phased genotypes was developed, allowing 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 to 
be constructed (Vandenplas et al. 2016). In 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵, relationships between PB and CB 
animals are expected to be more accurate than in 𝐆𝐆, because relationships in 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 
are based on marker alleles that originated from the same breed. This approach was 
successfully applied to estimate variance components from data of three-way 
crossbred pigs, where 93% of the alleles of the crossbreds could be assigned a breed-
of-origin (Sevillano et al. 2016; Sevillano et al. 2017). However, empirical studies in 
other species are lacking and, to date, no studies have compared 𝑟𝑟𝑝𝑝𝑝𝑝  estimates and 
their standard errors from pedigree-based models to those from genotype-based 
models. In addition, it is not yet clear how 𝑟𝑟𝑝𝑝𝑝𝑝  estimates and their standard errors 
are affected by the model used. Thus, our objective was to compare estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  
and variance components obtained from pedigree-based and genotype-based 
models. In addition, we compared models that either consider or ignore the breed-
of-origin of alleles. We analysed body weight in broilers, using genotypes and 
measurements of PB and CB animals that have a common sire line.  
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5.2 Methods 
5.2.1 Data 
Data were collected on male and female broilers from a PB sire line (A) and on 
a three-way cross between this sire line and crossbred dams (BC), where lines B and 
C are dam lines. The dam lines were selected on egg production and the sire line on 
male fertility, along with standard traits, i.e., growth, yield, and feed efficiency. The 
three parental lines (A, B, and C) were genetically distant, as shown by the principal 
component analysis plot (Figure 5.1).  
 
Figure 5.1  
Principal component plot of 
the genotype data for the 
parental lines and the 
crossbreds. Values for 
principal component 1 (x-axis) 
are plotted against values for 
principal component 2 (y-axis). 
Between brackets is the 
variance explained by each 
principal component. Colours 
indicate genetic group. 
 
PB and CB animals were weighed between 6 and 8 days of age (BW7) and 
between 33 and 36 days of age (BW35). We chose these phenotypes because they 
are easy to measure proxies for growth, which is an important trait for breeding 
companies (Cobb; 2018 personal communication). Phenotype recording was done in 
five consecutive trials of similar size, which each included both PB and CB animals. 
All animals were housed in the same environment, in a barn located in Herveld, The 
Netherlands. The distribution of animals across trials and pens is in Table 5.1. Each 
pen had an approximately equal number of males and females. Offspring of a given 
sire were housed mostly in the same pen but each pen had offspring of multiple sires. 
Pens mostly had either PB or CB animals. An outlier analysis was done separately for 
PB and CB animals and separately for each day of measurement. Observations with 
standard deviations more than 3.5 away from the mean were considered as outliers 
and removed, which resulted in 4687 PB and 10,585 CB records on BW7 and 4471 
PB and 10,272 CB records on BW35 (Table 5.2). The number of animals with 
observations (𝑁𝑁𝑃𝑃𝐵𝐵 for PB and 𝑁𝑁𝐶𝐶𝐵𝐵  for CB animals) was smaller for BW35 than for 
BW7 because some animals did not survive until 35 days. 
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Table 5.1 Distribution of animals across trials and pens for body weight measured around 7 
days (BW7) 
Trial Pen 1 Pen 2 Pen 3 Pen 4 NA* Total 
1 654 235 404 627 0 1920 
2 821 0 829 860 0 2510 
3 1281 1117 1122 1225 55 4800 
4 1275 662 514 895 0 3346 
5 1187 204 213 1092 0 2696 
Total 5218 2218 3082 4699 55 15272 
The distribution of animals across trials and pens for body weight measured around 35 days 
(BW35) was very similar. *Number of animals with unknown pen 
 
Table 5.2 Summary statistics for body weight measured around 7 (BW7) and 35 days (BW35) 
 
Number (N) N sires N dams Mean SD 
BW7 (kg) Purebreds 4687 142 628 176 25 
 Crossbreds 10,585 156 1028 179 23 
 Total 15,272 161* 1656   
       
BW35 (kg) Purebreds 4471 140 623 2066 303 
 Crossbreds 10272 156 1027 2090 302  
Total 14743 161* 1650   
Statistics are presented for PB and CB data, separately. SD: standard deviations 
*Total number of sires for all purebred and crossbred animals. 
Markers with more than 1% inconsistent genotypes between derived parent-
offspring pairs were removed and any remaining inconsistencies were set to missing. 
All missing genotypes of PB and CB animals were imputed simultaneously with 
FImpute (Sargolzaei et al. 2014). Genotypes of the parents and grandparents were 
used to assign the breed-of-origin of alleles in the CB animals but were not included 
in the trait analyses. After assigning breed-of-origin, we removed markers if they had 
a minor allele frequency lower than 0.005 in either the genotype file or in the breed-
of-origin file. These edits resulted in 50,960 markers that were used in the trait 
analyses. 
5.2.2 Assigning breed-of-origin of alleles 
The breed-of-origin of alleles in the A(BC) crossbreds was derived with the BOA 
approach (Sevillano et al. 2016; Vandenplas et al. 2016). In short, the BOA approach 
consists of (1) simultaneously phasing genotypes of PB and CB animals with 
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AlphaPhase 1.1 by using pedigree information (Hickey et al. 2011), (2) collecting a 
library of haplotypes for each line using phased haplotypes of the PB lines, and (3) 
assigning the breed-of-origin of alleles in the CB animals. With this approach, 49.5% 
of the alleles were assigned to sire line A, which is close to the expected 50%. The 
full procedure and results are described in Calus et al. (2018).  
5.2.3 Statistical model 
The BW7 and BW35 phenotypes were analysed separately with a bivariate 
model that treats PB and CB performance as separate but correlated traits. We 
compared four models that differed in the relationship matrix used. The general 
bivariate model can be written as (Wei and van der Werf 1995; Karoui et al. 2012): 
�
𝐲𝐲PB
𝐲𝐲CB
�  = �𝐗𝐗PB 00 𝐗𝐗CB� �𝐛𝐛PB𝐛𝐛CB� + �𝐋𝐋𝐏𝐏𝐏𝐏 00 𝐋𝐋𝐂𝐂𝐏𝐏� �𝐦𝐦𝐏𝐏𝐏𝐏𝐦𝐦𝐂𝐂𝐏𝐏� + �𝐙𝐙PB 00 𝐙𝐙CB� �𝐮𝐮PB𝐮𝐮CB� + �𝐞𝐞PB𝐞𝐞CB�, 5.2 
where 𝐲𝐲 is a vector of phenotypes, 𝐛𝐛 is a vector of fixed effects (breed × trial × pen × sex × age at measurement), with 85 (BW7) and 103 (BW35) levels, 𝐗𝐗 is the design 
matrix of fixed effects, 𝐦𝐦 is a vector of length equal to the total number of BC dams 
that contains (non-genetic) maternal effects with incidence matrix 𝐋𝐋, 𝐮𝐮 is a vector of 
length (𝑁𝑁𝑃𝑃𝐵𝐵 + 𝑁𝑁𝐶𝐶𝐵𝐵) that contains additive genetic effects with incidence matrix 𝐙𝐙, 
and 𝐞𝐞 is a vector of random residuals. Subscripts denote whether the terms relate to 
PB or CB performance. The distribution of maternal effects was 
�
𝐦𝐦PB
𝐦𝐦CB
�~𝑁𝑁��𝟎𝟎
𝟎𝟎
� , �𝐈𝐈𝜎𝜎𝑚𝑚,𝑃𝑃𝐵𝐵2 𝟎𝟎0 𝐈𝐈𝜎𝜎𝑚𝑚,𝐶𝐶𝐵𝐵2 ��, where 𝜎𝜎𝑚𝑚,𝑃𝑃𝐵𝐵2  (𝜎𝜎𝑚𝑚,𝐶𝐶𝐵𝐵2 ) is the maternal variance in 
the PB (CB) animals, and 𝐈𝐈 is an identity matrix. Note that these maternal effects are 
not genetic effects, but permanent environmental effects. The distribution of 
additive genetic effects for PB (𝐮𝐮PB) and CB performance (𝐮𝐮PB) was: 
�
𝐮𝐮PB
𝐮𝐮CB
�~𝑁𝑁 ��𝟎𝟎
𝟎𝟎
� , � 𝜎𝜎𝑎𝑎,𝑃𝑃𝐵𝐵2 𝜎𝜎𝑃𝑃𝐵𝐵,𝐶𝐶𝐵𝐵
𝜎𝜎𝑃𝑃𝐵𝐵,𝐶𝐶𝐵𝐵 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 � ⊗ 𝐊𝐊�, 5.3 
where 𝜎𝜎𝑎𝑎,𝑃𝑃𝐵𝐵2  (𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 ) is the additive genetic variance in the PB (CB) animals, 𝜎𝜎𝑃𝑃𝐵𝐵,𝐶𝐶𝐵𝐵  is 
the genetic covariance between PB and CB performance, and 𝐊𝐊 is the relationship 
matrix between all animals, which differed between models. This parameterization 
yields additive genetic effects for both PB and CB performance of all animals. The 
distribution of residuals was �
𝐞𝐞PB
𝐞𝐞CB
�~𝑁𝑁��𝟎𝟎
𝟎𝟎
� , �𝐈𝐈𝜎𝜎𝑒𝑒,𝑃𝑃𝐵𝐵2 𝟎𝟎0 𝐈𝐈𝜎𝜎𝑒𝑒,𝐶𝐶𝐵𝐵2 ��, where 𝜎𝜎𝑒𝑒,𝑃𝑃𝐵𝐵2  (𝜎𝜎𝑒𝑒,𝐶𝐶𝐵𝐵2 ) is 
the residual variance in the PB (CB) animals. Concerning the fixed effects, we used 
the full interaction between effects (breed × trial × pen × sex × age at 
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measurement), because males and females (in PB and CB animals) may have 
different growth rates (breed × sex × age at measurement), pens may have housed 
different groups of animals across trials (trial × pen), and the number of degrees of 
freedom (maximum 103) needed was acceptable for the size of this dataset. 
Variance components were estimated by restricted maximum likelihood 
(REML) using the MTG2 software (Lee and van der Werf 2016). From the estimated 
variance components (indicated by ^), the estimate of 𝑟𝑟𝑝𝑝𝑝𝑝  was computed as: 
?̂?𝑟𝑝𝑝𝑝𝑝 = 𝜎𝜎�𝑃𝑃𝐵𝐵,𝐶𝐶𝐵𝐵𝜎𝜎�𝑎𝑎,𝑃𝑃𝐵𝐵𝜎𝜎�𝑎𝑎,𝐶𝐶𝐵𝐵  5.4  
We compared estimates obtained from four models that use different 
relationship matrices, and we assessed model performance by comparing the 
standard errors and likelihoods of these models. 
5.2.4 Relationship matrices 
We compared four models that use different relationship matrices (i.e., that 
replace 𝐊𝐊 in Equation 5.3: (1) based on pedigree (𝐀𝐀; PED), (2) based on pedigree 
ignoring dams of CB animals (𝐀𝐀𝐵𝐵𝐵𝐵𝐵𝐵; PED_BOA), (3) based on marker genotypes (𝐆𝐆; 
GEN), and (4) based on marker alleles with sire origin (𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵; GEN_BOA). We included 
PED_BOA because it only fits the additive genetic effects for CB performance that 
are contributed by the sire line. 
The 𝐀𝐀 and 𝐀𝐀𝐵𝐵𝐵𝐵𝐵𝐵 matrices were constructed from pedigree information, which 
was available for all animals with phenotypes, up to the generation of their 
grandparents. A single base population was assumed for all PB lines (i.e. no genetic 
groups were included). With 𝐀𝐀, the full pedigree was used, whereas with 𝐀𝐀𝐵𝐵𝐵𝐵𝐵𝐵, the 
dams of CB animals were set to missing. In addition, we set all the self-relationships 
of CB animals in 𝐀𝐀𝐵𝐵𝐵𝐵𝐵𝐵 equal to 0.5 (Garcia-Cortes and Toro 2006). As such, PED_BOA 
is the pedigree equivalent of GEN_BOA. The 𝐆𝐆 matrix was constructed following the 
multi-breed genomic relationship matrix of Wientjes et al. (2017) 
𝐆𝐆 = � 𝐆𝐆PB 𝐆𝐆PB−CB𝐆𝐆PB−CB 𝐆𝐆CB � 
 
=
⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐌𝐌PB𝐌𝐌PB
′
∑ 2𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵�1 − 𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵� 𝐌𝐌PB𝐌𝐌CB′�∑ 2𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵�1− 𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵��∑ 2𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�1 − 𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�
𝐌𝐌CB𝐌𝐌PB
′
�∑ 2𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵�1− 𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵��∑ 2𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�1 − 𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵� 𝐌𝐌CB𝐌𝐌CB
′
∑ 2𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�1 − 𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�
⎦
⎥
⎥
⎥
⎥
⎥
⎤, 
 
 
5.5 
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where 𝐌𝐌PB (𝐌𝐌CB) is a centred marker genotype matrix of PB (CB) animals, and 𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵  (𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵) is the allele frequency of marker 𝑗𝑗 in PB (CB) animals. We used the line-specific 
allele frequencies to separately centre the genotype matrices 𝐌𝐌PB and 𝐌𝐌CB. The 
𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵-matrix was constructed following Sevillano et al. (2017) as 
𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 = � 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,PB 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,PB−CB𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,PB−CB 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,CB � =
⎣
⎢
⎢
⎢
⎡
𝐌𝐌PB𝐌𝐌PB
′
∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗� 𝐌𝐌PB𝐓𝐓CB′∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗�
𝐓𝐓CB𝐌𝐌PB
′
∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗� 𝐓𝐓CB𝐓𝐓CB′∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗�⎦⎥⎥
⎥
⎤, 5.6 
where 𝐓𝐓CB is a centred marker allele matrix of CB animals, with a value of (0 − 𝑝𝑝𝑗𝑗) 
if the reference allele was inherited from the PB line, and a value of (1 − 𝑝𝑝𝑗𝑗) if the 
alternative allele was inherited, where 𝑝𝑝𝑗𝑗  is the frequency of the alternative allele at 
marker 𝑗𝑗, which was calculated as the total number of alternative alleles in the PB 
and CB animals that were inherited from the PB line, divided by the total number of 
PB alleles in these animals. Note that the resulting 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 matrix is similar to the 
marker-based partial relationship matrix of Christensen et al. (2014), with a scaling 
factor of ∑2𝑝𝑝𝑗𝑗�1 − 𝑝𝑝𝑗𝑗�. 
The expected value of diagonal elements for CB animals in 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 and 𝐀𝐀𝐵𝐵𝐵𝐵𝐵𝐵 is 
0.5. The phenotypic variance of CB performance with PED_BOA and GEN_BOA was 
therefore computed as 0.5𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 + 𝜎𝜎𝑚𝑚,𝐶𝐶𝐵𝐵2 + 𝜎𝜎𝑒𝑒,𝐶𝐶𝐵𝐵2 . 
5.2.5 Scaling of relationship matrices 
With pedigree-based models, the population to which the variance 
components refer is the population of the founders of the pedigree. However, with 
genotype-based models, the reference population is, in most cases, the group of 
genotyped individuals, because 𝐆𝐆 and 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 were constructed using the allele 
frequencies in the genotyped group. Thus, estimated variance components from 
pedigree- and genotype-based models are not directly comparable, because they 
refer to a different population (Legarra 2016). To let the variance components from 
different models refer to the same (arbitrary) population, all relationship matrices 
were adjusted as 
𝐊𝐊′ =  
⎣
⎢
⎢
⎢
⎡
𝐊𝐊11
𝐷𝐷𝑘𝑘1
𝐊𝐊12
�𝐷𝐷𝑘𝑘1�𝐷𝐷𝑘𝑘2
𝐊𝐊21
�𝐷𝐷𝑘𝑘1�𝐷𝐷𝑘𝑘2
𝐊𝐊22
𝐷𝐷𝑘𝑘2 ⎦
⎥
⎥
⎥
⎤,  
where 𝐊𝐊11 denotes relationships among the PB animals, 𝐊𝐊22 denotes relationships 
among the CB animals, and 𝐊𝐊12 and 𝐊𝐊21 denote the relationships between PB and 
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CB animals, as defined in Equations (5) and (6). Scalar 𝐷𝐷𝑘𝑘1 (𝐷𝐷𝑘𝑘2) is the scaling factor 
of PB (CB) animals, which was defined as 
𝐷𝐷𝑘𝑘𝑥𝑥 = 𝐷𝐷𝐷𝐷𝑣𝑣𝑏𝑏(𝐊𝐊𝑥𝑥)������������� − 𝐊𝐊�𝑥𝑥 ,  
where 𝐷𝐷𝐷𝐷𝑣𝑣𝑏𝑏(𝐊𝐊𝑥𝑥)������������� is the mean of off-diagonals in 𝐊𝐊𝑥𝑥  and 𝐊𝐊�𝑥𝑥 is the mean of all 
elements in 𝐊𝐊𝑥𝑥. This scaling procedure is equivalent to multiplying estimated 
variance components from models with unscaled relationship matrices by the 
appropriate scaling factors, as proposed by Legarra (2016). For models that 
considered the breed-of-origin of alleles, the expected value of 𝐷𝐷𝑘𝑘2  was close to 0.5, 
so we used 2𝐷𝐷𝑘𝑘2  instead of 𝐷𝐷𝑘𝑘2  as a scaling factor in these models. 
5.3 Results 
Detailed information and estimates from all models are in Table A 5.1 
(Appendix). The phenotypic variance for BW7 was around 363 g2 for PB performance 
and 291 g2 for CB performance, whereas for BW35, it was around 37,048 g2 for PB 
performance and 33,455 g2 for CB performance. The estimated phenotypic variance 
was similar across models, thus we present variances instead of their ratio to 
phenotypic variance. Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  and of the additive genetic covariance were 
larger for BW35 than for BW7 (Figure 5.2). For BW7, the estimate of the additive 
genetic variance was smaller for PB performance than for CB performance, except 
with PED_BOA (Figure 5.3). For BW35, estimates of the additive genetic variance and 
heritabilities were consistently larger for PB performance. Differences in estimates 
between models, were roughly similar for BW7 and BW35. For the sake of brevity, 
in the following, the description of results applies to both traits, unless stated 
otherwise. We will refer to PED and PED_BOA as pedigree-based models, and to GEN 
and GEN_BOA as genotype-based models. In addition, we will refer to PED and GEN 
as models that ignore breed-of-origin, and to PED_BOA and GEN_BOA as models that 
consider breed-of-origin. 
5.3.1 Pedigree versus genomic relationship information 
Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  were larger with genotype-based models than with pedigree-
based models, particularly for BW7 (Figure 5.2, Table 5.3). However, estimates of the 
additive genetic covariance were smaller with genotype-based models than with 
pedigree-based models, except for BW7 and GEN_BOA versus PED_BOA. For PB 
performance, estimates of the additive genetic variance were smaller with 
genotype-based models than with pedigree-based models. For CB performance, 
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estimates of the additive genetic variance were similar with genotype-based models 
and pedigree-based models, except for BW7 and GEN_BOA versus PED_BOA, for 
which the additive genetic variance was larger with GEN_BOA (Figure 5.3). Because 
of these differences in estimates of additive genetic variance, the product of 
estimates of additive genetic standard deviations in the denominator of 𝑟𝑟𝑝𝑝𝑝𝑝  was 
smaller with genotype-based models than with pedigree-based models. Estimates of 
the maternal variance of PB performance were larger with genotype-based models 
than with pedigree-based models, while for CB performance, estimates of maternal 
variance were similar for both types of models (Figure 5.3). 
 
Figure 5.2 Estimates of 𝒓𝒓𝒑𝒑𝒑𝒑 (left) and additive genetic covariance (right) from four models. 
Traits are body weight measured around 7 (BW7) and 35 days (BW35). Error bars represent 
standard errors reported by the MTG2 software. 
 
Table 5.3 Estimates of the purebred-crossbred genetic correlation (𝑟𝑟𝑝𝑝𝑝𝑝) and their standard 
errors for body weight measured around 7 (BW7) and 35 days (BW35), from four models. 
 BW7  BW35  
Model Estimate Standard error Estimate Standard error 
PED 0.69 0.11 0.91 0.05 
PED_BOA 0.64 0.12 0.90 0.05 
GEN 0.80 0.08 0.96 0.03 
GEN_BOA 0.79 0.08 0.95 0.04 
The standard errors are those reported by MTG2. The smallest standard errors per trait are in 
bold. Models used a relationship matrix based on pedigree (PED), based on pedigree ignoring 
dams of CB animals (PED_BOA), based on marker genotypes (GEN), or based on marker alleles 
with sire origin (GEN_BOA). 
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5.3.2 Ignoring versus considering breed-of-origin 
Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  from models that ignored or considered breed-of-origin were 
similar (Figure 5.2, Table 5.3). With pedigree-based models, estimates of the additive 
genetic covariance were smaller when breed-of-origin was considered, whereas with 
genotype-based models, estimates were similar. For PB performance, there were 
almost no differences in estimates of additive genetic variance and maternal 
variance (Figure 3.3) between models that considered or ignored breed-of-origin. 
However, for CB performance, models that considered breed-of-origin had a larger 
estimate of maternal variance than models that did not. With pedigree-based 
models, the estimate of additive genetic variance of CB performance was smaller 
when breed-of-origin was considered than when it was not. However, with 
genotype-based models the estimate of additive genetic variance of CB performance 
was similar between models that considered or ignored breed-of-origin. 
Table 5.4 Likelihoods from four models for body weight measured around 7 (BW7) and 35 
days (BW35) 
 BW7  BW35  
Model Likelihood relative to PED Likelihood relative to PED 
PED -50303.6064 
 
-83374.8368 
 
PED_BOA -50324.9275 -21.321 -83397.1397 -22.303 
GEN -50143.4092 160.197 -83116.5065 258.330 
GEN_BOA -50254.9253 48.681 -83275.2876 99.549 
The likelihoods are those reported by MTG2. The largest likelihoods per trait are in bold. 
Models used a relationship matrix based on pedigree (PED), based on pedigree ignoring dams 
of CB animals (PED_BOA), based on marker genotypes (GEN), or based on marker alleles with 
sire origin (GEN_BOA). 
5.3.3 Likelihoods and standard errors 
For both traits, model GEN had the largest likelihood, followed by GEN_BOA, 
PED, and PED_BOA (Table 5.4). Likelihoods were larger for genotype-based methods 
than for pedigree-based methods, while considering breed-of-origin unexpectedly 
reduced likelihoods compared to ignoring breed-of-origin. In addition to the best fit, 
model GEN also gave the smallest standard error of estimates of 𝑟𝑟𝑝𝑝𝑝𝑝, followed by 
GEN_BOA, PED, and PED_BOA (Figure 5.2; Table 5.3). In general, the standard errors 
of estimates or 𝑟𝑟𝑝𝑝𝑝𝑝  were smaller with genotype-based methods than with pedigree-
based methods. The standard errors of estimates of variance components of CB 
performance were slightly larger with models that considered breed-of-origin 
compared to models that did not, while there were no differences in standard errors 
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for estimates of variance components of PB performance (Figure 5.3 and see Table 
A 5.1, Appendix). 
5.4 Discussion 
This study aimed at comparing models that estimate PB and CB genetic 
parameters of body weight in broiler chicken. We were particularly interested in the 
estimation of 𝑟𝑟𝑝𝑝𝑝𝑝, because the value of 𝑟𝑟𝑝𝑝𝑝𝑝  allows breeders to determine whether the 
use of CB information in the breeding program will increase genetic gain of CB 
performance, compared to a situation where only PB information is used. Our results 
showed that, for our population, 𝑟𝑟𝑝𝑝𝑝𝑝  estimates were 5 to 25% larger with genotype-
based models than with pedigree-based models. Moreover, 𝑟𝑟𝑝𝑝𝑝𝑝  estimates were 
similar (max. 7% difference) with models that consider breed-of-origin and for 
models that ignore breed-of-origin. Genotype-based models had larger likelihoods 
and estimates with smaller standard errors than pedigree-based models, which was 
in line with expectations. This suggests that, although our results are not conclusive, 
𝑟𝑟𝑝𝑝𝑝𝑝  was underestimated with pedigree-based models in this study. 
Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  were between 0.64 and 0.80 for BW7 and between 0.90 and 
0.96 for BW35. To our knowledge, this is the first time that 𝑟𝑟𝑝𝑝𝑝𝑝  are estimated for body 
weight in broilers. It should be noted that, in this study, PB and CB animals were 
housed in the same environment. As such, our estimates provide an upper bound for 
values of 𝑟𝑟𝑝𝑝𝑝𝑝  in situations where PB animals are housed in a breeding nucleus 
environment and CB animals in a commercial herd environment. Nevertheless, our 
estimates are similar to estimates from the literature on egg production traits in 
laying hens, for which estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  ranged from 0.62 to 0.83 (Wei and van der 
Werf 1995). In pigs, the average estimate of 𝑟𝑟𝑝𝑝𝑝𝑝  for growth-related traits was lower 
(~0.6) (Wientjes and Calus 2017). 
With an 𝑟𝑟𝑝𝑝𝑝𝑝  larger than ~0.7, the accuracy of predicting breeding values for CB 
performance is not expected to substantially improve when CB data instead of PB 
data is used (Van Grevenhof and Van Der Werf 2015). An empirical study on pigs also 
showed that, with an 𝑟𝑟𝑝𝑝𝑝𝑝  of about 0.90, replacing PB data with CB data did not 
improve prediction accuracy (Hidalgo et al. 2016). However, these results cannot be 
extrapolated directly to the current study, because differences in accuracy also 
depend on the number of phenotypic records available from the PB and CB 
populations and on the strength of relationships between the reference population 
and selection candidates (Van Grevenhof and Van Der Werf 2015; Hidalgo et al. 
2016; Xiang et al. 2016). In addition, information on PB performance may be more 
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valuable than information on CB information, because the former may have been 
measured on the selection candidates themselves, whereas the latter can only be 
measured on relatives. Nevertheless, we expect that the use of CB instead of PB data 
will not substantially increase the accuracy of predicted breeding values for CB body 
weight in the current dataset, due to the high 𝑟𝑟𝑝𝑝𝑝𝑝. A detailed investigation of the 
benefit of using CB instead of PB data for the accuracy of predicted breeding values 
will be investigated in a follow-up study. 
Heritability estimates ranged from 0.09 to 0.20 for BW7 and from 0.21 to 0.30 
for BW35. To our knowledge, heritability estimates for body weight at seven days of 
age (BW7) have not been reported before. Our heritability estimates for BW35 were 
similar to those reported by Koerhuis and Thompson (1997), Mulder et al. (2009) and 
Maniatis et al. (2013). In contrast, our heritability estimates for BW35 were lower 
than those reported by Kapell et al. (2012) and Rekaya et al. (2013). Estimates of the 
ratio of maternal to phenotypic variance (𝑚𝑚2) ranged from 0.13 to 0.22 for BW7 and 
from 0.02 to 0.10 for BW35. These results match with the general belief that 
maternal effects decrease with age. Estimates of 𝑚𝑚2 for BW35 from the literature 
ranged from 0.02 to 0.05 (Koerhuis and Thompson 1997; Kapell et al. 2012; Maniatis 
et al. 2013; Rekaya et al. 2013) and were somewhat smaller than our estimates, 
which may be due to the use of models that consider breed-of-origin in our study, 
where part of the genetic variance that is not captured moves to the non-genetic 
maternal variance. 
5.4.1 Pedigree versus genomic relationship information 
Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  were larger with genotype-based than with pedigree-based 
models, but the estimate of additive genetic covariance was often smaller with 
genotype-based models than with pedigree-based models, so the difference in 𝑟𝑟𝑝𝑝𝑝𝑝  
estimates was the result differences in both additive genetic variances and 
covariance. The estimate of the additive genetic variance of PB performance was 
slightly larger with pedigree-based than with genotype-based models, while the 
estimate of the maternal variance of PB performance was smaller with pedigree-
based models. First, the difference in variance estimates for PB performance may be 
due in part to bias in the genomic relationships that are estimated with markers 
(Yang et al. 2010). To account for sources of bias when 𝐆𝐆 is used, Goddard et al. 
(Goddard et al. 2011) proposed to regress 𝐆𝐆 towards 𝐀𝐀. However, for our data, this 
procedure neither changed the relationships in 𝐆𝐆 substantially, nor changed the 
estimates of variance components (results not shown). Furthermore, in contrast to 
PB performance, the additive genetic variance of CB performance was similar with 
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pedigree-based and genotype-based models. Thus, we chose not to regress 𝐆𝐆 
towards 𝐀𝐀. Second, the estimate of maternal variance may be more accurate with 
genotype-based than with pedigree-based models because genotype-based models 
may be more efficient at disentangling non-genetic maternal effects from the 
maternal component of an individual’s additive genetic effect (Lee et al. 2010; 
Berenos et al. 2014). However, in contrast to PB performance, estimates of the 
additive genetic and maternal variances for CB performance were similar with 
pedigree-based and genotype-based models. Thus, it remains unclear why the 
differences in estimates of variances for PB performance between genotype-based 
and pedigree-based models were not observed for CB performance. 
5.4.2 The effect of considering breed-of-origin of alleles 
For PB performance, estimates of variance components from models that 
ignored or considered breed-of-origin of alleles were similar, which is not surprising, 
because relationships between PB animals are the same regardless of whether 
breed-of-origin is considered or not. However, for CB performance, the estimate of 
the maternal variance was much larger with models that considered breed-of-origin. 
In these models, only alleles inherited from the sires were used to describe the 
variation in relationships between CB offspring. Thus, the genetic part of these 
models only captured the additive genetic variance of CB performance that is caused 
by the PB sire line. As a result, the non-genetic maternal effect absorbed most of the 
genetic variance caused by the BC dams. In contrast, with models that ignore breed-
of-origin, alleles inherited from dams describe additional genetic covariation 
between CB offspring. Thus, the genetic components of these models also capture 
some of the additive genetic variance caused by the BC dams and, as a result, the 
variance explained by the maternal effect was smaller with models that ignored 
breed-of-origin than with models that considered breed-of-origin. 
In spite of the differences in estimates of maternal variance between GEN and 
GEN_BOA, the estimate of additive genetic variance in CB performance (𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 ) was 
similar between GEN and GEN_BOA. Thus, we hypothesized that either (1) the 
contribution of alleles that originated from the sire line to 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  is equal to the 
contribution of alleles that originated from the BC dams, or (2) the relationships 
between the sires and BC dams contributed little to the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  (because 
the sires and BC dams were distantly related) and the paternal relationships 
dominated the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 . 
To test the first hypothesis, we analysed CB performance with a univariate 
model that fitted random sire and random dam effects separately, each with their 
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own BOA matrix. This model yielded two estimates of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 , one for the sire line and 
one for the BC dams, which showed that the contribution of the BC dams to the 
estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  was larger than the contribution of the sire line (see Table A 5.2, 
Appendix). The first hypothesis was therefore rejected. To test the second 
hypothesis, we compared estimates of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  from the aforementioned univariate 
BOA approach with estimates from a univariate GEN approach using only CB 
performance (GEN_CB). With GEN_CB, the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  also depends on genetic 
covariances between sires and dams because GEN_CB merges alleles from both lines 
into a single 𝐆𝐆 matrix. However, we observed that the average of the 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  estimates 
of the sire line and BC dams from the BOA approach was close to the estimate of 
𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  with GEN_CB (8389 vs 8410; [see Table A 5.2, Appendix]) , which suggests that 
relationships between sires and dams contributed little to the likelihood or to the 
estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  with GEN_CB. Indeed, there was almost no variance in genomic 
relationships between sires and dams and, as a result, relationships between sires 
and between dams dominated the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  with GEN_CB. Similar to 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 , 
the estimate of the additive genetic covariance between PB and CB performance was 
the same with GEN and GEN_BOA. Hence, the estimate of additive genetic 
covariance with GEN is probably dominated by variation in relationships between 
sires and between dams. Of these, we believe that paternal relationships dominated 
the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  because the model included a non-genetic maternal effect, 
which is strongly confounded with the maternal part of the genetic covariance 
between full sibs. Hence, covariances in the BC dams that are informative for 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  
originated mainly from more distant relationships, which have a smaller impact on 
the likelihood than, e.g., paternal half-sib relationships. In addition, the standard 
error of the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2  was larger when using dam alleles than when using sire 
alleles (see Table A 5.2, Appendix), which suggests that paternal relationships 
dominated the estimate of 𝜎𝜎𝑎𝑎,𝐶𝐶𝐵𝐵2 . 
5.4.3 Model usefulness 
This study focused on the estimation of variance components and 𝑟𝑟𝑝𝑝𝑝𝑝  using 
different models based on estimated standard errors and model fit. However, it 
should be noted that the model with the best fit does not necessarily yield the most 
accurate predicted breeding values (Erbe et al. 2012), which shall be investigated in 
a follow-up study. Nevertheless, results showed that genotype-based models had a 
better model-fit and smaller estimated standard errors than pedigree-based models. 
Thus, genotype-based models may be preferred over pedigree-based models to 
estimate 𝑟𝑟𝑝𝑝𝑝𝑝, even when the PB and CB animals are closely related. The benefit of 
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genotype-based models may be slightly larger when the PB and CB animals are less 
related or when pedigree information is difficult to obtain. However, reported 
standard errors of estimates should be used with care. For example, the assumption 
in model GEN that all alleles in the CB animals originate from the same line is 
incorrect, which can lead to unreliable estimates of standard errors. 
Models that consider breed-of-origin of alleles had smaller likelihoods than 
models that ignore it, which is somewhat unexpected for GEN versus GEN_BOA. With 
GEN, relationships between PB and CB animals are based on alleles from both the 
sires and dams and alleles of the dams in the PB and CB animals are assumed to have 
the same origin. Thus, the PB-CB relationships in 𝐆𝐆 may be less accurate than the PB-
CB relationships in 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵, which may decrease the likelihood of GEN. Nevertheless, 
estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  with GEN and GEN_BOA were similar, which suggests that violation 
of model assumptions with GEN had only minor effects on the estimate of 𝑟𝑟𝑝𝑝𝑝𝑝. In 
addition, GEN may have an advantage over GEN_BOA, because the assignment of 
the BOA is probably not without error, which may affect estimates of variance 
components. 
The GEN_BOA model that we used in this study does not explicitly fit a genetic 
component for the maternal alleles in the CB animals and, hence, does not allow for 
a covariance of allele effects from the dams with those from the sire line. In addition, 
we did not use phenotypes from the BC dams, such that we were not able to 
estimate 𝑟𝑟𝑝𝑝𝑝𝑝  between the A(BC) crossbreds and the BC dams. A more complete 
model would use phenotypes and phased genotypes from the A(BC) crossbreds and 
its three parental lines (A, B and C), model these phenotypes as four separate traits, 
and allow covariances between these traits (Christensen et al. 2015). Although such 
a model is more sophisticated and complete, we do not expect that it would result 
in different estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  between the CB and its sire line, because the parental 
lines were genetically distant. 
In spite of differences in standard errors and likelihoods between models, we 
were not able to establish which estimates were closest to the true values (i.e., the 
genetic correlation at the causal loci) because this value is unknown. Gianola et al. 
(2015) showed that estimates of genetic correlations using marker information may 
not necessarily reflect the true genetic correlation at causal loci because of imperfect 
linkage disequilibrium between markers and QTL. However, simulation studies have 
suggested that genotype-based models result in unbiased estimates of genetic 
correlations when relationships at causal loci are accurately predicted by the 
markers (Wientjes et al. 2018). Further research is needed to establish whether 
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these results also apply to estimation of 𝑟𝑟𝑝𝑝𝑝𝑝  and which of the models presented in 
this study yields the most accurate estimate of 𝑟𝑟𝑝𝑝𝑝𝑝. 
5.5 Conclusions 
This work presents the first comparison of estimated 𝑟𝑟𝑝𝑝𝑝𝑝  and variance 
components of body weight in broilers, using pedigree-based and genotype-based 
models, where the breed-of-origin of alleles was either ignored or considered. 
Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  ranged from 0.64 to 0.80 for BW7 and from 0.90 to 0.96 for BW35. 
Genotype-based models resulted in larger estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  than pedigree-based 
models and are preferred for estimating 𝑟𝑟𝑝𝑝𝑝𝑝  because they resulted in smaller 
standard errors of estimates and had better model fit than pedigree-based models. 
Considering breed-of-origin of alleles did not affect estimates of 𝑟𝑟𝑝𝑝𝑝𝑝, probably 
because the parental breeds of the CB animals were distantly related but could result 
in different estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  when the parental breeds are more closely related, or 
when the amount of data is limited. 
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5.7 Appendix 
Table A 5.1 Estimates (est) of variance components and purebred-crossbred genetic 
correlations of body weight around 7 (BW7) and 35 days (BW35) for four models.  
  BW7    BW35    
 model PB  CB  PB  CB  
  est se est se est se est se 
𝜎𝜎𝑚𝑚
2  PED 49 7 45 4 690 563 1270 326 
 PED_BOA 50 7 65 4 808 562 3371 287 
 GEN 56 6 47 4 2188 436 1573 248 
 GEN_BOA 57 6 65 4 2193 439 3358 283 
          
𝜎𝜎𝑎𝑎
2 PED 53 13 58 9 11115 1799 7737 1030 
 PED_BOA 47 12 38 7 10517 1767 6924 1082 
 GEN 32 6 53 4 8104 811 7529 538 
 GEN_BOA 31 6 54 6 7815 818 7197 734 
          
𝜎𝜎𝑒𝑒
2 PED 262 9 186 6 25122 1162 24438 671 
 PED_BOA 265 9 206 4 25423 1150 26577 505 
 GEN 275 7 189 3 27064 701 24367 415 
 GEN_BOA 276 7 202 3 27152 706 26539 423 
          
𝜎𝜎𝑝𝑝
2 PED 364 NA 290 NA 36928 NA 33445 NA 
 PED_BOA 362 NA 291 NA 36748 NA 33410 NA 
 GEN 364 NA 289 NA 37356 NA 33469 NA 
 GEN_BOA 363 NA 294 NA 37160 NA 33495 NA 
          
𝑚𝑚2 PED 0.13 0.018 0.16 0.014 0.02 0.015 0.04 0.010 
 PED_BOA 0.14 0.018 0.22 0.012 0.02 0.015 0.10 0.008 
 GEN 0.15 0.016 0.16 0.011 0.06 0.011 0.05 0.007 
 GEN_BOA 0.16 0.016 0.22 0.012 0.06 0.012 0.10 0.008 
          
ℎ2 PED 0.15 0.034 0.20 0.030 0.30 0.045 0.23 0.029 
 PED_BOA 0.13 0.032 0.13 0.021 0.29 0.045 0.21 0.028 
 GEN 0.09 0.015 0.18 0.014 0.22 0.019 0.23 0.014 
 GEN_BOA 0.09 0.015 0.18 0.018 0.21 0.020 0.21 0.018 
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  BW7    BW35    
  est se   est se   
𝜎𝜎𝑃𝑃𝐵𝐵,𝐶𝐶𝐵𝐵 PED 38 9   8467 1183   
 PED_BOA 27 7   7714 1195   
 GEN 33 4   7466 548   
 GEN_BOA 32 5   7143 630   
          
𝑟𝑟𝑝𝑝𝑝𝑝 PED 0.69 0.107   0.91 0.047   
 PED_BOA 0.64 0.119   0.90 0.051   
 GEN 0.80 0.077   0.96 0.034   
 GEN_BOA 0.79 0.082   0.95 0.038   
 
Table A 5.2 Estimates of variance components for CB performance of BW35 from models that 
either fit a single G matrix (GEN_CB), or that separately fit a genetic sire component and a 
genetic dam component with two BOA matrices. 
  2 BOA   GEN_CB  
  estimate se  estimate se 
𝜎𝜎𝑎𝑎
2 sire 6931 787  8410 635 
 dam 9847 974    
𝜎𝜎𝑚𝑚
2   1443 257  1596 252 
𝜎𝜎𝑒𝑒
2  23770 438  24414 422 
  
     
Likelihood  -57922.9749   -57925.4123  
average 𝜎𝜎𝑎𝑎2 sire and dam:                  8389     
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Abstract 
Background 
Pig and poultry breeding programs aim at improving crossbred (CB) 
performance. Selection response may be suboptimal if only purebred (PB) 
performance is used to compute genomic estimated breeding values (GEBV) because 
the genetic correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝) is often lower than 1. 
Thus, it may be beneficial to use information on both PB and CB performance. In 
addition, the accuracy of GEBV of PB animals for CB performance may improve when 
the breed-of-origin of alleles (BOA) is considered in the genomic relationship matrix 
(GRM). Thus, our aim was to compare scenarios where GEBV are computed and 
validated by using (i) either CB offspring averages or individual CB records for 
validation, (ii) either a PB or CB reference population, and (iii) a GRM that either 
accounts for or ignores BOA in the CB individuals. For this purpose, we used data on 
body weight measured at around 7 (BW7) or 35 (BW35) days in PB and CB broiler 
chickens and evaluated the accuracy of GEBV based on the correlation GEBV with 
phenotypes in the validation population (validation correlation). 
Results 
With validation on CB offspring averages, the validation correlation of GEBV of 
PB animals for CB performance was lower with a CB reference population than with 
a PB reference population for BW35 (𝑟𝑟𝑝𝑝𝑝𝑝  = 0.96), and about equal for BW7 (𝑟𝑟𝑝𝑝𝑝𝑝  = 0.80) 
when BOA was ignored. However, with validation on individual CB records, the 
validation correlation was higher with a CB reference population for both traits. The 
use of a GRM that took BOA into account increased the validation correlation for 
BW7 but reduced it for BW35. 
Conclusions 
We argue that the benefit of using a CB reference population for genomic 
prediction of PB animals for CB performance should be assessed either by validation 
on CB offspring averages, or by validation on individual CB records while using a GRM 
that accounts for BOA in the CB individuals. With this recommendation in mind, our 
results show that the accuracy of GEBV of PB animals for CB performance was equal 
to or higher with a CB reference population than with a PB reference population for 
a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but lower for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. In addition, taking 
BOA into account was beneficial for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8 but not for a trait with 
an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. 
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6.1 Background 
In pig and poultry breeding programs, purebred (PB) animals from different 
lines or breeds are mated to produce crossbred (CB) production animals. Although 
the aim of such breeding programs is to improve CB performance, typically, breeding 
values of PB selection candidates are estimated using only information on PB 
performance. As a result, response to selection in CB performance may be 
suboptimal because the genetic correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝) is 
often lower than 1 (Wei and van der Werf 1995; Lukaszewicz et al. 2015; Wientjes 
and Calus 2017). A low 𝑟𝑟𝑝𝑝𝑝𝑝  may be due to genotype-by-environment interactions 
(Lutaaya et al. 2001; Dekkers 2007), genotype-by-genotype interactions (i.e., 
dominance and epistasis) in combination with differences in allele frequencies 
between the purebred parental lines (Wei et al. 1991), and/or differences in the 
definition of PB and CB performance traits (Lo et al. 1997; Zumbach et al. 2007). 
When the 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than 1, it may be beneficial to use information on both 
PB and CB performance to estimate breeding values of PB selection candidates. For 
this strategy, breeders need to be able to connect observations on CB performance 
to the PB selection candidates. This connection can be established with a pedigree-
based relationship matrix. However, in a CB breeding scheme, breeders do not 
always routinely record pedigree information. In such cases, the pedigree-based 
relationship matrix can be replaced by a genomic relationship matrix (GRM) that is 
based on observed marker genotypes (VanRaden 2008). This GRM enables breeders 
to use a reference population that consists of animals with phenotypes and 
genotypes to estimate genomic estimated breeding values (GEBV) of selection 
candidates that only have records on genotypes (Meuwissen et al. 2001). When 
pedigree information is available, replacing the pedigree-based relationship matrix 
by a GRM may increase the accuracy of estimated breeding values (Hayes et al. 
2009c). As such, this method, called genomic prediction, allows breeders to use a CB 
reference population to compute GEBV for CB performance of PB selection 
candidates (Dekkers 2007). 
Simulation studies have suggested that a CB reference population may yield 
more accurate GEBV for CB performance than a PB reference population when the 
𝑟𝑟𝑝𝑝𝑝𝑝  is lower than 0.8 (Dekkers 2007; Esfandyari et al. 2015a; Van Grevenhof and Van 
Der Werf 2015). This result was shown for situations for which the CB reference 
population had at least the same size as the alternative PB reference population and 
the selection candidates had similar relationships to the CB and the PB reference 
populations. In agreement with these simulation studies, Hidalgo et al. (2016), using 
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real data in pigs, found that for a trait with a high 𝑟𝑟𝑝𝑝𝑝𝑝  (~0.90), the accuracy of GEBV 
of PB animals for CB performance was lower with a reference population of CB 
compared to PB pigs. These results were not only due to a high 𝑟𝑟𝑝𝑝𝑝𝑝, but also to the 
smaller number of CB pigs compared to PB pigs in the reference population, and 
weaker relationships of the PB selection candidates with the CB reference population 
than with the PB reference population (Hidalgo et al. 2016). In summary, the 
expected benefit of using a CB reference population instead of a PB reference 
population increases with (1) lower 𝑟𝑟𝑝𝑝𝑝𝑝, (2) stronger relationships of the CB reference 
population with PB selection candidates, and (3) larger sizes of the CB reference 
population. 
When a CB reference population is used to estimate GEBV of PB selection 
candidates, relationships in the GRM (i.e. 𝐆𝐆) are often constructed while ignoring the 
breed-of-origin of alleles (BOA) of the CB animals. Thus, one assumes that the 
apparent effects of markers are the same for alleles that originate from the sire 
breed and the dam breed. Thus, apparent effects of markers are assumed to be equal 
across breeds, which may not be valid because of differences in linkage 
disequilibrium (LD), and/or in allele frequencies between the parental breeds (de 
Roos et al. 2008; Veroneze et al. 2014; Fu et al. 2015; Wientjes et al. 2015; Pengelly 
et al. 2016). In addition, actual effects at causal loci may differ between breeds due 
to genotype-by-environment interactions (Lutaaya et al. 2001; Dekkers 2007) and/or 
the presence of non-additive effects in combination with differences in allele 
frequencies (Fisher 1918; Falconer 1952). Thus, considering BOA when constructing 
the GRM may lead to more accurate GEBV. 
Recently, a method has been developed that allows the BOA in CB animals to 
be determined based on phased genotypes, while taking advantage of the known 
crossbreeding structure (Vandenplas et al. 2016). This allows the construction of a 
partial genomic relationship matrix (𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵) (Ibañez-Escriche et al. 2009; Christensen 
et al. 2014), in which relationships that involve CB animals are based only on alleles 
that originate from the line of selection candidates for which GEBV are estimated. 
Simulation studies suggested that genomic prediction models that take BOA into 
account may outperform models that ignore it (Ibañez-Escriche et al. 2009; 
Esfandyari et al. 2015a). However, this benefit of considering BOA was only observed 
when the CB reference population was large (4000), the number of markers was 
small (500), and the parental lines of CB animals were distantly related. Moreover, 
empirical studies on pigs suggested that taking BOA into account may increase the 
accuracy of GEBV only when 𝑟𝑟𝑝𝑝𝑝𝑝  and heritability are low (Lopes et al. 2017; Sevillano 
et al. 2017). 
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In summary, the use of CB information instead of PB information and taking 
BOA into account may be beneficial for genomic evaluation of PB animals for CB 
performance. Such benefits are expected when 𝑟𝑟𝑝𝑝𝑝𝑝  is low but, to date, this 
hypothesis has not been tested in broiler breeding programs. Furthermore, it is not 
yet clear how such benefits should be evaluated, i.e. how GEBV from such models 
should be validated. Thus, the aim of our study was to compare scenarios in which 
GEBV of PB animals for CB performance are computed and validated by using (i) 
either CB offspring averages or individual CB records for validation, (ii) either a PB or 
CB reference population, and (iii) a GRM that either accounts for or ignores BOA in 
the CB individuals. Scenarios were compared based on the correlation of GEBV with 
validation records (hereafter called the validation correlation) and based on the 
regression coefficient of validation records on GEBV (i.e. bias). For this purpose, we 
used data on body weight measured at around 7 (BW7) or 35 days (BW35) of age in 
PB and CB broilers. 
6.2 Methods 
Previously, in Duenk et al. (2019b), we estimated genetic parameters for BW7 
and BW35 with data from PB and CB animals that were housed in the same 
environment and that originated from a common group of sires. The estimated 
heritability of BW7 was 0.09 for PB performance and 0.18 for CB performance, and 
that of BW35 was 0.22 for PB performance and 0.23 for CB performance. The 
estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  for BW7 and BW35 were 0.80 and 0.96, respectively. Furthermore, 
for the CB animals in this dataset, BOA were derived by Calus et al. (2018), which 
allowed us to consider BOA for genomic prediction. In the current study, we will use 
the same data as from the previous study to estimate GEBV of PB animals for CB 
performance, with a reference population of either PB or CB animals, and validate 
those GEBV with either CB offspring averages or individual CB records. 
We used phenotype data on body weight from male and female offspring from 
a PB sire line (A), and from a three-way crossbred population (A(BC)). The three-way 
crossbred offspring resulted from mating sires of line A with F1 dams that were a 
cross between dam lines B and C (BC). All PB and CB offspring came from the same 
generation and were generated using the same PB line A sires in order to create 
sufficient links between the PB and CB offspring to enable accurate estimation of 𝑟𝑟𝑝𝑝𝑝𝑝. 
The dam lines used (B and C) have been selected on egg production traits, whereas 
the sire line A has been selected on male fertility traits, along with growth, yield, and 
feed efficiency. The three parent lines (A, B, C) were genetically distant, as shown by 
the principal component analysis in Duenk et al. (2019b). 
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Our aim was to investigate the effect of the validation records used (CB 
offspring averages or CB individual records) on the validation correlation and bias 
based on linear regression of validation records on GEBV. Our first strategy was to 
validate PB sire GEBV for CB performance with CB offspring averages (scenarios –A, 
Table 6.1). However, because the number of sires was small (161), we expected a 
relatively large standard error of the resulting validation correlation. Thus, our 
second strategy was to validate GEBV for CB performance with individual CB records 
(scenarios –I, Table 6.1), following Xiang et al. (2016). For both these validation 
methods, we compared the validation correlation and bias for GEBV obtained using 
either a PB reference population (scenarios PB-A and PB-I, Table 6.1) or a CB 
reference population (scenarios CB-A and CB-I, Table 6.1). With a CB reference 
population, we also investigated the benefit of considering the BOA (CB-A-BOA and 
CB-I-BOA, Table 6.1). Note that, in this study, we did not use own performance 
records of the purebred selection candidates, because we wanted to compare the 
predictive value of a CB reference population with that of PB reference population, 
both consisting of animals that are not closely related to the selection candidates. 
Table 6.1 Overview of scenarios with information on the types of reference population, 
validation records, and genomic relationship matrix (GRM) that were used 
Scenarioa Reference population Prediction Validation GRM 
PB-A PB offspring sire GEBV Offspring averages 𝐆𝐆 
CB-A CB offspring sire GEBV Offspring averages 𝐆𝐆 
CB-A-BOA CB offspring sire GEBV Offspring averages 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 
     
PB-I PB offspring CB GEBV Individual records 𝐆𝐆 
CB-I CB offspring CB GEBV Individual records 𝐆𝐆 
CB-I-BOA CB offspring CB GEBV Individual records 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 
aIn the abbreviation of the scenarios, the first element indicates the reference population (PB 
or CB), the second element the validation record (CB offspring averages indicated by A or 
individual offspring records indicated by I), and a third element “BOA” is added for scenarios 
that consider BOA. 
6.2.1 Phenotype data 
For recording phenotype data, a single generation of offspring were weighed 
at around 7 (BW7) and 35 (BW35) days of age in five consecutive batches of similar 
size, with both PB and CB offspring in every batch. The five batches followed each 
other directly, and together spanned less than five months. Birds from the first batch 
hatched in June 2014, and those from the last batch hatched in November 2014. 
Animals that belonged to the offspring generation in one of the batches were not 
parents of birds in any of the other batches. Within each batch, the PB and CB 
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offspring were housed in three to five pens. For 16 out of 20 pen-batch 
combinations, at least 90% of the animals in the pen were from the same genetic 
group (i.e. PB or CB animals), while for the remaining pens, between 53 and 77% of 
the animals in the pen were from the same genetic group. Each pen had a near equal 
number of males and females. Each sire had most of its offspring housed in the same 
pen, and each pen had offspring of multiple sires. Outlier analysis was done 
separately per day of recording, and separately for PB and CB animals. Observations 
that deviated more than 3.5 standard deviations from the mean were removed. After 
outliers were removed, 4687 PB and 10,585 CB records remained for BW7, and 4471 
PB and 10,272 CB records remained for BW35 (Table 6.2). The number of animals 
with observations was smaller for BW35 than for BW7, because some animals did 
not survive until 35 days. 
Table 6.2 Summary statistics for body weight measured around 7 (BW7) and around 35 days 
of age (BW35) 
  
Number Number of 
sires 
Number of 
dams 
Mean (g) sd (g) 
BW7 Purebreds 4687 142 628 176 25 
Crossbreds 10,585 156 1028 179 23 
Total 15,272 161a 1656 
  
       
BW35 Purebreds 4471 140 623 2066 303 
Crossbreds 10,272 156 1027 2090 302 
Total 14,743 161a 1650 
  
aTotal number of sires for all purebred and crossbred animals. 
6.2.2 Genotype data 
Genotypes were collected from all PB and CB offspring with phenotypes, as 
well as from their potential parents and from most of their potential grandparents. 
Marker positions were determined based on the Gallus gallus 4.0 (galGal4) reference 
assembly. Genotype markers were removed if they were located on sex 
chromosomes or on the mitochondrial genome, had unknown locations, or a call rate 
lower than 90%. Animals were removed from the genotype data if they had a call 
rate lower than 90%. The remaining genotypes were used to reconstruct the 
pedigree, so that pedigree information was available up to the generation of the 
grandparents. Genotypes of the grandparents were only used to assign BOA for the 
animals with phenotypes. In total, there were 161 unique PB sires from line A, of 
which 135 sires had both PB and CB offspring, five sires had only PB offspring, and 
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21 sires had only CB offspring (Table 6.2). The PB offspring had 628 unique dams, 
whereas the CB offspring had 1028 unique dams. 
We used the reconstructed pedigree to check the genotypes of each marker 
for Mendelian inheritance inconsistencies between all parent-offspring pairs. 
Markers with more than 1% inconsistent genotypes between parent-offspring pairs 
were removed, and for the remaining identified inconsistencies, the genotypes of 
parent and offspring were set to missing. No animal had more than 1% of 
inconsistencies across markers. All missing genotypes were imputed with FImpute 
(Sargolzaei et al. 2014). After assigning BOA, we removed markers if they had a minor 
allele frequency lower than 0.005 in either the genotype file or the BOA file. After 
these edits, 50,960 markers remained for analysis. 
6.2.3 Assigning breed-of-origin of alleles 
For all markers, the BOA in the CB offspring were derived with the BOA 
approach (Sevillano et al. 2016; Vandenplas et al. 2016). In short, the BOA approach 
consists of (1) simultaneously phasing genotypes of PB and CB animals with 
AlphaPhase 1.1 using pedigree information (Hickey et al. 2011), (2) collecting a 
library of haplotypes for each line using these phased haplotypes, and (3) assigning 
the BOA in the CB animals. Steps 2 and 3 were performed using in-house software. 
This approach resulted in 49.5% of the alleles being assigned to sire line A, which is 
close to the expected 50%. The full procedure and results of assigning BOA in these 
data are described in Calus et al. (2018). 
6.2.4 Data selection 
The available number of CB animals with phenotypes and genotypes was more 
than twice as large as the number of PB animals (Table 6.2). However, our aim was 
to compare the use of a PB reference population to that of a CB reference population 
of similar size. Thus, we randomly selected a set of ~4500 CB animals to be used in 
the analyses, while aiming for a comparable family structure in the PB data and the 
selected set of CB animals. To this end, we counted the number of PB full-sib families 
of size 𝑠𝑠 (ranging from 1 to 11) and we randomly selected the same number of CB 
full-sib families of size 𝑠𝑠. If the available number of CB families of size 𝑠𝑠 was smaller 
than the number of PB families of size 𝑠𝑠, all CB families of this size were selected 
(Table 6.3). As a result, the number of CB offspring in the selected set was 4655 for 
BW7 and 4445 for BW35. These numbers were only slightly smaller than the 
corresponding numbers of PB offspring (4687 for BW7 and 4471 for BW35). 
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An initial analysis revealed that the validation correlation from using a CB 
reference population differed substantially between randomly selected sets of CB 
animals. To reduce the impact of this variability on the outcome of the study, we 
independently sampled 100 different sets of CB animals using the procedure 
described above. The average fraction of CB animals that two sets had in common 
for each family size is in Table 6.3; the overall average fraction was 0.47. 
Table 6.3 Number of full-sib families in the PB and CB offspring by family size 
Family size Number of PB families Number of CB families Average fraction overlapa 
Total Selected  
1 1699 4406 1699 0.39 
2 653 1610 653 0.40 
3 276 607 276 0.46 
4 117 177 117 0.66 
5 46 60 46 0.77 
6 13 14 13 0.93 
7 6 3 3 1.00 
8 2 2 2 1.00 
9 1 1 1 1.00 
10 0 0 0 - 
11 1 0 0 - 
aThe average fraction of CB animals that two randomly selected sets of CB animals (replicates) 
had in common, computed per family size. 
6.2.5 Genomic prediction and cross-validation populations 
We ran all scenarios for each of the 100 sets of ~4500 CB animals separately, 
resulting in 100 replicates for each scenario. For every replicate, we used the 
selected set of CB animals or all PB animals with phenotypes to create the reference 
and validation population following the cross-validation strategy explained in the 
next paragraph. For scenarios denoted by CB-A and CB-A-BOA, the selected CB set 
was used to create reference populations, and CB offspring averages of sires were 
used for validation; for scenarios CB-I and CB-I-BOA, the selected CB set was used to 
create both the reference and validation populations; for scenario PB-I, the selected 
CB set was used to create the validation populations, and all PB offspring were used 
to create the reference populations; for scenario PB-A, all PB offspring were used to 
create the reference populations and CB offspring averages of sires were used for 
validation. 
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For each replicate, our aim was to minimise relationships between animals in 
the reference and animals in the validation population by creating five cross-
validation (CV) groups. The CV groups were created so that animals in the validation 
population did not have offspring or paternal-half sibs in the reference population. 
Thus, we randomly assigned the 156 PB sires that had CB offspring to these CV 
groups, such that four groups had 32 sires and one group had 33 sires. All offspring 
were then assigned to the same CV group as their sire. For each CV group, either the 
sires (for validation on CB offspring averages) or the CB animals (for validation on 
individual CB records) in this group were used as the validation population, while 
either the PB or CB offspring in the remaining CV groups were used as the reference 
population (Table 6.1). The PB offspring of sires without CB offspring were always 
included in the PB reference population. 
GEBV were predicted separately for BW7 and BW35 with the following 
univariate model: 
𝐲𝐲 = 𝐗𝐗𝐛𝐛 + 𝐋𝐋𝐦𝐦 + 𝐙𝐙𝐚𝐚 + 𝐞𝐞, 6.1 
where 𝐲𝐲 is a vector of phenotypes, 𝐛𝐛 is a vector of fixed effects (batch × pen × 
sex × age at measurement) with design matrix 𝐗𝐗, 𝐦𝐦 is a vector of permanent 
environmental (maternal) effects with incidence matrix 𝐋𝐋, 𝐚𝐚 is a vector of additive 
genetic effects with incidence matrix 𝐙𝐙, and 𝐞𝐞 is a vector of random residuals. The 
distribution of permanent environmental (maternal) effects was assumed 
𝐦𝐦 ~𝑁𝑁(0, 𝐈𝐈𝑚𝑚𝜎𝜎𝑚𝑚2 ), where 𝜎𝜎𝑚𝑚2  is the permanent environmental variance and 𝐈𝐈𝑚𝑚 is an 
identity matrix. The distribution of additive genetic effects was assumed 
𝐚𝐚 ~𝑁𝑁(0,𝐆𝐆𝜎𝜎𝑎𝑎2), where 𝜎𝜎𝑎𝑎2 is th0e additive genetic variance and 𝐆𝐆 is a multi-breed 
genomic relationship matrix that either ignores or considers BOA (𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵). The 
distribution of residuals was assumed e ~𝑁𝑁(0, 𝐈𝐈𝑟𝑟𝜎𝜎𝑒𝑒2), where 𝜎𝜎𝑒𝑒2 is the residual 
variance and 𝐈𝐈𝑟𝑟  is an identity matrix. 
For scenarios CB-A and PB-I, matrix 𝐆𝐆 was constructed following Wientjes et al. 
(2017): 
𝐆𝐆 = � 𝐆𝐆PB 𝐆𝐆PB−CB𝐆𝐆CB−PB 𝐆𝐆CB � 
 
=
⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐌𝐌PB𝐌𝐌PB
′
∑2𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵�1 − 𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵� 𝐌𝐌PB𝐌𝐌CB′�∑ 2𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵�1 − 𝑝𝑝𝑗𝑗𝑃𝑃𝐵𝐵��∑2𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�1− 𝑝𝑝𝑗𝑗𝐶𝐶𝐵𝐵�
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where 𝐌𝐌𝐂𝐂𝐏𝐏 and 𝐌𝐌𝐏𝐏𝐏𝐏 are a centred marker genotype matrix of CB animals and 
PB animals, respectively, by subtracting 𝟐𝟐𝒑𝒑𝒋𝒋𝑪𝑪𝑪𝑪 (for 𝐌𝐌𝐂𝐂𝐏𝐏) or 𝟐𝟐𝒑𝒑𝒋𝒋𝑷𝑷𝑪𝑪 (for 𝐌𝐌𝐏𝐏𝐏𝐏) from all 
genotypes of marker 𝒋𝒋, where 𝒑𝒑𝒋𝒋𝑪𝑪𝑪𝑪 and 𝒑𝒑𝒋𝒋𝑷𝑷𝑪𝑪 are the allele frequency of marker 𝒋𝒋 in 
the CB and PB animals, respectively. For scenarios PB-A and CB-I, either PB or CB 
animals were involved, so the 𝐆𝐆 matrix in Equation 6.2 reduced to the genomic 
relationship matrix for a single breed: 𝐆𝐆 = 𝐌𝐌𝐌𝐌′
∑ 2𝑝𝑝𝑗𝑗�1−𝑝𝑝𝑗𝑗�  (VanRaden 2008). 
When BOA was considered and validation was based on offspring averages (CB-
A-BOA), the genomic relationships in 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 were constructed by using only the alleles 
that came from sire line A as: 
𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 = � 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,PB 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,PB−CB𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,PB−CB 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵,CB � =
⎣
⎢
⎢
⎢
⎡
𝐌𝐌PB𝐌𝐌PB
′
∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗� 𝐌𝐌PB𝐓𝐓CB′∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗�
𝐓𝐓CB𝐌𝐌PB
′
∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗� 𝐓𝐓CB𝐓𝐓CB′∑ 2𝑝𝑝𝑗𝑗�1− 𝑝𝑝𝑗𝑗�⎦⎥⎥
⎥
⎤, 6.3 
where 𝐓𝐓CB is the centred marker allele matrix for CB animals, with a value of (1 − 𝑝𝑝𝑗𝑗) if the counted allele was inherited from the PB sire line, and a value of (0 −
𝑝𝑝𝑗𝑗) if the other allele was inherited (Sevillano et al. 2017), where 𝑝𝑝𝑗𝑗  denotes the 
frequency of the counted allele at marker 𝑗𝑗. The latter was calculated as the total 
number of counted alleles in the PB sires and in the CB offspring that were inherited 
from these sires, divided by the total number of PB alleles in these animals. Note 
that the 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 is similar to the marker-based partial relationship matrix from 
Christensen et al. (2014), with a scaling factor of ∑ 2𝑝𝑝𝑗𝑗�1 − 𝑝𝑝𝑗𝑗�. As a result, the 
expected value of the diagonal elements for CB animals in 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 is 0.5. For scenario 
CB-I-BOA, only CB animals were involved, so 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 from Equation 6.3 reduced to a 
genomic relationship matrix between CB animals where only alleles from sire line A 
were considered, i.e. 𝐆𝐆𝐵𝐵𝐵𝐵𝐵𝐵 = 𝐓𝐓𝐂𝐂𝐏𝐏𝐓𝐓𝐂𝐂𝐏𝐏′∑2𝑝𝑝𝑗𝑗�1−𝑝𝑝𝑗𝑗� . 
6.2.6 Validation records, validation correlation and bias 
Phenotypic records corrected for systematic environmental effects were used 
for validation and were obtained from the following model, separately for BW7 and 
BW35: 
𝐲𝐲 = 𝐗𝐗𝐛𝐛 + 𝐋𝐋𝐦𝐦 + 𝐓𝐓𝐓𝐓 + 𝐞𝐞 6.4 
where 𝐲𝐲 is a vector of all available CB phenotypes, 𝐓𝐓 is a vector of random sire 
effects with incidence matrix 𝐓𝐓, and all other terms are the same as in Equation 6.1. 
The distribution of sire effects was assumed 𝐓𝐓 ~𝑁𝑁(0, 𝐈𝐈𝑠𝑠𝜎𝜎𝑠𝑠2), where 𝜎𝜎𝑠𝑠2 is the sire 
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variance and 𝐈𝐈𝑠𝑠 is an identity matrix. From the solutions of this model, corrected 
phenotypes were computed as 𝐲𝐲c = 𝐓𝐓𝐓𝐓� + 𝐞𝐞�. 
The validation correlation and bias were evaluated for each replicate 
separately, using the GEBV and validation records of validation animals from all CV 
groups. For validation on individual CB records, the validation correlation was 
calculated as the correlation between GEBV and corrected individual CB records (𝐲𝐲c) 
and the bias was calculated by regressing 𝐲𝐲c on GEBV. For validation on CB offspring 
averages, the validation correlation was calculated as the weighted correlation 
between the sire GEBV and the average of corrected phenotypes of their CB offspring 
(𝐲𝐲c� ) and bias was calculated by weighted regression of 𝐲𝐲c�  on sire GEBV, with the 
weighted regression coefficient multiplied by two because the offspring average 
represents half the breeding value of the sire. The weights used in these analyses 
were the reliabilities of 𝐲𝐲𝐜𝐜� , which were computed as 
1
4
𝑛𝑛ℎ𝐶𝐶𝑃𝑃
2
1+
1
4
(𝑛𝑛−1)ℎ𝐶𝐶𝑃𝑃2  (Cameron 1997), 
where ℎ𝐶𝐶𝐵𝐵2  is the estimated heritability of CB performance and 𝑏𝑏 is the number of CB 
offspring. Note that the resulting validation correlations are not equal to but are 
proportional to the accuracies of the GEBV for a given validation population, defined 
as the correlation between GEBV and true breeding values in validation. The 
validation correlations therefore allow for a comparison between scenarios, which 
was the aim of our study. 
6.3 Results 
6.3.1 PB versus CB reference population 
For BW7 and with validation on offspring averages, the PB and CB reference 
populations yielded a similar mean validation correlation (both equal to 0.16; Table 
6.4). With validation on individual CB records, however, the CB reference population 
yielded a higher mean validation correlation than the PB reference population (0.13 
vs. 0.05; Table 6.4). For BW35 and with validation on CB offspring averages, the CB 
reference population yielded a lower mean validation correlation than the PB 
reference population (0.26 vs. 0.36; Table 6.4). With validation on individual CB 
records, the CB reference population yielded a higher mean validation correlation 
than the PB reference population (0.16 vs. 0.13; Table 6.4). 
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Table 6.4 Mean validation correlations for BW7 and BW35 
Scenario Reference  Validation BW7  BW35   
  Meana sdb Meana sdb 
PB-A PB Offspring averages 0.16 0.032 0.36 0.032 
CB-A CB Offspring averages 0.16 0.058 0.26 0.060 
CB-A-BOA CB Offspring averages 0.20 0.058 0.22 0.059  
  
    
PB-I PB Individual records 0.05 0.014 0.13 0.014 
CB-I CB  Individual records 0.13 0.020 0.16 0.020 
CB-I-BOA CB Individual records 0.08 0.025 0.09 0.025 
aReported values are means of 100 replicates. Highest mean validation correlations per 
validation record and per trait are in italics.  
bReported values are standard deviations of validation correlations of 100 replicates. 
 
Figure 6.1 Validation correlations 
when validation was on CB offspring 
averages or individual CB records, 
using a PB or a CB reference 
population. The x-axis represents the 
validation correlation using a PB 
reference population and the y-axis 
represents the validation correlation 
using a CB reference population. Panels 
refer to validation on CB offspring 
averages or individual CB records 
across rows, and to body weight 
measured at around 7 (BW7) or 35 
(BW35) days across columns. Dots 
represent individual validation 
correlations of 100 replicates and 
straight lines indicate x = y. 
The differences between mean validation correlations were not always larger 
than their standard errors and, thus, we examined if these observed differences 
were consistent for individual validation correlations of replicates. For BW7 and with 
validation on CB offspring averages, there was no clear difference between a PB and 
a CB reference population (Figure 6.1, top-left); in 51% of the replicates, the 
validation correlation was higher for the CB reference population. However, with 
validation on individual CB records, the validation correlation was higher with a CB 
reference population for all replicates (Figure 6.1, bottom-left). For BW35 and with 
validation on CB offspring averages, the PB reference population yielded a higher 
validation correlation than a CB reference population for 93% of the replicates 
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(Figure 6.1, top-right). However, with validation on individual CB records the CB 
reference population mostly yielded a higher validation correlation (86% of the 
replicates; Figure 6.1, bottom-right). 
Table 6.5 Mean regression coefficients of GEBV on validation records for BW7 and BW35 
Scenario Reference  Validation BW7 BW35 
Meana sdb Meana sdb 
PB-A PB Offspring averagesc 0.51 0.105 0.73 0.069 
CB-A CB Offspring averagesc 0.36 0.133 0.64 0.158 
CB-A-BOA CB Offspring averagesc 0.55 0.171 0.59 0.167  
  
    
PB-I PB Individual records 0.51 0.147 0.77 0.080 
CB-I CB  Individual records 0.55 0.070 0.67 0.073 
CB-I-BOA CB Individual records 0.67 0.202 0.64 0.169 
aReported values are means of 100 replicates. Mean regression coefficients that are closest to 
1 per validation record and per trait are in italics. 
bReported values are standard deviations of regression coefficients of 100 replicates. 
cReported regression coefficients were multiplied by 2 because offspring averages represent 
half the breeding value of sires. 
 
Figure 6.2 Regression coefficients of 
validation records on GEBV when 
validation was on CB offspring 
averages or individual CB records, 
using a PB or a CB reference 
population. The x-axis represents the 
regression coefficient using a PB 
reference population and the y-axis 
represents the regression coefficient 
using a CB reference population. Panels 
refer to validation on CB offspring 
averages or individual CB records 
across rows, and to body weight 
measured at around 7 (BW7) or 35 
(BW35) days across columns. Dots 
represent individual regression 
coefficient of 100 replicates, and 
straight lines indicate x = y. 
There were no clear differences in bias of GEBV between using a PB or CB 
reference population, except for BW35 and with validation on individual offspring 
records. For that scenario, GEBV from the PB reference population were less biased 
in 87% of the replicates (Figure 6.2, bottom-right), with a mean regression coefficient 
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of 0.77 for the PB reference population and 0.67 for the CB reference population 
(Table 6.5). 
6.3.2 Ignoring versus considering BOA 
With validation on offspring averages, considering BOA increased the mean 
validation correlation for BW7 (0.20 vs. 0.16; Table 6.4), but decreased the mean 
validation correlation for BW35 (0.22 vs. 0.26; Table 6.4). With validation on 
individual CB records, considering BOA decreased the mean validation correlation 
for both BW7 (0.08 vs. 0.13; Table 6.4) and BW35 (0.09 vs. 0.16; Table 6.4). Again, 
we examined whether the observed differences in mean validation correlations were 
consistent for individual replicates. With validation on CB offspring averages, taking 
BOA into account almost always increased the validation correlation for BW7 (93% 
of the replicates; Figure 6.3, top-left), whereas for BW35, it almost never increased 
it (3% of the replicates; Figure 6.3, top-right). With validation on individual CB 
records, taking BOA into account never increased the validation correlation for either 
BW7 or BW35 (Figure 6.3, bottom). 
 
Figure 6.3 Validation correlations 
when validation was on CB offspring 
averages or individual CB records, the 
reference population consisted of CB 
animals, and BOA was ignored or 
considered. The x-axis represents the 
validation correlation when ignoring 
BOA and the y-axis represents the 
validation correlation when 
considering BOA. Panels refer to 
validation on CB offspring averages or 
individual CB records across rows, and 
to body weight measured at around 7 
(BW7) or 35 (BW35) days across 
columns. Dots represent individual 
validation correlations of 100 
replicates, and straight lines indicate x 
= y. 
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Figure 6.4 Regression coefficients of 
validation records on GEBV when 
validation was on CB offspring 
averages or individual CB records, the 
reference population consisted of CB 
animals, and BOA was ignored or 
considered. The x-axis represents the 
regression coefficient when ignoring 
BOA and the y-axis represents the 
regression coefficient when 
considering BOA. Panels refer to 
validation on CB offspring averages or 
individual CB records across rows, and 
to body weight measured at around 7 
(BW7) or 35 (BW35) days across 
columns. Dots represent individual 
validation correlations of 100 
replicates, and straight lines indicate x 
= y. 
For BW35, there were no clear differences in bias of GEBV between models 
that considered or ignored BOA. For BW7 and with validation on offspring averages, 
GEBV from models that considered BOA were less biased (0.55; Table 6.5) than those 
from models that ignored BOA (0.36; Table 6.5) in 99% of the replicates (Figure 6.4, 
top-left). For BW7 and with validation on individual CB records, GEBV from models 
that considered BOA were less biased (0.67; Table 6.5) than those from models that 
ignored BOA (0.55; Table 6.5) in 77% of the replicates (Figure 6.4, bottom-left). 
6.4 Discussion 
We compared the validation correlation and bias of GEBV of PB animals for CB 
performance using either CB offspring averages or individual CB records as validation 
records. Our aim was to investigate the effect of using either a PB or CB reference 
population, and the effect of either ignoring or considering BOA.  
It should be noted that the PB and CB animals in this study were housed in the 
same environment, whereas in practice, PB animals are housed in a nucleus facility 
and CB animals are housed in a commercial environment. As such, the estimates of 
𝑟𝑟𝑝𝑝𝑝𝑝  obtained here provide an upper bound for 𝑟𝑟𝑝𝑝𝑝𝑝  in practical situations, where 
genotype-by-environment interactions may be present (Duenk et al. 2019b). 
Consequently, the benefit of using CB information may be larger in practical 
situations than found here. Thus, our results on differences in validation correlations 
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between scenarios should not be associated with the body weight traits per se, but 
with the value of the 𝑟𝑟𝑝𝑝𝑝𝑝. 
We investigated bias of GEBV by computing weighted regression coefficients 
of validation records on GEBV. The average coefficients across replicates were 
substantially lower than 1 for all scenarios, which indicates a strong bias (over-
dispersion of GEBV). This bias may be due to family structure in the data and 
imprecision of GEBV, which may lead to a theoretical expectation of the true 
regression coefficient being smaller than 1 (Legarra and Reverter 2018). Regardless, 
our results show that for BW7, taking BOA into account reduced bias in almost all 
the replicates. For all other comparisons, differences in regression coefficients were 
not statistically significant because of large standard deviations of estimates across 
replicates To date, no other studies have evaluated the impact of considering BOA 
on the bias of GEBV, and therefore, it remains unclear whether considering BOA 
generally reduces bias or not. 
6.4.1 Purebred versus crossbred reference populations 
As expected, our results suggest that with validation on CB offspring averages, 
the difference in validation correlation between using a PB and a CB reference 
population partly depends on the 𝑟𝑟𝑝𝑝𝑝𝑝. With an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96 (BW35), the validation 
correlation was lower with a CB reference population than with a PB reference 
population, while validation correlations were similar for the CB and PB reference 
populations with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.80 (BW7). These results are in line with studies based on 
simulated (Esfandyari et al. 2015a; Van Grevenhof and Van Der Werf 2015) and real 
data (Hidalgo et al. 2016), thus confirming that the benefit of a CB reference 
population is larger for smaller values of 𝑟𝑟𝑝𝑝𝑝𝑝. However, with validation on individual 
CB records, the validation correlation was higher with a CB reference population, 
regardless of the 𝑟𝑟𝑝𝑝𝑝𝑝  (i.e., for both traits), which agrees with Lopes et al. (2017), who 
analysed traits with an 𝑟𝑟𝑝𝑝𝑝𝑝  of about 0.9 and also validated on CB offspring records. In 
addition, two other studies have shown that genotyping CB animals improves the 
accuracy of CB offspring GEBV using single-step genomic best linear unbiased 
prediction (GBLUP) (Lourenco et al. 2016; Xiang et al. 2016). In the following sections, 
we will discuss the two validation strategies and give reasons that explain why they 
can result in different conclusions about the benefit of using CB information for 
genomic prediction. 
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6.4.2 Validation on offspring averages 
With validation on CB offspring averages, differences in validation correlations 
between using a PB (PB-A) vs. a CB (CB-A) reference population can result from two 
mechanisms: (i) with an 𝑟𝑟𝑝𝑝𝑝𝑝  less than 1, a CB reference population has an advantage 
over a PB reference population; (ii) in the CB reference population, only half of the 
alleles originate from the sire line (Moghaddar et al. 2014; Van Grevenhof and Van 
Der Werf 2015), whereas all alleles originate from the sire line in the PB reference 
population. When the sire and dam lines are unrelated, the maternal alleles in the 
CB reference population introduce noise in estimation of the sire-line genetic 
component because the sire-line alleles in the CB reference population explain only 
half of the genetic variance, whereas sire-line alleles in the PB reference population 
explain the full genetic variance. This results in a disadvantage for a CB reference 
population compared to a PB reference population. However, when the sire and dam 
lines are somewhat related, the dam-line allelic effects in the CB reference 
population may have some predictive value for the sire-line allelic effects. This would 
increase the accuracy of sire-line GEBV, and thus reduce the disadvantage for the CB 
reference population compared to the PB reference population when using a model 
that ignores BOA. 
Observed differences in validation correlations between PB-A and CB-A depend 
on the balance between the aforementioned two mechanisms. To quantify the 
predictive value of dam-line allelic effects for sire offspring averages, we estimated 
sire GEBV by using only the alleles in the CB reference population that originated 
from the dam line. For BW7, the mean validation correlation from this model was 
equal to 0.03, with a standard deviation of 0.07 across replicates, whereas for BW35, 
the mean validation correlation was equal to 0.14 with a standard deviation of 0.07. 
These results indicate that the dam alleles in the CB animals may have some 
predictive value for sire offspring averages, which is supported by the observation 
that considering BOA (i.e. removing the dam alleles) decreased the validation 
correlation for BW35 (as discussed in later sections). For BW7, the effects of the two 
mechanisms resulted in similar validation correlations for PB-A and CB-A. For BW35, 
for which 𝑟𝑟𝑝𝑝𝑝𝑝  was closer to 1, the effects of the two mechanisms resulted in a lower 
validation correlation with CB-A than with PB-A. 
6.4.3 Validation on individual offspring records 
With validation on individual offspring records, differences in validation 
correlations between a PB reference population (PB-I) and a CB reference population 
(CB-I) observed in this study may be due to the same two mechanisms described 
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above. However, the predictive value of the dam alleles is higher with validation on 
individual crossbred records than with validation on crossbred offspring averages of 
sires, for two reasons: (i) the prediction of individual CB records is partly (i.e., half) 
based on the dam-line alleles of those CB individuals, and (ii) an individual record 
may have a residual genetic dam component. Thus, the CB-I validation correlations 
are prone to overestimate GEBV accuracies due to the contribution of dam alleles to 
the prediction of individual records, which contain a residual genetic dam 
component. For both traits (BW7 and BW35), the effects of these two mechanisms 
resulted in higher validation correlations with CB-I than with PB-I, but this difference 
was smaller for BW35 than for BW7, which was probably due to the higher 𝑟𝑟𝑝𝑝𝑝𝑝  of 
BW35. 
6.4.4 Choice of validation records 
As discussed in the previous sections, the difference in validation correlations 
of genomic predictions between using a CB and a PB reference population depend 
not only on the value of 𝑟𝑟𝑝𝑝𝑝𝑝  but also on the choice of validation records (CB offspring 
averages or individual CB records). We even observed that the ranking of validation 
correlations with a PB versus a CB reference population changed when a different 
validation record was used, which raises the question which validation record is most 
relevant. In practice, breeders usually aim to identify PB selection candidates that, 
on average, produce the best CB offspring. Thus, the relevant validation correlation 
is the correlation of the GEBV of sires and their CB offspring averages. Validation on 
offspring averages may not be possible when the number of genotyped PB sires with 
phenotyped CB offspring is too small. In those cases, validation of GEBV from CB 
animals on their individual records may provide an alternative. However, with 
validation on individual records, the apparent superiority of a CB over a PB reference 
population will likely be inflated because, as discussed above, validation correlations 
from models that use a CB reference population and ignore BOA are contaminated 
with the predictive value of dam alleles for the residual genetic dam component in 
the validation records. Indeed, this inflation was reflected in a higher validation 
correlation with validation on individual records (0.29 for BW7 and 0.33 for BW35, 
Table A 6.1) instead of on offspring averages (0.18 for BW7 and 0.30 for BW35, Table 
A 6.1), when the validation correlations were compared on the same scale (i.e. scaled 
by the square root of the heritability and of the mean reliability, respectively). This 
mechanism may explain why, for traits with similar 𝑟𝑟𝑝𝑝𝑝𝑝, Lopes et al. (2017) found that 
the validation correlation was higher with a CB reference population (with validation 
on individual CB records), but Hidalgo et al. (2016) found that the validation 
correlation was higher with a PB reference population (with validation on CB 
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offspring averages). Thus, when genomic predictions using a PB versus a CB 
reference population are compared, validation of sire GEBV on CB offspring averages 
are preferred. 
In the previous paragraph, we argued that, with validation on individual 
offspring records and when BOA is ignored, validation correlations may be inflated 
due to the predictive value of dam alleles. However, when BOA is considered, the 
dam alleles of CB animals are removed from the explanatory variables of the model 
and the validation correlation is not expected to be inflated. So, when validating on 
individual records, the benefit of using a CB reference population is better evaluated 
by comparing a model that uses PB information with a model that uses CB 
information while considering BOA. This comparison for our data showed that that 
the CB reference population yielded a higher validation correlation than the PB 
reference population for BW7 (0.08 vs. 0.05) but not for BW35 (0.09 vs. 0.13). 
Furthermore, for this comparison, GEBV were less biased with a CB reference 
population than with a PB reference population for BW7 but not for BW35, although 
differences in regression coefficients were not statistically significant. 
6.4.5 Considering versus ignoring BOA 
We compared the validation correlation of models that ignored (CB-A and CB-
I) or considered BOA (CB-A-BOA and CB-I-BOA). With validation on offspring 
averages, the difference in validation correlations between considering and ignoring 
BOA depended on the predictive value of dam alleles in the CB animals for sire 
offspring averages. As shown before, this predictive value was close to zero for BW7 
but larger than zero for BW35. In other words, the dam alleles introduced noise in 
the estimation of the genetic sire component for BW7 but this noise was less for 
BW35, resulting in a higher validation correlation when BOA was considered for BW7 
but lower for BW35. These results suggest that taking BOA into account was 
beneficial for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8 but not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96, which 
agrees with results of Sevillano et al. (2017) and Lopes et al. (2017), who also found 
that the benefit of considering BOA decreased with increasing 𝑟𝑟𝑝𝑝𝑝𝑝  and heritability. It 
has been argued that considering BOA may improve the validation correlation when 
the estimated 𝑟𝑟𝑝𝑝𝑝𝑝  from a model that takes BOA into account is different from a model 
that ignores it (Sevillano 2018). Our study neither confirmed nor contradicted this 
hypothesis because, although we observed a benefit of considering BOA for BW7, 
the estimate 𝑟𝑟𝑝𝑝𝑝𝑝  from models that ignored or considered BOA were the same in this 
dataset (Duenk et al. 2019b). 
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6.4.6 Implementation of BOA in practice 
To our knowledge, information on BOA is currently not used in commercial 
crossbred evaluations. One reason may be that the algorithm to derive BOA is 
computationally demanding for large datasets. However, phasing algorithms are 
continuously being improved in terms of computational requirements (Loh et al. 
2016) and computation power keeps increasing (Denning and Lewis 2016). In the 
long term, we expect that implementation of BOA-models will depend mainly on 
their benefit for genomic prediction, because computing costs will be relatively small 
compared to other costs of a breeding program. The results of this study and those 
of others (Lopes et al. 2017; Sevillano et al. 2017) suggest that considering BOA can 
improve the accuracy of genomic predictions for traits with a low 𝑟𝑟𝑝𝑝𝑝𝑝  and low 
heritability. Furthermore, as discussed above, the value of CB information for 
genomic prediction accuracy may be over-predicted when validation is on individual 
offspring records and BOA is ignored. 
6.4.7 Practical relevance 
In this study, we investigated whether GEBV of PB animals for CB performance 
should be computed based on PB or CB performance measured on animals that have 
comparable relationships with the selection candidates. Thus, own performance 
records of selection candidates were ignored. In practice, however, selection 
candidates may have an own performance record for PB performance. For those 
cases, it may be more useful to compare scenarios that use only PB records with 
those that combine PB and CB records in a single reference population. However, 
some traits cannot be measured on selection candidates (e.g. carcass traits) and, as 
a result, GEBV can only be computed based on information from relatives. For those 
cases, our results provide valuable insight into the benefit of CB over PB information. 
6.5 Conclusions 
Our findings show that the difference in validation correlations between using 
a PB or CB reference population not only depends on the 𝑟𝑟𝑝𝑝𝑝𝑝  of the trait evaluated 
but also on the choice of the validation record. With a CB reference population, the 
validation correlation from validation on individual CB records can be inflated 
because CB offspring records contain a substantial residual genetic dam component 
that can be predicted by the dam alleles of CB animals. Thus, we argue that, 
whenever possible, validation correlations for GEBV of PB animals for CB 
performance should be obtained from validation on CB offspring averages, because 
the interest usually lies in the identification of PB animals that, on average, produce 
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the best CB offspring. When validation on offspring averages is not possible and 
validation is on individual CB records, the actual benefit of using a CB reference 
population should be assessed by comparing the use of a PB reference population 
with the use of a CB reference population with BOA considered. For this comparison, 
our results show that the validation correlation with a CB reference population was 
equal to or higher than with a PB reference population for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8 
but lower for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. In addition, in our population, taking BOA 
into account was beneficial for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8 but not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  
of 0.96. 
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6.8 Appendix 
Table A 6.1 Scaleda mean validation correlations for BW7 and BW35 
Scenario Reference  Validation BW7 BW35 
Meanb sdc Meanb sdc 
PB-A PB Offspring averages 0.18 0.037 0.41 0.036 
CB-A CB Offspring averages 0.18 0.067 0.30 0.069 
CB-A-BOA CB Offspring averages 0.23 0.066 0.25 0.067 
       
PB-I PB Individual records 0.11 0.032 0.28 0.028 
CB-I CB  Individual records 0.29 0.044 0.33 0.042 
CB-I-BOA CB Individual records 0.17 0.056 0.18 0.051 
aScaled correlations were computed as the unscaled validation correlation divided by the 
square-root of the heritability (for validation on individual records), or divided by the square-
root of the weighted mean reliability (for validation on offspring averages). Across scenarios, 
the average weighted mean reliability was 0.77 for both BW7 and BW35.  
bReported values are means of 100 replicates. Highest mean validation correlations per 
validation record and per trait are in italics. 
cReported values are standard deviations of validation correlations of 100 replicates. 
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7.1 Introduction 
Pig and poultry breeding programs usually mate different purebred (PB) lines 
to produce crossbred (CB) animals, so that farmers benefit from breed 
complementarity and heterosis. The ultimate aim of such programs is to improve the 
performance of CB animals, while selection usually takes place in the PB lines based 
on PB performance. Selection on PB performance enables the improvement of CB 
performance through a correlated response. This strategy may, however, be 
suboptimal because the performance of CB animals can be genetically different from 
the performance of PB animals. This difference is quantified by the genetic 
correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝), which can be lower than one due 
to genotype by environment interactions (GxE), and due to non-additive genetic 
effects in combination with differences in allele frequency between the parental 
lines (GxG). The 𝑟𝑟𝑝𝑝𝑝𝑝  is an important parameter in crossbred breeding programs, 
because the value of 𝑟𝑟𝑝𝑝𝑝𝑝  partly determines whether it is useful to collect data on CB 
animals instead of PB animals for the estimation of breeding values. The genetic 
mechanisms that cause 𝑟𝑟𝑝𝑝𝑝𝑝  to be lower than one are, however, not fully understood. 
Moreover, it is not yet clear whether estimates and standard errors of 𝑟𝑟𝑝𝑝𝑝𝑝  differ 
between estimation models. 
To improve the response to selection in CB performance, breeders may choose 
to select PB animals based on breeding values for CB performance instead of PB 
performance. With genomic prediction, it is possible to obtain genomic estimated 
breeding values (GEBV) for CB performance of PB selection candidates. This 
approach, however, requires the collection of information (phenotypes and 
genotypes) on CB animals, which may be costly and difficult in practice. In addition, 
the benefit of using CB over PB information depends on 𝑟𝑟𝑝𝑝𝑝𝑝, which may differ across 
species, breeds, and traits. Finally, it is not yet clear how breeding values for CB 
performance should be validated properly. These and other questions were 
addressed in this thesis. 
The overall objective of this thesis was to study the genetics of crossbreeding 
with a focus on the role of non-additive effects, and on genomic prediction for 
crossbred performance. Chapter 2 focused on the estimation of average effects at 
QTL, and I showed that a model that explicitly models dominance yielded more 
accurate estimates of average effects than an additive model. The dominance model 
had a benefit over the additive model, because the dominance model was more 
robust against sampling deviations from Hardy-Weinberg equilibrium (HWE). In 
chapter 3, I showed that the genetic correlation between populations (𝑟𝑟𝑔𝑔) decreases 
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with an increasing size of non-additive effects (i.e. both dominance and epistasis), 
and with increasing differences in allele frequencies between populations. In chapter 
4, I investigated whether the true value of 𝑟𝑟𝑝𝑝𝑝𝑝  can be predicted based only on 
information from the two parental lines without using information on crossbreds. I 
showed that with only dominance, 𝑟𝑟𝑝𝑝𝑝𝑝  in line 1 is equal to the correlation between 
additive genetic values of individuals in line 1, for the trait expressed in parental lines 
1 and 2, which is similar to the genetic correlation between parental lines (𝑟𝑟𝑔𝑔). With 
only additive by additive (AxA) epistasis, 𝑟𝑟𝑝𝑝𝑝𝑝  can be predicted exactly from the 
genetic covariance between, and genetic variance within parental lines. In chapter 
5, I showed that estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  from genotype-based models were somewhat 
larger and had smaller standard errors than those from pedigree-based models. 
Estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  were similar between models that either ignored or considered the 
breed-of-origin of alleles (BOA). Finally, in chapter 6, I showed that GEBV for CB 
performance should be validated with CB offspring averages rather than individual 
CB records, because validation on individual CB records led to inflated accuracies. 
Furthermore, the accuracy of GEBV for CB performance was equal to or higher with 
a CB reference population than with a PB reference population for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  
of 0.8, but lower for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. In addition, taking BOA into account 
resulted in higher accuracy for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8 but not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  
of 0.96. 
In this final chapter, I will discuss two topics. First, I will show that 𝑟𝑟𝑝𝑝𝑝𝑝  and 
heterosis are closely related through the existence of non-additive genetic effects. I 
show that heterosis can occur because the response in CB performance can be larger 
than the response in PB performance, even when selection is on PB performance 
and 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one. Second, I will discuss different strategies to estimate 
breeding values for CB performance. For each strategy, I will discuss their strengths 
and weaknesses, and I hypothesize that using a CB reference population and 
considering the BOA will optimize the accuracy of genomic prediction models.  
7.2 Heterosis 
One of the benefits of crossbreeding is heterosis. Heterosis is the phenomenon 
where the average performance of a cross exceeds the average performance of its 
PB parental lines (Shull 1952; Dickerson 1973). For a two-way CB population (i.e. an 
F1 cross), heterosis can be expressed as 𝐻𝐻 = 𝐶𝐶𝑃𝑃 − 𝐵𝐵𝐴𝐴, where 𝐶𝐶𝑃𝑃 is the average 
performance of the CB, and 𝐵𝐵𝐴𝐴 is the average performance of the two parental lines 
(i.e. breed average) (Falconer and Mackay 1996). Breeders may benefit from mating 
lines that result in large values of 𝐻𝐻. At the same time, breeders may benefit from 
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avoiding crosses between lines that result in a low 𝑟𝑟𝑝𝑝𝑝𝑝, because the value of data on 
PB performance for the response to selection in CB performance is higher when 𝑟𝑟𝑝𝑝𝑝𝑝  
is high. Together, strong heterosis and high 𝑟𝑟𝑝𝑝𝑝𝑝  will result in improved CB 
performance when selection is on PB performance. From this point of view, it would 
be interesting to determine whether traits exist that show both strong heterosis and 
high 𝑟𝑟𝑝𝑝𝑝𝑝. 
In this section, I investigate the relationship between 𝑟𝑟𝑝𝑝𝑝𝑝  and heterosis, and 
discuss the relevance of this relationship for crossbred animal breeding. First, I will 
review the genetic basis of heterosis in the context of simple single- or two-locus 
models. Second, I will investigate heterosis under different genetic models (i.e. 
different types of non-additive effects being present), using the simulated data from 
chapter 4. Then, I will use these simulations to investigate the relationship between 
𝑟𝑟𝑝𝑝𝑝𝑝  and heterosis. Finally, I will discuss how selection on PB performance affects 𝑟𝑟𝑝𝑝𝑝𝑝, 
the response in CB performance, and heterosis. 
7.2.1 Genetic basis of heterosis 
There are three hypotheses of how heterosis occurs. Two of these hypotheses 
are based on the existence of dominance effects and the increased frequency of 
heterozygotes in CB compared to the parental lines. First, the overdominance 
hypothesis states that CB performance exceeds that of the breed average because 
heterozygote genotypes at QTL outperform both of the two homozygous genotypes 
(East 1908; Shull 1908). Second, the dominance hypothesis states that the effects of 
deleterious alleles in CB that are inherited from one of the parents, are masked by 
(partially) dominant alleles inherited from the other parent (Davenport 1908). From 
empirical and theoretical studies on heterosis, it seems likely that heterosis is mainly 
due to the masking of deleterious alleles, because there is only little evidence for 
many overdominant genes, and the existence of overdominance is not required to 
explain continued heterosis observed in empirical studies (Crow 1999; Charlesworth 
and Willis 2009). 
The third hypothesis for why heterosis occurs relies on the existence of positive 
and negative epistatic effects (as explained in the next paragraph). While the 
importance of dominance for heterosis is widely recognized, the role of epistasis is 
often overlooked, probably because its effect on heterosis is expected to be smaller 
than that of dominance (Schnell and Cockerham 1992; Goodnight 1999). Empirical 
research has suggested, however, that epistasis may play a significant role for 
heterosis in Arabidopsis (Melchinger et al. 2007a), rice (Shen et al. 2014), and pigs 
(Bidanel 1993). Of course, the three hypotheses of heterosis are not mutually 
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exclusive, and I expect that in reality, dominant, overdominant, and epistatic effects 
contribute to heterosis. 
For a single locus model with directional dominance, heterosis is proportional 
to the size of the dominance effect, and to the squared difference in allele frequency 
between parental lines (Falconer and Mackay 1996). As a result, with dominance, an 
increase in allele frequency differences between parental lines always leads to 
increased (and positive) heterosis in their cross. For a two-locus model with only an 
AxA epistatic interaction, heterosis is proportional to the size of the epistatic effect, 
and to the product of absolute differences in allele frequency between lines at the 
interacting loci (Hill 1982; Willham and Pollak 1985; Melchinger et al. 2007b). The 
direction of heterosis (i.e. positive or negative) due to AxA epistasis depends on the 
sign of differences in allele frequencies between parental lines at interacting loci: 
epistasis can lead to positive heterosis only when the differences in allele frequency 
between lines for the two interacting loci are of opposite sign, and the epistatic 
effect is positive (Minvielle 1987; Schnell and Cockerham 1992). The idea is that 
favourable allele combinations across loci are not present in either of the PB lines, 
and that these favourable combinations increase in frequency in the cross between 
those lines. Such a situation may occur with composite traits that result from taking 
the product of two component traits (resulting in multiplicative epistasis in the 
component trait), and the parental lines are selected for different components (Box 
1). In all other cases, epistasis leads to negative heterosis, because favourable allele 
combinations in either of the PB lines are lost with crossbreeding (Kinghorn 1982; 
Minvielle 1987; Melchinger et al. 2007b). An example of negative heterosis due to 
epistasis is when the trait of interest is under direct positive selection in at least one 
of the parental lines, as we will see in the following. 
7.2.2 Heterosis under different genetic models 
The manifestation and amount of heterosis depends on the divergence 
between parental lines in terms of allele frequency differences, and on the type of 
non-additive effects that affect the trait (i.e. the genetic model). To study the effect 
of line divergence and genetic model on heterosis, I used the simulated data from 
chapter 4, consisting of six PB parental lines that had been separated from the 
randomly selected line (R) for 10, 25, or 50 generations under either positive (P) or 
negative selection (N) on PB performance. Here, I only consider crosses between line 
R and one of the six positively or negatively selected lines. First, I computed the 
expected genotype frequencies in each cross, based on the allele frequencies in their 
parental lines. Then, I used these genotype frequencies and the simulated genetic 
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effects for each genetic model to compute the expected average performance of 
each cross. Finally, I computed expected heterosis as the difference between the 
expected average performance of the cross, and the average performance of its 
parental lines, for each cross and each genetic model.  
 
Box 1 Positive heterosis due to epistasis in composite traits 
Positive heterosis due to epistasis can arise when genes act in a multiplicative 
manner (i.e. there is multiplicative epistasis), for example with composite traits that result 
from taking the product of two component traits (Schnell and Cockerham 1992; 
Charlesworth and Willis 2009). An example of such a trait is total seed number (𝑁𝑁𝑅𝑅) in 
plants, which is the product of number of flowers (𝑁𝑁𝐹𝐹) and number of seeds per flower 
(𝑅𝑅/𝐹𝐹). Suppose 𝑁𝑁𝐹𝐹 is controlled additively by locus A (with a positive effect of allele A1), 
whereas 𝑅𝑅/𝐹𝐹 is controlled additively by locus B (with a positive effect of allele B1). As a 
result, the trait 𝑁𝑁𝑅𝑅 results from an multiplicative epistatic interaction between locus A and 
B, in the following manner (blue cells indicate marginal additive effects of loci A and B). 
 
Now assume that line 1 has been selected for 𝑁𝑁𝐹𝐹, and line 2 has been selected for 
𝑅𝑅/𝐹𝐹. Looking at the composite trait 𝑁𝑁𝑅𝑅, the average performance of a cross between line 
1 and 2 will outperform the average performance of the two parental lines, because the 
cross will have higher frequencies of favorable genotype combinations (e.g. A1A1B1B1) than 
the parental lines on average. For example, two fully inbred lines with genotypes A1A1B2B2 
and A2A2B1B1 both have a genotypic value of 0, whereas the cross between these lines 
(A1A2B1B2) has a genotypic value of 1, resulting in heterosis. Note that this specific example 
can be considered a case of breed complementarity that leads to positive heterosis. In 
general, for any type of epistasis that introduces additive by additive interaction, there will 
be positive heterosis when the first parental line has a higher frequency of the positive 
allele at locus A (allele A1) than the second line, and the second line has a higher frequency 
of the positive allele at locus B (allele B1) than the first. 
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Figure 7.1 Expected heterosis (expressed in percentage points relative to parent average, y-
axis) for crosses between a randomly selected line (R) and one of six mated lines. The six mated 
lines were either positively (blue lines) or negatively selected (red lines) for N generations, 
where N was equal to 10, 25 or 50 (x-axis). Column facets indicate the genetic model, where 
D refers to the presence of dominance effects, EAA to additive by additive epistatic effects, and 
EC refers to complementary epistatic effects. Lines represent means across 20 replicates, and 
error bars represent standard errors of those means. 
The results showed that, with only (directional) dominance (D), heterosis increases 
with the number of generations of divergence, regardless of the direction of 
selection3 (Figure 7.1). This result was expected, because with only dominance, 
heterosis is proportional to the square of allele frequency differences between 
parental lines (Falconer and Mackay 1996). In contrast, with only AxA epistasis (EAA), 
heterosis increases with negative selection and decreases with positive selection in 
the mated line3. This result was also expected, because favourable (unfavourable) 
allele combinations in a positively (negatively) selected PB line are lost in the CB 
genotypes. With both dominance and AxA epistasis (D + EAA), the expected heterosis 
is the sum of the heterosis observed with D and EAA. This resulted in increasing 
heterosis across generations with negative selection, and stable heterosis after 25 
generations with positive selection. Heterosis stabilized with positive selection in this 
scenario because the increase of heterosis due to dominance was counteracted by 
the decrease in heterosis due to AxA epistasis. Finally, with complementary epistasis 
(EC), heterosis was very small. These results are in line with results of Melchinger et 
al. (2007b), who showed that heterosis increases with increasing line divergence and 
directional dominance, and that heterosis can either increase or decrease with AxA 
interactions, through the breakdown of unfavourable or favourable allele 
combinations in the crossbreds. In addition, these results agree with results from 
                                                                
3 Note that, with a trait that is negatively selected, positive heterosis is unfavourable when 
the aim is to decrease the trait for CB performance. 
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other simulation studies that considered dominance effects, where heterosis was 
still observed after 5 to 40 generations of selection on PB performance (Esfandyari 
et al. 2015b; Esfandyari et al. 2018). 
7.2.3 The relationship between heterosis and 𝒓𝒓𝒑𝒑𝒑𝒑 
Heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  both depend on the size of non-additive effects and on the 
difference in allele frequencies between parental lines (chapter 4; Falconer and 
Mackay 1996), and therefore heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  are expected to be closely related. To 
my knowledge, the relationship between heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  has never been described, 
and is therefore the focus of this section.  
 
Figure 7.2 The purebred-crossbred genetic correlation (𝑟𝑟𝑝𝑝𝑝𝑝, y-axis) plotted against expected 
heterosis (x-axis), for crosses between a randomly selected line (R) and one of six mated lines. 
The six mated lines were either positively (P) or negatively (N) selected for 10, 25, or 50 
generations (indicated with shapes and colours). Column facets indicate the genetic model, 
where D refers to dominance effects, EAA to additive by additive epistatic effects, and EC refers 
to complementary epistatic effects.  
I studied the relationship between heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  under different genetic 
models, using the same simulations as before (section 7.2.2). Again, I considered only 
crosses between the randomly selected line (R) and one of the six positively (P) or 
negatively (N) selected lines. The realized 𝑟𝑟𝑝𝑝𝑝𝑝  values were computed as explained in 
chapter 4, using additive genetic values of individuals in the mated (i.e. selected) 
line4. Results showed that with only dominance effects (D), heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  were 
negatively correlated, so that greater heterosis goes together with lower 𝑟𝑟𝑝𝑝𝑝𝑝  (Figure 
7.2). With only AxA effects (EAA), heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  were also negatively correlated 
                                                                
4 Note that for this discussion, I simulated stronger epistatic effects than in chapter 4, so that 
the relationship between heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝 with epistasis in Figure 7.2 is clearly visible. This 
led to smaller values of 𝑟𝑟𝑝𝑝𝑝𝑝 with epistasis than in chapter 4. 
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when heterosis was positive (i.e. when the mated line was negatively selected), and 
they were positively correlated when heterosis was negative (i.e. when the mated 
line was positively selected). With both dominance and AxA epistatic interactions (D 
+ EAA), heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  were always negatively correlated, regardless of the 
direction of selection in the mated line. The slope of the regression line between 
heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  was, however, steeper with positive selection than with negative 
selection. This difference in slope is caused by the AxA epistatic interactions that are 
added to the dominance effects, which reduce heterosis with positive selection, and 
increase heterosis with negative selection. With only complementary epistasis (EC), 
there was no clear relationship between 𝑟𝑟𝑝𝑝𝑝𝑝  and heterosis, because complementary 
interactions contribute only little to heterosis.  
From the above it can be seen that, for the genetic models considered, there 
exists a positive correlation between heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  only when heterosis itself is 
negative. Negative heterosis in F1 crosses between lines of the same species is, 
however, rarely observed and therefore unlikely (Minvielle 1987; Lynch 1991). I 
therefore expect that, in practice, heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝  are usually negatively correlated. 
This result makes sense, because when the genetic distance between parental lines 
increases, heterosis is expected to increase, while 𝑟𝑟𝑝𝑝𝑝𝑝  is expected to decrease. In 
conclusion, breeders are probably unable to benefit from both strong positive 
heterosis and high 𝑟𝑟𝑝𝑝𝑝𝑝, because an increase in allele frequency differences between 
parental lines has opposite effects on 𝑟𝑟𝑝𝑝𝑝𝑝  and heterosis.  
7.2.4 Selection, heterosis and 𝒓𝒓𝒑𝒑𝒑𝒑 
When selection in the parental lines is on PB performance, the improvement 
in CB performance occurs through a correlated response. When 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than 
one, it is expected that this response in CB performance is lower than the response 
in PB performance. Hence, as selection proceeds for multiple generations, the 
cumulative response in CB performance is expected to be smaller than in PB 
performance. It can therefore be expected that heterosis reduces from one 
generation to the next, which may eventually even lead to no or negative heterosis 
(Brian Kinghorn, pers. comm.). In contrast to these expectations, selection 
experiments have shown that positive heterosis can persist for at least 5 to 40 
generations with selection on PB performance (Sheridan and Randall 1977; Ayyagari 
et al. 1982; Minvielle et al. 1999; Yang et al. 1999). Furthermore, my results in the 
previous section also showed that after 50 generations of PB selection, positive 
heterosis was still observed (Figure 7.1), and that heterosis in fact increases (instead 
of decreases) when 𝑟𝑟𝑝𝑝𝑝𝑝  decreases (Figure 7.2). This observation implies that there is 
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a discrepancy between how we expect that heterosis changes with selection on PB 
performance, and what is observed in real data and simulations. In this subsection, I 
will discuss how heterosis may arise and persist across generations with selection for 
PB performance. 
With selection on PB performance, the difference in response to selection 
between PB and CB performance not only depends on 𝑟𝑟𝑝𝑝𝑝𝑝, but also on the ratio 
between additive genetic standard deviations for CB and PB performance,  
𝑅𝑅𝐶𝐶𝐵𝐵 = 𝑟𝑟𝑝𝑝𝑝𝑝 𝜎𝜎𝐶𝐶𝐵𝐵𝜎𝜎𝑃𝑃𝐵𝐵 𝑅𝑅𝑃𝑃𝐵𝐵, 7.1 
where 𝑅𝑅𝐶𝐶𝐵𝐵  (𝑅𝑅𝑃𝑃𝐵𝐵) is the response in CB (PB) performance, and parameters 𝜎𝜎𝐶𝐶𝐵𝐵  and 
𝜎𝜎𝑃𝑃𝐵𝐵 are the additive genetic standard deviations for PB and CB performance in the 
PB line under selection (Wientjes and Calus 2017). It is important to note that the 
differences between 𝜎𝜎𝐶𝐶𝐵𝐵  and 𝜎𝜎𝑃𝑃𝐵𝐵 are only due to differences in the standard 
deviations of average effects for PB (𝜎𝜎𝛼𝛼,𝑃𝑃𝐵𝐵) and those for CB performance (𝜎𝜎𝛼𝛼,𝐶𝐶𝐵𝐵), 
because the allele frequencies used in the expressions for 𝜎𝜎𝑃𝑃𝐵𝐵 and 𝜎𝜎𝐶𝐶𝐵𝐵  are the same. 
In the following paragraph, I will show that the ratio 𝜎𝜎𝐶𝐶𝐵𝐵/𝜎𝜎𝑃𝑃𝐵𝐵 can increase due to 
selection when there is directional dominance, which can lead to heterosis. 
For illustration purposes, consider a cross between a randomly selected dam 
line (R), and a sire line that has been positively selected for a number of generations 
(P). Selection in line P causes the frequency of favourable alleles in line P (𝑝𝑝) to 
increase. With directional dominance (i.e. the dominance effects 𝑏𝑏 are 
predominantly positive), an increase in 𝑝𝑝 beyond 0.5 causes average effects for PB 
performance (𝛼𝛼𝑃𝑃𝐵𝐵) to become smaller, because the dominance term ((1 − 2𝑝𝑝)𝑏𝑏) 
decreases when 𝑝𝑝 increases. This change in 𝛼𝛼𝑃𝑃𝐵𝐵 across generations leads to a 
reduction in 𝜎𝜎𝛼𝛼,𝑃𝑃𝐵𝐵. In contrast, 𝜎𝜎𝛼𝛼,𝐶𝐶𝐵𝐵  remains largely unchanged across generations, 
because with dominance, the average effects for CB performance (𝛼𝛼𝐶𝐶𝐵𝐵) depend 
heavily on the allele frequencies in the unselected line (R) (e.g. chapter 4). As a result, 
the ratio 𝜎𝜎𝐶𝐶𝐵𝐵/𝜎𝜎𝑃𝑃𝐵𝐵 becomes increasingly larger than 1 with each generation of 
selection. At the same time, 𝑟𝑟𝑝𝑝𝑝𝑝  decreases with each generation of selection, because 
the differences in allele frequencies between lines P and R increase. When 𝜎𝜎𝐶𝐶𝐵𝐵/𝜎𝜎𝑃𝑃𝐵𝐵 
is equal to 1/𝑟𝑟𝑝𝑝𝑝𝑝, the response to selection in CB performance is equal to the 
response in PB performance (Equation 7.1). In those cases, there is no expected 
change in absolute heterosis from the current generation to the next. However, 
heterosis is expected to increase when 𝜎𝜎𝐶𝐶𝐵𝐵 𝜎𝜎𝑃𝑃𝐵𝐵⁄  is larger than 1/𝑟𝑟𝑝𝑝𝑝𝑝, and heterosis is 
expected to decrease when 𝜎𝜎𝐶𝐶𝐵𝐵/𝜎𝜎𝑃𝑃𝐵𝐵 is smaller than 1/𝑟𝑟𝑝𝑝𝑝𝑝. These expectations were 
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supported by my simulations, because the observed change in heterosis in Figure 7.1 
could be fairly well predicted by Equation 7.1 (results not shown).  
A change in heterosis was also observed with additive by additive epistatic 
effects (model EAA, Figure 7.1). Epistatic effects were assumed to have no direction, 
so that there were as many interactions with a positive effect (𝜖𝜖 > 0) as with a 
negative effect (𝜖𝜖 < 0). Individual 𝛼𝛼𝑃𝑃𝐵𝐵 at loci can either become smaller or larger 
with any change in allele frequencies at the interacting locus (𝑝𝑝𝑖𝑖), depending on the 
sign of the epistatic effect. For example, with positive selection and 𝑝𝑝𝑖𝑖 > 0.5, the 
epistatic term in 𝛼𝛼𝑃𝑃𝐵𝐵 (−(1 − 2𝑝𝑝𝑖𝑖)𝜖𝜖) increases when 𝜖𝜖 > 0, and decreases when 𝜖𝜖 <0. With negative selection and 𝑝𝑝𝑖𝑖 < 0.5, the epistatic term in 𝛼𝛼𝑃𝑃𝐵𝐵 decreases when 
𝜖𝜖 > 0 and increases when 𝜖𝜖 < 0. As a result, both selection strategies result in an 
increase in 𝜎𝜎𝛼𝛼,𝑃𝑃𝐵𝐵, because half of the 𝛼𝛼𝑃𝑃𝐵𝐵 are expected to increase, and the other 
half of the 𝛼𝛼𝐶𝐶𝐵𝐵  are expected to decrease. At the same time, 𝜎𝜎𝛼𝛼,𝐶𝐶𝐵𝐵  also increases, but 
at a slower rate. Hence, the ratio 𝜎𝜎𝐶𝐶𝐵𝐵/𝜎𝜎𝑃𝑃𝐵𝐵 becomes smaller than one with both 
positive and negative selection. When the direction of selection is positive, this 
reduced response leads to negative heterosis, whereas when the direction of 
selection is negative, it leads to positive heterosis (Figure 7.1).  
In my simulations, the increase of 𝜎𝜎𝐶𝐶𝐵𝐵 𝜎𝜎𝑃𝑃𝐵𝐵⁄  was caused by selection on PB 
performance in one of the lines. In reality, such an increase may also arise through 
other mechanisms. For example, genes for disease resistance may be important for 
CB performance, but not for PB performance, because the PB lines are kept in 
pathogen-free environments. As a result, the genes that are important for PB 
performance (‘PB genes’) are different from those important for CB performance 
(‘CB genes’). If selection is on PB performance, there is little selection pressure on CB 
genes, so that the allele frequencies of those genes remain relatively unchanged. 
However, the allele frequencies of PB genes change due to selection, resulting in a 
decrease in 𝜎𝜎𝑃𝑃𝐵𝐵 (with directional dominance and positive selection, see above). 
Hence, this mechanism also results in an increase of 𝜎𝜎𝐶𝐶𝐵𝐵 𝜎𝜎𝑃𝑃𝐵𝐵⁄  with selection on PB 
performance, which may lead to heterosis. 
In summary, with selection on PB performance, the reduction of response in 
CB performance due to 𝑟𝑟𝑝𝑝𝑝𝑝 < 1 may be overcome by the larger additive genetic 
standard deviation for CB performance compared to PB performance, leading to 
stable or increased heterosis over time. For genetic models that included both 
dominance and AxA epistatic effects (D+EAA), this mechanism resulted in positive 
heterosis, and heterosis was observed for at least 50 generations, regardless of the 
direction of selection on PB performance. These findings are in line with, and may at 
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least partly explain, the observed persistence of heterosis in a number of empirical 
(Sheridan and Randall 1977; Ayyagari et al. 1982; Minvielle et al. 1999; Yang et al. 
1999) and simulation studies (Esfandyari et al. 2015b; Esfandyari et al. 2018). 
7.2.5 Concluding remarks 
The results presented in this section suggest that selection on PB performance 
can result in positive heterosis in the long-term. In other words, the response to 
selection can be larger for the correlated trait (CB performance) than for the trait 
under selection (PB performance). Note, however, that this (possibly 
counterintuitive) result holds only for the specific scenarios simulated here. I 
simulated selection on a single trait in only one of the parental lines, and assumed a 
certain genetic model (i.e. type and size of non-additive effects). There are a number 
of assumptions underlying the results that deserve to be mentioned.  
First, the genetic distance between lines in my simulations may be different 
from genetic distances between PB lines in reality. Genetic distance increases when 
lines are divergently selected, resulting in larger differences in allele frequencies 
between lines. In my simulations, I considered scenarios where there was selection 
only in one of the parental lines, while the other line was unselected. In reality, each 
parental line would be selected for multiple traits that are combined in a selection 
index. Complicating things even further, the traits in such indices may differ between 
lines. Hence, if both lines in my simulations would have been selected in the same 
direction, allele frequency differences would be smaller, resulting in smaller 
observed heterosis. My results showed, however, that the combined effect of 
dominance and epistasis resulted in positive heterosis for any distance between PB 
lines. I therefore expect that, for traits that are under dominant and AxA epistatic 
gene action, heterosis will be present in various crosses between differentially 
selected PB lines. 
Second, the actual genetic model of traits is largely unknown. For example, 
little is known about the importance of epistasis in the expression of complex traits. 
In my simulations, I included models with dominance, additive by additive epistasis, 
or both, because it has been shown that these types of non-additive effects 
contribute to heterosis in F1 crosses (Hill 1982; Willham and Pollak 1985; Melchinger 
et al. 2007b). Furthermore, parental lines were closely to moderately related. 
However, as parental lines become more distantly related, the (negative) 
contribution of AxA epistasis to heterosis becomes larger, relative to the (positive) 
contribution of dominance, which can result in reduced heterosis or even 
outbreeding depression (Lynch 1991). Hence, for lines that are more distantly 
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related, heterosis may be smaller than observed in my simulations. For closely or 
moderately related lines, the results from my simulations may provide valuable 
insight into the genetic basis of heterosis and 𝑟𝑟𝑝𝑝𝑝𝑝. 
Finally, in reality, the CB animals are housed in a different environment than 
the PB lines, introducing two issues. First, differences in environment between PB 
and CB animals may lead to genotype by environment interaction (GxE). The 
presence of GxE results in lower values of 𝑟𝑟𝑝𝑝𝑝𝑝  and therefore a smaller response to 
selection in CB performance when selection is on PB performance, reducing realized 
heterosis. Second, when measured in real data, heterosis may appear lower than the 
actual heterosis arising from non-additive effects, because the CB animals are usually 
kept under more challenging conditions than the PB animals. It may therefore be 
difficult to quantify heterosis in real data when PB and CB animals are housed in 
different environments.  
7.3 Genomic prediction for crossbred performance  
The ultimate aim of a crossbred breeding program is to improve the 
performance of commercial CB animals. Hence, selection decisions in the PB lines 
should ideally be based on breeding values for CB performance (𝐚𝐚𝐶𝐶𝐵𝐵). In this section, 
I will investigate and discuss strategies for estimating 𝐚𝐚𝐶𝐶𝐵𝐵.  
Throughout this section, I will consider a crossbreeding program where animals 
from line A are mated to animals from line B to produce two-way CB animals (AB). 
For selection candidates in line A, breeding values for CB performance can be 
denoted as 
𝐚𝐚𝐶𝐶𝐵𝐵 = 𝐙𝐙𝑃𝑃𝐵𝐵𝛂𝛂𝐶𝐶𝐵𝐵, 7.2 
where 𝐙𝐙𝑃𝑃𝐵𝐵  is a QTL genotype matrix with allele counts (i.e. genotypes) of selection 
candidates in line A, and 𝛂𝛂𝐶𝐶𝐵𝐵  is a vector of average effects for CB performance at 
those QTL in line A. For a single locus, 𝛼𝛼𝐶𝐶𝐵𝐵  is the average effect of a locus in line A, 
given that line A is mated to line B to produce crossbred animals (AB) in the next 
generation. There are many ways of defining average effects. For CB performance, it 
is convenient to define 𝛼𝛼𝐶𝐶𝐵𝐵  in terms of transmitted value of alleles, because interest 
is in the value of alleles in the next generation of crossbreds. This definition states 
that the average effect of an allele is the average genotypic value of CB offspring 
produced by transmitting that allele (Falconer 1985). For a locus with two alleles, 
𝛼𝛼𝐶𝐶𝐵𝐵  is equal to the average effect of the alternative allele minus the average effect 
of the reference allele at that locus, where the decision of which allele is considered 
alternative is arbitrary. This procedure is equivalent to performing a linear regression 
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of genotypic values of CB animals on the number of alternative alleles these CB 
animals inherited from line A (coded as {0, 1}). The resulting regression coefficient is 
equal to 𝛼𝛼𝐶𝐶𝐵𝐵.  
In practice, the genotypic values of CB animals cannot be directly observed, 
and the genotypes at quantitative trait loci (QTL) are usually unknown. It is therefore 
impossible to get true values of 𝛼𝛼𝐶𝐶𝐵𝐵  and to compute 𝐚𝐚𝐶𝐶𝐵𝐵. However, 𝐚𝐚𝐶𝐶𝐵𝐵  can be 
estimated from data with an approach called genomic prediction. Genomic 
prediction uses a so-called reference population that consists of animals that have 
both phenotype and marker genotype data. The phenotypes act as a proxy for 
genotypic values, and the marker genotypes act as a proxy for QTL genotypes. In 
general, the first step is to estimate average effects of all markers (𝛂𝛂�) simultaneously, 
using multiple linear regression of phenotypes on the number of alternative alleles 
at each marker (i.e. allele counts). The 𝛂𝛂� at markers capture the average effects at 
QTL, because the markers are believed to be in linkage disequilibrium (LD) with the 
QTL. These 𝛂𝛂� are used to compute genomic estimated breeding values (GEBV) of 
selection candidates that have marker genotypes available (Meuwissen et al. 2001). 
For selection candidates in line A, GEBV for CB performance can be denoted as 
𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 = 𝐌𝐌𝑃𝑃𝐵𝐵𝛂𝛂�𝐶𝐶𝐵𝐵, 7.3 
where 𝐌𝐌𝑃𝑃𝐵𝐵  is a marker genotype matrix with allele counts, and 𝛂𝛂�𝐶𝐶𝐵𝐵  is a vector of 
estimated average effects for CB performance at those markers. As I discussed 
before, 𝛼𝛼𝐶𝐶𝐵𝐵  at QTL are equal to the regression coefficient of CB genotypic values on 
the number of alternative QTL alleles they inherited from line A. This suggests that 
𝛼𝛼�𝐶𝐶𝐵𝐵  at markers should be estimated by linear regression of CB phenotypes on the 
number of alternative marker alleles those crossbreds inherited from line A. This 
approach requires that the alleles in the CB animals can be traced back to their line 
of origin (i.e. the breed-of-origin of alleles (BOA)). Hereafter, I will call this genomic 
prediction model the BOA model (abbreviated as MA-BOA).  
When selection decisions are based on 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵, the response to selection 
partly depends on the accuracy of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵  (𝜌𝜌𝐶𝐶𝐵𝐵), which is the correlation between 
𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵  and 𝐚𝐚𝐶𝐶𝐵𝐵. The 𝜌𝜌𝐶𝐶𝐵𝐵  depends on how accurate 𝛂𝛂�𝐶𝐶𝐵𝐵  are, which at least partly 
depends on the genomic prediction strategy that is used. The foregoing suggests 
that, in theory, strategy MA-BOA maximizes 𝜌𝜌𝐶𝐶𝐵𝐵, because that strategy is parallel to 
the definition of average effects for CB performance. Alternative strategies may, 
however, result in similar or slightly lower 𝜌𝜌𝐶𝐶𝐵𝐵, while those strategies may be more 
easily implemented in practice and less costly. For example, the collection of 
genotype and phenotype data on CB animals may not be optimal in terms of using 
7 – General discussion 
 
152 
 
available resources, because CB animals themselves are not part of the breeding 
program. Furthermore, the MA-BOA approach requires that the BOA is determined, 
which can be computationally challenging and may not be fully accurate (Vandenplas 
et al. 2016). Hence, alternative strategies may be preferred over MA-BOA when the 
expected benefit of MA-BOA does not outweigh the extra resources needed.  
In the following subsections, I will assume that the aim is to estimate 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 
for selection candidates in only one of the parental lines of a two-way cross (as 
opposed to estimating 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 for both parental lines simultaneously). I will list 
alternative genomic prediction strategies for estimating 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵, and discuss their 
strengths and weaknesses. These strategies differ in the type of animals in the 
reference population (i.e. PB or CB animals), and in the way the data are modelled 
(Table 7.1). I will start with the most basic strategy that is easy to implement in terms 
of data collection and modelling, and continue with strategies that require the 
collection of new data or more complex modelling. 
Table 7.1 Strategies for estimating GEBV for CB performance. The first column indicates the 
type of animals in the reference population, the second column indicates the model used. The 
four right-most columns indicate whether the strategies (in theory) account for dominance, 
epistasis, GxE, and differences in LD phase between parental lines.  
   Accounts for1 
Reference population Model2 dominance epistasis GxE LD 
PB MA-PB     
 MAD-PB     
      
CB MA-CB ~ ~   
 MA-BOA     
1  = correctly accounts for, ~ = partially accounts for. 2MA = additive model, MAD = additive 
plus dominance model, -PB = using a PB reference population, -CB = using a CB reference 
population, -BOA = considering the breed-origin of alleles in CB.  
7.3.1 Using PB data 
The first strategy for estimating 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 is to use a reference population that 
consists of PB animals that are from the same line as the selection candidates, and 
to apply a standard within-line additive genomic prediction model (MA-PB). Using 
MA-PB effectively results in GEBV for PB performance (𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝑃𝑃𝐵𝐵). Hence, MA-PB 
assumes that the average effects for CB performance (𝛼𝛼𝐶𝐶𝐵𝐵) are the same as those 
for PB performance (𝛼𝛼𝑃𝑃𝐵𝐵). The accuracy of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 (𝜌𝜌𝐶𝐶𝐵𝐵) with MA therefore 
depends on the correlation between these average effects, which is measured by 
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the genetic correlation between PB and CB performance (𝑟𝑟𝑝𝑝𝑝𝑝)5. The 𝑟𝑟𝑝𝑝𝑝𝑝  can be lower 
than one due to the following reasons: 
a. Genotype by genotype interaction (GxG, i.e. non-additive genetic effects): 
In the presence of non-additive effects (i.e. dominance and epistasis), the 
effects of alleles depend on the genetic background they are expressed in. 
Effectively, this results in a dependency of the average effects of loci on 
the allele frequencies in the population. In a two-way CB breeding 
program, the two purebred parental lines may have different allele 
frequencies, and in such case the allele frequencies in the parental lines 
differ from those in the CB as well. This mechanism may result in 
differences in average effects for PB and CB performance in the parental 
line. The relationship between non-additive effects, differences in allele 
frequencies between parental lines, and 𝑟𝑟𝑝𝑝𝑝𝑝  was studied in chapter 4. 
b. Genotype by environment interaction (GxE): In addition to dependency on 
genetic background, the effects of alleles may depend on the environment 
they are expressed in. Usually, PB animals are kept in a nucleus 
environment under excellent management conditions and high levels of 
biosecurity (e.g. disease-free), whereas CB animals are kept under field 
conditions with varying levels of management quality and lower levels of 
biosecurity. Alleles that have no effect or that are harmful for the trait of 
interest in the nucleus environment may be beneficial in the conventional 
environment, and vice versa. 
In practice, both GxG and GxE interactions lead to values of 𝑟𝑟𝑝𝑝𝑝𝑝  lower than one. 
In a review article on estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  in pigs, the average 𝑟𝑟𝑝𝑝𝑝𝑝  was ~0.63, and the 
majority of estimates was above 0.5 (Wientjes and Calus 2017). Similar estimates of 
𝑟𝑟𝑝𝑝𝑝𝑝  were found in beef cattle, where 𝑟𝑟𝑝𝑝𝑝𝑝  for body weight ranged from 0.64 to 0.84 
(Lukaszewicz et al. 2015), and for growth and carcass traits from 0.48 to 1.00 
(Newman et al. 2002). In laying hens, 𝑟𝑟𝑝𝑝𝑝𝑝  estimates were in a similar range, with 
estimates from 0.56 to 0.99 for egg production traits (Wei and van der Werf 1995; 
Besbes and Gibson 1999), and around 0.70 for eggshell color (Mulder et al. 2016). 
In chapter 5, I estimated 𝑟𝑟𝑝𝑝𝑝𝑝  for body weight at 7 (BW7) and 35 days (BW35) in 
broilers, using models based on either pedigree or genomic information. For BW7, 
                                                                
5 Strictly speaking, 𝑟𝑟𝑝𝑝𝑝𝑝 is the correlation between breeding values for PB and CB performance, 
but this correlation is equivalent to the correlation between average effects under some 
assumptions (e.g. Wientjes et al. (2017)) 
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𝑟𝑟𝑝𝑝𝑝𝑝  estimates ranged from 0.64 to 0.80, whereas for BW35, estimates ranged from 
0.90 to 0.96. It should be noted, however, that the PB and CB animals in this study 
were housed in the same environment, so 𝑟𝑟𝑝𝑝𝑝𝑝  was lower than one due to GxG 
interactions only. For PB animals placed in a PB and CB environment, estimated 
genetic correlations for body weight between environments were around 0.5, 
suggesting a strong effect of GxE interaction (Chu et al. 2019). In summary, it seems 
that most estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  across species and traits are lower than one, and usually 
larger than 0.5. When 𝑟𝑟𝑝𝑝𝑝𝑝  is substantially lower than one, strategy MA-PB may lead 
to suboptimal 𝜌𝜌𝐶𝐶𝐵𝐵, and reduce the response to selection in CB performance. In such 
cases, it may be beneficial to refine the genomic model to (partially) account for 
𝑟𝑟𝑝𝑝𝑝𝑝 < 1, as explained in the following, or to collect data on CB animals. 
7.3.1.1 Dominance model 
One of the reasons for 𝑟𝑟𝑝𝑝𝑝𝑝 < 1 is the existence of dominance effects in 
combination with differences in allele frequency between parental lines (Wei et al. 
1991; chapter 4). Strategy MA-PB can therefore be improved by accounting for 
dominance in the model. With only dominance, the average effect of a locus depends 
on the allele frequency of that locus in the mated individuals (Falconer and Mackay 
1996). This introduces differences between average effects for PB (𝛼𝛼𝑃𝑃𝐵𝐵) and CB 
performance (𝛼𝛼𝐶𝐶𝐵𝐵), because 𝛼𝛼𝑃𝑃𝐵𝐵 depends on the allele frequency in the line of 
selection candidates (line A), whereas 𝛼𝛼𝐶𝐶𝐵𝐵  depends on allele frequency in the mated 
line (line B) (chapter 4, Pirchner and Mergl (1977), Dekkers (1999)). Using PB data, 
𝜌𝜌𝐶𝐶𝐵𝐵  may therefore be improved by estimating the additive (𝑣𝑣) and dominance (𝑏𝑏) 
effects separately, and then use the allele frequency in line B to compute 𝛼𝛼�𝐶𝐶𝐵𝐵. This 
approach is hereafter called the dominance model (abbreviated as MAD-PB). It has 
been shown with simulations that MAD-PB results in a higher cumulative response 
to selection than MA-PB when the amount of dominance resembles what is observed 
in real data (Kinghorn 2010; Zeng et al. 2013; Esfandyari et al. 2015b). Furthermore, 
in a study on real data of litter size in pigs, MAD-PB resulted in higher 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-
PB (Esfandyari et al. 2016). 
7.3.2 Using CB data 
Another reason for 𝑟𝑟𝑝𝑝𝑝𝑝 < 1 are genotype by environment interactions (GxE). 
When estimation of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 is based on PB data that is collected in a nucleus 
environment, it is not possible to account for GxE. A solution may be to test some PB 
animals in a commercial crossbred environment to account for GxE (e.g. Chu et al. 
2018). However, PB animals tested in a commercial environment cannot be used as 
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selection candidates anymore, because they cannot be returned to the nucleus 
environment for bio-security reasons. Furthermore, when a group of PB animals is 
tested in a commercial environment, the selection intensity should be reduced, 
resulting in a smaller response to selection (Chu et al. 2018). Alternatively, the 𝜌𝜌𝐶𝐶𝐵𝐵  
may be improved by using a CB instead of a PB reference population. With a CB 
reference population and an additive genomic prediction model (MA-CB), 𝛼𝛼𝐶𝐶𝐵𝐵  can 
be estimated in the environment the transmitted alleles are expressed in. This 
approach therefore accounts for differences between 𝛼𝛼𝑃𝑃𝐵𝐵 and 𝛼𝛼𝐶𝐶𝐵𝐵  due to GxE 
interactions (Table 7.1). In addition, the MA-CB model accounts for differences 
between 𝛼𝛼𝑃𝑃𝐵𝐵 and 𝛼𝛼𝐶𝐶𝐵𝐵  due to epistatic interactions that create a dependency 
between average effects and the allele frequencies of other loci, such as additive by 
additive and multiplicative epistasis (chapter 4). MA-CB does not, however, correctly 
account for dominance, because with dominance, 𝛼𝛼𝐶𝐶𝐵𝐵  depends on the allele 
frequency in the mated line. 
In simulations, a CB reference population yielded higher 𝜌𝜌𝐶𝐶𝐵𝐵  than a PB 
reference population when 𝑟𝑟𝑝𝑝𝑝𝑝  was lower than ~0.8 (Dekkers 2007; Esfandyari et al. 
2015a; Van Grevenhof and Van Der Werf 2015). In agreement with this result, a CB 
reference population yielded lower 𝜌𝜌𝐶𝐶𝐵𝐵  than a PB reference population for a trait 
with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.90 in pigs (Hidalgo et al. 2016). Note, however, that in this latter 
study, the PB reference population was larger than the CB reference population. A 
fair comparison between MA-PB and MA-CB requires that the number of PB and CB 
animals used for the reference population are similar, and that the relationship 
between selection candidates and the two reference populations are comparable. 
These two requirements were met in my study on broiler chicken (chapter 6), where 
a CB reference population yielded higher 𝜌𝜌𝐶𝐶𝐵𝐵  than a PB reference population for a 
trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. In summary, the results 
from these studies suggest that MA-CB can improve 𝜌𝜌𝐶𝐶𝐵𝐵  compared to MA-PB for 
traits with an 𝑟𝑟𝑝𝑝𝑝𝑝  lower than ~0.8 (as already suggested by Robertson (1959)).  
With MA-CB, 𝛂𝛂�𝐶𝐶𝐵𝐵 are estimated by linear regression of CB phenotypes on the 
number of alternative alleles those CB animals have. MA-CB therefore results in 
estimated average effects for CB performance in the crossbreds, whereas we need 
the average effects for CB performance in the purebreds (see Equation 7.2). In 
addition, MA-CB does not consider the origin of alleles, and therefore assumes that 
the effects of alleles in CB animals are independent of line origin. This assumption 
may not hold because (1) with dominance or some forms of epistasis, effects of 
alleles for CB performance within a parental line depend on the allele frequencies in 
the mated line instead of those in the CB, and (2) parental lines may differ in linkage 
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disequilibrium (LD) between markers and QTL, introducing differences in the 
apparant effects of marker alleles from different origins6. Hence, when dominance 
is the main cause of 𝑟𝑟𝑝𝑝𝑝𝑝 < 1, MAD-PB may yield higher 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-CB. Despite this 
shortcoming, MA-CB may still be preferred over MA-PB when GxE and epistasis are 
important, and when LD between lines is consistent.  
7.3.2.1 Considering the breed-origin of alleles (BOA) 
In the previous section, I discussed that MA-CB does not allow for breed 
specific effects of marker alleles, while in reality, the effects of marker alleles in 
crossbreds may depend on their origin. The model may therefore be improved by 
considering the breed-origin of alleles (BOA), leading to the BOA model (MA-BOA). 
In theory, MA-BOA accounts for all factors that result in an 𝑟𝑟𝑝𝑝𝑝𝑝  lower than one, and 
assumes that LD in parental lines are uncorrelated (i.e. the correlation of LD phase 
between parental lines is zero) (Table 7.1). Theoretically, this strategy may therefore 
yield a higher 𝜌𝜌𝐶𝐶𝐵𝐵  than other strategies that use either a PB or CB reference 
population, because MA-BOA agrees best with genetic reality. Compared to MA-CB, 
MA-BOA is expected to improve 𝜌𝜌𝐶𝐶𝐵𝐵  when (1) there is substantial dominance and 
epistasis in combination with large differences in allele frequency between lines, or 
(2) there are substantial differences in LD between parental lines (i.e. low correlation 
of LD phase) (Table 7.1). In other words, MA-BOA is expected to improve 𝜌𝜌𝐶𝐶𝐵𝐵  when 
the parental lines are distantly related.  
Ibañez-Escriche et al. (2009) illustrated the benefits of considering the BOA 
with simulations where GxE and GxG interactions were absent (𝑟𝑟𝑝𝑝𝑝𝑝 = 1), and breeds 
only differed in allele frequencies and in LD between markers and QTL. This study 
showed that 𝜌𝜌𝐶𝐶𝐵𝐵  was higher with MA-BOA than with MA-CB, for scenarios where 
marker density was low (500 markers per Morgan), the number of CB animals in the 
reference population was relatively large (4,000), and when breeds were distantly 
related. In other simulation studies where dominance effects were simulated, 𝜌𝜌𝐶𝐶𝐵𝐵  
was higher and the response in CB performance was larger with MA-BOA compared 
to MA-CB (Kinghorn 2010; Esfandyari et al. 2015a). In the study of Esfandyari et al. 
(2015a), a benefit of MA-BOA over MA-CB was only observed when the parental lines 
were distantly related and the CB reference population was small. In a study on 
three-way CB pigs, a benefit of MA-BOA over MA-CB was observed for a trait with an 
𝑟𝑟𝑝𝑝𝑝𝑝  of about 0.30, but not for traits with an 𝑟𝑟𝑝𝑝𝑝𝑝  between 0.55 and 0.73 (Sevillano et 
                                                                
6 Note that I assume that functional additive, dominance, and epistatic genetic effects (i.e. 𝑣𝑣, 
𝑏𝑏, and 𝜖𝜖) are independent of line origin, and that CB performance is affected by the same 
QTL in both parental lines. 
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al. 2017). These results agree with my results from chapter 6, where a benefit of MA-
BOA was observed for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. 
In summary, these results suggest that considering the BOA may increase 𝜌𝜌𝐶𝐶𝐵𝐵  when 
parental lines are distantly related, and when traits have a relatively low 𝑟𝑟𝑝𝑝𝑝𝑝. 
The results above suggest that a low 𝑟𝑟𝑝𝑝𝑝𝑝  may indicate a possible benefit of MA-
BOA over MA-CB. However, the benefit of MA-BOA depends on the reason for low 
𝑟𝑟𝑝𝑝𝑝𝑝. For example, when 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one due to GxE interactions alone, MA-BOA 
is not expected to yield higher 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-CB, because GxE interactions do not 
necessarily lead to breed-specific effects of alleles in the crossbreds (Ibañez-Escriche 
et al. 2009). Instead, Sevillano (2018) suggested that a benefit of MA-BOA over MA-
CB can be expected when there is a difference in estimated 𝑟𝑟𝑝𝑝𝑝𝑝  between models that 
either ignore or consider the BOA. In theory, there is indeed a connection between 
differences in estimated 𝑟𝑟𝑝𝑝𝑝𝑝  and the benefit of MA-BOA, because such a difference 
indicates that parental lines are distantly related, and that therefore a benefit of 
considering the BOA may be expected. However, the results in this thesis neither 
supported nor contradicted this theory: in chapter 5, there was no difference in 
estimated 𝑟𝑟𝑝𝑝𝑝𝑝  between MA-BOA and MA-CB, while MA-BOA did result in higher 𝜌𝜌𝐶𝐶𝐵𝐵  
than MA-CB (chapter 6). A possible explanation for this result is that the estimation 
of covariance between and variances of PB and CB performance with MA-CB is 
already dominated by the alleles originating from the line of interest, especially 
when data size is sufficient and parental lines are distantly related. This may result 
in similar estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  with MA-CB and MA-BOA. However, the CB alleles that 
originate from the mated line may still introduce noise in the estimation of 𝛂𝛂�𝐶𝐶𝐵𝐵  with 
MA-CB, leading to a higher 𝜌𝜌𝐶𝐶𝐵𝐵  with MA-BOA than with MA-CB. 
In some studies that investigated the benefit of considering the BOA, average 
effects for CB performance were estimated for all parental lines simultaneously 
(Ibañez-Escriche et al. 2009; Lopes et al. 2017; Sevillano et al. 2017). In those cases, 
it has been argued that ignoring the BOA may yield the same or higher 𝜌𝜌𝐶𝐶𝐵𝐵  than 
considering the BOA, because considering the BOA requires the estimation of twice 
as many parameters (in a two-way crossbred setting) (Ibañez-Escriche et al. 2009). 
In other words, the estimation of effects when the BOA is considered is based on half 
the information, compared to when the BOA is ignored (Sevillano 2018). Although 
these arguments may be true, they do not necessarily lead to a benefit of ignoring 
the BOA over considering it, because a model that considers the BOA is expected to 
better fit the true genetic model than a model that ignores the BOA. Furthermore, 
in chapter 6, I used a model that considered the alleles from only one of the parental 
lines (i.e. MA-BOA), and ignored the alleles from the second parental line. Still, I 
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observed that MA-CB resulted in higher 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-BOA, while the number of 
parameters estimated was the same in both models. I therefore expect that 
observed benefits of MA-CB over MA-BOA are not due to increased model 
complexity of MA-BOA compared to MA-CB. In the following paragraph, I will give a 
possible explanation for why the performance of MA-CB is very competitive, despite 
the expected superiority of MA-BOA based on theoretical arguments.  
The difference in 𝜌𝜌𝐶𝐶𝐵𝐵  between MA-BOA and MA-CB may be determined by two 
mechanisms. On the one hand, MA-BOA may have a benefit over MA-CB, because 
MA-CB assumes that allele effects are independent of line origin. As discussed 
before, this assumption introduces noise in the estimation of 𝛂𝛂�𝐶𝐶𝐵𝐵  with MA-CB due 
to differences in LD and allele frequencies between parental lines. On the other 
hand, with MA-CB, 𝛂𝛂�𝐶𝐶𝐵𝐵  results from regression on genotypes (i.e. 0, 1, 2), whereas 
with MA-BOA, 𝛂𝛂�𝐶𝐶𝐵𝐵  results from regression on haplotypes (i.e. 0, 1). As a result, MA-
CB may yield more accurate 𝛂𝛂�𝐶𝐶𝐵𝐵, because the variance explained by the regression 
is proportional to 2𝑝𝑝𝑝𝑝, whereas with MA-BOA, the variance explained is proportional 
to 𝑝𝑝𝑝𝑝. In general, it holds that the more variance is explained with regression, the 
greater the accuracy of the estimated regression coefficient (i.e. 𝛂𝛂�𝐶𝐶𝐵𝐵). The benefit of 
MA-BOA over MA-CB depends on whether the amount of noise that is introduced in 
𝛂𝛂�𝐶𝐶𝐵𝐵  with MA-CB is large enough to overrule the advantage of MA-CB, due to the 
larger proportion of variance explained. As discussed before, the noise introduced 
with MA-CB depends on the correlation of LD phase and the differences in allele 
frequencies between parental lines, which depend on the genetic distance between 
those lines. In conclusion, MA-BOA may yield higher 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-CB when lines are 
distantly related, whereas MA-BOA may yield lower 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-CB when lines are 
more closely related. 
The explanation for the competitive performance of MA-CB compared to MA-
BOA in the previous paragraph is in agreement with the results in this thesis. In 
chapter 6, MA-CB led to higher 𝜌𝜌𝐶𝐶𝐵𝐵  than MA-BOA for a trait with high 𝑟𝑟𝑝𝑝𝑝𝑝  (0.96) and 
where parental lines were believed to be distantly related. In that study, I showed 
that alleles in the crossbreds that originated from the dam line had predictive value 
for 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 in the sire line. This result suggests that although the parental lines were 
separated for many generations, marker allele effects for CB performance in the two 
parental lines are correlated, and that therefore LD phase between marker and QTL 
are similar as well. To further test the similarity of LD phase, I correlated 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 of 
sires from a model that considered only dam alleles in a CB reference population, 
with GEBV of sires from a model that used a PB reference population (𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝑃𝑃𝐵𝐵). I 
expected that this correlation would be zero when LD phase between parental lines 
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was uncorrelated. The results showed, however, that the average correlation across 
replicates was ~0.15, suggesting that the LD patterns are somewhat similar between 
parental lines. As a result, the noise introduced with MA-CB was not large enough to 
overrule the benefit of MA-CB over MA-BOA due to the larger proportion of variance 
explained, resulting in competitive performance of MA-CB. 
7.3.3 Practical relevance 
From the results of this thesis and previous studies, it seems that the accuracy 
of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 can be improved by using CB data instead of PB data, for traits with an 
𝑟𝑟𝑝𝑝𝑝𝑝  lower than ~0.8. In practice, 𝑟𝑟𝑝𝑝𝑝𝑝  may be lower than 0.8 for many species and 
traits, especially when GxE interactions are involved. I therefore think that crossbred 
breeding programs will benefit from the collection of phenotype and genotype data 
of CB animals, especially considering the fact that information on a single CB animal 
can contribute to estimation of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 in all its parental lines. In addition, the 
collection of data on CB animals is necessary for traits that cannot be measured on 
PB selection candidates (e.g. disease traits). When collection of CB data is too costly 
or challenging, 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 should be estimated with models that use a PB reference 
population and account for dominance (MAD-PB). The benefit of MAD-PB over MA-
PB has, however, not been studied extensively in real data, and should be 
investigated further. 
At the beginning of this discussion, I hypothesized that a model that considers 
the BOA would result in higher 𝜌𝜌𝐶𝐶𝐵𝐵  than alternative strategies, because such a model 
agrees best with genetic reality. In practice, however, ignoring the BOA may 
sometimes yield a higher 𝜌𝜌𝐶𝐶𝐵𝐵  than considering it. I expect that there is a benefit of 
considering the BOA only when parental lines are distantly related (i.e. low 
correlation of LD phase), or when non-additive effects (especially dominance) are 
important components of a low 𝑟𝑟𝑝𝑝𝑝𝑝. When lines are somewhat related, and non-
additive effects are relatively unimportant, I expect no benefit of considering the 
BOA. In conclusion, despite the fact that considering the BOA improves the model’s 
agreement with genetic reality, it does not necessarily lead to improved predictions. 
In the previous sections, I have focused on strategies for estimating 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 
with either a PB or CB reference population. In most situations, however, genotypes 
and phenotypes of PB animals are already available when a breeder decides to 
collect data on CB animals. In such cases, it may be beneficial to use both PB and CB 
information to estimate 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵, instead of using only PB or CB information. With 
both PB and CB information, a bivariate model can be used that treats PB and CB 
performance as two separate, but correlated traits (Christensen et al. 2014). Such a 
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model leads to additive genetic values of PB selection candidates for both PB and CB 
performance. In general, it is expected that the benefit of combining PB and CB 
information instead of using only PB information decreases with increasing 𝑟𝑟𝑝𝑝𝑝𝑝  (Van 
Grevenhof and Van Der Werf 2015). In addition, considering the BOA is expected to 
be beneficial when parental lines are distantly related, possibly leading to differences 
between effects of alleles coming from different line origins (Sevillano et al. 2017). 
Hence, the benefits of adding CB information to PB information are probably similar 
to those of using CB instead of PB information, because of the same reasons 
described in the previous subsections. Similarly, the benefits of considering the BOA 
when PB and CB information is combined are expected to be similar to the benefits 
of MA-BOA over MA-CB. When CB information is available, I recommend to both use 
PB and CB information, and use a bivariate model that treats PB and CB performance 
as two separate, but correlated traits. In addition, I recommend to consider the BOA 
when dominance effects are expected to be large, and when parental lines show low 
correlation of LD phase and large differences in allele frequencies. 
In this discussion, I considered a situation where two purebred parental lines 
were mated to produce a CB (i.e. a two-way crossbred). In reality, however, the final 
CB animals are usually a cross between three or four parental lines (i.e. a three- or 
four-way CB). For example, in pig breeding, breeding programs typically consist of a 
sire line (A) and two dam lines (B and C), and the commercial CB product is a result 
from mating line A with crossbreds BC. In general, the results and conclusions from 
this section apply to situations where 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 are computed in parental lines that 
are responsible for 50% of the genes in the commercial CB animals (e.g. in the sire 
line (A) of a three-way crossbred, A(BC)). With a four-way CB, however, parental lines 
are responsible for only 25% of the genes in the commercial CB animals. Hence, for 
estimation of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 in one parental line, the predictive value of a two-way CB is 
larger than the predictive value of a four-way CB, because the proportion of genes 
shared with the parental line is twice as large for a two-way CB as for a four-way CB. 
However, for the breeding program as a whole, information on a four-way CB may 
be more valuable than information on a two-way CB, because the four-way CB can 
improve the estimation of 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 in four parental lines, whereas the two-way CB 
can improve 𝐆𝐆𝐆𝐆𝐏𝐏𝐆𝐆𝐶𝐶𝐵𝐵 in only two parental lines. Despite these differences, it holds 
that the benefit of a four-way CB reference population over a PB reference 
population increases with decreasing 𝑟𝑟𝑝𝑝𝑝𝑝, and the benefit of considering the BOA 
over ignoring it increases with increasing genetic distance between parental lines. 
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In pig and poultry breeding programs, animals from genetically distinct 
purebred lines are mated to produce crossbred animals, which are the final 
production animals. The aim of such breeding programs is to improve the 
performance of crossbred animals every generation, by selecting genetically superior 
individuals in the purebred lines to become parents of the next generation. The 
purebred lines usually differ in the traits that they are selected for. For instance, dam 
lines may be selected for female fertility and health traits, whereas sire lines may be 
selected for growth, egg production traits, and feed efficiency. The breeders then 
benefit from breed complementarity in the crossbreds, meaning that the crossbred 
animals combine the desirable traits that the purebred lines were selected for. 
Another benefit of crossbreeding is heterosis, which refers to the better average 
performance of crossbreds compared to the average performance of their parental 
lines. 
 Although the aim of crossbred breeding programs is to improve the 
performance of crossbreds, selection takes place in the purebred lines. When these 
selection decisions are based on performance of the purebreds, improvement in 
crossbred performance follows from a correlated response. This strategy may be 
suboptimal because the performance of crossbred animals can be genetically 
different from the performance of purebred animals. This difference is quantified by 
the genetic correlation between purebred and crossbred performance (𝑟𝑟𝑝𝑝𝑝𝑝), which is 
usually lower than one. The 𝑟𝑟𝑝𝑝𝑝𝑝  is an important parameter for crossbreeding 
programs, because it partly determines the response in crossbred performance 
when selection is based on purebred performance. 
One of the reasons for 𝑟𝑟𝑝𝑝𝑝𝑝  values lower than one are genotype by genotype 
(GxG) interactions. Such interactions (also known as non-additive effects) can occur 
between genes at the same location of the genome (termed dominance), or between 
genes at different locations (termed epistasis). Although dominance and epistatic 
effects can be strong and abundant, most of these effects translate into the ‘average 
effects’ of genes. As a result of non-additive effects, these gene effects can differ 
between two purebred populations, or between performance in purebreds and 
performance in crossbreds. Taken together, the differences in gene effects between 
populations can be summarized into a single number, known as the genetic 
correlation. In chapter 3, we investigated how the genetic correlation between two 
populations (𝑟𝑟𝑔𝑔) is affected by non-additive effects and differences in allele 
frequencies between populations. We simulated two populations that had diverged 
under drift only, or under drift and selection, and we simulated traits where the 
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genetic model and magnitude of non-additive effects varied. Results showed that 
larger differences in allele frequencies and larger non-additive effects resulted in 
lower values of 𝑟𝑟𝑔𝑔 between populations. In addition, we found that, when the non-
additive effects became extremely large, 𝑟𝑟𝑔𝑔 had a lower limit that was determined 
by the type of interactions between alleles, and the difference in allele frequencies 
between populations. With realistic dominance, 𝑟𝑟𝑔𝑔 values did not drop below 0.8, 
whereas with realistic epistasis, 𝑟𝑟𝑔𝑔 values dropped to as low as 0.45. These insights 
contribute to the understanding of differences in genetic expression of complex 
traits between populations. 
In chapter 4, we focused on the relationship between non-additive effects and 
the genetic correlation between purebred and crossbred performance (𝑟𝑟𝑝𝑝𝑝𝑝). We 
hypothesized that 𝑟𝑟𝑝𝑝𝑝𝑝  could be predicted when we have information on 𝑟𝑟𝑔𝑔 in the 
parental lines. The aim of this chapter was therefore to derive expressions for 𝑟𝑟𝑝𝑝𝑝𝑝  in 
a two-way crossbred breeding program, based on genetic parameters in parental 
lines. We derived these expressions for a genetic model with additive and dominance 
effects (D), and a model with additive, and additive by additive epistatic effects (EAA). 
We validated our expressions with simulations, and showed that our expressions 
provide exact predictions of 𝑟𝑟𝑝𝑝𝑝𝑝  for models D and EAA, and that they provide upper 
and lower bounds for 𝑟𝑟𝑝𝑝𝑝𝑝  in scenarios with other types of non-additive effects. 
Breeders may be able to use the expressions derived in this chapter to predict the 
impact of non-additive effects on 𝑟𝑟𝑝𝑝𝑝𝑝  for specific crosses, without having to collect 
data on crossbreds. 
When 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one, it may be beneficial to make selection decisions 
based on information on crossbred performance instead of purebred performance. 
This is, however, a challenging task, because purebred animals cannot be tested 
directly for performance at the crossbred level. Now, with the recent developments 
in genomic prediction, it has become possible to estimate breeding values for 
crossbred performance for purebred animals. Genomic prediction makes use of a 
reference population that consists of individuals that have both phenotypic records 
and genotypic marker records. This information is used to estimate effects for all 
genotype markers simultaneously. These estimated marker effects can then be used 
to compute genomic estimated breeding values (GEBV) for crossbred performance 
of purebred animals that have only genotypic marker records available.  
In chapter 2, we investigated the accuracy of estimated gene effects, when 
data is collected on a finite sample from a larger population, and when dominance 
is present. We compared a model that explicitly models dominance with a model 
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that does not. Our results showed that the dominance model estimates gene effects 
more accurately. We showed that errors in the estimation of gene effects arose 
because of differences between the sample and the whole population in terms of 
genetic composition. A model that includes dominance was more robust against 
these deviations. Furthermore, in the absence of dominance, there was no penalty 
of modelling dominance. These results may suggest that modelling dominance is 
beneficial for estimating gene effects across the whole genome, and possibly for 
genomic prediction. 
The objective of chapter 5 was to compare estimates of 𝑟𝑟𝑝𝑝𝑝𝑝  obtained from 
pedigree-based and genotype-based models. In addition, we compared estimates 
from genotype-based models that either consider or ignore the breed-of-origin of 
alleles (BOA). For this purpose, we analysed body weight in broiler chicken, using 
genomic and phenotypic data collected from purebred and crossbred animals that 
had a common sire line. Our results showed that estimated 𝑟𝑟𝑝𝑝𝑝𝑝  was 5 to 25% larger 
with genotype-based models than with pedigree-based models, and that standard 
errors of 𝑟𝑟𝑝𝑝𝑝𝑝  were smaller with genotype-based models than with pedigree-based 
models. Considering the BOA did not result in different 𝑟𝑟𝑝𝑝𝑝𝑝  estimates compared to 
ignoring the BOA, probably because the parental lines of the crossbred animals were 
distantly related. We concluded that genotype-based models can be useful for 
estimating 𝑟𝑟𝑝𝑝𝑝𝑝, even when the purebred and crossbred animals that have 
phenotypes are closely related. 
In chapter 6, we used the same data as in chapter 5 to investigate the benefit 
of using a crossbred instead of purebred reference population for the estimation of 
GEBV for crossbred performance. In addition, when using a crossbred reference 
population, we investigated the benefit of considering the BOA. These benefits were 
determined with two alternative validation strategies: one where validation was 
based on crossbred offspring averages, and one where validation was based on 
individual crossbred records. Our results showed that there were large differences 
between validation strategies in the observed benefits of crossbred data and of 
considering the BOA. We argued that when GEBV are validated with individual 
crossbred records, the accuracy of models that use a crossbred reference population 
and ignore the BOA are inflated. Thus, we recommended that, whenever possible, 
GEBV for crossbred performance should be validated with crossbred offspring 
averages. With this validation strategy, our results showed that the accuracy of GEBV 
was higher with a crossbred reference population than with a purebred reference 
population for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but lower for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. 
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Similarly, taking the BOA into account was beneficial for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.8, but 
not for a trait with an 𝑟𝑟𝑝𝑝𝑝𝑝  of 0.96. 
In chapter 7, I first discussed the relationship between non-additive effects and 
heterosis (i.e. the increased performance of crossbreds compared to the average 
performance of parental lines). I showed that heterosis is closely related to 𝑟𝑟𝑝𝑝𝑝𝑝  
through the existence of non-additive effects. I show that the response to purebred 
selection in crossbred performance can be larger than the response in purebred 
performance, even when 𝑟𝑟𝑝𝑝𝑝𝑝  is lower than one. My results may partly explain how 
heterosis can persists across many generations of selection on purebred 
performance. Second, I discussed strategies to estimate GEBV for crossbred 
performance. I hypothesized that using a crossbred reference population and 
considering the BOA would optimize the accuracy of genomic prediction models. I 
concluded, however, that even though this model agrees best with genetic reality, it 
does not necessarily lead to the highest prediction accuracy.
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