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Networks of nonlinear resonators offer intriguing perspectives as quantum simulators for non-
equilibrium many-body phases of driven-dissipative systems. Here, we employ photon correlation
measurements to study the radiation fields emitted from a system of two superconducting resonators,
coupled nonlinearly by a superconducting quantum interference device (SQUID). We apply a
parametrically modulated magnetic flux to control the linear photon hopping rate between the two
resonators and its ratio with the cross-Kerr rate. When increasing the hopping rate, we observe
a crossover from an ordered to a delocalized state of photons. The presented coupling scheme is
intrinsically robust to frequency disorder and may therefore prove useful for realizing larger-scale
resonator arrays.
Engineering optical nonlinearities that are appreciable
on the single photon level and lead to nonclassical light
fields has been a central objective for the study of light-
matter interaction in quantum optics [1–3]. While such
nonlinearities have first been realized in individual optical
cavities [4, 5] and with Rydberg atoms [6, 7], more recently
superconducting circuit quantum electrodynamics (QED)
[8] has proven to be a powerful platform for the study of
nonclassical light fields. Circuit QED systems facilitate
strong effective interactions between individual photons
[9, 10], long coherence times [11] as well as precise control
of drive fields [12, 13] within a large variety of possible
design implementations. Particularly, in-situ tunable or
nonlinear couplers have been explored more recently for
superconducting elements [14–20].
Well-controllable engineered quantum systems, in which
strong optical nonlinearities occur in extended volumes
[21] or networks of multiple nonlinear resonators offer
interesting perspectives to study interacting many-body
systems with photons [22, 23] and to mimic the dynam-
ics of otherwise less accessible systems [24–26], such as
supersolids [27] or topological quantum matter [28]. Pho-
tons are trapped in resonators only for a limited time,
even in high quality devices. Interacting photons are thus
typically explored in a non-equilibrium regime, in which
continuous driving compensates for excitation loss and
yields stationary states of light fields [29]. It has been pre-
dicted that these non-equilibrium systems offer rich phase
diagrams of novel exotic states which have no analogue in
equilibrium systems [30], featuring e.g. synchronization
[31] or bistability [32, 33].
Non-equilibrium coupled resonator systems have more
recently also been investigated experimentally, both in
a semiclassical and in a quantum regime. Macroscopic
self trapping of exciton polaritons has been observed in a
dimer of coupled Bragg stack microcavities [34], vacuum
squeezing was demonstrated in a dimer of superconducting
resonators [35], the unconventional photon blockade has
been observed in the optical and the microwave domain
[36, 37], and signatures of bistability have been found in
a chain of superconducting resonators [38]. Moreover, a
transition from a classical to a quantum regime has been
observed in the decay dynamics of a resonator dimer [39],
chiral currents of one or two photons have been gener-
ated in a three qubit ring [40], and spectral signatures of
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FIG. 1. (a) Sketch of an optical analogue of the setup, con-
sisting of two resonator modes a and b with Kerr nonlinearities
Ua and Ub, coupled via a cross-Kerr interaction V and a tun-
able linear hopping rate Jac. (b) Equivalent circuit diagram
and (c) false-colored micrograph of the sample, featuring two
lumped-element LC resonators a, b (blue, red), coupled via
a nonlinear coupling element composed of a capacitor and a
SQUID (inset). The resonators are accessed via two symmetric
sets of weakly coupled input lines (yellow, ports 3 and 4) and
output lines (green, ports 1 and 2). A flux modulation tone is
applied via a dedicated T-shaped flux line (purple, port 5).
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2many-body localization [41] as well as a Mott insulator
of photons [42] have been observed in a qubit chain.
In this Letter, we explore the interaction between indi-
vidual photons in a driven-dissipative system of two non-
linearly coupled superconducting resonators (see Fig. 1a).
The nonlinear coupler mediates a cross-Kerr interaction
V , on-site Kerr interactions Ua and Ub, and an effective
linear hopping interaction with in-situ tunable rate Jac.
We measure the on-site g
(2)
aa := g
(2)
aa (τ = 0) and cross cor-
relations at zero time delay g
(2)
ab := g
(2)
ab (τ = 0) between
the emitted field from both resonators. In the limit of
small Jac/V , a photon trapped in one resonator blocks
the excitation of the neighboring resonator and vice versa,
leading to a spontaneous self-ordering of microwave pho-
tons [43, 44]. Such an inter-site photon blockade regime
has been predicted for resonator arrays with nonlinear
couplers [45, 46]. When increasing Jac/V , however, a
delocalization of photons and a simultaneous occupation
of both resonators becomes favorable, leading to a change
in the photon statistics.
For this experiment we utilize an on-chip superconduct-
ing circuit consisting of two lumped element resonators
with characteristic impedance Z = 80 Ω (see Fig. 1b,c).
The aforementioned nonlinear coupling circuit, intercon-
necting the two resonators, consists of a capacitively
shunted superconducting quantum interference device
(SQUID) with capacitance CJ = 95 fF and Josephson en-
ergy EmaxJ /h = 80 GHz, with the Planck constant h. We
use a superconducting coil and an on-chip flux drive line
(port 5) to ensure full dc and ac control of the magnetic
flux threading the SQUID loop. Each resonator is weakly
coupled to an input port (3 and 4), through which we drive
the system, and to an output port (1 and 2) into which
approximately 50% of the intra-cavity field is emitted and
measured using a linear detection chain. The total decay
rates are measured to be (κa, κb)/2pi = (2.8, 2.4) MHz.
First, we characterize the sample by measuring the
transmitted amplitude |S21| as a function of external
magnetic flux Φdc. At each flux bias point we observe
two resonances corresponding to the two eigenmodes of
the system, see Fig. 2a. The flux dependence of the mea-
sured eigenfrequencies is well explained by a linear circuit
impedance model comprising a tunable effective Josephson
energy, which allows us to determine the aforementioned
circuit parameters. From a normal mode model we ex-
tract the tuning range of the corresponding linear hopping
rate Jdc/2pi = −0.8 . . . 0.8 GHz (Fig. 2b). The tunability
of Jdc results from an interplay between the capacitive
and the flux-dependent inductive coupling between the
two resonators. As these carry opposite signs, we are
able to cancel both contributions achieving approximately
zero net static linear coupling Jdc ≈ 0 at a dc flux bias
point of Φdc ≈ −0.37 Φ0, where Φ0 = h2e is the magnetic
flux quantum. At this bias point the two measured reso-
nances (ωa, ωb)/2pi = (6.802, 7.164) GHz are separated by
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FIG. 2. (a) Measured transmission amplitude |S21| vs. mag-
netic flux Φdc and fit of the resonance frequencies to a linear
circuit impedance model (thin orange line). The working
point Jdc = 0 is indicated by a dashed orange line. (b) Linear
hopping rate Jdc vs. Φdc, calculated using a normal mode
model based on the circuit parameters extracted from (a). (c),
(d) Reflection coefficient measurements of bare cavity modes
at Φdc ≈ −0.37 Φ0 (Jdc ≈ 0) with fit to a Lorentzian (solid
filling).
the bare detuning ∆/2pi ≡ (ωb − ωa)/2pi = 362 MHz and
correspond to good approximation to the local modes of
the system (Fig. 2c,d). As a result, the radiation of each
mode (a, b) is collected in its respective output line at
port (1, 2). Notably, the finite detuning ∆ between the
bare cavity modes suppresses undesired nonlinear inter-
actions, which would otherwise give rise to pair hopping
and correlated hopping (see supplementary material).
In order to recover a well controllable linear hopping
rate despite the finite cavity detuning, we implement a
parametric coupling scheme [14, 18, 47]. Here, we apply
an ac modulated flux drive to the SQUID with a variable
amplitude Φac and a modulation frequency ωac, which
equals the resonator detuning ωac = ∆. For Φac = 0
we recover the uncoupled resonator modes when prob-
ing the transmission spectra |S13| and |S24| (see Fig. 3a).
However, as we increase Φac, we observe a simultane-
ous frequency splitting of both modes, which scales lin-
early with Φac, and which we interpret as the result
of a parametrically induced photon hopping with rate
Jac/2pi = 0 . . . 40 MHz (see supplementary material).
In an appropriate doubly rotating frame, where each
mode rotates at its resonance frequency, our system is
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FIG. 3. (a) Measured transmission amplitude |S13| (|S24|)
through resonator a (b) for varying flux modulation amplitude
Φac applied to port 5. Linear fits to the resonance frequencies of
the Jac-hybridized modes are shown as black dashed lines. (b)
Energy level diagram for vanishing (gray box) and finite linear
hopping rate Jac via parametric modulation at the frequency
difference ∆ = ωb −ωa. (c) Energy levels of resonator b in the
first (purple) and second (orange) excitation manifold vs. Jac.
well described by an effective Hamiltonian
1
~
H∆ = δaa†a+ δbb†b+ Jac
(
a†b+ b†a
)
+
1
2
Ua a
†2a2 +
1
2
Ub b
†2b2 + V a†ab†b
+ Ωa(a
† + a) + Ωb(b† + b)
with the drive detuning δi = ωdrive,i − ωi (i ∈ {a, b}) and
the drive rates Ωi. The on-site and the cross-Kerr inter-
action rates at zero coupling bias are (Ua, Ub, V )/2pi =
−(3.1 ± 0.3, 2.7 ± 0.2, 7.0 ± 0.3) MHz, which have been
extracted from a spectroscopic measurement (see sup-
plementary material). In the absence of a parametric
modulation the eigenstates of this Hamiltonian corre-
spond to the photon number states |nanb〉 in the local
basis (compare Fig. 3b). The second order transitions are
red shifted by the corresponding Kerr rates. For finite Jac
the eigenstates hybridize in both the one- and two-photon
manifold.
We focus on a parameter regime in which |V | and
Jac, as well as κi and Ωi, are comparable in magnitude,
featuring a competition between nonlinear interaction and
linear hopping, as well as between drive and dissipation.
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FIG. 4. (a), (c) Measured cross (on-site) second order photon
correlator g
(2)
ab (g
(2)
aa ) as a function of the linear hopping rate Jac
and the drive rate Ω; the black dotted (dashed) line indicates
the linearly interpolated contour for g(2) = 0.7 (g(2) = 1.3).
(b), (d) Corresponding results from numerical simulations. (e)
g(2) vs. Jac, cut for Ω/2pi = 0.76 MHz (see white dashed line;
measured data is shown with markers, numerical simulations
with dashed lines). (f) g(2) vs. Ω, cut for Jac/2pi = 0 MHz
(see white dash-dotted line).
In our system we additionally have |Ui| ≈ κi. Both
Ω = Ωa = Ωb, setting the average number of excitations
in the system, and Jac, setting the rate at which the
resonators exchange excitations, are utilized as tunable
control parameters, while V , Ui and κi are constant. In
the experiment we keep the drive frequencies, and thus
δi = 0, fixed. We eliminate influences of the phase of
Jac on the measured results by averaging over multiple
randomized phase configurations.
We characterize the quantum states of the uniformly
and continuously driven two-resonator system by mea-
suring the second order cross g
(2)
ab and on-site correlation
g
(2)
aa of the emitted radiation as a function of Jac and Ω
(see Fig. 4a,c). To this aim, we linearly amplify and
digitize the radiation fields at both output ports in order
to obtain the second order photon correlations [35, 48, 49].
To enhance the signal-to-noise ratio, we use a quantum-
limited Josephson parametric amplifier [35] operated in
a phase-sensitive mode (see supplementary material for
details about the detection process). The measured g(2)
correlations are compared with the results of a numeri-
cal master equation simulation [50] (see Fig. 4b,d). As
confirmed by this simulation, the average resonator occu-
4pations remain at or below the single photon level for all
the data presented in Fig. 4.
In the regime of small Jac and low Ω we measure the
radiation to be anti-bunched, see Fig. 4. In this limit,
the cross-Kerr interaction effectively shifts the transition
frequency of one cavity when a photon is present in the
other and thus detunes the (|01〉, |10〉! |11〉) transition
from the drive tones. This inhibits simultaneous occupa-
tion of both cavities, leading to a dynamic self-ordered
photon state manifested as anti-bunching in the photon
cross statistics. Equivalently, the on-site Kerr interaction
prevents each mode from being doubly excited, leading
to anti-bunched on-site correlations.
Increasing the hopping rate Jac results in a hybridiza-
tion of the modes in both the one- and two-excitation
manifold, see Fig. 3c for a level diagram as a function
of Jac. When Jac becomes comparable to the Kerr rate
Ui, the transitions of the single photon manifold become
detuned from the drive frequency, while the two-photon-
transition into the symmetric |02+20+11〉 branch becomes
resonant with the drive. This leads to a more efficient
drive into the second excitation manifold compared to
the originally dominating single photon states and to an
admixture of simultaneous cavity occupations (|11〉, |20〉,
and |20〉). This causes a crossover from anti-bunched to
bunched statistics in both the measured g
(2)
ab and g
(2)
aa ,
see Fig. 4e. Interestingly, we find a regime in which the
on-site correlation g
(2)
aa is already close to unity, while the
cross correlation g
(2)
ab is still anti-bunched. We attribute
this effect to V being larger than Ui.
Studying the dependence on the drive rate Ω, we find
that g
(2)
aa approaches unity when Ω exceeds Ui (Fig. 4f),
which we explain by the breakdown of the photon blockade.
This effect is found to be largely independent of Jac. We
observe a similar behavior for the cross correlations. In
this case, however, the measured g
(2)
ab approaches one
half in the limit of large drive rate Ω, which is in good
agreement with the result obtained from the numerical
simulations.
In conclusion, we have realized a coupled cavity system,
featuring a tunable ratio between linear hopping and cross-
Kerr interaction rate and observed the crossover from pho-
ton ordering to delocalization. Inspired by the proposals
by Jin et al. [45, 46], we interpret the measured cross cor-
relations as an order parameter in a (Jac, Ω)-dependent
phase diagram of the system. The observed crossover
closely resembles the onset of a driven-dissipative photon
ordering phase transition, from a fully ordered crystalline
phase dominated by spontaneous symmetry breaking to-
wards a uniform delocalized steady-state phase [51, 52].
We expect the demonstrated coupling mechanism to
be well extendable towards larger resonator arrays. Re-
silience to disorder in electrical parameters [53] can be
achieved by frequency staggering of neighboring cavities
along with the adjustability of the parametric modulation
frequencies. Additionally, the employed lumped element
structures excel in this scenario thanks to a compact
footprint and high design versatility.
The presented system and variations thereof could be
used to explore regimes, in which inter-site interactions
exceed on-site interactions [54, 55]. Additionally, the
controllability of the phase of the hopping rate could
be employed to create artificial gauge fields in plaquette
systems and to study non-reciprocal dynamics with pho-
tons [40]. Furthermore, the variability of flux modulation
frequencies could enable the controllable activation of ad-
ditional interaction terms such as a parametric coupling
between neighboring resonators [56] or pair hopping [57],
e.g. for the study of supersolid phases [58].
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SYSTEM ENGINEERING
Linear Impedance Model
We construct a linear impedance model based on the
equivalent circuit of our sample (see Fig. 1b) using an
ABCD matrix formalism. The model is then fitted to
the measured eigenfrequencies, which we extract from
measurements of the dc flux dependent transmission am-
plitude spectrum |S21| (see Fig. 2a). This allows us to
determine the electrical parameters, see Tab. SI.
Ca 260 fF
Cb 300 fF
CJ 95 fF
EmaxJ /h 80 GHz
La 1.9 nH
Lb 1.9 nH
Ls 0.3 nH
TABLE SI. List of electrical parameters of the microwave
circuit presented in the main text.
We neglect the corrections due to the coupling to the
environment. However, we take into account the contri-
bution of a spurious inductance Ls caused by the lead
wires to the SQUID. This will modify the dc contribu-
tion of the effective inductance of the SQUID as LJ =
Ls + Φ0/EJ(Φdc) with EJ(Φdc) = E
max
J | cos(piΦdc/Φ0)|.
In order to prevent the creation of a large closed ground
loop through the SQUID, which could alter the circuit’s
dynamics in the presence of magnetic flux, we opt for a
floating resonator configuration via large shunt capacitors,
designed to be Cs = 800 fF.
Effective Hamiltonian under Parametric Modulation
In order to be able to study the competition of linear
hopping interaction and nonlinear cross-Kerr interaction
between adjacent resonators, it is crucial to construct a
system with a Hamiltonian featuring exclusively these
two coupling mechanisms.
Starting from the Lagrangian of the implemented non-
linear coupling circuit [S1] discussed in the main text (see
Fig. 1), we find the full local mode Hamiltonian
1
~
Hfull = ωa a†a+ ωb b†b
− (Jc − J`)
(
a†2 + b†2 + a2 + b2
)
+ (Jc − J`)
(
a†b. . . + b
†a. . .
)
− (Jc + J`)
(
a†b† + ba
)
+
V˜
24
(
a+ a† − b− b†)4︸ ︷︷ ︸
=a†4+4 a†3a+6 a†2a2+4 a†a3+a4
−4 b†a†3−4 a†3b−12 b†a†2a−12 a†2ba. . . .
−12 b†a†a2. . . . .−12 a†ba2−4 b†a3−4 ba3
+6 b†2a†2+12 b†a†2b+6 a†2b2
+12 b†2a†a+24 b†a†ba+12 a†b2a
+6 b†2a2+12 b†ba2+6 b2a2
−4 b†3a†−4 b†3a−12 b†2a†b−12 b†2ba. . .
−12 b†a†b2. . . . −12 b†b2a−4 a†b3−4 b3a
+b†4+4 b†3b+6 b†2b2+4 b†b3+b4
+O(a6)
expressed in terms of ladder operators a†, b† with the
bare resonator frequencies ωa, ωb, the capacitively (in-
ductively) mediated linear hopping rate Jc (J`) and the
cross-Kerr rate V˜ . For simplicity we assume comparable
characteristic impedances Za ≈ Zb resulting in Kerr rates
V˜ ≈ 2U˜a ≈ 2U˜b for the two resonators. Corrections from
normal ordering are omitted. The selected highlighted
terms rotate at a frequency of {2ωa − 2ωb, ωa − ωb. . . . . . . ., 0}
with respect to a doubly rotating frame, which is locked
to the resonance frequencies of both modes ωa and ωb.
In particular, this shows the importance of a substantial
detuning ∆ = ωb − ωa 6= 0 in order to suppress the detri-
mental pair hopping (∼ a†2b2) and correlated hopping
(∼ a† (a†a+ b†b) b
. . . . . . . . . . . . . . .
) terms while keeping the desired Kerr
terms (∼ a†ab†b) resonant.
In order to preserve a linear hopping interaction (∼ a†b. . . )
despite this detuning ∆ we employ a parametric modu-
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FIG. S1. Full wiring diagram of the experimental setup. The setup consists of two symmetrical linear amplification chains
composed of reflective Josephson parametric amplifiers, HEMT amplifiers and room temperature amplifiers.
lation scheme by driving the nonlinear coupling circuit
with the ac modulated flux
ϕ(t) = ϕdc + ϕac cos (ωact) ,
where ϕi = 2piΦi/Φ0 are the magnetic flux amplitudes
normalized to the flux quantum. The applied flux drive
tone at frequency ωac is responsible for selecting and acti-
vating specific interactions from Hfull within a subsequent
rotating wave approximation. The interaction rates are
effectively altered as J` 7→ J` cos ϕ(t)2 and V˜ 7→ V˜ cos ϕ(t)2 ,
an expansion to first order leads to
cos
(
ϕ(t)
2
)
= cos
(ϕdc
2
+
ϕac
4
(
ei∆t + e−i∆t
))
≈ cos
(ϕdc
2
)
− sin
(ϕdc
2
) ϕac
4
(
ei∆t + e−i∆t
)
for a modulation frequency ωac = ∆.
We choose individual rotating frames for each mode,
locked to their respective resonance frequency ωa, ωb. Af-
ter a rotating wave approximation for sufficiently large
resonator-resonator detuning ∆ (i.e. keeping solely reso-
nant terms) and operating with balanced capacitive and
inductive hopping rates Jc = J` cos(ϕdc/2), we are left
with the effective Hamiltonian
1
~
Hi∆ = δaa†a+ δbb†b
+ J` sin
(ϕdc
2
) ϕac
4
(
a†b. . . + b
†a. . .
)
+
1
2
U˜a cos
(ϕdc
2
)
a†2a2
+
1
2
U˜b cos
(ϕdc
2
)
b†2b2
+ V˜ cos
(ϕdc
2
)
a†ab†b
− J˜n sin
(ϕdc
2
) ϕac
4
(
a†
(
a†a+ b†b
)
b
. . . . . . . . . . . . . . .
+ h.c.
)
+ Ωa(a
† + a) + Ωb(b† + b)
In this form, the linear scaling of the effective linear
hopping rate Jac = J` sin(ϕdc/2)ϕac/4 with the flux
modulation amplitude Φac is evident. For our device
we find J`/2pi = 1.6 GHz. The nonlinear Kerr rates
(Ua, Ub, V ) = (U˜a, U˜b, V˜ ) cos(ϕdc/2) are dependent on the
flux bias point, but are inherently robust against detuning
∆ or flux modulation. We infer the correlated hopping rate
J˜n/2pi = 8 MHz from the measured cross-Kerr rate. For
sufficiently weak flux modulation (ϕac/2pi . 3× 10−3 in
the experiment), the contribution of the pair (correlated)
3hopping terms are quadratically (linearly) suppressed,
allowing us to neglect their influence on the system dy-
namics and to finally reconstruct the Hamiltonian as
presented in the main text.
EXPERIMENTAL SETUP AND DATA
COLLECTION
Sample Fabrication
All linear elements of the device presented in Fig. 1
are fabricated by patterning a sputtered 150 nm thin nio-
bium film on a sapphire substrate with photolithography
and reactive ion etching. In a subsequent step Joseph-
son junctions are added using electron-beam lithography
and double-angle shadow evaporation of Aluminum. We
operate the sample in a dilution refrigerator at a base tem-
perature of 20 mK. The full microwave wiring diagram is
shown in Fig. S1.
Linear Amplification Chain and Driving Scheme
The resonators a, b are driven at their respective bare
resonance frequencies ωa, ωb with a set of symmetric
drive lines via ports 3 and 4. Scattered radiation is col-
lected at ports 1 and 2 and routed to a set of symmetric
linear amplification chains. The itinerant signal is am-
plified by near-quantum limited Josephson parametric
amplifiers (JPA) [S2] at base temperature, operated in
phase-sensitive mode in a dual pump tone configuration
[S3]. The pump tones are symmetrically detuned from
the signal frequency by ±250 MHz (±300 MHz) for the
amplifier at mode a (b). The pump tones are thus far
detuned from the measurement band, alleviating the need
for pump tone cancellation. We determine a bandwidth
of 13 MHz (20 MHz) at a gain of 18.8 dB (19.6 dB) of the
parametric amplifiers.
Subsequently, the signals are amplified by high-electron-
mobility-transistor (HEMT) amplifiers, thermally an-
chored at 4 K, and low noise room temperature amplifiers.
The signals are then down converted by mixing with
individual local oscillator tones to an intermediate fre-
quency of 25 MHz, filtered to avoid backfolding of noise
and amplified before being digitized by an analog-to-
digital converter with a sampling rate of 100 MHz. A
field programmable gate array (Xilinx Virtex-4) digitally
down converts the digitized signals and extracts the I, Q
quadratures for each channel.
The JPA pump field and local oscillator phases are
locked to each other and chosen such that I corresponds
to the amplified quadrature. In order to uniformly sample
the entire phase space distribution of the field we slowly
cycle the relative phase of the individual local oscillators
with respect to the corresponding input drive field. Con-
sequently, we are able to reconstruct the second order
correlations from a measurement of a single quadrature I
per channel.
Correlation Function Measurements
We collect the resulting Ia, Ib quadrature values of sev-
eral million repetitions of the experiment with the drive
fields turned on in a two dimensional histogram (“on”)
and extract the normally ordered statistical moments
〈(Ia)n(Ib)m〉on (with n+m ≤ 4) of this distribution [S4].
It is necessary to mitigate the influence of added thermal
noise on the on-histogram in order to reconstruct the
statistics of the radiation field emitted from the sample
at base temperature. To this aim, we repeat the measure-
ment without applying any drive field and extract the
statistical moments 〈(Ia)n(Ib)m〉off from the correspond-
ing histogram (“off”). Assuming a linear amplification
chain, the moments of the on-histogram
〈(Ia)n(Ib)m〉on =
n,m∑
k,l=0
(
n
k
)(
m
l
)
〈(Ia)n−k(Ib)m−l〉off
×〈(Ia)k(Ib)l〉diff
are composed of the added noise captured in the moments
of the off-histogram and the moments of the signal at the
output of the sample 〈(Ia)k(Ib)l〉diff. This set of linear
equations is solved in order to obtain the latter [S5].
The reconstructed moments of the quadratures can be
expressed as normally ordered moments of the mode op-
erators 〈(Ia)k(Ia)l〉diff ∝ 〈:
(
a+ a†
)k (
b+ b†
)l
:〉, where
Ia =
1
2
(
a† + a
)
, Ib =
1
2
(
b† + b
)
. This allows us to calcu-
late the correlations at zero time delay g
(2)
aa := g
(2)
aa (0) =
〈a†a†aa〉
〈a†a〉2 and g
(2)
ab := g
(2)
ab (0) =
〈a†ab†b〉
〈a†a〉〈b†b〉 as
g(2)aa =
2
3
〈(Ia)4〉diff
〈(Ia)2〉2diff
, g
(2)
ab =
〈(Ia)2(Ib)2〉diff
〈(Ia)2〉diff〈(Ib)2〉diff
Error bars shown in Fig. 4 of the main text are extracted
from the standard deviation of the mean of repeated
measurements. The validity of the analysis is verified
by measuring the statistics of a coherent tone g
(2)
aa =
1.01± 0.01 and g(2)bb = 1.0± 0.02.
MEASURED KERR RATES
We measure the nonlinear interaction rates at the dc
flux bias point Φdc ≈ −0.37 Φ0, i.e. at vanishing linear
hopping Jdc/2pi ≈ 0 MHz via spectroscopic characteriza-
tion of two-photon transitions (Fig. S2). The on-site
Kerr rates are measured with a strong probe tone, we find
(Ua, Ub)/2pi = −(3.1±0.3, 2.7±0.2) MHz. The cross-Kerr
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FIG. S2. (a) Transmitted amplitude |S13| (purple line), in-
cluding fit to double-Lorentzian (purple filling, individually
shown via orange dashed line). (b) Transmitted amplitude
|S24|. (c) Transmitted amplitude |S13| measured in two-tone
spectroscopy, pump tone with frequency ωP applied at port 4.
(d) Transmitted amplitude |S24| with pump tone at port 3.
rates are measured using a weak probe tone while simulta-
neously pumping the respective single photon transitions
strongly. Fitting two Lorentzian curves to the measured
spectra allows us to extract the detuning between the
transitions of the one- and two-photon manifolds, which
directly corresponds to the Kerr rates in question. We
find the cross-Kerr rate (Va, Vb)/2pi = −(7.2, 6.7) MHz
to be dependent on the port from which the transition
is pumped. We attribute this to imprecisions in the fre-
quency extraction and combine the findings to the value
reported in the main text V/2pi = −(7.0± 0.3) MHz.
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