Abstract. A fifty-year time series of monthly stratospheric ozone readings from Arosa, Switzerland is analyzed. The time series exhibits the properties of a periodically correlated (PC) random sequence with annual periodicities. Spectral properties of PC random sequences are reviewed and a test to detect periodic correlation is presented. An ARMA model with periodically varying coefficients (PARMA) is fit to the data in two stages. First, a periodic autoregressive model (PAR) is fit to the data. This fit yields residuals that are stationary, but non-white. Next, a stationary ARMA model is fit to the residuals and the two models are combined to produce a larger model for the data. The combined model is shown to be a PARMA model and yields residuals that have the correlation properties of white noise.
INTRODUCTION
Many real valued random sequences show nonstationarity in the form of periodic correlation.
A random sequence {X n } with finite second moments is called periodically correlated (PC) with period T if 1'(n) = E[X,J and C(m, n) = Cov( X m' X n) are periodic with period T:
JJ(n+T)=JJ(n) and C(m+T,n+T)=C(m,n).
(1.1)
To avoid ambiguity, the period T is taken as the smallest positive integer such that (1.1) holds. When T = 1, {X n } is covariance stationary and will be referred to as stationary for short. One can always assume that 1'(n) == 0 by examining {Xn -1'(n)}; in practice, the periodic sample mean is subtracted from the data.
This paper is concerned with modeling the correlation structure of stratospheric ozone data. A model is developed for a data set, plotted in Figure 1 , that contains 50 years of monthly observations from Arosa, Switzerland. The development of adequate models for ozone data is important in the prediction of future values and in the analysis of possible trends (Hill et al., 1986) . A natural choice for the period is T =12; this choice will be statistically justified by a test presented in Section 3. Figures   2a and 2b , which plot the monthly sample mean and standard deviation of the data set in Dobson units, clearly indicate that the data are nonstationary.
Section 2 briefly reviews frequency domain theory for PC random sequences. Section 3 discusses spectral estimation and presents a test for detecting the presence of periodic correlation. Section 4 introduces a class of models for PC random sequences and discusses estimation of model parameters.
In Section 5, these ideas are applied in the development of a model for the Arosa data. The goodness of model fit is evaluated by examining the correlation properties of its residuals. Section 6 summarizes the paper.
FREQUENCY DOMAIN THEORY
Suppose {X n } is PC with period T. The frequency domain approach to the study of PC time series is based on the fact that {X n } is harmonizable in the sense of Loeve (1978, §37.4) ; that is, {X n } has the spectral representation ± (T -I)} (Gladyshev, 1961) . In this case, R is supported on the 2T -1 parallel diagonal lines A2 = At + 2fli:, Ii: = 0, ± 1, ... , ± (T -1) restricted to the bifrequency square [O,2",)x(O,2",). Figure 3 graphically describes this support set.
Let {X n } be PC with period T and let G",(dA) be the differential of R along the diagonal line A2 = At +1/J:
where A+ 1/J is taken modulo 2", if necessary. The main diagonal component of R has the same interpretation as the spectrum of a stationary sequence:
We assume that Go has the density GO(dA) = go(A)dA. Then the remaining components also have densi- (Hurd and Bloomfield, 1992) . The periodic 'diagonal nature of the support set
of R (see Figure 3 ) Imphes that g",(A) == 0 unless 1/J E 0, ±"'T' ±"'T' .. ,± T . A test to detect periodic correlation based on this principle is discussed in Section 3.
There is a relationship between the correlation structure of {X n } and the spectra g",(A): set In the context of spectral estimation from a data sequence of length N, let gh( .) be shorthand notation
Assuming only that the density gh(A) exists, one can show that 9h(A) is asymptotically unbiased:
4 (3.3) (Hurd and Bloomfield, 1992) . However, as with stationary spectral estimation, 9h(>') is not a consistent estimator of gh(>'); consistency is obtained by smoothing 9h(>') ' Hurd and Bloomfield (1992) show We recommend a centered smoothing for estimating the density gh(>'); however, our interest lies with finding correlations in the discrete Fourier transform; hence, the computationally convenient one-sided smoothing in (3.4) will be used in the ensuing coherence calculations. The discrete Fourier transform is extended in the usual periodic manner of (3.5) when a frequency of 21f' or more is encountered in (3.4).
A test for detecting periodic correlation in {Xn} against the stationary null hypothesis was recently presented by Hurd and Gerr (1991) . A variant of this test will be used in our numerical work that follows. The test is based upon the following fact: if {X n } is stationary, then gh(>') == 0 for all
The idea is made more precise by defining (3.6) The quantity 11h,M(Aj) 1 2 is called Goodman's squared coherence statistic (Goodman, 1965) (Goodman, 1965) . One can justify the beta type distribution in ( 
MODELS FOR PERIODICALLY CORRELATED RANDOM SEQUENCES

PARMA Models
Periodic correlation can be introduced into an ARMA model when the coefficients of the model are allowed to vary periodically with time. This leads us to the class of periodic autoregressive moving average (PARMA)_models.
For clarity, the notation of Vecchia (1985a) is adopted and {X,} is indexed by year and season: X nT +., refers to the time series during the vth season of year n~O. The total number of seasons per year is T and the seasonal index v satisfies 1 $ v $ T. The random sequence {X,} is said
to follow a PARMA model if
where {e,} is mean zero white noise with Var(E,) == 1 The reader is referred to Vecchia (1985a) for more details.
Model 4.1 has a total of T + E f{p(v) +q(v)} parameters. In the analysis of the Arosa data, the simple first order periodic autoregressive PAR(I) model
is used. Here, {EI} is mean zero white noise with
, and a total of 2T parameters. A special case of model 4.2 with a constant (v) ==~was used to analyze ozone data by Reinsel and Tiao (1987) .
Suppose {X,} is a PC random sequence with period T. For notation, let be the correlation function for season II. The PC nature of {X,} causes one to extend 11/(r) periodically: 1 n T + 1/(r) =11/(r). Also, for r > 0 is evaluated with 11/( -r) = 11/+ r( r).
Theorem 1 establishes the correlation properties of model 4.2; the proof is in the appendix. A product over an empty set of indices is interpreted as unity in parts (b) and (c).
Theorem 1 Suppose {X,} has bounded second moments and satisfies the assumptions of model 4.2. 
where {WI} is mean zero white noise and 13 0 =1, then {X,} follows the PARMA model 4.1 with p(lI) == P + 1; q(lI) == q; 0A:(II) =13A:0' (1I), 1 =:; k =:; q; 4>1(11) =4>(11) + 0'~~!:1); 2), ... ,~(T»)' and a= «(7'(1), (7'(2), ... , (7'(T»)' respectively.
Using det(A) = 1 and the form of the multivariate normal probability density function, one obtains (4.8)
Taking the logarithm of (4.8) and using the form of E produces Explicitly minimizing (4.9) via differentiation produces the maximum likelihood estimates Then it is not clear how to modify the moment estimates in (4.5) while, one could always minimize the negative log likelihood in (4.9) numerically over the variables of interest. This issue will surface again in Section 5 when the total number of parameters modeling the Arosa data set is reduced.
To evaluate the exact likelihood function, the covariance matrix of X must be computed explicitly. In principle, this covariance matrix can be obtained from parts (6) and ( has removed the periodic correlation in the data and that the error terms belong to a stationary, but non-white random sequence.
One can attempt to reduce the total number of parameters in the full model by parametrizing ¢(v) and u(v) as a short Fourier series (Jones and Brelsford, 1967 Applying the portmanteau test to these residuals over the first 25 lags produces a test statistic of 14 67.756. The p-value of this test is 8.25x10 -6. Thus, there is statistical evidence that the fourparameter reduced model's residuals are stationary, but not white noise.
The full model and the four-parameter reduced model both produced stationary, non-white residuals. We proceed with the four-parameter reduced model because of its fewer total parameters.
As suggested in Section 4, a stationary ARMA model is fit to the residuals of the four-parameter reduced model. The optimal ARMA model for these residuals as selected by both the AIC and BIC criterions (Brockwell and Davis, 1987 ) is the ARMA(2,1) model
The maximum likelihood estimates of the parameters in ( As a final check, the residuals of the combined PARMA model are analyzed. These residuals are computed recursively via Let {Yn} be the T dimensional random vector containing the data from the nth year, that is, the vth component of Yn is X nT + II for v = 1, 2, ... ,T. To prove (a), assume that IrT I < 1, and note that it is sufficient to establish the multivariate stationarity of {Yn} (Gladyshev, 1961) . . . , T and {Zn} is T dimensional mean zero white noise whose covariance matrix r has the form ri,j :mE 
The right hand side of (A.4) goes to zero as k .... 00 because IrT I < 1 and {X n } has bounded second moments. From this, one obtains the causal mean square representation With (A.2), the diagonal of the matrix on the right hand side of (A.7) can be evaluated as
A product over an empty set of indices is interpreted as unity in (A.8). This proves (6). Recursing 
Hence, {Yn} is a T dimensional stationary random sequence and Gladyshev's result (Gladyshev, 1961) stipulates that {X,} is PC with period T. This proves (a) and (6) follows from simple algebraic manipulation. 0 -------""'------""'------""'------"",------"",-----"""", .----,,....--..,...---,.---,.....--...,..-- 
