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ABSTRACT
Force spectra from atomic force microscopy were used to verify surface energy components of
indium tin oxide and mesocarbon microbeads. These materials were selected based on
spectroscopic and thermodynamic parameters to be used in self-organizing devices. Estimates
for surface energy were based on the van der Waals contribution described by Lifshitz theory
and the polar contribution described by electron donor and acceptor components. This new type
of device assembly process can be self-organizing based on the principle of like particle
attraction and dissimilar particle repulsion. A thin insulting barrier could be inserted at the
interface between two different types of particles, enabling junction formation. The criteria
necessary to create a device based on surface energy components was specified.
Thesis Supervisor: Yet-Ming Chiang
Title: Kyocera Professor of Ceramics
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Chapter 1 - Introduction: Device Design Philosophy
All interactions between particles are influenced by surface forces. Surface forces dominate
particle interactions for particles with radii smaller than 10 am. Although van der Waals and
polar interactions are not as far-reaching as electrostatic interactions, they are always present.
With the proper selection of materials, the van der Waals and polar interactions have the
characteristic to self-select similar particles and reject dissimilar ones. H. C. Hamaker
introduced this possibility for van der Waals forces in 1937 as a result of the calculations of the
pair-wise interaction between condensed media for dispersion forces.' C. J. van Oss et al.
similarly recognized this possibility in experimental and theoretical work on polar interactions in
the late 1980s.2 3
Using short-range forces to self-organize devices is a new approach. Specifying the process to
identify systems and the methodology used to verify particle interactions is a key hurdle in using
surface forces to create self-organizing devices. The first critical step is identifying two
conductive materials which are repulsive in an appropriately chosen medium. Many previous
experimental studies in which a repulsive system had been identified involve at least one
component that is an electrical insulator.4 7 In this work systems are specified from
spectroscopic and thermodynamic data and experimentally investigated which have two
conductive end members. The advantage of these systems is that surface forces can be used as
the basis for devices in which the end members are used as current collectors, as active materials,
or as conductive coatings on other active materials.
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Chapter 2 - Background on Surface Forces
Manipulating surface forces is very complex because of the multitude of parameters that must be
controlled to create an environment in which the short-range surface forces dominate the
interaction between particles. This requires an understanding of long-range electrostatic
interactions as well as the short-range van der Waals and polar interactions amongst other forces.
The combination of electrostatic and van der Waals interactions is the foundation of DLVO
theory, which stems from the work of Derjaguin and Landau 8 in the former Soviet Union, and
from Verwey and Overbeek 9 in the Netherlands. More recently, polar interactions have been
added to better explain observed colloid behavior in extended DLVO theory (ex-DLVO).'0 '2
This chapter describes electrostatic, van der Waals and polar interactions in greater detail.
2.1 Electrostatic Interactions
Electrostatics is the most long-range interaction of the three surface forces considered. Since the
electrostatic force is repulsive between particles which have the same sign of charge, it is
necessary to work with solvents which minimize the electrostatic interaction so that there can be
van der Waals attraction between particles.
Surface charging in aqueous media at the particle-liquid interface can be attributed to the
adsorption or desorption of ions and to the dissociation of surface groups.' 3 The pH of the
aqueous solution where the surface charge of the particles is zero is defined as the point of zero
charge (PZC). Many oxides are usually classified as acidic if their PZC is less than a pH of 7 or
basic if their PZC is greater than a pH of 7. At a pH below the PZC, the particle has a positive
surface charge, whereas it has a negative charge at a pH above the PZC.
In non-aqueous media, such as organic solvents, there are three possible charging mechanisms: 14
1. dissociation of surface groups
2. dissolution of ions from the particle surface
3. adsorption of charged ions
Since it is not always clear how to interpret ion concentrations in organic solvents, they are
assigned characteristic numbers to describe their electron donating or accepting behavior. One
11
key parameter that describes the sign of the surface charge evolved on the surface of particles in
an organic solvent is the solvent's donor number (DN). The donor number describes the degree
of Lewis basicity of a solvent and can be used like pH to estimate the sign of charge for different
solvents. It has been found that a small part of the donicity scale coincides with pH values
greater than about 7 as shown in Figure 2.1.14
DN (kcal/mol) Negative surface charge
r
30
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0
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Figure 2.1 Adapted Figure 3 from Labib and Williams (1986) who attempt to align the pH and donor number
scales based on zeta potential measurements of four oxides in aqueous and nonaqueous solvents. 14
The magnitude and sign of the surface charge can be determined by zeta potential for both
aqueous and nonaqueous solvents. Zeta potential is the potential of the thin liquid layer which is
closely bound to the surface of the colloid. Zeta potential can be measured by fully automatic
instruments in terms of an electrophoretic mobility. Smoluchowski was the first to derive an
equation to calculate the zeta potential () from this mobility for spherical particles:
, = s / 7 (2.1)
where /u is the electrophoretic mobility, e is the electric permittivity of the liquid and 7 is the
viscosity. In this approach, the electrostatic driving force is opposed by the frictional force of the
liquid and other effects are neglected. The Smoluchowski equation applies for thin electrostatic
double layers relative to the particle radius.' 3
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An alternative approach which estimates only the magnitude of the surface charge is to add a
specific concentration of particles to a solvent and then evaluate the stability of the suspension.
According to DLVO theory, if the particles remain suspended, the electrostatic repulsion is
larger than the van der Waals attraction. For many systems, stability is observed if the estimated
surface potential is greater than 30 mV.' 5 This procedure is used to determine if certain solvents
develop a surface charge on particles prior to completing direct force measurements.
Table 2.1 Approximate zeta potential based on stability of solutions. 15
Average Zeta
Potential
Extreme to very good stability 60 to 100 mV
Reasonable stability 40 to 60 mV
Moderate stability 30 to 40 mV
Threshold of light dispersion 15 to 30 mV
Threshold of agglomeration 10 to 15 mV
Strong agglomeration & precipitation -5 to +5 mV
If particles have charge, similarly charged particles are repelled and oppositely charged particles
are attracted to each other. As the charge on a surface is increased, the electrostatic interaction
becomes larger, as shown in Figure 2.2a for a sphere-flat plate geometry. One method to reduce
the electrostatic interaction is to add an electrolyte like a salt. Adding salt reduces the Debye
length, which is the characteristic length of the electrostatic interaction. The electrostatic force
for various salt concentrations is plotted in Figure 2.2b for the geometry of a sphere-flat plate
described by Equation 2.216
AGel = 4ree ph/ pIate e -e(R+D) (2.2)
= 2000e2Na 2c 
where Eis the dielectric constant of the medium, eD is the dielectric permittivity, /ij is the surface
potential, R is the particle radius, D is the separation distance, Na is Avogadro's number, k is
Boltzmann's constant, T is temperature, z is valence of the salt, c is the salt concentration in
mol/L, and Kis the Debye length.
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Figure 2.2 a) The figure shows the variation of the surface charge of the plate with a range of surface
potentials and a constant salt concentration. b) The electrostatic interaction between a spherical particle and
flat plate at varying salt concentrations with constant surface potential.
2.2 van der Waals Forces
In 1937 H. C. Hamaker developed a theory for the calculation of London dispersion interactions
between atoms in a condensed media by linearly superimposing induced dipole moments created
by nonpolar atoms and molecules.' The calculation relied on a constant, now called the
"Hamaker Constant," which depended on several key atomic parameters, namely, polarizability,
dipole moment, and ionization potential. The Hamaker formulation is a constant, based on
material properties, multiplied by a geometric factor. This formulation, however, ignored the
effect of intervening atoms on the correlation between the two interacting atoms.
E. M. Lifshitz developed a continuum theory in 1955 which predicts van der Waals forces
between isotropic macroscopic bodies and accounts for the effects of intervening atoms. 17' 18 It
also includes the Keesom and Debye interactions associated with polar molecules. This theory
depends on macroscopic properties rather than atomic properties of the media to calculate the
van der Waals interaction. The macroscopic parameter used in its formulation is the dielectric
response function which monotonically decreases from the static dielectric constant to one with
increasing imaginary frequency. At deep UV frequencies, greater than 1018 Hz, nothing is
affected by the quickly oscillating field, and the dielectric response is nearly unity for all
materials. Between the static dielectric constant and deep UV, the dielectric response function
must be known or approximated for the materials of interest.
14
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Although the Hamaker theory cannot account for multi-body effects it is still used because it has
the advantage of being mathematically simplistic and can be broken up into a material constant
and geometric factor. In contrast, Lifshitz theory is mathematically complex for handling even
relatively simply geometries like the interaction of two identical spheres. A compromise has
been suggested to use the Lifshitz coefficient determined from the geometry of two half-spaces
(two interacting planes separated by a medium) in place of the Hamaker constant for various
geometries. It is called a Lifshitz coefficient, not a Lifshitz constant, since the value is
dependent on the distance between interacting bodies. This approximation works best when the
dielectric difference between the materials is small.'9
2.2.1 Calculation for Two Half-Spaces
The interaction per unit area between two half-spaces, composed of materials 1 and 2, separated
by a thickness D of material 3 from Lifshitz theory is:
AG132(D) = A 32(D) (2.3)
12AD2
where A132 is the Lifshitz coefficient and is given by
A 32 (D) 3 kT ' x[ln(l - A1 3 23e- ) + ln( - A3 A23 e -' )]d x (2.4)AA32 (D) = ) n rT
EJi Sk x+ (-) 2kT )
k =k -S j 2D, k-3Ek(
- r In 
- = e= (i )
Sk + S C
where c is the speed of light in a vacuum, k is Boltzmann's constant, h is Planck's constant, T is
the temperature, n is an integer, and the prime on the summation denotes that the first term is
divided by 2.20 (i) is known as the dielectric response function and is explained in more detail
in Section 2.2.4.
Equation 2.4 calculates the van der Waals force between isotropic materials. In the instance
where two identical anisotropic materials are interacting across an isotropic medium the
calculation is slightly more complex and reproduced here from Dagastine et al.2
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A132 (D) = -kT jx[ln(1 Ae-) + ln(1_A-Y e-X)x (2.5)
2 n=O r.
A X x-e P (2&TE= p2 +n
EoX + 3P A C
X-Q 2 2 D 2 2
· A·m +Q Q =x 2 n )+( e6- e 3 ) 2= Ee = 
The above expressions, Equations 2.4 and 2.5, yield information about the van der Waals force at
any separation distance. Less rigorous calculations can be performed based on the
simplifications described below for interactions at contact or at large separations.
The Lifshitz constant at zero separation for isotropic materials can be simplified since as D -- 0,
Sk - X, and Equation 2.4 becomes
3 k0 
A132 (D = 0) = kT' x[ln(1- 3 2e-x )dx (2.6)
2 =O rn
Ej Ekjk e
Ej + Ev
Since Ai 2A32e ' < 1, Equation 2.6 can be approximated by a double summation and reduced to22
A,3 2(D = 0)= - kT (323) (2.7)
2 n=O s=1 S
This double summation form is used to obtain the "nonretarded Lifshitz constant" which is
commonly reported in the literature.
Equation 2.4 can again be simplified to determine the Hamaker constant in the other extreme, at
infinite separation. As D - oo, rn -- o for all n expect n = 0. This causes all terms in the sum to
be zero except for the leading term, leaving
A132(D = 0) = -kTxn[1- 3°3e-X]dx
= 4c = Inl 3 x =o(2.8)
0
Ajk =A7k(n = 0)
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This means that at infinite separation the van der Waals interaction depends only on the
dielectric constants of the materials.20
2.2.2 Sphere-Sphere Interaction
Unlike the case of two half-spaces, the calculation for the sphere-sphere interaction has been
rarely used in the literature because of the difficulty in performing the complex calculations. For
example, Love obtained exact solutions through the use of bisphereical coordinates and
developed an algorithm for its implementation.23 Using a different methodology Langbein has
also obtained solutions for the retarded interaction between two spheres.2 4' 25
In the literature a common approach is to substitute the Lifshitz coefficients for the Hamaker
constant and multiple it by the appropriate geometrical factor for the spehere-sphere geometry.
This equations is given by,
AGvdw A32 2RIR2 + 2RR 2 +In fi(RI,R2 ,D) (2.9)
6 f1 (RI,R 2 ,D) f 2 (RI,R 2,D) f 2 (RI,R 2,D) (2.9)
f (RI,R 2,d) = D2 + 2RID + 2R2D
f 2 (RI,R 2,D) = D2 + 2RID+ 2R2 D+4RR2
where Ri is the radius of particle i, D is the separation distance, A132 is the series of Lifshitz
coefficients or the nonretarded Lifshitz constant and AG3d2' is the van der Waals interaction
energy as a function of separation distance or the interaction energy at contact if the Lifshitz
constant is used.
2.2.3 Sphere-Flat Plate Interaction
The geometry of a sphere against a flat plate is associated with atomic force microscopy (AFM)
experiments where a colloid is attached to an AFM cantilever and brought into contact with a flat
substrate. The most common form for this interaction is the substitution of the nonretarded
Lifshitz constant for the Hamaker constant. By substitution of the Lifshitz coefficient, A132(D),
the effects of retardation are accounted for. The free energy for the interaction of a sphere and
flat plate is given by,
17
AGA32RD D D3AGW 1+ D +RIn2(R + D))J (2.10)
where A, 32 is the Lifshitz constant or Lifshitz coefficient, R is the particle radius, D is the
separation distance and AG32'W is the van der Waals interaction energy as a function of separation
distance. In Figure 2.3 the Lifshitz constant is varied over two orders of magnitude, exhibiting
the range of interaction, for instance, from metal air I metal (-100 zJ) to polymer solvent I
polymer (-1 zJ). In all cases there is a sharp decline in the interaction energy with separation
distance.
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Figure 2.3 The effect of different magnitudes of the nonretarded Lifshitz coefficient for sphere-flat plate
geometry where the particle radius is 2.5 Wm.
2.2.4 Dielectric Response Functions
The calculations for the Lifshitz coefficients rely on knowing the dielectric response functions
for each material of interest. Originally this function was only an abstraction, but over the last
fifty years it has been determined explicitly as well as approximated for a number of materials.
Determining the dielectric response function is a difficult experimental problem since there are
only a few time consuming techniques that provide the optical information over large portions of
the energy spectrum necessary to produce the dielectric response function. One such technique
is electron energy loss spectroscopy (EELS) which is able to sample a range from 0.2 eV to 2000
eV. 26 Another technique is vacuum ultraviolet (VUV) spectroscopy. These techniques have
been used by French et al. to calculate Lifshitz coefficients for a range of polymeric and oxide
materials. 27 ,28
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There is no physical significance of the dielectric response function. A Kramers-Kronig
transformation relates the loss component of the dielectric susceptibility, e", to the dielectric
response function.
(i) =1+2  "( d (2.11)
0 +
Figure 2.4 converts the loss component of the dielectric function to a dielectric response
function. Note that the dielectric response function trends lower at every peak in the spectra and
the dielectric response function is constant at frequencies where the absorption is zero.
e(wo)
I I(a)
C(i0)= ()
II
(l) I, )-.
Figure 2.4 a) Example of an absorption spectra. b) The absorption spectra converted to a dielectric response
function based on the Kramers-Kronig transformation.13
2.2.5 Approximations for Dielectric Response Functions
Because of the difficulty in experimentally obtaining the required spectral information to specify
the dielectric response function, approximations have been developed to handle the more
common situation where the complete optical data is not available. In principle, the dielectric
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response function is a transformation of absorption spectra over all frequencies. However, in
practice, there is usually limited spectral information, and various approximations must be used.
It was the achievement of Ninham and Parsegian 2932 to show that the Lifshitz theory can be
computed for real systems from limited spectroscopic data. Hough and White estimate that the
error of the approximation is less than 20% for calculations of a material interaction across
vacuum, A1v1.22 A standard model of the dielectric function is given by the combination of a
series of Debye and Lorenz-Lorentz damped oscillators, which is a function of frequency, V.33
E(v)= 1 + m + E (2.12)
M-ivrm l-(vv', 2 -i, v
This expression gives the complex dielectric function of most materials where the first
summation is the Debye microwave absorption terms and the second summation is the higher
frequency Lorenz-Lorentz damped oscillators. The ci are oscillator strengths, vi are the oscillator
frequencies, zm is the characteristic relaxation time and /i is the damping of the ith oscillator. By
changing frequency from the real to imaginary axis, Equation 2.12 becomes,
e) = l + l+ (2.13)l+i z, 1 + (/v,)' +ir g
which replaced v with i. This model for the dielectric response function is commonly used
since it can incorporate the spectroscopic data that is more readily available in the literature.
Hough and White also used this model of the dielectric response function and assumed that the
absorption coefficient is zero in the visible region for nonconductors. This simplifies the
dielectric function, Equation 2.12, to22
£'(V) = n2(v) = + CUV (2.14)
1- (V//uv) 2
where n is the index of refraction, Cuv is the oscillator strength in the UV part of the spectrum
and vuv is the oscillator frequency. The omission of the damping term has a negligible impact
on this approximation. By rearranging Equation 2.14 to:
2
n 2-1=(n 2-1) v- + C (2.15)
V2v
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a plot of [n2(v)-1] vs. [n2(v)-1] co2 would yield a straight line of slope (I/vuv)2 and y-intercept
Cuv. This approximation involves experimentally measuring the refractive index as a function of
frequency in the visible region. Hough and White refer to this method of analysis as a Cauchy
Plot.22 The IR parameters are then estimated from
CIR = o - CUV -1 (2.16)
and the IR frequency, VIR, is obtained from available IR spectra to complete the parameters
needed to create an approximate dielectric response function.
Other methods to approximate the dielectric response function rely on the Ninham-Parsegian
representation and use less optical information. One approach is to approximate vuv as the
ionization energy and Cuv as the refractive index squared. Another assumes that vuv is the
critical UV cutoff frequency and that the Cuv is the refractive index squared. Each of these
approximations can lead to systematic variations in the calculated Lifshitz coefficients. Using
the different approximations interchangeably can lead to large errors in the calculation of A, 32 as
well as uncertainty about the sign of the triplet.
Figure 2.5 shows the large differences between methodologies to determine the UV oscillator
frequency for a number of solvents. As a specific example, pentane was analyzed further. The
Cauchy plot obtains the largest Lifshitz coefficient while the UV cutoff method is the smallest as
shown in Table 2.2. Figure 2.6 shows the large differences in dielectric response functions of
pentane based on the methodology used to obtain Cuv and vuv. The value obtained with the
Cauchy plot analysis gives the most consistent value for observed thermodynamic properties,
such as surface tension.
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Figure 2.5 Variation of the approximated UV oscillator frequency depending on the method used. The
ionization energy data is from the CRC Handbook of Chemistry and Physics, 34 and the UV cutoff data is
from Lange's Handbook of Chemistry. 3 5 Frequencies for the Cauchy Plot analysis are obtained from
literature values or are computed from measured refractive indices. 338
Table 2.2 Parameters for the various approximations used to generate data for the Ninham-Parsegian
representation of the dielectric response function of pentane.
CIR VUV [Hz] Cuv Alvl [zJ]
).186 4.14x10' 0.533 26.0
).179 2.49x10 1 0.541 16.1
).179 1.43x1015 1 0.541 9.34
C
0
a4)
0
c0
V
log frequency (Hz)
Figure 2.6 A plot comparing the dielectric response functions for pentane using different approaches to
determine the values for the Ninham-Parsegian representation.
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2.2.6 Values of Lifshitz-van der Waals constants
When materials interact with each other, the medium through which propagation occurs
determines the strength of the interaction. When the dielectric differences of the end-members
and the medium are large, the Hamaker or Lifshitz constants are large. Therefore, the largest
interactions occur across air or vacuum. The interaction across a medium with similar dielectric
properties as the end members leads to a negligible contribution to the attractive energy of the
triplet. For instance, the Lifshitz constant for carbon black across air, water and polystyrene is
253, 115 and 82 zJ, respectively, since polystyrene is most similar to carbon. 21 The combination
of more similarly matched materials can yield even lower Lifshitz constants. Polystyrene
interacting across air yields 81.6 zJ, while across poly(methyl methacrylate) is only 1.21 zJ.
2.3 Polar Interactions
2.3.1 Emergence from Experimental Evidence
Simultaneous to the advancements in being able to calculate the van der Waals interaction, J.
Visser and C. J. van Oss experimentally studied surface force interactions. 3 9 4 2 They initially
used the dispersion force formulation to develop models for adhesion between particles and
substrates and for polymer phase separation amongst other colloid and polymer phenomena.
Meanwhile, F. M. Fowkes began to incorporate additional surface energy components that would
determine the surface and interfacial tensions of solvents and solid materials in addition to the
omnipresent dispersion contribution.4 3
After C. J. van Oss et al. completed a number of investigations on surface and interfacial
tensions, they developed a methodology to explain the outliers in their experimental results. In
their studies of polymer phase separation where two polymers were separately dissolved in the
same solvent and then mixed together, they obtained results which were not self-consistent with
theories based on dispersion forces alone. With the addition of two more components of surface
energy, one representing the electron donating ability, y, and one representing the electron
accepting ability, y+, of the materials they were able to get complete agreement between
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experiment and theory. The electron donor and acceptor components combine to form the total
polar contribution (A 8) to the surface energy where
AB = 2J and yTOT = yLW + yAB (2.17)
where kW is the contribution based on the London-van der Waals dispersion interaction.
2.3.2 Two New Surface Energy Components
The addition of the electron donating and electron accepting parameters has led to the
development of new areas of research in surface science. This new theory has taken up different
names; vOCG Theory based on the authors, van Oss, Chaudhury and Good or STC Theory from
surface tension components.
The new parameters represent the ability to accept or donate electrons similar to the description
of Lewis acids and bases. The characteristics of the new parameters are different from the van
der Waals contributions since they are only manifested if the opposite parameter is present in the
other media.
In most cases, y+ X y-, since most materials are strong electron donors and weak electron
acceptors. Some materials are classified as monopolar if they exhibit only a single type of
electron behavior (accepting or donating); materials with both electron accepting and donating
abilities are termed bipolar. This leads to the unique situation where the material may strongly
donate electrons but because it is monopolar, the polar contribution to the total surface energy is
zero, since AB = 2y- .
The interaction of two different materials is described by
AG - -2 y y-2 Y (2.18a)
YAB =(4 7+ y7 7,I) (2.18b)
which is not a geometric combining rule, but rather expresses the doubly asymmetric interaction
between two different materials. Although the net surface energy of monopolar materials may
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be similar to nonpolar materials, they will interact strongly with bipolar materials or with
monopolar materials of the opposite type.
2.3.3 and y Derived from Contact Angles
No absolute values of y+ and y' are known for any polar compound. However their values can be
determined from contact angle measurements and from property data relative to a reference
compound. Van Oss et al. have chosen the reference as water with y+ = = 25.5 mJ/m2.2 For
the derivation of values for interfacial energies and free energies for various systems it is not
necessary to know the absolute values of y+ and y', only their values relative to the same
reference. It is worth noting that other authors have proposed different reference scales to take
into account the more realistic asymmetric character of water.4 45
To obtain y+ and y', C. J. van Oss et al. suggest picking one nonpolar solvent and two polar
solvents of known values to solve a system of linear equations to determine the surface energy
components of the substrate. The parameters of several common test liquids are provided in
Table 2.3. The Young equation describes the balance of surface energies which cause a specific
contact angle to form on a surface. With the apolar and polar components, the Young equation
is:2
Yi T(1+ cos)=2[L, iW rW + + + Yi + (2.19)
C. Della Volpe and S. Siboni have revised the criteria of arbitrarily choosing one nonpolar and
two polar solvents to use solvents with low condition numbers.44 464 7 A low condition number
for the three test solvents means that system is well-conditioned, while a high condition number
is ill-conditioned and should be avoided since it gives arbitrary values of the surface energy
components. A condition number is obtained from the matrix of
CN = 11AII IA-'I1 where IAlI = Z|Alj l (2.20)
i,j=l
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Table 2.3 Surface tension components of common test liquids used in the calculation of surface energy
components of solid materials. The data assumes water as a reference with ?t = y = 25.5 mJ/m2.
Solvent y+ [mJ/m2] y[mJ/m2 ] yAB [mJ/m2 ][m /m ] ] LW [mm TOT [mJ/m2]
a-Bromonaphthalene 0.0 0.0 0.0 44.4 44.4
Diiodomethane 0.0 0.0 0.0 50.8 50.8
Water 25.5 25.5 51.0 21.8 72.8
Glycerol 3.92 57.4 30.0 34.0 64.0
Formamide 2.28 39.6 19.0 39.0 58.0
2.3.4 Polar Interaction Force Law
For polar interactions, the energy of interaction as a function of separation distance for the
geometry of sphere-flat plate is determined byl°
AGAB (D) = 2d2RAGABe(D -D)IA (2.21)
where A is the characteristic decay length, or correlation length, Do is the minimum separation
distance and AGA B is the calculated polar interaction energy at contact. Polar interactions can
extend further than the immediate surface because of the ordering of solvent molecules away
from the surface. For pure water, the correlation length of the polar interactions has been
estimated at 0.20 nm by Chan et al.48 However, in measuring the forces that are attributed to the
polarity of water molecules, the best experimental fit of the data yields a correlation length of 1.0
nm.49 The correlation length would depend on the radius of gyration of the solvent molecule and
its dipole moment. Figure 2.7a shows the effect of a strong to weak polar interaction while
Figure 2.7b is the medium case of polar interaction energy with varying correlation lengths.
Polar Interactions: Varation of Free Energy Polar Interactions: Variation of Correlation Length
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Figure 2.7 a) The effect of different magnitudes of the polar interaction for the same correlation length, 1 nm.
b) The effect of changing correlation length of the solvent at a constant free energy of 10 mJ. In all plots the
particle radius is 2.5 nm and the minimum distance of approach is 0.14 nm.
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2.4 Superposition of Surface Forces
For many particle-particle interactions, the superposition of forces gives rise to energy minima
and maxima away from the particles' surfaces. Therefore, there is not always a monotonically
decreasing function to describe the interaction. The electrostatic contribution is usually the
lowest magnitude of the forces on contact, but it decays with distance more slowly, especially at
low salt concentrations. Close to the surface, the van der Waals and polar contributions are most
important for determining if particles will adhere or be repelled from a surface, unless the
electrostatic interaction is attractive.
Figure 2.8a is an example of short-range attraction induced by van der Waals and polar
interactions combined with long-range electrostatic repulsion. This combination of forces
produces an energy barrier to the particles trying to reach the primary energy minimum.
Therefore, particle flocculation would be prevented between similarly charged particles. If the
electrostatic interaction were minimized the net interaction would be attractive and particles
would flocculate.
In identifying systems which have a net repulsive interaction it is important to categorize which
systems have polar and van der Waals contributions that are either both repulsive or where there
is a mixed contribution, one term is attractive and the other is repulsive. When the combination
of short-range forces is not both repulsive, there are likely energy minima away from the surface.
The distance which the minimum occurs depends on the magnitude of the van der Waals
interaction and the polar interaction as well as the specific distance dependencies of the force
laws. For example, the separation distance dependence of the van der Waals interaction energy
depends closely on the optical spectra of the materials. If there are crossovers of the dielelectric
response functions it can yield attraction in some regimes and repulsion at others. Additionally,
the correlation length of the polar interaction is solvent specific as well as temperature
dependent. A schematic example of an energy minimum is shown in Figure 2.8b for the case of
van der Waals attraction and polar interaction repulsion.
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Figure 2.8 a) Example of long-range electrostatic repulsion with short range attraction. Because of the large
energy it barrier it is possible that no particles will come into direct contact. b) Example where the
electrostatic interactions are not present. The van der Waals force is attractive, while the polar interaction is
repulsive giving rise to a net repulsive interaction with a small energy minima several nanometers away from
the surface.
In general, different material classes will contain different components of ex-DLVO theory.
Table 2.4 lists different types of materials - nonpolar, monopolar and polar - which are
considered as particles and solvents. Because the media have different abilities to develop
surface charges and interact with electron-acceptor and donor parameters, the contributions to
the free energy of each system is different except for the occurrence in all systems of attractive
or repulsive van der Waals forces.
Table 2.4 Five different combinations of particle and solvent properties to obtain different contributions from
electrostatics, van der Waals and polar interactions.
I r a . I a . .x .- II __ - I 1 I W V1 I IN I
Configuration IParticle 1 Solvent 3 Particle 2 AGe' AG- " AG"'"
1 nonpolar nonpolar nonpolar zero nonzero zero
2 polar polar polar nonzero nonzero nonzero
3 monopolar monopolar monopolar nonzero nonzero zero
4 polar nonpolar polar zero nonzero nonzero
5 polar polar + salt polar zero nonzero nonzero
In case 1 all components are nonpolar and the surfaces do not develop a surface charge leading
to zero contribution from the electrostatic term. The acid-base contribution is also zero since all
electron donor and acceptor components are zero. Therefore, the only interaction of importance
is the van der Waals contribution.
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In configuration 2 all the components are polar materials and there are contributions from all
forces: electrostatic, van der Waals and polar. The force laws for each of the interactions must
be considered separately to determine the net type of interaction between particles in this system.
Generally, if electrostatic interactions are present they screen the other short range forces and
dominate the resulting particle-particle interactions such that there is no attraction of like charged
particles.
In case 3 the end-members and solvent are all monopolar. In the case where all three materials
have the same type of monpolarity the contributions to the polar interaction is zero. Meanwhile
the surfaces may still develop a surface charge and the van der Waals contribution is also
present.
For case 4 the nonpolar solvent does not charge the particles leading to zero contribution from
electrostatics. However the polar and van der Waals interactions must be calculated.
For configuration 5 the complications of adding salt are overcome by its benefits. A polar
solvent may be able to dissolve more functional polymers which can be used to "freeze-in" a
structure created by the short range forces. Since the polar solvent can likely induce a long-
range electrostatic interaction, the addition of salt changes the Debye length and reduces the
electrostatic contribution. The addition of salt also reduces the zero frequency contribution to
the net van der Waals interaction, while for polar interactions its effect is less clear, but can be
experimentally determined.' 2
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Chapter 3 - Criteria for Attraction and Repulsion of Short-
Range Surface Forces
3.1 van der Waals Interactions
Van der Waals interactions between any particles in vacuum are attractive. The interaction
between identical materials separated by any medium is also attractive. However, two different
particles separated by an appropriately chosen medium could create a situation with repulsive
van der Waals forces. The possible van der Waals interactions between particles are listed in
Table 3.1.
Table 3.1 Summary of possible van der Waals interactions.
Possible Interaction
Particle 1 Vacuum Particle 1 Attractive
Particle 1 Vacuum Particle 2 Attractive
Particle 1 Medium 3 Particle 1 Attractive
Particle 1 Medium 3 Particle 2 Attractive or Repulsive
There are two approaches to determining if a material triplet is repulsive or attractive. The first
approach relies on the direct calculation of Lifshitz theory to obtain A, 32 and the other is based
on a geometric mean combining rule of interfacial surface energies. To obtain a repulsive
interaction, negative Lifshitz constant, from Lifshitz theory it is necessary to have a majority of
the contribution from the frequency steps such that 4 i)l < e( i)3 and 4 i)3 < i)2 or
i)l > E i) 3 and 4 i) 3 > E( i 2. The nonretarded Lifshitz coefficient, Aivi, can be related to
the total surface energy of nonpolar materials or to the Lifshitz-van der Waals (LW) component,
)w for polar materials.4 9
LW Aivi (3.1)
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Utilizing the Lifshitz-van der Waals component of surface energy in the Dupr6 equation, the free
energy of the interaction of particles 1 and 2 interacting across media 3 is:3
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AG,3 =ryLWw _ YLyW .. yLW (3.2)132 1 13 2 1 73 2 23
AG = yLW + yLW 2LW LW yLW yLW + 2LyL yL yLW + 22 WyL
AG,132 = 2(yL 3Lw + Y2 w y3 _ - yLwy2L _2 yL ) 2( --
where a positive free energy is repulsive. Based on equation 3.1 and 3.2 the criteria for repulsion
can be rewritten in terms of ordering of material surface energy: yLW > yLW > yLW or
yW < y3Lw < y2w . When these conditions are met, spontaneous separation can occur due only
to dispersion forces.39
J. Visser reported that A. L. Smith demonstrated that PTFE I water I graphite was a system with a
negative Hamaker coefficient since the van der Waals component of surface energy were equal
to 18.6, 21.8 and 110 mJ/m 2, respectively. 39 However with water as the intervening medium,
most likely there are other effects present which could explain the apparent repulsive behavior.
The behavior where the ordering of a specific property leads to repulsion is found in other
systems as well. For instance, if there are two solid materials immersed in a liquid they will
arrange themselves based on specific gravity. The heaviest material will sink, while the lightest
material will rise in the column. This is an example of "repulsion" between dissimilar materials
and "attraction" between like particles.
When considering Lifshitz theory, geometric mean approximations based on surface energy are
useful since it eliminates the step of completing a summation over all frequencies. However, it
may not account for the possibility that different parts of the spectra can lead to attraction even
though the net effect is repulsive and vice versa. Therefore the geometric mean approximation
may give a different result than the full summation over all frequencies.
For comparison between the two methodologies, A132 is related to an interaction free energy
through:
GLW A132 (3.3)132 12zDJ2
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where Do is defined as the closest approach between materials. Generally, Do is treated as a
fitting parameter that relates the spectroscopic data to a thermodynamic result such as the
measured contact angle on a nonpolar substrate. This introduces a possible error since, in most
cases, Do is calculated to be between 0.150 to 0.180 nm and is not an inherent material
constant.4 9 In this work, Do is assumed to have a constant value of 0.165 nm for all materials.
This step is also necessary since it converts a Lifshitz constant to a free energy per meter squared
which can be compared to the calculation of the polar interaction energy.
3.2 Polar Interactions
Polar interactions are more complicated than London-van der Waals interactions since there are
two separate parameters which must be considered simultaneously. Based on the Dupr6
equation, which can be applied for both polar and nonpolar materials, the polar interactions
between two solid materials, I and 2, in a liquid medium, 3, using the interfacial energy given by
Equation 2.18b, is: 3
AG B= 2 3 - Y23 (3.4)
For two identical polar materials separated by a solvent, it is possible the interaction is repulsive
or attractive, unlike the case for van der Waals forces where it is always attractive. For two
different polar materials the system can also be attractive or repulsive. The possible interactions
between particles are listed in Table 3.2. Similar to the example of van der Waals forces, criteria
can be specified where identical particles are attracted to each and dissimilar particles are
repelled. The requirements for attraction and repulsion between like and dissimilar particles are
given in Tables 3.3 and 3.4.
Table 3.2 Summary of possible effects arising from polar interactions.
Particle 1
Particle 1
Particle 1
Particle 1
Vacuum
Vacuum
Medium 3
Medium 3
Particle 1
Particle 2
Particle 1
Particle 2
Attractive
Attractive
Attractive or Repulsive
Attractive or Repulsive
32
Possible InteractionI I I
Table 3.3 These are the requirements for attraction and repulsion of like particles (1) across a liquid medium
(3) which have both electron accepting and electron donating groups.
Attraction Repulsion
y > 3 and y>y3 y> y3+ and y > y
y >y ad ndr ya > y;
Table 3.4 These are the requirements for attraction and repulsion of dissimilar particles (1 and 2) across a
liquid medium (3) in the case where all interfacial tension contributions of the Dupre equation lead to
repulsive behavior, Y12 > 0 and Y13, Y23 <0
Attraction Repulsion
< < and y3 < y1 < y > y, > 3 and > > 2
y < < 2 and y < < y3 > y > and yr > 2 > 3
Y < r < and y < 2 < y, y+ > y > y3 and y > y2 > y
Y3 < Y < and y < < 3 y > > and y > Y. > y3
The y+ and y' parameters used to describe polar interactions avoid specific details of the material
chemistry. In future metrics of polar interactions, additional descriptors of the polar components
may better describe the experimental observations. One of the problems associated with the y+
and y' parameters is that they can be specific to the particular sample used and to ambient
laboratory conditions. The effect of using the vOCG parameters is that they qualitatively
describe the effect of polar interactions, but the results of the free energy calculations may not be
quantitatively correct. This is an area of ongoing research in the surface science community, but
recognizing polar interactions along with van der Waals forces helps explain our experimental
results.
3.3 Surface Forces for Devices
Self-organizing devices require attractive forces to bring particles together and repulsive forces
to repel dissimilar device components. This process concentrates similar particles to form
conductive paths to current collectors while creating a thin gap at the interface between
dissimilar particles. An electrically insulating polymer layer could be inserted in the gap to
create a junction between two conductive components. The criteria for the surface energy
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components to create devices of this type are specified in Table 3.5 such that the sign of all
contributions from the Dupr6 equation are the same.
Table 3.5 With the goal of creating devices based on surface forces like particles must be attractive while
dissimilar particles have a repulsive interaction. The criteria for repulsion are specified when each term of
the Dupre equation contributes to a positive free energy.
11311 21312 11312
Goal Attractive Attractive Repulsive
LW < yLW < yLW
vdW Always attractive Always attractive or
YLW > YLW > yLW
Y > > 7 and > > 3 3  l  2
or
7Y > 3 and y > 3 +Y > y3 and y2 > Y3 y > l > y2 and y > > ;
Polar or or or
y3 > y and y > y,- y3 > y2 and y3 > y2 y2 > y, > y and y7 > y, > 
or
y3 > y > and y7 > y > y
The combinations of surface energy components in Table 3.5 which meet the design criteria of
attraction between like particles and repulsion between dissimilar particles leads to a limiting set
of conditions. Considering only the polar interactions, the only time when repulsion between
dissimilar particles and attraction of like particles occurs is when there is an ordering of the y+
and of the y parameters. The ordering is when one conductive component has the lowest values
of y+ and y, the solvent media has intermediate values and the high-end member has the largest
values for each of the surface energy components. These revised criteria stem from the
conditions that Equation 3.4 must be positive for the material triplet and Equation 2.18a must be
negative for the pair of end-member - solvent.
The list of criteria to observe repulsion from dissimilar particles and attraction between like
particles arising from the polar contributions are:
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< < y and yl <y; <y-, or
y2 <y, <y and Y2 < ,- < ,- or
(3.5)
y <Y3 < and (y, =y =0 or y = y3 = or
y; <y < and (y =;= or Y2 = 3 = or
y; < y3 < ry and (r = r; =0 or 2= r; =o)
In terms of the van der Waals component of surface energy, the van der Waals contribution is
repulsive when there is ordering of properties such that the liquid has properties intermediate to
the two end members:
YLW < LW L< yW or LW LW LW (3.6)
71 <7Y <72 or 72 <3 < (3.6)
Also, there is always attraction between like particles so the above conditions specify a system
where like particles are attractive and dissimilar particles repel.
For monopolar or nonpolar materials which have zero polar contribution, the van der Waals
contribution will determine the system behavior. For polar materials the van der Waals
interactions and polar interaction should be considered to determine the net interaction energy
which is likely to be of the same order of magnitude. Therefore, there must be an ordering of the
electron donating, the electron accepting and the van der Waals components of surface energy to
obtain the desired repulsive and attractive conditions.
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Chapter 4 - Recent Experimental Verification
Over the past 30 years, attempts have been made to establish connections between surface forces
and the observed behavior of colloid and polymer interactions in solvents. This chapter details
four of the many types of experiments that have been conducted.
4.1 Phase Separation of Polymers in Organic Solvents
Solutions of two different polymers in a single solvent were shown to separate into two
homogeneous phases or to become a single homogenous solution depending on the surface force
parameters of the polymers and solvents tested. Originally, van Oss et al. proposed a mechanism
which was solely based on van der Waals interactions to identify systems which were miscible or
immiscible.5 0 They attributed their observations to negative Hamaker coefficients ( AG L2 > 0)
which lead to separation and positive Hamaker coefficients (AGL W < 0) which lead to
miscibility.
A decade later the issue of polymer phase separation was revisited with new insights provided by
the addition of polar interactions,
AG TOT = AG LW + AG AB (4.1)
Since the Hamaker constant relates to AG L and not to AGAB , dispersion forces alone could not
describe the interaction completely. Miscibility is favored when AGToT < 0, and separation is
favored when AGTT > 0 .51 Twenty-four combinations were retested and there was agreement
between theory and observations for all systems. The aqueous systems studied, were an
extension of the results obtained with polar organic solvents, just with larger electron donor and
acceptor parameters. There was also agreement between calculated and experimental results for
the aqueous systems.5 2 The surface energy components used in the 1989 study are reproduced in
Table 4.1 along with the calculated free energy contributions and experimental results of the
poly(methyl methacrylate) and polystyrene system in Table 4.2.
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Table 4.1 Surface tension components known prior to and estimated from the polymer phase separation
study.51
Media A+ [J/m 2] ¥ [mJ/m2] AB [mJ/m 2] YLW [mJ/m2] YTOT [mJ/m 2]
PMMA 0.0 12.0 0.0 40.6 40.6
PS 0.0 1.1 0.0 42.0 42.0
2-Butanone 0.0 24.0 0.0 24.6 24.6
Tetrahydrofuran 0.0 15.0 0.0 27.4 27.4
Benzene 0.0 2.3 0.0 28.9 28.9
Nitrobenzene 0.26 6.6 2.6 41.3 43.9
Chlorobenzene 0.9 0.61 1.5 32.1 33.6
Chloroform 3.8 0.0 0.0 27.3 27.3
Table 4.2 The table lists the free energy contributions resulting from the calculations of the apolar and polar
contributions to the free energy. Additionally the experimental observation of tests of miscibility of
poly(methyl methacrylate) (PMMA) and polystyrene (PS) in six organic solvents is listed agreeing with the
condition that miscibility occurs when AG,_T3T < 0 and immiscibility when AGITT > 0 51
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Polymer Solvent Polymer AGLW AGAB AGTO T Observation
1 2 [mJ/m2] [mJ/m2 ] [mJ/m 2]
PMMA 2-Butanone PS -3.7 0.0 -3.7 Miscible
PMMA Tetrahydrofuran PS -2.8 0.0 -2.8 Miscible
PMMA Benzene PS -2.2 0.0 -2.2 Miscible
PMMA Nitrobenzene PS 0.0 -0.6 -0.6 Miscible
PMMA Chlorobenzene PS -1.1 5.7 4.6 Separation
PMMA Chloroform PS -2.9 17.7 14.8 Separation
4.2 "Hydrophobic" Attraction and "Hydrophilic" Repulsion
A great deal of research has been devoted to understanding the force laws in aqueous systems.
Experiments have been performed using a surface force apparatus of two crossed mica cylinders,
first designed by Israelachvilli, to measure the surface forces. When attractive and repulsive
interactions were measured in aqueous systems, they were termed hydrophobic and hydrophilic,
respectively.
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The polar interactions described in Section 2.3 are able explain this apparent behavior.
Hydrophobic particles have zero electron donating and accepting terms, so only van der Waals
forces contribute to their surface energy. Hydrophilic particles also have a van der Waals
contribution, but will also have some degree of polarity. In the example in Table 4.3 the
hydrophilic particles are assigned y¥ = 50 mJ/m2 and y+ = 0 making them monopolar; both types
of particles have similar dispersion contributions of 40 mJ/m2 .
Table 4.3 Example calculation of the components for the net free energy calculation.
LW attraction Polar Polar Polar Polar Net
between 1 and water cohesion of cohesion of adhesion adhesion interaction
I water between between
yl and y y and yr
2(iLW -- LW) -4+4 -4 4- 4 l - 4j Glwl
Hydrophobic 5 -102 mJ/m2 0 0 -107.5
attraction -5.5 mJ/m 0 -102 mJ/m 0 0 2
Hydrophilic -5.5 mJ/m 2 0 -102 mJ/m 2 0 143 mJ/m2 +35.5
repulsion mJ/m 2
Subscript w denotes water, yL = 21.8 mJ/m2 , y+ = y- = 25.5 mJ/m2 .
The electron donor - acceptor model is able to qualitatively and quantitatively explain
"hydrophobic" attraction (AG1 1w < 0) and "hydrophilic" repulsion (AG 1wl > 0) as the interaction
of electron donor and acceptor groups.
4.3 Atomic Force Microscopy
Atomic force microscopes are used to image micron and nanometer range surface features.5 3' 54
The interaction between the tip and the substrate in air is attributed to van der Waals forces. In
order to improve the quality of these results, the properties of the intervening medium becomes
important. The addition of a liquid medium would reduce the van der Waals attractive force so
that more surface details could be imaged.55
Hartmann56 and Butt57,58 developed theories to account for van der Waals forces between an
AFM probe tip and a flat substrate. Their work showed that the interaction was always attractive
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in air, but with the addition of an appropriately selected medium, the superposition of surface
forces could be tailored to obtain repulsion. Several authors have successfully studied cases of
attraction and repulsion in different systems by AFM. 56' 58' 59
Atomic force microscopy has been used to measure surface forces in a variety of systems. One
of the advantages of the AFM over other force measurement techniques is that a colloid can be
adhered to an AFM tip so that there can be a direct measurement of colloidal forces against a flat
substrate6 ' or against other colloids.62 The additive force laws between electrostatics and van
der Waals forces is the standard explanation for the observed force spectra. In apolar systems
where electrostatic forces are minimally present,5 or in systems where salt has been added to
suppress electrostatic forces,63' 67 attractive van der Waals forces have been measured.
More recently AFM measurements have revealed the presence of repulsive van der Waals
interactions where there is no jump-to-surface or pull-off attractive force. Instead there is a
smooth transition between the non-contact regime and contact regime.4 '5 Milling et al. showed
that Lifshitz theory is able to predict the order of the magnitude for the van der Waals
interaction. Figure 4.1 gives characteristic examples of attractive and repulsive tip - substrate
interactions.
MCMB I acetonitrile I HOPG MCMB ethanol I Teflon AF 2400
Force / Radlus [N/m] vs Separation Distance [nm] Force / Radius [Nm] vs Separation Distance [nm]
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Figure 4.1 a) Example of an attractive tip-substrate interaction. As the AFM tip approaches the substrate the
attractive forces pull the tip into contact and a characteristic "snap-to" surface behavior is observed as the tip
transitions from the non-contact regime to contact regime. Then as the tip pulls away from the surface there
are stronger attractive forces keeping the tip in contact with the surface and a "snap-of' force is observed. b)
In the example there is no snap-to of snap-off behavior and there is smooth transition between the non-
contact and contact regimes indicating repulsive surface forces.
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The calculation of the force law describing the behavior of van der Waals forces is based on
Lifshitz theory. Therefore the magnitude of the interaction depends on the dielectric spectra of
the substrate, liquid medium and tip. The optical properties must be known from the zero-
frequency term to the deep UV in order to determine the force law for the interaction between
the three materials.
For materials with polar interactions, dispersion forces do not fully describe the net interaction.
One method to account for the polar interactions is to use the surface energy component model
of electron donating and accepting parameters. Jacquot and Takadoum use this methodology to
evaluate the adhesion forces they observed.6 8 It is likely the polar interactions also contribute to
the observed attractive or repulsive interaction on approach. Reevaluating the results by Milling
et al. yields improved correspondence if the polar contribution is included. Table 4.4 lists the
surface energy components used to determine attractive or repulsive behavior based on the
superposition of Equation 3.2 and 3.4. Table 4.5 compares the calculation of Milling et al. with
new predictions from vOCG Theory.
Table 4.4 Surface energy components taken from literature values for the materials and solvents used by
Milling et al. (Surface energies in mJ/m2.)
yLW Y Y I TOT Reference
Polytetrafluoroethylene 22.9 0.0 0.0 22.9 38
(low density)
Gold 33.1 0.16 19.1 36.6
Air 0.0 0.0 0.0 0.0
Cylcohexane 25.24 0.0 0.0 25.24
Dodecane 25.35 0.0 0.0 25.35 o
p-Xylene 28.4 0.0 1.8 28.4 o
Bromobenzene 35.6 0.16 1.29 36.5 a
Perfluorohexane 11.91 0.0 0.0 11.91 7
Perfluoromethylcyclohexane 15.7 0.0 0.0 15.7 U
Water 21.8 25.5 25.5 72.8
Ethanol 18.8 0.019 68 22.4
Dimethyl formamideb 30.2 54.1 0.2 36.8
Dimethyl sulfoxide 36 0.5 32 4444 T.. n
-sumatea LW conlofDUIlon from Alvl - wit a or U.143 nm.
from interfacial tension with water of 38.1 mJ/m2 74 and that yAB
b y- was estimated from trends of DN and y. y+ contribution was
contribution to surface energy of 6.6 mJ/m2.
AB connrlDUllons are esuin
=2 b y- .
the based on the net polar
iaited
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Table 4.5 Predicted and observed forces with a PTFE AFM tip and gold substrate by Milling et al. The last
column is the new predictions based on the surface energy components of the PTFE tip, gold substrate and
the medium using the sum of the van der Waals and polar components of surface energy described by
Equations 3.2 and 3.4.
Medium Experiment Calc. CaIc. 2 vOCG
Air Attractive Attractive Attractive Attractive
Cylcohexane Repulsive Repulsive Attractive Repulsive
Dodecane Repulsive Repulsive Attractive Repulsive
p-Xylene Repulsive Repulsive Attractive Repulsive
Bromobenzene Repulsive Repulsive Repulsive Repulsive
Perfluorohexane Attractive Repulsive Attractive Attractive
Perfluoromethylcyclohexanea Attractive Attractive Attractive Attractive
Water Attractive Repulsive Attractive Attractive
Ethanol Attractiveb Repulsive Repulsive Repulsive
Dimethyl formamidea Repulsive Repulsive Repulsive Repulsive
Dimethyl sulfoxidea Attractive Repulsive Repulsive Attractive
Agreement 7 of 11 6 of 11 10 of 11
a Using attraction or repulsion
b Weakly attractive
indicated in the original table and as described in the text.
4.4 Bacterial Adhesion
Morra and Cassinelli recently combined direct force measurements and calculations of the van
der Waals and the polar surface energy contributions to make predictions of adhesion to polymer
substrates by bacteria.75 They showed that they can create systems where repulsion prevails on
substrates with tailored polar properties and there is limited attachment by the bacterial strains
tested.7 6
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Figure 4.2 a) AFM curves showing repulsion between a silicon nitride cantilever and particular substrates. b)
The bacteria do not grow onto the alginic acid coated region which has different components of acid-base
parameters which suggests this region has the strongest repulsion. 76
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This finding is important since it suggests a repulsive interaction can be used to selectively
adhere particles to current collectors for the new class of self-organizing devices. Identifying
materials where the repulsive interaction does not allow for particle attachment would be
essential in implementing self-organizing devices.
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Chapter 5 - Calculation of Surface Energy Parameters
For the eventual purpose of making devices such as separator-less electrochemical junctions,
electrically conductive materials that can serve as low or high-end members were chosen. A
low-end member is a material which has the lowest surface energy components, while a high-end
member is the material with the highest surface energy components. Most metals would be
considered high-end members, so finding a suitable conductive high-end member is considerably
easier than identifying a low-end member. Identifying a conductive low-end member is more
challenging since its surface energy components should be about equal to or less than the
components of the intervening medium.
Through a process of examining spectroscopic and thermodynamic data high and low end-
members were identified which were then tested in several solvents and against a variety of
substrates. These additionally tests verified our estimates for the parameters that determine the
van der Waals and polar interactions. Indium tin oxide was selected as a model low end member
based on its low surface energy and its small electron accepting and donating parameters in its
as-received state.70 Mesocarbon microbeads (MCMB), a carbon-based material, was selected
as the high end member. Carbon is known to have a high surface energy, and MCMB is used as
an anode in lithium-ion batteries. Data is not available for MCMB specifically, but surface
energy components are known for carbon black s8 and optical data had been previously
tabulated.2 ' Then solvents were selected with different dispersive and polar fractions - m-
xylene, acetonitrile, and ethanol - for direct force measurements.
5.1 Potential Device Materials
5.1.1 Indium Tin Oxide
The selection of indium tin oxide was based on considerations of its small van der Waals and
polar interactions. However, in many solvents oxide materials develop a surface charge due to
dissociation, ITO is no different. Therefore, the electrostatic contribution to adhesion must be
minimized so that shorter range forces dominate interactions. This requires adding an
appropriately chosen salt, or choosing solvents which do not create a surface charge on ITO.
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The salt must have the property were it does not adsorb onto the surface of the oxide and impart
a surface charge. Salts which have this characteristic are called indifferent electrolytes.
As was discussed in Section 2.1, there is equivalence between the pH scale of water and the
donor number scale for organic solvents. In water the PZC of ITO ranges between 3 and 4.7.8283
Since the equivalent pH for organic solvents with a donor number of zero is approximately 7, a
solvent with an effective pH greater than 4.7 will result in a negative surface charge.
Additionally, ITO is known to be relatively unreactive over an extended pH range so that
solvents with donor numbers less than approximately 12 will not produce a surface charge. This
was observed experimentally in our study of the coagulation behavior of ITO in 14 solvents,
shown in Figure 5.1; the solvents and donor numbers are given in the Appendix.
Coagulation as a function of Donor Number for ITO
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Figure 5.1 Indium tin oxide coagulation as a function of solvent donor number. For solvents with a donor
number greater than 15 kcal/mol a surface charge is developed and electrostatic repulsion dominates the
interaction between ITO particles.
In technologies where ITO is used as a transparent conductor, there are multiple problems
associated with its use due to a lack of adherence to it by other functional coating materials.
Based on contact angle measurements, ITO has been identified as a material which meets the van
der Waals and polar criteria for having lower surface energy parameters than a number of
organic solvents. This explained the difficulty researchers have in adhering coatings to ITO.77-80
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Additionally, a Cauchy plot was obtained from the index of refraction data versus wavelength.
This data shows that ITO has an unusually low frequency UV oscillator and relatively low
oscillator strength, confirming the low van der Waals surface energy contribution for this
electronically conductive material.84
Indium Tin Oxide Indium Tin Oxide
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Figure 5.2 a) Refractive index and absorption data for indium tin oxide. 84 b) Refractive index data converted
by the Cauchy Plot method to determine the spectral parameters for the Ninham-Parsegian representation of
the dielectric response function (Cuv = 2.074, vuw = 1.140x10l5 Hz).
5.1.2 Mesocarbon Microbeads
Mesocarbon microbeads (MCMB) were selected as a high-end member because of its
importance in electrochemical devices. These devices are able to utilize the geometry that
surface force-assisted assembly will be able to create, where like particles attract and dissimilar
particles repel.
However, using MCMB has presented a number of complications. MCMB has chemisorbed
oxygen complexes on its surface which gives it a slightly acidic character. Also, carbons
generally have an ability to absorb various kinds of organic and inorganic substances which is
linked to their high surface energy. Another issue is the anisotropic properties of MCMB arising
from the layered graphite structure. Lifshitz theory is for isotropic particles only, but Dagastine
et al. extended the theory for two-dimensionally anisotropic materials of which graphite was
their model material. Using the dielectric response functions for the two principal axes
determined by Dagastine et al., the maximum and minimum properties of the MCMB particles
are identified.21 Using both planes to account for the two-dimensionality of the graphite in the
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method of Dagastine et al. yields a Lifshitz constant of 253 zJ and a surface energy of 123 mJ/m2
assuming Do is 0.165 nm. As an alternative to calculating the anisotropic Lifshitz coefficients
from Equation 2.5, the material is assumed isotropic but with a net dielectric response function
that is a weighted average of the extraordinary and ordinary axes:
DRFnet, = (2/3)DRFo + (1/ 3)DRFeo (5.1)
From immersion in nonpolar solvents it was found that the Lifshitz-van der Waals component of
surface energy is 95.67 mJ/m2 for carbon black and the polar contribution is approximately
3.9 mJ/m2.8 1 This value for the van der Waals component of surface energy is likely too high for
MCMB, and a more realistic value for yLW is -45 mJ/m2 based on wetting measurements with
other carbon powders is used.8 ' 8 5 The polar contribution reported in Table 5.2 is based on
contact angle measurements.
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Figure 5.3 Dielectric response function resulting from bound electrons of the two principal axes of carbon
black. 21
Coagulation experiments were also performed with MCMB particles. Because graphite is
essentially layered benzene rings, MCMB was expected to have a low capability to undergo
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surface charge formation. Similar to ITO, solvents with donor numbers greater than
approximately 15 kcal/mol formed stable suspensions. Therefore, strongly polar solvents do
induce a surface charge on the MCMB, stabilizing its suspensions as shown in Figure 5.4 and in
the Appendix. An alternative explanation to the observed stability in solvents with large donor
numbers is that repulsive polar interactions are stronger than the attractive van der Waals
interactions. The stable suspension would then have similar characteristics as charge stabilized
suspensions. For example, a solvent with yLW = 20, y+ = 0 and y = 5 mJ/m2 yields a net attractive
interaction and flocculation would observed. If a different solvent is used with a larger electron
donor parameter of 20 mJ/m2 repulsion would be predicted and particle stability would be
observed.
Coagulation as a function of Donor Number for MCMB
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Figure 5.4 MCMB coagulation as a function of solvent donor number. For solvents with a donor number
greater than 15 kcal/mol a surface charge is developed and electrostatic repulsion dominates the interaction
between MCMB particles.
5.2 Solvents
5.2.1 m-Xylene
m-Xylene is an aromatic hydrocarbon which is slightly more polar than alkanes. Like alkanes, it
is unlikely colloid particles will develop a surface charge and the van der Waals attraction
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between particles will cause coagulation. Additionally, its dielectric constant is 2.35 with a
dipole moment of 0.37, defining its nonpolar nature.86 87
Refractive index data for m-xylene was not readily found, but data for p-xylene was accessible.
The difference between m-xylene and p-xylene is within the margin of error of using the p-
xylene dataset. The IR oscillator strength is 0.095 at 8.817 x 1013 Hz and UV oscillator strength
of 1.175 at 2.139 x 1015 Hz are used to approximate the dielectric response function.8 7
In the electron donor-acceptor model, m-xylene is slightly monopolar with Y' = 1.8 mJ/m2 and
y+ = 0 which is based on the assumption of monopolarity and data from the interfacial tension of
m-xylene with water; the total surface energy is 28.9 mJ/m2.' 0
5.2.2 Acetonitrile
Acetonitrile is a polar solvent with a dielectric constant of 36.64 and a dipole moment of 3.924.86
This is the result of an imbalanced electron distribution caused by the triply bonded nitrogen
atom. The donor number for acetonitrile is 14.04 kcal/mol and it has an acceptor number of
18.9.88 These factors imply that acetonitrile is bipolar and has both electron donor and acceptor
contributions to the net surface energy.
The van der Waals contribution to the total surface energy is estimated from a calculation of the
nonretarded Lifshitz constant. The UV oscillator term is estimated from a Cauchy plot analysis
of dispersion data of the refractive index shown in Figure 5.5.3 6 The microwave and infrared
terms require further analysis since acetonitrile is polar and additional relaxations are expected at
lower frequencies arising from several mechanisms. The mechanisms are cooperative relaxation
of the bulk solvent, the large-angle rotations of single solvent molecules and the small
translations and rotations by the acetonitrile molecule.8 990
The approximate value of Alv, for acetonitrile is 38.6 zJ which corresponds to a yLw of
18.6 mJ/m2 assuming Do is 0.165 nm. The value of 18.6 mJ/m2 is close to the literature results of
contact angle measurements on purely hydrophobic self-assembled monolayers of 20.8 mJ/m 2 91
48
and 19.4 mJ/m2 based on the interfacial tension with squalene.72 Based on the correlation of
donor number and y with a number of solvents, acetonitrile has a y- of 26.6 mJ/m2. The electron
accepting component required to obtain the correct total surface energy from Equation 2.17, is
0.54 mJ/m2.
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Figure 5.5 a) Dispersion of the refractive index in the visible regime for acetonitrile. b) The corresponding
Cauchy plot from the dispersion data.
5.2.3 Ethanol
Ethanol is another polar solvent. It has a dielectric constant of 25.3 and a dipole moment of
1.69.86 From refractive index data, a Cauchy plot analysis was performed obtaining the UV
spectral parameters to create an approximate dielectric response function as shown in Figure
5.6.36
In terms of surface energy components, ethanol is nearly monopolar with y+ = 0.02 mJ/m 2 and
y- = 68 mJ/m2.0 The dispersive component is 20.1 mJ/m , which corresponds to a Do of 0.166
nm since Av,, is 41.8 zJ.
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Figure 5.6 a) Dispersion of the refractive index in the visible regime for ethanol. b) The corresponding
Cauchy plot from the dispersion data.
5.3 Control Materials
In addition to AFM measurements of MCMB tips against ITO substrates other substrates were
tried. These experiments were performed to give insight for which calculation methodology
should be used to predict the net interaction between particles. The different methodologies are
discussed in Section 6.3.
5.3.1 Teflon AF 2400
Teflon AF 2400 is a material with very low dielectric properties. Its index of refraction is 1.2947
and its dielectric constant is 1.904, both extremely low for solid materials and lower than many
solvents. These low dielectric properties are because of the strong bonding between fluorine and
the carbon which also makes it extremely inert to almost all solvents, meaning it does not
develop a surface charge or dissolve.
In addition, its nonpolar nature means that its total surface energy is composed only of the van
der Waals term which equals 15.2 mJ/m2.3 8 This is one of the lowest values of surface energy,
making this an ideal material to use as a test for possible repulsive material combinations. The
Ninham-Parsegian representation of the dielectric response function for Teflon AF is
approximated by a UV absorption strength of 0.665, at a frequency of 4.014 x 1015 Hz and an IR
absorption strength of 0.239 at a frequency of 3.750 x 1013 Hz.3 8
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5.3.2 Silicon Nitride
Senden and Drummond investigated force spectra with silicon nitride AFM tips and derived
spectral parameters from limited optical data. They used two IR and one UV oscillator to
approximate the dielectric response function. For the Ninham-Parsegian representation, Cuv is
2.953, and the UV oscillator at 2.305 x 1015 Hz. The two IR oscillators have strengths of 1.081
and 2.366 and frequencies of 1.426 x 1013 and 2.605 x 1013 Hz, respectively.9 2
The polar interactions based on contact angle measurements imply the silicon nitride has a
0.47 mJ/m 2 electron accepting component and a 56.5 mJ/m2 electron donating component
making it bipolar with a total surface energy of 48.3 mJ/m2.68
5.3.3 Highly Oriented Pyrolitic Graphite
Highly oriented pyrolitic graphite (HOPG) is a relatively new form of high purity carbon which
provides a new smooth surface for each measurement. An advantage of HOPG over mica is that
it is completely nonpolar and of uniform composition. This material was selected for direct force
analysis because it is similar to Teflon AF since it is nonpolar. Also it is an ideal material for
testing attractive combinations because of its large dispersive component.
The properties perpendicular to the basal plane of the graphite layers are referred to as
extraordinary and properties within the plane axis are ordinary. The HOPG cleaves such that the
normal of the basal plane is perpendicular to the surface. Therefore the properties of the
extraordinary axis are used to represent HOPG. The Lifshitz constant for two extraordinary
planes interacting across air is 146 zJ. This corresponds to a surface energy of 71 mJ/m2
assuming Do is 0.165 nm.
5.4 Comparison of All Materials
Tables 5.1 and 5.2 summarize the properties of the materials investigated by atomic force
microscopy.
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Table 5.1 Ninham-Parsegian parameters based on Cauchy plots are used to obtain nonretarded Lifshitz
coefficients. The approximate yLW component of surface energy is obtained from Equation 3.1 assuming Do =
0.165 nm.
o0 CIR VIR Cuv VUV A1 1 LW
[Hz] [Hz] [zJ] [mJ/m 2 ]
MCMB eo a --- --- --- --- 146 71.1
MCMB a --- --- --- --- 298 145
MCMB --- --- --- --- 262 128
(2/3)o + (1/3)eo
MCMB anisotropic --- --- --- --- 253 123
ITO 4 0.926 1.1IE13 2.074 1.140E15 54.0 26.3
Teflon AF 2400 1.904 0.239 3.75E13 0.665 4.014E15 36.3 17.7
Silicon nitride 7.4 1.081 1.43E13 2.953 2.305E15 167 81.4
2.366 2.61E13
m-Xylene 2.270 0.095 8.82E13 1.175 2.139E15 46.7 22.8
Acetonitrile 36.64 --- --- 0.786 3.033E15 38.6 18.8
Ethanol b 25.3 --- --- 0.834 3.028E15 41.8 20.4
a MCMB eo and o dielectric response values are from a Kramers-Kronig analysis performed
Dagastine et al. and is therefore not approximated by Ninham-Parsegian spectral parameters."
b There low frequency relaxations are in the microwave regime which is captured by the large
dielectric constant.
Table 5.2 Surface energy components for the materials under investigation obtained from literature sources
and discussed in the text assuming the ratio of + = Y = 25.5 mJ/m2 for water.
LW + Y AB Y TOT
_Material [mj/m2 ] [mJ/m2 ] [mJ/m 2 ] [mJ/m [mJ 2 ] Ref
MCMB 45.0 1.42 1.42 0.0 47.84 1
ITO 28.62 0.0 3.96 0.0 28.62 77
Teflon AF 2400 15.2 0.0 0.0 0.0 15.2
Silicon nitride 38 0.47 56.5 10.3 48.3
HOPG 71 0.0 0.0 0.0 71
m-Xylene 28.9 0.0 1.8 0.0 28.9
Acetonitrile 19.4 0.54 26.6 7.6 27.0
Ethanola 20.1 0.02 68 2.27 22.4
a Value for yLW is given as 18.8, yet the sum of LW and AB contributions does not equal the total
surface energy for ethanol. The YLW value is adjusted to 20.1 mJ/m 2 which has better agreement
with Lifshitz theory to obtain a total surface energy of 22.4 mJ/m2 .
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Chapter 6 - Direct Force Measurements
A Digital Instruments MultiMode AFM (Veeco; Santa Barbara, CA) was used to measure the net
attractive or repulsive force between two conductive materials, ITO and MCMB, in several
solvents. In addition to the combinations between ITO and MCMB, measurements were also
performed against a series of materials which exhibit a range of surface energy properties to
develop the methodology to identify other systems for creating self-organizing devices.
6.1 Materials and Methods
Force measurements were taken using high purity solvents obtained from Sigma Aldrich
i(St. Louis, MO). The purity of m-xylene was 99+%, and the purity of acetonitrile was 99.93%
with the water content for each lot specified to be below 0.0008%. Anhydrous ethanol was
obtained from Pharmco Products (Brookfield, CT).
The substrate materials used for the force spectra were treated with a rigorous cleaning procedure
to remove organic contaminants and immediately inserted into the AFM fluid cell to begin force
measurements. Substrates were ultrasonicated for 10 minutes in acetone, 10 minutes in
methanol, and allowed to soak for 10 minutes in heptane. The substrates were then soaked in the
solvent which was being used for a minimum of an additional 30 minutes.
Indium tin oxide substrates (5-15 gQ sheet resistance) were obtained from Sigma Aldrich. Silicon
nitride substrates were made by chemical vapor deposition at the Microsystems Technology
Laboratories (MIT, Cambridge, MA). Teflon AF 2400 substrates were prepared by dissolving
Teflon AF 2400 (Sigma Aldrich, St. Louis, MO) in perfluoro-2-n-butyl tetrahydrofuran (Alfa
Aesar, Ward Hill, MA) and pipetting the resulting solution onto cleaned stainless steel pucks
supplied by Digital Instruments (Santa Barbara, CA). HOPG was obtained from SPI Supplies
(West Chester, PA) and cleaved immediately prior to use without undergoing a cleaning
procedure.
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MCMB 25-28 particles (5-8 ptm diameter) (Osaka Gas and Chemical; Osaka, Japan) were
mounted on silicon nitride cantilevers with a spring constant of 0.06 N/m by Novascan
Technologies (Ames, IA). The prepared AFM tips and Teflon o-rings were soaked for 10
minutes in acetone, 10 minutes in methanol, 10 minutes in heptane and then in the solvent being
used. A Digital Instruments MultiMode AFM with fluid cell was used for all measurements.
The fluid cell underwent the same cleaning as the tips but was carefully rinsed in each solvent
instead of soaked. For the systems investigated, more than 40 force curves were obtained at
'varying scan sizes and rates ranging from 50 to 500 nm and 0.10 to 0.50 Hz
6.2 Results
The extension of the MCMB particle probe towards the substrate was analyzed to obtain
'information about the attractive or repulsive characteristics of the system being investigated.
The retraction curve characterizes the interaction after the colloid tip is in contact with the
substrate. The geometry of the attached particle or substrate can be altered by contact to increase
the contact area.: 3 94 When attraction is observed there is usually a stronger attractive force on
retraction then on extension of the tip.
The convention of tip I solvent I substrate is used to describe a particular system investigated.
The force spectra in Figures 6.1 to 6.3 are representative of dozens of force spectra captured.
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Comparison of AFM Extension Curves (MCMB I m-xylene I substrate)
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Figure 6.1 Representative AFM extension curves of force spectra for an MCMB tip in m-xylene with four
different substrates. The spectra which are slightly offset from zero on the separation axis, show the
differences between substrates measured.
A representative force spectrum for Teflon AF shows little slope in the noncontact region and no
attractive force below a horizontal line extending from the noncontact region as the tip
approaches the substrate. This behavior is indicative of a repulsive interaction between tip and
substrate. Silicon nitride behaves similarly to the repulsive interaction of Teflon AF. However,
another set of measurements at a different location on the silicon nitride surface yielded a strong
attraction. For the case of ITO there is a snap-to surface force of about 0.00075 N/m. When a
HOPG substrate is measured there is a larger attractive force than with the ITO substrate.
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Comparison of AFM Extension Curves (MCMB I acetonitrile I substrate)
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Figure 6.2 Representative AFM extension curves of force spectra for an MCMB tip in acetonitrile with four
different substrates. The spectra which are slightly offset from zero on the separation axis, show the
differences between substrates measured.
A representative force spectrum for Teflon AF shows a small positive slope in the noncontact
region indicative of a small attractive force. However, there is no snap to the surface so any
attraction is very small. The slope in the noncontact region could also be characteristic of
acetonitrile since all substrates exhibit this property which is possibly due to electrostatics. The
system of MCMB I acetonitrile I Teflon AF is classified as repulsive while the three others
systems with acetonitrile are attractive. The MCMB tip now sees an attractive force against
silicon nitride, similar in magnitude to that observed with an ITO substrate. With the HOPG
substrate, the attractive force is the largest of the four substrates.
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Comparison of AFM Extension Curves (MCMB I ethanol substrate)
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Figure 6.3 Representative AFM extension curves of force spectra for an MCMB tip in ethanol with four
different substrates. The spectra which are slightly offset from zero on the separation axis show, the
differences between substrates measured.
With ethanol as the test solvent, the behavior of the interaction with the substrates changes again.
The large electron donating nature of ethanol dominates the interaction, causing systems to
exhibit repulsion. Teflon AF is the most repulsive with a repulsive force felt several nanometers
from the substrate. Silicon nitride and ITO are not as strongly repulsive, but there is no
appearance of a snap to the surface. Again, HOPG exhibits an attractive interaction with the
MCMB tip because of its large attractive dispersive contribution. However, the attraction is
reduced by about a factor of 2 in ethanol.
Table 6.1 lists the results of the interaction of an MCMB particle adhered to an AFM tip against
four different substrates in the three different solvents.
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Table 6.1 Net force observed on extension of the MCMB attached to an AFM cantilever toward a substrate in
a particular solvent
m-xylene acetonitrile ethanol
Teflon AF 2400 ulsive Repulsive Repulsive
Silicon Nitride Attractive" Attractive Repulsive
ITO 5-15 Q Attractivea Attractive Repulsive
HOPG Attractive Attractive Attractive
a Other types of ITO substrates tested with m-xylene were less strongly attractive and in some
cases repulsive.
b One location on the substrate is repulsive, while two others are attractive.
6.3 Discussion
There are several calculation methodologies which can be used to compare theory with the
experimental results from the direct force measurements. There are eight options considered:
1. calculation of nonretarded Lifshitz constant from full summation from Lifshitz theory,
Equation 2.4 combined with Equation 3.3 where Do is assumed to be 0.165 nm
a. where the MCMB has properties of the ordinary graphite plane
b. where the MCMB has properties of the extraordinary graphite plane
c. where the MCMB has properties of a weighted average of the ordinary and
extraordinary graphite planes, Equation 5.1
2. calculation of the van der Waals components of surface energy from the Dupr6 equation,
Equation 3.2
3. calculation of the polar components of surface energy from the Dupr6 equation, Equation
3.3
4. calculation of the total interaction energy from the superposition of methods 2 and 3
5. calculation of the total interaction energy from the superposition of methods c and 3
Each option has a weakness associated with it. From the standpoint of trying to obtain an
engineering approximation of the expected interaction, option 4 requires the least effort and
gives the best agreement with experimental results. Option 5 is significantly more rigorous and
obtains poorer agreement between calculated and experimental results. Tables 6.2 to 6.8 use the
values described in Tables 5.1 and 5.2 to obtain calculated free energies of interaction, where a
negative value is attractive and a positive value is repulsive.
As can be seen in Tables 6.2 and 6.3 there are large differences in the results depending on which
graphite plane represents the properties of MCMB. For instance, the ordinary plane of graphite
against an ITO substrate in m-xylene is attractive while the extraordinary plane is repulsive.
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Since the interaction depended on the orientation of the surface planes on the MCMB particle
this could explain why in some experiments ITO was observed to be attractive and in others
repulsive. To create an average value for the MCMB tip it was assumed to be represented by a
weighted average of the ordinary and extraordinary planes. The results of Table 6.4 are
intermediate to those obtained in Tables 6.2 and 6.3, but are more similar to those obtained in
Table 6.2. Of note is the good correspondence of Tables 6.2 and 6.4 with the observed
interactions. This is why many authors have found success in attributing the observed AFM
interactions to only the van der Waals components. However, in a polar media like ethanol, the
calculation does not account for the observed repulsion.
Table 6.2 Calculation of nonretarded Lifshitz constant from the full summation from Lifshitz theory based on
the dielectric response function of MCMB, the solvent and substrate. The values in the table are given in
units of mJ/m2 where the nonretarded Lifshitz constants are converted to free energies based on Equation 3.3
with Do = 0.165 nm. The MCMB tip is assumed to have properties of the ordinary graphite plane.
m-xylene acetonitrile ethanol
Teflon AF 2400 10.6 1.26 5.10
Silicon Nitride -82.4 -94.0 -88.9
ITO -4.93 -16.1 -12.4
HOPG -67.7 -77.9 -72.9
Table 6.3 Calculation of nonretarded Lifshitz constant from the full summation from Lifshitz theory based on
the dielectric response function of MCMB, the solvent and substrate. The values in the table are given in
units of mJ/m2 where the nonretarded Lifshitz constants are converted to free energies based on Equation 3.3
with Do = 0.165 nm. The MCMB tip is assumed to have properties of the extraordinary graphite plane.
m-xylene acetonitrile ethanol
Teflon AF 2400 0.10 -3.50 -1.33
Silicon Nitride -38.7 -47.8 -43.6
ITO 2.65 -4.49 -2.11
HOPG -37.7 -44.4 -40.5
Table 6.4 Calculation of nonretarded Lifshitz constant from the full summation from Lifshitz theory based on
the dielectric response function of MCMB, the solvent and substrate. The values in the table are given in
units of mJ/m2 where the nonretarded Lifshitz constants are converted to free energies based on Equation 3.3
with Do = 0.165 nm. The MCMB tip is assumed to be represented by a ratio of 2: 1 of the ordinary to
extraordinary plane properties.
m-xylene acetonitrile ethanol
Teflon AF 2400 -8.87 0.61 4.15
Silicon Nitride -73.1 -84.2 -79.3
ITO -4.26 -14.7 -11.2
HOPG -61.0 -70.5 -65.7
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As noted in Section 5.1.2 the surface energy values for MCMB have not been explicitly
determined. Most solid materials have van der Waals components of surface energy between 20
and 45 mJ/m 2 while that calculated from Lifshitz theory for graphite is considerably larger.
Assuming that MCMB is at the upper end of the spectrum of materials calculated via the contact
angle approach and has equal electron donating and accepting parameters, a reasonable
approximation is obtained. This assumption of lower surface energy is used to calculate the van
der Waals components via the geometric mean approach given by Equation 3.2 in Table 6.5,
yielding generally similar attractive or repulsive results but with significantly reduced interaction
energy compared to a calculated from Lifshitz theory.
Table 6.5 Calculation of van der Waals component of free energy of the interaction between an MCMB tip
and substrate in a particular solvent based on the geometric mean approximation used in Equation 3.2. The
units in the table are mJ/m2.
m-xylene acetonitrile ethanol
Teflon AF 2400 3.94 2.33 2.60
Silicon Nitride -2.10 -8.11 -7.48
ITO 0.07 -4.35 -3.86
HOPG -8.13 -18.53 -17.54
The polar components are calculated by the geometric mean method of Equation 3.3 and are
listed in Table 6.6 for the various systems investigated by AFM. Table 6.6 shows the large
impact from the polar contribution, which explains the observed repulsive behavior in systems
with ethanol.
Table 6.6 Calculation of the polar component of free energy of the interaction between an MCMB tip and
substrate in a particular solvent based on the geometric mean approximation used in Equation 3.3. The units
in the table are mJ/m2.
m-xylene acetonitrile ethanol
Teflon AF 2400 3.20 -1.12 15.3
Silicon Nitride -14.5 -2.55 9.21
ITO -1.55 -2.93 11.2
HOPG 3.20 -1.12 15.3
The total interaction between tip and substrate in a particular medium involves both the van der
Waals and polar contributions. The sum of Table 6.5 and 6.6 is given in Table 6.7 based on the
surface energy approach. Table 6.8 is the sum of the polar contribution obtained in Table 6.6
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and the van der Waals contribution obtained from a calculation of the nonretarded Lifshitz
coefficient in Table 6.4.
T'able 6.7 Calculation of the total free energy of the interaction between an MCMB tip and substrate in a
particular solvent based on the geometric mean approximation adding the results of Equation 3.2 and 3.3.
The units in the table are in mJ/m2.
m-xylene acetonitrile ethanol
Teflon AF 2400 7.14 1.21 17.9
Silicon Nitride -16.6 -10.7 1.73
ITO -1.48 -7.28 7.29
HOPG -4.93 -19.7 -2.21
'Fable 6.8 Calculation of the total free energy (mJ/m 2) of the interaction between an MCMB tip and substrate
in a particular solvent based on the geometric mean approximation of Equation 3.3 and the van der Waals
component determined from Lifshitz theory. The non-retarded Lifshitz coefficient is converted to mJ/m2 by
Equation 3.3 with Do = 0.165 nm and assumes a ratio of 2: 1 of the ordinary to extraordinary axes for the
calculation.
m-xylene acetonitrile ethanol
Teflon AF 2400 12.1 -0.51 19.48
Silicon Nitride -87.6 -86.7 -70.05
ITO -5.81 -17.62 -0.07
HOPG -57.8 -71.7 -50.36
Comparing the results of the experiments in Tables 6.1 with the calculated values in both
Table 6.7 and 6.8, better correspondence is obtained in Table 6.7. The addition of the polar
components improves correlations with the experimental results, especially for ethanol. Small
refinements of the optical properties or polar components may yield better agreement with
experimental results in Table 6.8. For instance, the calculation for both MCMB I acetonitrile l
Teflon AF and MCMB I ethanol I ITO in Table 6.8 have net interaction energies less than 1
mJ/m2, which is likely within the margin of error for this calculation.
In Table 6.8 one noticeable outlier is MCMB I ethanol silicon nitride, although the result is
consistent the calculation in Table 6.7. This discrepancy of predicted behavior stems from the
van der Waals components differing by about an order of magnitude, -79.3 mJ/m 2 in Table 6.4
and -7.48 mJ/m2 in Table 6.5. This results from the significantly smaller van der Waals
component to surface energy found via the contact angle method compared to the component
calculated from Lifshitz theory and determined by immersion calorimetry for both MCMB and
61
silicon nitride.8s Immersion calorimetry and the contact angle approach both give correct values
of Alv for low energy solids where the effect of spreading pressure is minimal. Spreading
pressure is the difference between the surface energy of the solid in contact with vacuum and the
solid in contact with a vapor. In contact angle measurements, the spreading pressure is assumed
to be equal to zero. However, for high energy solids like MCMB and silicon nitride, the
assumption of zero spreading pressure may not be valid giving rise to the large difference in the
van der Waals component of surface energy. The same conditions that exist for contact angle
measurements prevail for force measurements, so using the values obtained from contact angle
measurements should be valid without having to re-account for the spreading pressure. In
addition, the work of Milling et al. suggests the contact angle approach is sufficient, giving
agreement in 10 of 11 systems. In this present work, material properties calculated with values
obtained via the contact angle method agrees with 12 of 12 systems studied.
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Chapter 7 - Conclusions
Atomic force microscopy has been used to verify estimated surface energy components of ITO
and MCMB. These materials were initially selected on the basis of optical properties, such as
refractive index, and on contact angle measurements which determine the electron donor and
acceptor abilities of the solid. It has been shown that the method of estimating surface energy
properties via contact angles can be used to identify other end-members and solvents which can
be used to create self-organizing devices. The procedure enables the determination of attractive
systems between like particles and repulsive systems between dissimilar particles.
Solvent selection will be a key issue for device fabrication. The solvent determines the
electrostatic interaction, as well as the polar and van der Waals components of the free energy
between the particles. Once potential end members are identified, the ability to choose solvents
which would allow for similar attractive and repulsive conditions would allow for a greater
number of polymers which can be used to stabilize a structure formed in the liquid state. Also,
with a greater choice of solvents, a variety of polymers with specific functionalities can be used
to create different classes of devices.
One such class of device is electrochemical junctions. This type of device can be a template for
other self-organizing devices. The device requires attraction of like particles to form conductive
anode and cathode networks. Repulsion is used to create an electrochemical junction between
anode and cathode particles. This was the motivation for choosing MCMB, which is an anode
material for lithium-ion batteries. A solvent, a solid polymer electrolyte and a lithium salt can be
chosen to produce an electrically insulating and lithium ion conducting interface between the
anode and cathode particle networks. This device configuration would allow for shorter
diffusion lengths between anode and cathode particles which increases the power density of
lithium ion batteries. Due to the interpenetrating electrode configuration, a higher density of
active material can be achieved within the cell, thereby creating a higher energy density battery.
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Appendix
Table A.1 The data comprising Figures 5.1 and 5.4 used in the study of coagulation behavior of ITO and
MCMB particles.
DN ITO Coagulation? MCMB Coagulation?
Heptane 0.0 Yes a
Benzene 0.1 Yes a
Dichloromethane 1.0 Yesa
Chloroform 4.0 Yes Yes
m-Xylene 5.0 Yes a
Acetonitrile 14.1 No Yes
Butyl acetate 15.0 Yes Yes
Acetone 17.0 No Yes
2-Butanone 17.4 No Yes
Cylcohexanone 18.0 No No
Benzyl alcohol 23.0 No No
Isobutanol 29.0 No No
Isopropanol 30.0 No No
Ethanol 32.0 No No
a This solvent was not tested with MCMB particles
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