XSEDE Data Analytics Use Cases L3 Architectural Response by unknown


















































































































































































































































































































































































3.5 DA‐5 In‐situ computational steering 
The description of this use case was slightly garbled, so we have had to rely on personal 
experience with computational steering to interpret what was meant. We believe that Step 5 of 
the use case description was intended to be something similar to the following. 
 
5. The XSEDE user monitors the activity of the running job and inspects the simulation 
diagnostics or other intermediate results, possibly using interactive computational 
resources to assist in interpreting the intermediate results. 
 
We furthermore assume that Step 6 is meant to imply that when the user “modif[ies] parameter 
file(s) ​in situ​ as response to diagnostics evaluation,” the running simulation job becomes aware 
of the parameter changes and adjusts its behavior for the remainder of its execution. 
 
Given this understanding of the use case, we propose that Steps 3 (creation of the parameter 
file) and 6 (modification of the parameter file) are actually instances of the data 
collection/gathering step in the previous use cases (see Step 2 of DA­2, for example). The 
parameter file could be transferred to the XSEDE resource via the transfer interfaces (§3.2.1) or 
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created on a remote system (perhaps the user’s desktop system) and made visible on the 
simulation system via the virtual file system interface (§3.2.2). If  jobs executing on the 
simulation system can see files on the system’s interactive partitions, an even simpler method 
would be to simply create the file locally on the simulation system using interactive access 
([UCCAN­4]). 
 
In Step 6 of this use case description, the end user needs a mechanism by which he or she can 
change the simulation’s parameter file, at which point it is implied that the simulation will change 
its behavior for the remainder of its execution.  
 
If the simulation running on the system can access files on the interactive parts of the system 
(where the user logs in and prepares jobs for execution), then the simulation code may be 
written to periodically check for changes to the parameter file. This, with no involvement from 
the XSEDE system architecture, would be the simplest way to implement Step 6. 
 
If the simulation running on the system can not access files on the interactive parts of the 
system, then the end user needs a mechanism for notifying the running simulation of a change 
to the parameter file. The XSEDE architecture provides one access­layer mechanism for 
interfacing with executing jobs: the EMS (execution management system) offers the ability to 
signal a running job. This feature is accessed via the UNICORE and/or Genesis II command­line 
interfaces. (See [UCCAN­1].) This feature is highly dependent on the EMS implementation 
provided by the resource on which the simulation executes, and its behavior and quality 
attributes may vary from resource to resource. This feature does, however, allow the end user to 
alert the running simulation job of the fact that the parameter file has been changed, at which 
point the simulation code can reload its parameters from the updated file and proceed with 
modified behavior. 
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