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There are three types of distributional chaos, namely DC1, DC2 and DC3. In this paper we
present two constant-length substitution systems, one is DC2 but not DC1, and the other is
DC3 but not DC2. (In this paper, chaos means existence of an uncountable scrambled set of
the corresponding type while the existing examples deal with single pairs of points only.)
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1. Introduction
There are many deﬁnitions of chaos in the discrete dynamical systems. One of them is distributional chaos, brieﬂy DC,
which is based on the asymptotic distributions of distances between pairs of trajectories. It was introduced by B. Schweizer
and J. Smital in 1994 [1], for continuous maps of the interval but later generalized to compact metric spaces. Recently more
and more authors gave their attentions to the properties of DC and the relations between DC and the other notions of
chaos [2–6].
Let X be a compact space with metric d and f : X → X a continuous map. For x, y ∈ X and a positive real number t ,
put
Fxy(t) = lim inf
m→∞
1
m

{
i; 1 i m − 1, d( f i(x), f i(y))< t},
F ∗xy(t) = limsup
m→∞
1
m

{
i; 1 i m − 1, d( f i(x), f i(y))< t},
where C denote the cardinal number of the set C . We also adopt the convention that Fxy < F ∗xy means Fxy(t) F ∗xy(t) for
some, and hence for all, t in some interval. We have three possible types of DC: There is an uncountable set S ⊆ X such
that for all x = y in S ,
DC1 F ∗xy ≡ 1 and Fxy(t) = 0 for some t > 0;
DC2 F ∗xy ≡ 1 and Fxy < F ∗xy ;
DC3 Fxy < F ∗xy .
Such pairs {x, y} are called DC1 pairs, DC2 pairs and DC3 pairs, respectively.
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is an interval [1]. Examples were given in [7] which have DC2 pairs but no DC1 pair, and in [8] which have DC3 pairs but
no DC2 pair. However, it was unknown whether or not DC2 implies DC1 and whether or not DC3 implies DC2 [9], in the
sense of uncountable scrambled set. In this paper we present two substitution systems (see Sections 4 and 5), one is DC2
but has no DC1 pair, and the other is DC3 but has no DC2 pair. This indicates that DC1 is much stricter than DC2 and DC2
is much stricter than DC3.
In fact, the paper [10] gave another example which has a DC3 pair but no DC2 pair. But that example is unstable, that
is, any small perturbation of the system (actually, a suitable change of the metric) can destroy DC3. However, in our paper,
all the DC examples are stable in this sense.
2. Constant-length substitution and substitution system
Let A be a ﬁnite set of at least two letters. Any ﬁnite sequence of the letters is called a word. For convenience, we
suppose that there is a word φ of length 0 which has no letter. The set of all the words is denoted by A+ . Since each letter
is also a word of length 1, we have A ⊂ A+ .
Let C, D ∈ A+ . We denote by |C | the length of C and by CD the word arranging D after C . If |C | = k 1 and 0 i  j 
k− 1, let C[i] be the (i + 1)th letter of C and C[i, j] be the word from the (i + 1)th letter to the ( j + 1)th letter of C . (That
is, if we denote C = β0β1β2 · · ·βk−1, then C[i] = βi and C[i, j] = βiβi+1 · · ·β j .) By C ≺ D we denote the fact that C appears
in D , that is, C = D[i, i + k − 1] for some i.
Let Σ be the set of all the inﬁnite sequence x = x0x1x2 · · · , where xi ∈ A, i ∈ Z+ . For x ∈ Σ , deﬁne x[i], x[i, j] and C ≺ x
similarly. Moreover, for x = x0x1x2 · · · , y = y0 y1 y2 · · · ∈ Σ , let
d(x, y) =
{
0, if x = y,
1
m+1 , if x = y and m =min{i; xi = yi}.
Then d is a metric and (Σ,d) is a compact metric space. The shift σ : Σ → Σ is deﬁned by
σ(x) = x1x2x3 · · · , x = x0x1x2 · · · ∈ Σ.
Suppose that n 2 is an integer. A constant-length substitution of length n is a map θ : A → A+ such that |θ(β)| = n for
all β ∈ A.
Suppose that |C | = k 1 and C = β0β1 · · ·βk−1. Deﬁne θ(C) = θ(β0)θ(β1) · · · θ(βk−1) and θm(C) = θ(θm−1(C)) inductively
for m  2. It is easy to see that θm(C) = θm(β0)θm(β1) · · · θm(βk−1) and θm+h(C) = θm(θh(C)) for all m,h  1. In addition,
deﬁne θm(φ) = φ for all m 1.
There must be a letter α such that α = θμ(α)[0] for some μ  1 [11]. Suppose μ = 1 without loss of generality. It is
easy to see that θk(α) = θk+1(α)[0,nk − 1] for all k 1. Thus θk(α) can extend naturally to an inﬁnite sequence ωα ∈ Σ as
k → ∞, which is called a substitution sequence of θ . The sequence has an interesting structure:
ωα = αx1x2 · · · = θk(α)θk(x1)θk(x2) · · · , ∀k 1.
Let Xα = {σ k(ωα); k 0}. Then (Xα,σ ) is a subshift of (Σ,σ ), which is called a substitution system of θ .
We call θ primitive if there is some k 1 such that β ≺ θk(γ ) for all β,γ ∈ A.
3. Odometer and constant-length substitution system
Let Z(n) = {∑∞i=0 zini; zi = 0,1, . . . ,n − 1}. For z = ∑∞i=0 zini ∈ Z(n) and k  1, let z(k) = ∑k−1i=0 zini be a nonnegative
integer. If there are only ﬁnitely many i’s such that zi > 0, we can consider z as a nonnegative integer. Deﬁne an addition
“⊕” on Z(n) as follows:
u = y ⊕ z iff u(k) = mod(y(k) + z(k),nk) for all k 1,
where mod(r, s) is the remainder of r divided by s. For y =∑∞i=0 yini, z =∑∞i=0 zini ∈ Z(n), let
d(y, z) =
{
0, if y = z;
1
m+1 , if y = z and m =min{i; yi = zi}.
Then ρ is a metric on Z(n). Z(n) is a compact topological group, which is called the n-odometer. The map τ : Z(n) → Z(n)
is deﬁned by τ (z) = z ⊕ 1 for z ∈ Z(n). Then τ is an isometric homeomorphism. It is easy to see that τ (0) = 1 and
τ−1(0) =∑∞i=0(n − 1)ni .
In this section we suppose that θ is a primitive constant-length substitution of length n and ωα is a nonperiodic substi-
tution sequence of θ .
Proposition 3.1. (See [11].) For each k 1, there is some m k such that θm(α) = ωα[i, i + nm − 1] implies mod(i,nk) = 0.
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h, l 1.
Proof. By Proposition 3.1 there is some m  k such that θm(α) = θh(α)[i, i + nm − 1] implies mod(i,nk) = 0 for all h  1
(notice θh(α) = ωα[0,nh − 1]). Since θ is primitive there is some b 1 such that α ≺ θb(β) for all β ∈ A.
Let M = 2nm+b . If 0 i < nh − M , the structure of θh(α) implies that θh(α)[i, i + M] must contain some θm+b(β), and
hence contain θm(α). Therefore if θh(α)[i, i + M] = θ l(α)[ j, j + M], there must be some t with i  t  M −nm + 1 such that
θm(α) = θh(α)[t, t + nm − 1] = θ l(α)[ j + (t − i), j + (t − i) + nm − 1]. Thus mod(t,nk) = mod( j + (t − i),nk) = 0, and hence
mod(| j − i|,nk) = 0. 
From [11] we know that there is a continuous map π : Xα → Z(n) deﬁned by π(x) = limi→∞ qi (in Z(n)), where x ∈ Xα
and {qi} is any sequence such that x = limi→∞ σ qi (ωα) (in Xα ). It is easy to see that πσ = τπ . And π is uniformly
continuous because Xα is compact.
Proposition 3.3. Suppose x, y ∈ Xα and lim infm→∞ d(σm(x),σm(y)) = 0. Then π(x) = π(y).
Proof. Choose a subsequence {mi} such that limi→∞ d(σmi (x),σmi (y)) = 0. Then ρ(π(x),π(y)) = limi→∞ ρ(τmiπ(x),
τmiπ(y)) = limi→∞ ρ(πσmi (x),πσmi (y)) = 0 (notice that τ is isometric). Hence π(x) = π(y). 
Let H = {τ−h(0); h 1} ⊂ Z(n), that is, for each z =∑∞i=0 zini ∈ H, there are only ﬁnitely many i’s such that zi < n − 1.
Now we suppose z = ∑∞i=0 zini /∈ H. Put tk = nk − z(k) for each k  1. Then tk+1 − tk = (n − 1 − zk)nk  0. Since z /∈ H
there are inﬁnitely many i’s such that zi < n− 1, and hence tk → ∞ as k → ∞. In addition, we have
Proposition 3.4. Suppose that x ∈ Xα and π(x) = z /∈ H. Then there is a sequence of letters {xk}k1 such that rk(x) =
θk(xk)[z(k),nk − 1] for each k, where rk(x) = x[0, tk − 1].
Proof. Suppose x = limi→∞ σ qi (ωα). By the deﬁnition of π , we also have that z = limi→∞ qi in Z(n). Thus for each k  1,
we can choose j large enough such that rk(x) = σ q j (ωα)[0, tk − 1] and q j = z(k) +∑pi=k aini . Let t =∑pi=k aini . The structure
of ωα implies that ωα[t, t + nk − 1] = θk(xk) for some xk ∈ A. Hence rk(x) = σ q j (ωα)[0, tk − 1] = ωα[q j, q j + tk − 1] =
ωα[t + z(k), t + nk − 1] = θk(xk)[z(k),nk − 1], which is just the tail of θk(xk). 
4. A DC2 substitution system without DC1 pair
Let A = {0,1,2,3} and θ(0) = 00000, θ(1) = 12221, θ(2) = 21112, θ(3) = 30013. Then θ is a constant-length substitution
of length 5. The letter 3 generates a substitution sequence ω3 and a substitution system (X3, σ ). We will show that the
substitution system is DC2 but has no DC1 pair.
The letter 1 also generates a substitution sequence ω1 and a substitution system (X1, σ ) of θ . Let B = {1,2}. It is easy
to see that θ |B is a primitive constant-length substitution. Furthermore, ω1 is also a nonperiodic substitution sequence of
θ |B , and hence (X1, σ ) is a substitution system of θ |B .
Proposition 4.1. (X3, σ ) is DC2.
Proof. Let {ak}k1 be a sequence of positive integers such that ak = 2k or 1+ 2k for each k. Let
x = θh1 (0013)θh2 (0013) · · · θhk (0013) · · · ,
where hk =∑ki=1 ai for each k. Denote
uk(x) = θh1 (0013)θh2 (0013) · · · θhk (0013).
By induction we have that uk(x) is just the tail of θhk+1(3), and hence uk(x) ≺ ω3 for all k. Thus x ∈ X3.
It is easy to see that all the sequences such as {ak}k1 compose an uncountable set. Each of such sequences determines
an element of X3 by this means. Hence all such sequences determine a subset S ⊂ X3.
Suppose that {bk}k1 is another sequence such that bk = 2k or 1+ 2k for each k. Let
y = θ r1 (0013)θ r2 (0013) · · · θ rk (0013) · · · ,
where rk =∑ki=1 bi , and deﬁne uk(y) similarly. It is suﬃcient to show that {x, y} is a DC2 pair.
For each k 2, put
sk =max
{∣∣uk−1(x)∣∣, ∣∣uk−1(y)∣∣},
tk =min
{∣∣uk−1(x)θhk (0)∣∣, ∣∣uk−1(y)θ rk (0)∣∣}.
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lim
k→∞
1
tk

{
i; 0 i  tk − 1, x[i, i + l] = y[i, i + l]
}= 1,
and hence F ∗xy(1/(l + 1)) = 1.
Let c = min{k; ak = bk}. Suppose that ac = 1 + 2c and bc = 2c without loss of generality. Then hc = rc + 1 and mod
(||uc(x)| − |uc(y)||,5hc ) = 0. By Corollary 3.2 there is some M > 5hc such that θh(1)[i, i + M] = θ l(1)[ j, j + M] implies
mod(| j − i|,5hc ) = 0 for all h, l 1.
For each k > c, put qk = |uk−1(x)θhk (001)|. Then we can draw the conclusion that x[i,M] = y[i,M] for all i with qk −
5hk  i < qk − M if k is large enough. Thus
limsup
k→∞
1
qk

{
i; 0 i  qk − 1, x[i,M] = y[i,M]
}
 2
3
,
and hence Fxy(1/(M + 1)) 2/3. 
Now we show that (X3, σ ) has no DC1 pair.
Let
C = {x ∈ X3; σm(x) = ω0 = 000 · · · for some m 0},
D = {x ∈ X3; σm(x) ∈ X1 for some m 0},
E = {x ∈ X3; x contains inﬁnitely many 3’s}.
Proposition 4.2. X3 = C ∪ D ∪ E.
Proof. Suppose x ∈ X3. Then each word appearing in x must appear in ω3. For each m 1, the structure of ω3 implies that
there is some lm  0 such that x[0, lm] is just the tail of θm(β) and x[lm + 1, lm + 5m] = θm(γ ) for some β,γ ∈ A. Let km be
the minimum of all such lm ’s and βm, γm be the letters corresponding to km . It is clear that km+1  km for all m. There are
two cases.
(i) km → ∞ as m → ∞. Then βm = 0 for at most ﬁnitely many m’s (or else we must have that x = ω0 and hence km ≡ 0).
Thus if x contains the letter 0, then βm = 3, hence either km+1 = km or x[km + 1,km+1] = θm(0013), for all m large enough
(notice x[km + 1,km + 5m] = θm(γm)), which implies x ∈ E. If x contains no 0, then βm = 1 or 2 for all m, and hence x ∈ X1.
(ii) There is some h such that km = kh for all m h. Replace x, km and βm with σ kh+1(x), 5m and γm , respectively. By a
similar discussion we have that σ kh+1(x) ∈ {ω0,ω1,ω2,ω3}. And it is easy to see that the substitution sequence ω2 belongs
to X1. 
If x, y ∈ C, it is clear that {x, y} is not a DC2 pair. If x ∈ C and y ∈ D, they cannot compose a DC2 pair either. We also
have
Proposition 4.3. Suppose x, y ∈ D. Then {x, y} is not a DC2 pair.
Proof. Suppose that {x, y} is a DC2 pair. Choose m large enough such that σm(x),σm(y) ∈ X1. It is easy to see that
{σm(x),σm(y)} is also a DC2 pair. So we can suppose that x, y ∈ X1 without loss of generality.
Let π : X1 → Z(5) be the map as in the front section. By Proposition 3.3 we have that π(x) = π(y) = z ∈ Z(5). If
z = τ−h(0) ∈ H, then {σ h(x),σ h(y)} ⊆ π−1({0}) is also a DC2 pair. It is clear that 0 /∈ H. Thus we can also suppose z /∈ H
without loss of generality.
By Proposition 3.4 there are two sequences of the letters 1 and 2, {xk} and {yk}, such that rk(x) is just the tail of θk(xk)
and rk(y) is just the tail of θk(yk). We can see that θm(1)[i] = θm(2)[i] for each m and each i. Thus we have that either
x = y or x[i] = y[i] for all i (notice |rk(x)| = |rk(y)| → ∞). Thus {x, y} cannot be a DC2 pair. A contradiction. 
Proposition 4.4. Suppose that x ∈ E and y ∈ X3 . Then {x, y} cannot be a DC1 pair.
Proof. By the proof of Proposition 4.2 we know that x must have the structure
x = Cθh1 (0013)θh2 (0013) · · · θhk (0013) · · · ,
where C is a word and {hk} is a strictly increasing sequence of positive integers.
Let l be an arbitrary nonnegative integer.
It is easy to see that
lim
1
k

{
i; 0 i < ∣∣θm(3)∣∣− l, θk(3)[i, i + l] = 00 · · ·0}= 2 .k→∞ |θ (3)| 3
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lim inf
m→∞
1
m

{
i; 0 i m − 1, x[i, i + l] = 00 · · ·0}= 2
3
,
that is,
limsup
m→∞
1
m

{
i; 0 i m − 1, x[i, i + l] = 00 · · ·0}= 1
3
.
Therefore if y ∈ E, we have
lim inf
m→∞
1
m

{
i; 0 i m − 1, x[i, i + l] = y[i, i + l] = 00 · · ·0} 2
3
− 1
3
= 1
3
,
and hence Fxy(1/(l + 1)) 1/3. If y ∈ C, then Fxy(1/(l + 1)) = 2/3. And we have that F ∗xy(1/(l + 1)) 1/3 if y ∈ D. 
5. A DC3 substitution system without DC2 pair
Let A = {0,1,2,3,4} and θ(0) = 00000, θ(1) = 12221, θ(2) = 21112, θ(3) = 30101, θ(4) = 43014. The letter 4 generates a
substitution sequence ω4 and a substitution system (X4, σ ). We will show that the substitution system is DC3 but has no
DC2 pair.
Proposition 5.1. (X4, σ ) is DC3.
Proof. Let {ak}k1 be a sequence of positive integers such that ak = 2k or 1+ 2k for each k. Deﬁne
x = θh1 (3014)θh2 (3014) · · · θhk (3014) · · · ,
where hk =∑ki=1 ai for each k. Denote
uk(x) = θh1 (3014)θh2 (3014) · · · θhk (3014).
For another sequence {bk}k1 such that bk = 2k or 1+ 2k for each k, let
y = θ r1 (3014)θ r2 (3014) · · · θ rk (3014) · · · ,
where rk =∑ki=1 bi , and deﬁne uk(y) similarly. It is suﬃcient to show that {x, y} is a DC3 pair.
For each k 2, put
tk =
∣∣uk−1(x)θhk (3)∣∣,
qk =min
{∣∣uk−1(x)θhk (30)∣∣, ∣∣uk−1(y)θ rk (30)∣∣}.
Since θhk (3) = θhk−1(30101), we have by Corollary 3.2 that for some M  1,
limsup
k→∞
1
tk

{
i; 0 i  tk − 1, x[i, i + M] = y[i, i + M]
}
 3
5
,
and hence Fxy(1/(M + 1)) 3/5.
On the other hand, if qk = |uk−1(x)θhk (30)|, then we have that rk  hk and
θ rk (30)
[
0,2 · 5hk ]= θhk (30) = θhk−1(3010100000).
(It is similar if qk = |uk−1(y)θ rk (30)|). Thus for all l 0,
lim inf
k→∞
1
qk

{
i; 0 i  qk − 1, x[i, i + l] = y[i, i + l] = 00 · · ·0
}
 7
10
,
and hence F ∗xy(1/(l + 1)) 7/10. 
Now we show that (X4, σ ) has no DC2 pair.
Let
C = {x ∈ X4; σm(x) = ω0 for some m 0},
D = {x ∈ X4; σm(x) ∈ X1 for some m 0},
E = {x ∈ X4; σm(x) = ω3 or x = σm(ω3) for some m 0},
F = {x ∈ X4; x contains inﬁnitely many 4’s}.
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sequences having inﬁnitely many 0’s and inﬁnitely many 1’s but ﬁnitely many 4’s).
In the front section we have shown that {x, y} is not a DC2 pair if x, y ∈ C ∪ D. It is suﬃcient to prove the following
proposition.
Proposition 5.2. Suppose that x ∈ E ∪ F and y ∈ X4 . Then {x, y} is not a DC2 pair.
Proof. There are some p  1 and some word C such that
x = Cθ p(Hp)θ p+1(Hp+1) · · · θk(Hk) · · · ,
where Hk ≡ 0101 if x ∈ E, while Hk = 3014 or φ for all k p if x ∈ F.
If y ∈ C ∪ D, it is clear that F ∗xy(1/(l + 1)) < 1 for all l 0 (notice that
lim
k→∞
1
|θk(3)| 
{
i; 0 i < ∣∣θk(3)∣∣− l, θk(3)[i, i + l] = 00 · · ·0}= 1
2
and θm(3)[0,5k − 1] = θk(3) for all k <m).
If y ∈ E ∪ F, there are some q 1 and some word D such that
y = Dθq(Lq)θq+1(Lq+1) · · · θk(Lk) · · · ,
where Lk ≡ 0101 if y ∈ E, while Lk = 3014 or φ for all k q if y ∈ F.
Choose b large enough such that
x = E1F1θb(Hb)θb+1(Hb+1) · · · θk(Hk) · · · ,
y = E2F2θb(Lb)θb+1(Lb+1) · · · θk(Lk) · · · ,
where |E1| = |E2| =max{|C |, |D|}. Put
sk =
∣∣F1θb(Hb)θb+1(Hb+1) · · · θk(Hk)∣∣,
tk =
∣∣F2θb(Lb)θb+1(Lb+1) · · · θk(Lk)∣∣
for all k b. There are two cases.
(i) |sk| = |tk| for all k b. If x, y ∈ E or x, y ∈ F, it is clear that σ sb (x) = σ sb (y). If x ∈ E and y ∈ F, then Lk = 3014 for all
k b + 1, and hence F ∗xy(1/l) < 1 for all l 1.
(ii) |sc| = |tc| for some c  b. Then mod(|sc − tc|,5c+1) = 0 (notice max{sc, tc} < 5c+1). By Corollary 3.2 there is some
M > 5c+1 such that θh(1)[i, i + M] = θ l(1)[ j, j + M] implies mod(| j − i|,5c+1) = 0 for all h, l 1. Thus if h is large enough
and x[r, r + 5h − 1] = θh(1), then x[i, i + M] = y[i, i + M] for all i with r  i < r + 5h − M . Hence F ∗xy(1/(M + 1)) < 1 (notice
that θm(3)[0,5k − 1] is just the word θk(3) and hence contains θk−1(1) for all k <m). 
Remark. Let A = {0,1,2,3} and θ(0) = 00000, θ(1) = 12221, θ(2) = 21112, θ(3) = 30313. Using the method in this paper
we can show that (X3, σ ) is DC1.
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