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TEMPORAL CONNECTIVITY PATTERNS OF THE
CORTICO-LIMBIC LEARNING AND REWARDS SYSTEM
Eliezer Yosef Kanal, PhD
University of Pittsburgh, 2010
The human learning and rewards system is comprised of a number of cortical and
subcortical neural regions, including the orbitofrontal cortex, striatum, and ante-
rior cingulate. While modern neural imaging methods such as functional magnetic
resonance imaging (fMRI) and functional positron emission tomography (PET) can
successfully detect the activity of these regions, they cannot discern temporal acti-
vation patterns, due to the slow onset of the blood oxygen level dependent (BOLD)
effect. Magnetoencephalographic imaging (MEG) is able to capture these temporal
patterns but traditionally has been unable to detect activity originating from the
deeper regions of the brain due to signal attenuation and high noise levels. The
recently published exSSS method has shown significant promise extracting deep sig-
nals from MEG data. To elicit appropriate subcortical activity we utilized a pre-
viously published gambling task. This paradigm has been shown to differentially
activate a number of subcortical regions within the rewards system, including the
orbitofrontal cortex (OFC), striatum, and anterior cingulate cortex (ACC), based
on reward-related feedback. MEG analysis using source localization methods in con-
junction with source signal reconstruction techniques yielded neural activation time
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courses for each of the regions of interest. Granger causality was used to identify
the temporal relationships between each of these regions, and a possible functional
connectivity map is presented. The behavioral paradigm was replicated using func-
tional magnetic resonance imaging. fMRI activity patterns were similar to those
previously reported in the literature using this paradigm. Additionally, the fMRI
activation patterns were similar to those obtained via MEG source reconstruction
of the exSSS-processed data. Our results support the literature finding that the
rewards network is differentially activated based on feedback. Additionally, these re-
sults demonstrate the efficacy of the exSSS signal processing method for extracting
deep activity, and suggest a possible use for MEG in the imaging of deep activity
using other behavioral paradigms.
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1.0 INTRODUCTION
Learning and reward processing in the human brain occurs within a complex network
of both higher- and lower-order systems. The process of detecting of the reward, as-
sociating it with a given stimulus, evaluating the relevance both of the reward and
the determined association, and relating the newly learned association with previ-
ously formed ones requires a number of neural regions across the brain. This includes
deeper regions such as the striatum, amygdala, hippocampus, and cingulate cortex,
as well as more superficial regions, including the orbitofrontal cortex, the dorsolateral
prefrontal cortex, and parietal cortex. That these regions are activated has been well
known in the literature for decades; anatomical studies have demonstrated connectiv-
ity between the different regions of the network, and functional studies have shown
that these regions are selectively activated in response to specific reward-related
cues. For example, the striatum has been shown to play a crucial role in the initial
acquisition of and subsequent maintenance of stimulus-response associations. The
orbitofrontal cortex has been implicated in associating a given stimulus with a par-
ticular response, as well as updating information about an existing stimulus-response
association if the nature of the association changes. Anterior cingulate cortex is of-
ten spoken of as a conflict monitoring region, with the functional responsibility of
choosing between a number of possibly conflicting responses to a given stimulus.
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However, the order of activation of the system, as well as the path taken by data
flowing through the network, is as of yet unknown. Experiments in animal models
using implanted electrodes or microdialysis techniques can help gain an understand-
ing of components of the rewards system, but not the workings of the entire network
as a whole. Additionally, human and animal reward systems can differ significantly.
While modern neural noninvasive imaging methods such as functional magnetic res-
onance imaging (fMRI) and functional positron emission tomography (PET) can
successfully detect activity in these regions, they cannot discern temporal activation
patterns due to the slow onset of the blood oxygen level dependent (BOLD) ef-
fect. Electroencephalography (EEG) and magnetoencephalography (MEG) possess
a temporal resolution on the order of milliseconds but are limited in space due to
difficulties imaging the entire brain; deep brain sources are often difficult to extract
from EEG and MEG data. Additionally, the electric fields detected by EEG are
distorted by the tissue surrounding the brain, further complicating the difficulties in
localizing detected signals.
Recent advances in MEG noise-reduction algorithms, however, have somewhat
mitigated the difficulty in obtaining MEG signals from deep sources. MEG studies
have historically been limited to only cortical imaging, due to both signal attenua-
tion from deep neural sources as well as signal interference from superficial sources.
Numerous techniques, on both the signal processing front and imaging front, have
been proposed to solve this problem, but none have met with widespread acceptance,
due to their difficulty in implementation, difficult to validate assumptions, or highly
data-intensive nature.
Recently, a novel preprocessing technique called expanded signal space separa-
tion (exSSS) combines signal space separation (SSS) and beamspace methodology
was proposed to enable the separation of recorded signals into deep and superficial
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components. By modifying the leadfield matrices of the MEG sensor array, which
dictates the relationship between the strength of a given neural magnetic source and
its measured signal amplitude at the sensors, signals originating from deeper sources
can be amplified while those coming from more superficial regions can be attenuated.
Aside from allowing the imaging of deep structure activity, such a technique makes
possible a wide variety of studies that were previously technically unfeasible. One
specific application examines the temporal relationship between superficial and deep
structures. The study of in vivo neural networks examines the activation patterns of
various regions, but the relative time of onset of the different regions is often unclear,
usually due to limits of the imaging modality. By utilizing the high temporal resolu-
tion of the MEG, we can construct a model describing the activation patterns of each
identified neural source. The model can then be examined for dependencies between
the different sources in an effort to examine the time of onset of each component, as
well as feedback between the various components.
The advent of this technique allows for the unprecedented imaging of both deep
and superficial neural sources at the high resolution characteristic of MEG. This,
combined with existing methods to discern the actual waveform of neural source,
allow us to recover and examine the waveforms of each neural source for almost the
entire volume of the head.
The primary aim of this research is twofold. We would like to test the efficacy
of the exSSS model in extracting deep activity from a whole-head neural recording.
This will be accomplished by recording MEG data while the subject performs an
experimental paradigm for which the activation pattern is known in the literature.
The presence of the pattern will also be verified by replicating the paradigm in the
original imaging modality. Additionally, the paradigm will be chosen such that it
should activate the neural rewards system, enabling the examination of the activation
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time courses for all relevant neural regions. The learning and rewards circuit is a
model network for such an application. A significant body of research has examined
the components of the reward network, and much is known about the mechanisms by
which the components of the network become activated. However, very little is known
about circuit’s functional activation pattern in human subjects. An examination of
the connectivity reveals a prominent striatal-OFC circuit.
As of yet, the exSSS method has not been tested on human data, but only on
simulated dipoles. As such we will be examining the neural activity elicited during
the rewards task using both MEG and fMRI. Through this multimodal approach we
hope to gain a greater understanding two facets of the task and the neural activity
it elicits. Firstly, we will examine whether we can replicate the literature reports
of corticostriatal activation using this gambling task. Secondly, we will compare
the fMRI and MEG activation patterns to see whether they are in agreement with
each other, and examine possible sources of noise, systemic or otherwise, which may
contribute to different findings.
We hypothesize that the gambling method will successfully elicit activity in the
rewards pathway, and the detected patterns will correlate with the localization results
of the exSSS-processed MEG data. Additionally, we hypothesize that the striatum
will drive the activation of both the orbitofrontal cortex.
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2.0 LEARNING AND REWARDS IN THE HUMAN BRAIN
The learning and rewards system is highly complex, both anatomically and func-
tionally. The network contains a large amount of feedback and feedforward loops,
error checking components, as well as storage systems. While much is yet unknown
about the mechanisms of learning, the past few decades of research have resulted in
a significant body of literature from which we can form strong hypotheses about the
underlying mechanisms of learning.
2.1 ANATOMY AND PHYSIOLOGY
The human learning and rewards system is comprised of numerous cortical and deep
structures. As can be seen in Figure 1, despite the omission of a number of relevant
neural regions, this subset of the system is highly interconnected, and displays highly
complex non-linear activation patterns. As such, our discussion will focus on three
neural regions: the orbitofrontal cortex (OFC), the anterior cingulate cortex (ACC),
and the striatum.
5
Figure 1: Some of the inter-regional connectivity within the learning and rewards pathway.
Figure adapted from Figure 1 in Kalivas and Volkow [80].
2.1.1 Striatum
The striatum, located in the anterior of the basal ganglia, has been recognized as
a crucial region in reward learning. The ventral region of the striatum, notably
containing the nucleus accumbens (NA), has been shown to play a number of impor-
tant roles in the cognitive and psychomotor aspects of learning. A number of animal
experiments have demonstrated that the acquisition of stimulus-response (S-R) asso-
ciations such as Pavlovian learning [74, 117] requires a functional NA. Additionally,
the NA has been shown to drive the actual psychomotor response to a given reward
[85, 118], as can demonstrated by the inappropriate learning experienced during
selective NA shell activation [37].
The dorsal striatum, notably containing the head of the caudate nucleus, has
been shown to maintain previously learned S-R associations [11, 35, 158, 160]. This
maintenance entails continually re-establishing the previously-learned connection be-
tween an environmental stimulus and an expected outcome [76]. In the event that
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the connection is no longer true, the caudate assists in extinguishing the association
between stimulus and response [115]. This is particularly true within addiction re-
search, where it has been established that the caudate maintains previously learned
addictions [77, 158].
Additionally, each of these regions has been reported active performing a number
of related functions. Error detection—the detecting of a discrepancy between the
expected and actual outcomes—has been reported as a function of both of these
regions, in that the ablation of either region in the animal model does not fully
extinguish the animal’s ability to detect discrepancies between expected and actual
outcomes [139]. The determination of the relative magnitude, or “valence,” of a given
stimulus appears to involve a number of regions, including the caudate [41, 99]. Aside
from valence, the striatum has also been implicated in determining whether a given
reward is relatively “positive” or “negative”, irrespective of magnitude [34].
It is worth noting that the basal ganglia contains a number of other regions
crucial for rewards processing. The dorsal and ventral striatum receive substantial
input from the substantia nigra (SN) and ventral tegmental area (VTA), respec-
tively. These four regions collectively consist of one component of the rewards-related
dopamine circuit, which has been the subject of extensive research [45, 60, 139, 140].
Outside the striatum, the amygdala has been implicated in the evaluation of the va-
lence of a given stimulus [9], and hippocampal activity is often seen during learning
and reward tasks [45, 57, 92].
2.1.2 Orbitofrontal cortex
In the cortex, the orbitofrontal cortex (OFC) has been shown to be highly involved
in numerous aspects of rewards processing. Whereas the deeper regions mentioned
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above seem to activate in response to any given rewarding stimuli, the OFC receives
a input from a number of sensory regions, including gustatory, auditory, and visual,
and has been shown to respond differentially to these signals based on their individual
reward association [129, 152]. Reversal learning—in which animals are first taught to
associate a given cue with one stimulus, and mid-experiment the association switches
to another stimulus—has been shown to take place in the orbitofrontal cortex [131].
The OFC also has been seen to activate in response to the absence of an expected
stimuli [92]. It is worth noting that while OFC activation during the viewing of
rewarding stimuli is a common finding across modalities [71, 90, 164], for reasons
likely due to paradigm differences this is not always the case [35, 99].
2.1.3 Anterior cingulate cortex
Anterior cingulate cortex (ACC) activity is often observed during decision tasks, and
a number of hypotheses exist in the literature about the function of this activation.
The most well known roles for the ACC are broadly-defined as conflict monitoring
and outcome evaluation [13], consisting of the “overriding of prepotent responses,
selecting a choice among equally permissible responses, [evaluating] errors” in a given
choice situation, and “evaluating action outcomes” after feedback has been given
[12]. Experimentally, ACC activation has been observed during a number tasks
which can fall under these two monikers. Activation has been recorded during the
evaluation of effort required and risks involved in reward seeking in both lesion
studies [26] and behavioral experiments [42]. The ACC has also been implicated in
determining the reward salience of a given response [86]. Some behavioral studies
have elicited ACC involvement during the consideration of multiple possible outcomes
to a given decision [14, 22]. Interestingly enough, a study examining humans with
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naturally occurring ACC lesions found deficits in virtually all of the above, with a
general “significant impairment of executive functions, including deficits in planning,
monitoring of ongoing behavior, and strategy shifting” [121], all crucial functions
of the learning and rewards network. Directly relevant to our research, numerous
studies observed ACC activation during the feedback phase of gambling-type tasks
[53, 73, 167].
2.1.4 Co-activated cortical regions
Other cortical regions are involved as well. The dorsolateral prefrontal cortex (DLPFC)
has been implicated in arbitrary S-R association learning [123, 164]. This type of
learning is characterized by the learned association of a specific response to a pre-
viously unassociated and unrelated cue. These associations are quite plastic, as
subjects can learn, unlearn, and relearn arbitrary S-R associations very quickly [11].
Additionally, DLPFC activity has been observed during reward detection as well
[162], and this activity is thought to be related to the formation of S-R associations,
as mentioned above [162, 163]. The amygdala’s role in emotion regulation is tightly
linked to reward detection and recognition [9]. This role can be seen through a num-
ber of functions, including association formation [19], response formation [20], and
response suppression [112]. Tracing literature has demonstrated that the hippocam-
pus is a part of the learning and rewards network [3, 111], and numerous studies
have seen hippocampal activation occurring concurrently with other rewards-related
regions [52, 127].
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2.2 REWARD SYSTEM CONNECTIVITY
One striking feature of the rewards network is the tremendous amount of apparent
functional redundancy between the regions [25]. OFC and NA are both highly crucial
for S-R learning, and OFC and striatum seem to be required for S-R maintenance.
All three regions are necessary for error detection. While it is possible to extinguish
S-R by lesioning one region and subjecting the animal to a very carefully designed
experiment, the rewards network was inherently designed for redundancy, so that in
the vast majority of practical situations learning can be executed by an animal or
human lacking a subset of the system.
This redundancy becomes clearer when examining the anatomical connectivity
between the regions (see Figure 1). The NA receives dense dopaminergic input
from the ventral tegmental area (VTA) as identified by electrophysiologic record-
ings [44] and sends modulatory signals back to the VTA in a feedback mechanism
[45]. Alexander et al. [3] used axonal tracing to identify neurons originating from
the VTA, synapsing at the NA, continuing to the prefrontal regions, and then re-
versing the pattern, and labeled this the corticostriatal circuit. Gao et al. [50] used
electrophysiological recordings in the rat model to demonstrate that stimulating the
prefrontal cortex (PFC) elicits an inverse of the stimulation pattern in the VTA,
suggesting a polysynaptic connection. Additionally, Shi [145] demonstrated a corre-
lation between slow-oscillation bursting patterns in the rat VTA and similar firing
patterns in the PFC, and also attributed the finding to a polysynaptic PFC-VTA
connection. The PFC and NA are connected through the VTA; PFC stimulation in-
creases extracellular dopamine in the NA core [84], but this release is only blocked by
the injection of glutamate antagonists in the VTA [21], suggesting that the PFC-NA
core connectivity is secondary to VTA activation via PFC glutamate which excites
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VTA-NA dopamine neurons. The ACC receives significant input from the motor and
premotor cortex [67], as well as secondary connectivity to the striatal regions [133].
As mentioned above, the OFC specifically receives significant input from various so-
matosensory regions. In the context of feedback networks, this implies a polysynaptic
connection between these somatosensory regions and the striatal regions, as well.
Functionally, the corticolimbic network functions as a distributed reward process-
ing network. Clinically, we can observe the severe impairment in decision making
skills in individuals with damage to any part of the network. In one notable case,
Eslinger and Damasio [43] described patient E.V.R., a patient with extensive OFC
damage. He was described as possessing a normal IQ and being able to analyze
ethical or social problems without difficulty, but showing profound impairment in
any task requiring a decision [43, 137]. This behavior is typical of OFC damage [48].
Recently, there have been attempts to treat drug addiction by ablation of the NA
[49, 68, 169]. While stereotactically lesioning the NA does help remove addiction,
patients have been reported to undergo changes in personality, including difficulties
in decision making skills [49]. Experimentally, this network has been verified by ob-
serving network behavior during learning and reward-related tasks. Liu et al. [99]
had subjects perform a gambling task, and found that the entire network is acti-
vated, with each region responding to a particular aspect of the stimulus. He found
that different subsets of the rewards network are activated throughout the task, and
over the course of a single trial the entire network—including the OFC, caudate,
and ACC—will be recruited to assist with rewards processing. Similarly, Boettiger
and D’Esposito [11] used a complex pattern matching task in which the subject is
required to learn sets of abstract spatial patterns to obtain a reward to demonstrate
that learning and rewards processing activates the lateral PFC and striatal regions.
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A number of such tasks have been used to demonstrate the network dependence of
reward processing.
However, as suggested above, there is a degree of confusion regarding the roles of
the particular nuclei. Depending on the activating paradigm the OFC seems to be
activated during periods of reward expectation [71, 89] or not activated [35, 99]. The
sensitivity of the NA to reward valence has been reported [110], but some studies have
demonstrated NA activation independent of valence [34, 41]. On a different note,
for the reasons mentioned above, virtually all human studies in the literature merely
examine the presence or absence of activation patterns, without commenting on the
temporal dynamics of these systems. Knowledge of the time-dependent relationships
between these systems may significantly advance our understanding of the rewards
system, and can help reduce the inconsistencies present in the literature.
Despite the problems with current imaging methods, we still form an educated
guess regarding the temporal activation pattern. The VTA dopamine release upon
relevant cue exposure is recognized as being the initial event in the learning pathway
activation [36, 141]. As described above, the NA has the role of signal integrator,
suggesting that it would be the final convergence point for the processed neural
signals. The prefrontal cortex receives input from many sensory regions and outputs
to the NA [3]. As such, it would follow that the prefrontal cortex plays a modulatory
role in this network, as mentioned in the hypothesis.
2.3 GAMBLING PARADIGM
One reliable way to activate the rewards system has been to have the subject per-
form a gambling paradigm [2, 34, 53, 167, among others]. A variety of gambling
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Figure 2: Schematic of a single MEG behavioral trial. The length of each segment is
depicted on the schematic. Image taken from Figure 1B in Liu et al. [99].
tasks exist in the literature, but one task which activated the basal regions partic-
ularly strongly was the gambling task used by Liu et al. [99]. Liu and colleagues
were attempting to “better understand the reward circuitry at different stages” of
reward processing. They note how many of the existing papers in the literature of-
fer seemingly conflicting reports of neural activity in the various regions of interest
(ROI), likely due to differences between experimental paradigms. They specifically
wanted to examine three aspects of reward processing; reward anticipation, outcome
monitoring, and subsequent choice evaluation. To accomplish this goal they devised
a gambling paradigm with four components to each trial; anticipation, response,
feedback, and choice evaluation (Figure 2). Utilizing an event-related design, the
researchers examined each component of the trial individually. The subject would
be shown the money they would be gambling, then asked to choose either to bet
or not bet that money. After the choice was indicated they would subsequently be
shown the outcome. One important manipulation was that the outcome was always
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shown, enabling subjects to feel regret for their choice. The possible outcomes are
shown in Table 1.
Using these manipulations, they compared activity between three conditions.
Each comparison corresponds to one of the characteristics of reward processing men-
tioned above. By comparing trials in which the subject chose to bet instead of
choosing not to bet, we can examine activity during reward anticipation. Similarly,
by examining differential activity between trials in which the subject won the gam-
ble relative to losing trials we observe outcome monitoring. Finally, by comparing
relatively—or “perceived”—correct trials to perceived incorrect ones, we can observe
activity during choice evaluation.
The neural activation pattern resultant from this study (Figure 3) shows signif-
icant activation in a number of relevant deep regions of the brain; OFC, striatum,
ACC, dorsomedial frontal cortex, and anterior insula, as well as less significant ac-
tivation in the thalamus. This result is notable for our application in that all these
regions are relatively deep. The lack of superficial activation can greatly enhance the
signal emanating from deep regions. This result was one of the primary reasons why
we chose this task for the present study.
Table 1: Visual depiction of possible perceived outcomes of gambling experiment.
Possible Outcomes
Perceived Correct Bet & Win Bank & Lose
Perceived Incorrect Bet & Lose Bank & Win
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Figure 3: fMRI imaging results from Liu et al. [99]. A, C, and E show the striatum and
medial OFC, and B, D, and F show the lateral OFC and insular cortex. The right side of
the image is the right side of the brain. Figure and caption text taken from Figure 3 in
Liu et al. [99].
Additionally, a significant signal differential was observed in the striatum and
OFC during all three comparisons (Figure 4). A significant signal intensity differen-
tial between the two conditions of a given contrast (i.e., between bet and bank in the
response contrast) is indicative of that region’s responsibility in the given function.
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Figure 4: Averaged signal intensity across select regions of interest. Image taken from
Figure 5 in [99].
Such differentials can be seen in the striatum during choice evaluation, as well as in
the OFC/insular cortex during reward anticipation.
For our purposes, these findings suggested a paradigm that can activate deep
reward-related regions. The strong signal differential between conditions, paired
with the lack of superficial signal, made this paradigm an optimal paradigm choice
for our experiment.
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3.0 SIGNAL ANALYSIS TECHNIQUES
3.1 EXISTING NON-INVASIVE IMAGING TECHNOLOGY
Modern non-invasive functional human imaging studies typically involve one of four
modalities; functional magnetic resonance imaging, (fMRI), functional positron emis-
sion tomography (PET), electroencephalography (EEG), and magnetoencephalogra-
phy (MEG). Each of these methods are highly useful, as evidenced by their widespread
use. A search for any of these modalities will yield thousands of published peer-
reviewed studies. These four modalities represent two classes of imaging; detect-
ing activity indirectly through changes in the blood-oxygen level, referred to as the
BOLD effect, or observing the electric and magnetic fields generated by the move-
ment of electrically charged ions at neuronal synapses.
3.1.1 BOLD effect-based imaging modalities
fMRI allows us to indirectly observe the activity of neurons by measuring the oxygen
level in the surrounding blood vessels [24]. Neuronal action potential initiation and
subsequent return to baseline activity requires a significant amount of energy. The
energy expenditure of the sodium-potassium pumps acting to restore ion levels back
to baseline is itself a significant energy drain, and necessitates an increase in the cell’s
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glucose metabolism, thus raising oxygen consumption [159]. This increase results in a
increase in oxygen transported to that region of the brain [93]. Since oxyhemoglobin
(Hb) is diamagnetic, there is a noticeable decrease in the magnetic susceptibility of
the surrounding tissue in the presence of oxyhemoglobin relative to deoxyhemoglobin
(dHb) [24]. As the MRI signal is highly dependent on the magnetic susceptibility of
the tissue being imaged, this relative change acts as an endogenous contrast agent
informing us of neuronal activity.
Functional PET also utilizes the BOLD effect, but to a different end. PET
imaging involves the injection of a mildly radioactive agent (such as 15O or 18F)
into the bloodstream and measuring the positron emission patterns during the decay
process [125]. As neuronal activity increases, blood flow to the active region increases,
and a greater number of positrons will be emitted from the active region, due to a
higher cerebral regional blood flow (rCBF) [126]. Since the decay process involves the
emission of two high-energy gamma rays at 180◦ angle from each other, the precise
location from which the photons originated can be calculated based on the location
and time at which the photons strike the detector surrounding the patient’s head
[69].
However, the BOLD effect has a major shortcomings when considering temporal
dynamics. The change in blood flow caused by neuronal activity is believed to
originate from the excitatory effect of glutamate, itself released during excitatory
synaptic activity [6]. Glutamate, acting as both a neurotransmitter and a vasodilator,
increases local blood flow as well initiates the release of other vasodilators. The
combined effect of this cascade is a delayed increase in rCBF [39]. The delay period
lasts approximately two seconds. After the flow increase, a very slight dip in contrast
is sometimes visible. This dip is thought to be resultant from the sudden increase
in blood volume [106]; more blood means more dHb, resulting in a slightly distorted
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magnetic field [106]. However, the strongest contrast is not visible until at least five
seconds with a full-width half-maximum (FWHM) response of approximately four
seconds [33]. As such, the minimum temporal resolution available through fMRI
imaging is two seconds, with significant temporal smoothing inherent in the signal,
as evidenced by the relatively long FWHM value. Such resolution is not sufficient
for the imaging of the dynamics within a neuronal network, as the entire network
can often be recruited and subsequently deactivated on a millisecond timescale [64].
3.1.2 Ion motion-based imaging modalities
EEG and MEG utilize a different characteristic of action potentials to measure neu-
ral activity. Neuronal activity occurs through the movement of charged ions across
synapses [8, chap. 12]. At sub-threshold levels, this movement is minimal. However,
at threshold levels, an action potential is triggered, and ionic motion is increased sig-
nificantly [83]. When action potentials occur simultaneously in approximately 50,000
uniformly-oriented cortical neurons (commonly found within a region of similar func-
tional responsibility), the electric fields generated are strong enough to be detected
by scalp EEG electrodes [132]. By contrasting the EEG signal at a given electrode
with either a reference electrode or some baseline measure of brain activity, we can
detect the deviations from resting neural activity. By examining this activity from
a number of different sensor locations, we can estimate the source of the activity.
MEG functions on a similar principle. Rather than monitoring the electric fields
elicited by action potentials, MEG detects the orthogonally oriented magnetic field
[64]. The MEG device detects these fields using highly sensitive magnetometers and
gradiometers [64] located on a voltage-free sensor array. This provides a benefit
over EEG in that the electric fields can be significantly influenced by the meningeal
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tissue surrounding the brain, significantly increasing the difficulty of EEG source
localization, whereas the magnetic signals are unaffected by intervening organic tissue
[107].
However, the fields being detected are incredibly tiny—on the order of microvolts
for EEG [8] and femtotesla (10−15) for MEG [64]. This results in the detected fields
being highly susceptible to noise from a variety of sources, including heartbeats,
eyelid motion, ambient light, and even the Earth’s natural magnetic field [46, 87]. In
the presence of such noise localizing the field source can be difficult. Additionally, the
fields weaken exponentially as they travel through the neural tissue [161]. Sources on
the neural cortex close to the sensors experience small attenuation, but deep sources
can be significantly diminished, to the point where there is almost no observable field
[119].
In the following sections, we will discuss a variety of noise reduction and source
localization methods devised to help increase the signal to noise ratio. One major
focus of this thesis is the development of the exSSS method, discussed in detail
in Section 3.2.3. As this method applies only to MEG signal, the entirety of the
following discussion will focus on MEG signal processing methods.
3.2 NOISE REDUCTION AND SOURCE LOCALIZATION OF MEG
SIGNAL
Raw MEG data contains magnetic signatures of a number of sources, including many
that can be classified as “noise.” The origin of these sources can very widely. Ex-
ternal sources include nearby medical devices, moving metal objects on the subject’s
clothing, or even ambient lighting. Noise inherent to the system can include faulty
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or improperly calibrated magnetometer or gradiometer sensors. Noise is often bio-
logical as well, originating from eyeblinks, heartbeats, or swallowing. Depending on
the application, many neural signals may be classified as noise, such as an unwanted
signal from the motor cortex in a behavioral task that requires motion or the strong
saccadic signal from eye motion.
A number of signal processing techniques have been devised to selectively remove
these unwanted components while leaving the signal of interest unchanged. Many
methods begin by representing the input signal as
b(t) = H(r′)J(r′, t) + n, (3.1)
where b(t) = [b1(t), . . . , bM(t)]
T is a vector representing M–dimensional recorded
signal, J(r′, t) = [J1(r′, t), . . . ,JN(r′, t)]T is a 6-D (position and orientation) vector
containing the N sources, and H is a 6M × N matrix of coefficients governing the
linear mixing of the sources which convolve to produce b(t). These definitions will
be used throughout the paper. As shown here, many models also include the term
n(t) representing additive gaussian noise.
In the case of MEG signal analysis, the M×1 vector b is the signal recorded from
M MEG sensors, the N × 1 vector J is the signal originating from N sources, and
H is the lead field matrix governing the relative strength of each source Jn at each
of the m sensors [64, 156]. (The lead field matrix will be discussed in greater detail
below.) By examining each signal component after processing, we can determine
whether that component is likely to represent a noise process or a true neural signal.
By discarding signals determined to be noise, we thus increase the signal-to-noise
ratio in our data [156].
A number of noise removal techniques have been described in the literature.
Principal component analysis (PCA) and independent component analysis (ICA)
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decompose a dataset into “components,” which can be either signal or noise [27, 103].
Through intelligent selection of the components they can then discard the noise
components, thus retaining a cleaner signal [75]. Signal space projection (SSP) [156]
utilizes previously recorded data samples and signal space transforms to project noise
out of the dataset.
One major problem with such techniques is that they require the identification of
“components” of the signal. Oftentimes sources of noise are difficult to quantify, and
very commonly the signal of interest is weak and may be miscategorized as noise. The
signal space separation (SSS) method [150] was developed as a method of removing
noise, without relying on user classification of signal components. However, before a
discussion on SSS, a thorough understanding of the concept if leadfields is required.
3.2.1 Leadfields
As noted above, raw MEG signal is acquired in the form of M time courses, where
M is the number of magnetic field sensors. We refer to data in this form as existing
in “MEG space”. The neural sources themselves exist in 6-D space (three degrees
in Cartesian coordinates, and three degrees specifying orientation), or the “source
space”. To convert from one space to another requires knowledge of the relationship
between the sources and the magnetic field sensors. This relationship is mediated by
the 6-D location of the sensor relative to the source. Biot-Savart’s law of magneto-
static fields describes how magnetic field strength degrades with distance, as well as
explains how the orientation of the sensor will affect the recorded field strength.
Mathematically, the mapping from a given signal bm(t) from some sensor m at
time t in MEG space (6-D space) to a given time-varying source or set of sources
J(r′, t) at r′ in source space (time-varying magnetic signal amplitudes) is expressed
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as
bm(t) =
∫
Ω
Hm(r
′)J(r′, t)dΩ, (3.2)
where Ω represents the entire source space, defining both location and orientation.
Hm , which represents the mapping variable between the two coordinate systems,
is referred to as the leadfield matrix for sensor m [64, 128, 143]. As Equation 3.2
contains both an MEG space representation of our signal (bm(t)) and a source space
representation (J(r′, t)), this equation allows us to map from one space to the other,
using the leadfield matrix. This matrix, specific to both a given source location r′
and sensor m, describes the sensitivity of the given sensor to a source at location
r′. One further relationship we can discern is the second order relationships between
the leadfields themselves, described as the Gram matrix:
G =
∫
Ω
H′(r′)J(r′)H(r′)TdΩ (3.3)
Without loss of generality with respect to realistic source configurations, we can
make G independent of our source configuration by setting J(r′) = 1 for all source
locations, resulting in
G =
∫
Ω
H′(r′)H(r′)TdΩ. (3.3a)
This relationship describes how highly the view of the magnetic field correlates be-
tween sensors, the importance of which will be explained below.
Intuitively, since the source space includes all regions which may potentially
contain a magnetic source, the leadfield matrix should remain constant for a given
MEG sensor configuration. Since the relationship between MEG space and source
space is dictated by the laws of physics, the mapping between the two should not
change.
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It has been demonstrated, though, that careful manipulation of the leadfield
can decrease errors in source localization. In order to understand this phenomenon,
we must closely look at the definition of “source space.” Generally speaking, the
source space is any location at which a magnetic source could potentially be located.
However, by restricting this definition to only include biologically tractable regions,
such as only the source space located within the sensor array, we can obtain a more
accurate leadfield matrix (see Figure 5). Through applying restrictions on the al-
lowable source locations we can minimize the error in the dimensional mapping, and
consequently also in the subsequent source localization. Manipulations of this type
were first described by Taulu and Kajola [150] in their derivation of the Signal Space
Separation (SSS) method.
3.2.2 Signal Space Separation
It was recently demonstrated that through the use of a coordinate transformation,
MEG signal can be separated into two components, those originating from inside the
physical sensor array and those external to it [150]. This separation can be achieved
by expressing the magnetic field as the gradient of a harmonic scalar potential—
a mathematical abstraction defined below—and utilizing the observation that the
sensor array represents a source-free sphere in spherical space.
The calculation of magnetic field strength based on a source charge relies on two
of Maxwell’s equations:
∇× E = −∂B/∂t (3.4)
∇×B = µ0(J + 0∂E/∂t) (3.5)
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Figure 5: Schematic of internal and external regions as defined in the SSS method. Note
that the internal region includes both the subject’s head as well as the empty space between
the head and the sensor array, and that the external region includes the neck and lower
body of the subject. These potential noise sources cannot be accounted for in the SSS
method and will need to be addressed using alternative noise removal mechanisms.
Time independence is demonstrated for equation (3.5) by considering the time-
dependent second term, µ00∂E/∂t. Given the low frequencies typical of MEG
signals, it can be shown that the time-dependent component of the signal is ap-
proximately three orders of magnitude smaller than the time-independent compo-
nent, thus justifying their neglect [64]. The proof justifying the neglect of equation
(3.4) is similar [64].We can thus represent Maxwell’s equations using the quasi-static
approximation [64],
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∇×H = J (3.6)
∇×B = µ0J (3.7)
∇ ·B = 0. (3.8)
We begin with the assumption that the sphere defining the sensor array is source-
free, or J = 0 at radius r = R, where R is the distance from the origin to the
sensor array. As such, we can rewrite Equation 3.6 as ∇ × H = 0. Using the
identity ∇×∇Ψ = 0, we define H = −∇Ψ ,where Ψ is termed the scalar potential.
Substituting this into Equation (3.7), we arrive at
B = −µ0∇Ψ. (3.9)
This states that the magnetic field at the sensors is a gradient of the scalar potential
Ψ [146, 150]. Note that the concept of scalar potential is a mathematical abstraction
constructed based on the assumption of a source-free sphere inherent to the MEG
setup. Note also that by substituting the harmonic potential (Equation 3.9) into
Maxwell’s equation for the divergence of a magnetic field (Equation 3.8) we obtain the
Laplacian ∇2Ψ = 0. We can express the scalar potential in the spherical harmonics
domain, Ψ(ϕ, θ, r) = Φ(ϕ)Θ(θ)R(r). The solution to Laplace’s equation can then be
obtained by separating the variables
∇2Ψ = 1
r2 sin θ
[
sin θ
∂
∂r
(
r2
∂Ψ
∂r
)
+
∂
∂θ
(
sin θ
∂Ψ
∂r
)
+
1
sin θ
∂2Ψ
∂ϕ2
]
(3.10)
and solving the resultant harmonic equation. This has the known solution
Ψ(r) =
∞∑
l=0
l∑
m=−l
αlm
Ylm(θ, ϕ)
rl+1
+
∞∑
l=0
l∑
m=−l
βlmr
lYlm(θ, ϕ), (3.11)
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where
Ylm(θ, ϕ) =
√
2l + 1
4pi
(l −m)!
l +m)!
Plm(cos θ)e
imϕ
represents the normalized spherical harmonic function in which Plm(cos θ) is the
associated Legendre function, αlm and βlm are the multipole moments of the internal
and external current sources respectively, and r the radius [4, 78].
This result is very significant; by transforming the data to spherical coordinates
and utilizing the scalar potential (Equation 3.9), we have separated the magnetic field
into two components αlm and βlm—corresponding to internal sources and external
sources, respectively—using nothing more than Maxwell’s equations. Since by nature
the signal of interest originates exclusively from within the brain, we can simply drop
the second term from Equation 3.11, thus removing an entire source of noise from
our dataset.
By substituting Equation (3.11) into our definition for scalar potential (Equation
3.9) and expressing the result using the modified vector spherical harmonic functions
ν lm(θ, ϕ) and ωlm(θ, ϕ) [150] we obtain
B(r) = −µ0
∞∑
l=0
l∑
m=−l
αlm
ν lm(θ, ϕ)
rl+1
− µ0
∞∑
l=0
l∑
m=−l
βlmr
lωlm(θ, ϕ)
≡ Bα(r) + Bβ(r). (3.12)
In this way we have separate the recorded magnetic field into two components. Con-
sidering only the internal sources, we can now express the multipole moments αlm
using a lead field-like representation [4, 150]
αlm =
∫
v′
λαlm(r
′) · Jin(r′)dv′, (3.13)
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where Jin represents the sources within the head (i.e., internal to the sensor array) and
λαlm is a lead field-like vector directly related to vector spherical harmonic function
Xlm(θ, ϕ), defined as
λαlm =
i
2l + 1
√
l
l + 1
rlX∗lm(θ, ϕ) (3.14)
Xlm(θ, ϕ) =
−1
l
√
l + 1
[
mYlm(θ, ϕ)
sin θ
eθ + i
∂Ylm(θ, ϕ)
∂θ
eϕ
]
.
Similar equations can be constructed for λβlm(r) [150]. It is important to recognize
that the lead fields λαlm(r) and λ
β
lm(r) now represent separate datasets corresponding
to the inner and outer signals, respectively. Each can be examined for activity that
would be expected in that dataset. Our primary focus will be on the internal dataset
representing neural activity.
On a technical note, we have been summating the associated Legendre function
with l ranging from 0 to∞, and m from −l to l. In practice, this is computationally
impossible, and the optimal value of l in practice has been the subject of research
[150, 151]. Additionally, since the Legendre functions representing the inner and
outer components are different, the optimal value of l will be different for each as
well. We will refer to the optimal values for the inner and outer components of the
signal as Lin and Lout.
Having demonstrated that any dataset containing a spherical source-free shell
can be separated into inner and outer components, we can reformulate our problem
specifically for application to MEG datasets. Given a set x of M sensors recording
a set s of N signals, we can state
x =
Lin∑
l=1
l∑
m=−l
αlms
in
lm +
Lout∑
l=1
l∑
m=−l
βlms
out
lm
= [SinSout]
[
αin
βout
]
,
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where
Sin = [a1,−1, . . . , aLin,Lin ] αin = [α1,−1, . . . , αLin,Lin ]
T
Sout = [b1,−1, . . . ,bLout,Lout ] βout = [β1,−1, . . . , βLout, Lout]
T .
That is, the recorded magnetic field can be decomposed into separate subspaces, each
of which contains a distinct set of data from geometrically separated regions, thus
achieving the goal of separation of external (presumably noise) signals from internal
biological signals.
3.2.3 Expanded SSS (exSSS)
Ozkurt et al. [113] extended this work to enable not only separation of external and
internal sources but also selected internal regions of interest from the rest of the
background neural signal. This was accomplished by manipulating the leadfield-like
α coefficients obtained from the SSS algorithm (Equation 3.13) via a beamspace
transform designed to amplify deep signals and attenuate superficial signal. In the
following sections, I will introduce the concept of the beamspace transform and how
it is used to manipulate leadfields in the exSSS algorithm to enhance deep neural
signal within an MEG dataset.
3.2.3.1 Beamspace transformation Beamspace transforms are a class of spa-
tial filtering algorithms, often used to localize or enhance spatial information within
a given signal. Often, beamspace transforms function to reduce the dimensional-
ity of a given dataset as well, thus simplifying further analysis as well as reducing
data redundancy [128]. A beamspace transform, at its simplest, is expressed as the
linear transform bˆ = TTb, where T is an M × L transformation matrix, M being
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the number of sensors and L < M . The columns of T are assumed orthonormal
without loss of generality. There are a number of ways to design T [18, 95, 170], but
one method useful for MEG analysis maximizes the discarding of redundant data
while minimizing data loss [128]. Mathematically, this is equivalent to maximizing
T while minimizing the squared error of the transformation, e2T. By varying the L,
we can vary the aggressiveness our dimensionality reduction. The squared error can
be stated as
e2T(r
′) = ‖(I−TTT)b(t)‖22
where b(t) = [b1(t), . . . , bM(t)] is the magnetic field recorded at all M sensors. This
states that the error is the sum of the residual signal remaining after applying the
transform to b. Through Equation 3.2 we obtain e2T(θ) = ‖(I−TTT)H(r′)j(r′, t)‖2.
By assuming that the dipole moments are constant through time, we may write
j(r, t) = j(r)γ(t), where γ represents the time-varying amplitude of the constant
source. Considering the case of γ(t) = 1 for all t, we obtain
e2T(r
′) = ‖(I−TTT)H(r′)j(r′)‖2, (3.15)
where I is the identity matrix. Given that we have no information about the source
matrix j, we assume j(r′) = 1 for all r′. If we subsequently minimize T,
min
T
{∫
Ω
e2T(r
′)dr′
}
, (3.16)
we are designing T to be as small as possible while minimizing the data loss caused
by the transformation. In matrix notation, this can be written
max
T
tr(TTGT), subject to TTT = I (3.17)
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where G is the Gram matrix (Equation 3.3)
G =
∫
Ω
H(r′)J(r′)HT(r′)dr′. (3.18)
As demonstrated earlier, if the source matrix is unknown, we assume J = I (i.e.,
J(r′) = 1 for all r′), and this is equivalent to the Gram matrix (Equation 3.3).
By defining T in this manner, we selectively keep the strongest signals from
our source space. In this case, we chose to define T as a non-square matrix for
this purpose. However, by manipulating T differently, we can amplify the signals
emanating from specific regions of the source space, as defined by the Gram matrix.
3.2.3.2 exSSS Recall that the αlm component of the SSS output can be repre-
sented using lead field-like manner, as depicted in Equation 3.13 (in which Jin(r
′)
represented the sources and λαlm(r
′) the leadfield). Let us denote the (l,m)-indexed
SSS coefficient (l, m integers, −1 ≤ l ≤ Lin, −l ≤ m ≤ l) as a = 1, . . . , pin and the
(L,M)-indexed SSS coefficient (L, M integers, −1 ≤ L ≤ Lin, −L ≤ M ≤ L) as
b = 1, . . . , pin. We can now construct the Gram matrix
G =
∫
Ω
λlm(r
′) · λLM(r′)dΩ
=
∫
Ω
λa(r
′) · λb(r′)dΩ
=
∫
Ω
Λ(r′)Λ(r′)HdΩ,
where Λ = [λ1,−1, . . . ,λlm]. Our goal is to amplify signal from a given region of the
signal space while attenuating the rest. This can formulated mathematically as
max
T
tr(TTGdT)/vd
tr(TTGsT)/vs
, subject to TTT = I, (3.19)
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where Gd and Gs represent the Gram matrices of the deep and superficial regions
(regions where r′ < r and r′ > r), and vd and vs correspond to normalizing constants
for the deep and superficial regions, respectively. The solution to T can be shown to
be the matrix whose columns are the eigenvectors of
Gf =
vs
vd
G−1/2s GdG
−1/2
s . (3.20)
corresponding to its largest eigenvalues [61]. The ath row and bth column of Gram
matrix Gd (corresponding to the deep component) can be found as
(Gd)ab =
∫
θ
∫
ϕ
∫ rˆ
r=0
(
i
2l + 1
√
l
l + 1
rlx∗lm(θ, ϕ)
)
·
(
−i
2L+ 1
√
L
L+ 1
rLx∗LM(θ, ϕ)
)
r2 sin θdrdθdϕ (3.21)
= δlLδmM
1
(2l + 1)2
l
l + 1
rˆ2l+3
2l + 3
, (3.22)
where rˆ represents the radius of the enhanced deep region. (The origin of the en-
hanced region is always the geometric center of the MEG sensor array.) The progres-
sion from Equation 3.21 to 3.22 stems from the orthonormality of vector spherical
harmonics. Gs is found in a similar manner:
(Gs)ab =
∫
θ
∫
ϕ
∫ R
rˆ
(
i
2l + 1
√
l
l + 1
rlxlm ∗ (θ, ϕ)
)
(3.23)
·
(
−i
2L+ 1
√
L
L+ 1
rlxLM ∗ (θ, ϕ)
)
r2 sin θdrdθdϕ (3.24)
= δlLδmM
1
(2l + 1)2
l
l + 1
R2l+3 − rˆ2l+3
2l + 3
. (3.25)
Note the difference between the integrands in Equations 3.21 and 3.22 . Gd is
calculated by integrating from r = 0—i.e., the center of the sphere defined by the
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MEG sensors—to r = rˆ, the radius of the deep region, whereas Gs is calculated by
integrating from r = rˆ to r = R, where R is the radius of the MEG sphere, ‖r‖.
This is the differentiating factor between the two equations.
We can now solve Equation 3.20 through substitution, obtaining
(Gf )ab =
vs
vd
rˆ2l+3
R2l+3 − rˆ2l+3 δlLδmM . (3.26)
Since Gf is diagonal, all its eigenvectors constitute an identity matrix. This suggests
a transformation matrix T that selects the α coefficients corresponding to r < rˆ and
eliminating the other coefficients. In this manner, we can obtain a filtered dataset
in which deep sources are significantly amplified while superficial activity is reduced
[113, 114].
It is worth noting that a similar outcome can be produced in a variety of ways. For
example, one could construct a beamspace transform which selectively amplifies deep
source activity purely based on the 3-D location of each source space element within
a boundary element model (BEM). In this way, the deeper elements of the leadfield
matrix can be amplified without needing to obtain the α coefficients. While this is
possible, the main benefit of the exSSS method is that it approaches the problem of
deep signal amplification from an analytical perspective, requiring only the knowledge
of Maxwell’s laws (see Section 3.2.2). Other methods, including the example given
here, require knowledge of the spatial geometry of the source space, and approach
the problem from a computational standpoint. In this way, the exSSS method makes
as few assumptions as possible, resulting in a broadly applicable algorithm.
Using the exSSS method, we are able to amplify the deep neural activity to the
extent that it is visible in the dataset. However, before attempting source localiza-
tion, we still must define an accurate model of the head onto which we will attempt
to localize sources. One common model is a simple spherical model. The simplicity
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of this model simplifies the calculations required compute the inverse solution, and
also obviates the need for a BEM model of the head. However, given that we were
collecting MRI scans of our subjects, and given that modern computers are more
than adequate for solving the inverse solution even over complex BEMs, we utilized
a realistic head model for our calculations. The following sections describes how to
calculate the forward and inverse problem using a realistic model of the head.
3.2.4 MEG Forward Solution using a Piecewise Non-homogenous Con-
ductivity Model
3.2.4.1 Forward Problem Using the quasi-static representation of Maxwell’s
equations (see Section 3.2.2), the determination of the magnetic field B at an arbi-
trary point r is accomplished via the Biot-Savart equation:
B(r) =
µo
4pi
∫
J(r′)×R′
R3
dv′, (3.27)
where R = r− r′ and R = |R|. In this context,
J(r′) = Jp(r′) + σ(r′)∇V (r′), (3.28)
where Jp(r′) represents the primary magnetic sources and σ(r)V (r′) represents the
volume currents in the surrounding conductive tissue induced by J. We define ∇ =
ex∂/∂x + ey∂/∂y + ez∂/∂z and ∇′ = ex∂/∂x′ + ey∂/∂y′ + ez∂/∂z′. To model the
forward solution, we would like a closed-form algorithm which can calculate B(r)
given Jp(r′) for any r or r′.
Using the identities R/R3 = −∇ (1/R) = ∇′ (1/R) and J × ∇′(1/R) = [(∇′ ×
J)/R]− [∇′ × (J/R)], Equation 3.27 can be rewritten as
B(r) =
µo
4pi
[∫ ∇′ × J
R
dv −
∫ (
∇′ × J
R
)
dv′
]
. (3.29)
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By converting the second term Equation 3.29 to a surface integral and knowing that
J→ 0 as R→∞, the term can be eliminated. Substituting Equation 3.28 for J and
utilizing the identity ∇′ × σ∇V = ∇′σ ×∇V = −∇′ × V∇σ, we arrive at
B(r) =
µo
4pi
∫ [
(Jp + V∇σ)× R
R3
]
dv′. (3.30)
Note that in this representation we no longer need to calculate ∇V . This represents
an analytical solution for B which relies only on Jp and V , and assumes knowledge
of tissue conductivity values σ(r). Making use of the quasi-static approximation of
Maxwell’s equation we can equate ∇ · J = 0 and relate J and V as follows:
∇ · (∇×B) = 0 = ∇ · µJ = ∇ · (Jp − σ∇V )
⇒ ∇ · Jp = ∇ · (σ∇V ) (3.31)
We cannot practically assume that σ(r) is known for all r. However, if we segment
the tissue using a BEM and assume piecewise homogeneity of σ within each element,
we are able to approximate the true conductivity distribution with fairly high ac-
curacy. This requires the adaptation of Equation 3.30 to handle a range of discrete
constant values for σ. By using the approximation σ(r) = σi for i ∈ m,m = 1 · · ·M
where M is the number of regions on the grid, Equation 3.30 becomes
B(r) =
µo
4pi
∫
G
(
Jp × R
R3
)
dv′ − µo
4pi
m∑
i=1
σi
∫
Gi
(
∇′V × R
R3
)
dv′,
where Gi = different regions of conductivity and σi = conductivity of the Gi region
(see Figure 6). Denoting the first term as Bo and utilizing the identities mentioned
above, we arrive at
B(r) = B0 − µo
4pi
m∑
i=1
σi
∫
Gi
(
∇′V × R
R3
)
dv′
= B0 +
µo
4pi
m∑
i=1
σi
∫
∂Gi
V
R
R3
× dS,
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Figure 6: A schematic of the regions involved in a piecewise homogenous model of the
brain. Gi = different regions of conductivity, ∂Gi = boundaries of Gi, σi = conductivity
of the Gi region, Sij = surface between regions Gi and Gj , nij(r′) = unit vector normal to
surface Sij . Image taken from Figure 18 in [64].
where ∂Gi = boundaries of Gi, Sij = surface between regions Gi and Gj, nij(r
′) =
unit vector normal to surface Sij. If instead of summing over boundaries of Gi we
instead sum over the interfacing surfaces Sij, we arrive at
B(r) = B0 +
µo
4pi
m∑
ij
′
(σi − σj)
∫
Sij
V
R
R3
× dSij, (3.32)
which is a closed-form integral equation for B(r) relying only on J and V . At this
point we could use Equation 3.31 to determine V from J, but due to the difficulty in
solving the harmonic equation we instead attempt to devise an integral equation for
V . One method to simplify the problem [54] is to utilize Green’s second identity,∫
G
(Φ∇ · ∇Ψ−Ψ∇ · ∇Φ)dv =
∫
S
(Φ∇Ψ−Ψ∇Φ) · dS. (3.33)
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Defining Ψ = V and Φ = 1/R, we obtain
m∑
i=1
σi
∫
Gi
(
1
R
∇ · ∇V − V∇ · ∇ 1
R
)
dv′
=
∑
ij
∫
Sij
[
σi
(
1
R
∇iV − V∇i 1
R
)
− σj
(
1
R
∇jV − V∇j 1
R
)]
· dS′ij. (3.34)
We can substitute the identity [165] V∇2(1/R) = −4piV in the left side of equation
(3.34) and recall that σi∇V = Jp, resulting in
m∑
i=1
∫
Gi
(
1
R
∇ · Jp
)
dv + 4piσiV. (3.35)
Through an algebraic manipulation of Gauss’s theorem, we can manipulate the first
term of Equation 3.34 as follows. Equating∫
∇ · (Jp/R)dv =
∫
(Jp/R) · dS =
∫ (
Jp · ∇ 1
R
+
1
R
∇ · J
)
dv,
we arrive at ∫ (
1
R
∇ · Jp
)
dv =
∫
(Jp/R) · dS−
∫
Jp · ∇ 1
R
dv (3.36)
= −
∫ (
Jp · ∇ 1
R
)
dv, (3.37)
the second equality arising from the case where Jp vanishes on S, the boundary
containing the sources. Equation 3.34 is now in the form of
4piσV =
∫ (
Jp · ∇ 1
R
)
dv +
∑
ij
(σi − σj)
∫
Sij
V∇′ 1
R
· dS′ij. (3.38)
This final equation states that the voltage at any given point can be determined
by summing the determining the strength of the voltage source at that radius and
adding the summed effect of that voltage source on all elements of all surfaces within
the head. It should be noted that this is an implicit equation for V which is best
solved iteratively through the Gauss-Seidel method or other similar iterative algo-
rithms [65].
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3.2.5 Inverse Methods
The forward problem is crucial for our ability to calculate leadfields, as described
above in Section 3.2.1. To localize a source based on measurements at the sensor
array, though, we must attempt to determine the specific source geometry that would
produce the measured field pattern, also known as solving the inverse problem [64,
136]. Since physical limitations only allow the sensors to see a subset of the possible
sources, this problem is ill-posed and must be solved by applying approximations
and assumptions. Still, there are many methods that attempt to solve this problem
[28, 66, 103, 120, 128, 136, 143, 161].
Before any discussion of individual methods, it must be understood that the
usefulness of any analysis technique is in part determined by its ability to resolve
neural sources both accurately and precisely. The mean displacement error (average
distance between the actual and reconstructed source; a measure of accuracy) for
distributed source reconstruction has been reported as 2-3 mm for superficial sources
and 7 mm for deep sources [94, 97]. Inasmuch as we are examining deep sources,
we may assume that a given source identified by the above methods reflects an
underlying source current within 7 mm of the reported location.
This margin of error is further compounded by the fact that distributed source
localization reports sources as being present on a particular source manifold, which is
only a subset of the actual 3-D space in which the sources exist [64]. Because of this,
sources located outside of the manifold must be projected onto the manifold prior to
localization, and thus prior to the application of the 7 mm error. As such, sources
may be some distance from the reported region. This aspect of source localization
will be addressed further in the discussion section.
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3.2.5.1 Minimum Norm Estimation (MNE) One of the early methods devel-
oped to solve the inverse problem was the minimum norm estimation method, MNE
[136]. Let F be a function space containing all possible current source locations, and
let Γ be a known set of points containing all square-integrable current distributions
to which we will confine the sources Jp, with the p superscript denoting primary cur-
rent (see Section 3.2.4.1). We define the inner product 〈Jp1 , Jp2 〉 =
∫
Γ
Jp1(r)J
p
2(r)dΓ.
Note that if Jp1 = J
p
2 , ‖Jp‖2 =
∫
Γ
|Jp(r)|2dΓ.
Recalling the definition of the leadfield (Equation 3.2), we can rewrite the lead-
field equation using inner product notation,
bi = 〈Hi,Jp〉. (3.39)
Note that H is defined for each individual sensor i; the i sensors only inform us about
currents within the subspace of observable current source locations F ′ ∈ F . MNE
attempts to find an estimate J∗ of Jp, confined to F ′ such that J∗ is the current
distribution with the overall smallest amplitude capable of explaining the measured
signal b. This is achieved by looking for a set of weights ω such that
J∗ =
∑
i
ωiHi (3.40)
bi = 〈ωH,J∗〉 = 〈H,Jp〉. (3.41)
This minimization is achieved by inserting Equation 3.40 into Equation 3.39 [64, 136]:
bi = 〈Hi,Jpi 〉
b˜i = 〈Hi,J∗i 〉 =
∑
k
〈Hi, ωkHk〉 =
∑
k
ωk〈Hi, Hk〉
=
∑
k
ωkGik,
(3.42)
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where G = 〈Hi, Hk〉 is the second-order relationship between the leadfield vectors,
or Gram matrix (depicted earlier in Equation 3.3).
b˜ = Gω
ω = G−1b˜ (3.43)
Given that we are estimating b = HJ + n (Equation 3.1), the error of the MNE
measure is stated as [30]
Err−1G = ‖G−1b− J‖2
= ‖G−1(HJ− n)− J‖2
= ‖(G−1H− I)J + G−1n‖2
= ‖MJ‖2 + ‖G−1n‖2, where M = G−1H− I
= tr(MRMT) + tr(G−1CGT,−1), (3.44)
G−1 = RHT(ARHT + C)−1. (3.45)
where R and C are the covariance matrices of the signal vector J and noise vector
n, respectively, and G−1 the inverse operator. The transition from Equation 3.44 to
3.45 is accomplished by taking the derivative with respect to G−1, equating to zero,
and solving for G−1.
The lack of information about the signals J and n can cause the R and C matrices
to be close to singular. To avoid problems with inversion, we add a regularization
parameter to Equation 3.45 [30, 64, 120]:
G−1 = RHT(HRHT + λ2C)−1. (3.46)
This method is suitable for finding cortical sources, since the relative strengths
of multiple cortical sources are typically similar at the sensors. However, the MNE
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method contains a fundamental bias towards superficial sources. As the algorithm is
constructed, an optimal source distribution is found by searching the infinitely large
solution space for a source distribution which minimizes the error between a source
pattern and the measured fields. While it may be true that a given magnetic field
recording would be better explained by set of deep sources, the iterative method
would sooner choose a significantly more complex superficial field pattern. As such,
variants of the MNE method have been introduced to correct for this bias [29, 120].
One such method is the sLORETA method.
3.2.5.2 sLORETA The sLORETA method attempts to improve upon MNE via
by separating the variances of the different components of the estimated signal more
explicitly. We restate the assumption that the source covariance matrix SJ is com-
pletely uncorrelated, which allows us to restate Equation 3.46 as
W = HTHHT + λ2C)−1. (3.47)
We are minimizing the function to find an estimate Jˆ of J. Using Equation 3.47 to
solve the MNE (Equation 3.41), we can calculate the variance of the scalp electrodes
to be
JΦ = KJJK
T + n
= KKT + αH. (3.48)
Using this, we can calculate the error of the estimated source waveforms to be
SJˆ = TSJT
T
= KT(KKT + αH)−1K. (3.49)
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This accounts for more than a single source of variation; namely, the sources them-
selves and potential variation in the noise signal. Once this normalization has been
accomplished, a voxel-by-voxel weighing of the signals occurs according to the fol-
lowing equation:
γλ = Jˆ
T
l ([SJ ]ll)
−1 Jˆl, (3.50)
which produces F -statistic-like output to modulate the estimated source.
3.2.5.3 dSPM Dynamic statistical parametric mapping, or dSPM, determines
whether the activation observed via MNE or sLORETA is statistically significantly
relative to baseline activity. This method examines the activity of each voxel at each
time point and looks for statistical significance of the activation. Mathematically,
we simply compute a z-score based on Equation 3.43 [29]:
var(sˆj) = 〈(win(t))2〉 = wiCwTi
zi(t) =
ω√
wiCwTi
(
=
ω√
var(ω)
)
(3.51)
We can then obtain a noise-normalized estimate of the current dipole at each voxel
location i by summing the z score for each possible dipole orientation:
qi(t) =
∑
j∈Gi ω
2∑
j∈Gi wjCw
T
j
, (3.52)
where Gi is the set of three dipole components for the given voxel location.
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4.0 TIME SERIES ANALYSIS
One major benefit to the high temporal resolution of MEG is that we can view
changes in neural activity in real-time. When combined with source localization and
source waveform reconstruction, we obtain accurate, millisecond-scale time series for
individual regions of the brain. These time series can subsequently be examined for
a wide variety of temporal relationships. A number of techniques for such analysis
have been developed over the past few decades. One technique that has gained recent
popularity among neuroscientists [38] is Granger causality, an extension of the vector
autoregressive technique, which examines directional temporal correlation between
multiple neural signals.
4.1 VECTOR AUTOREGRESSIVE MODELS
Multivariate autoregression (commonly referred to as vector autoregression, or VAR)
attempts to predict future values of a given set of time series using the past values
as predictors [15]. For example, let X1(t) and X2(t) be two n× 1 time series vectors
43
of separate events recorded during the same time span T = 1, . . . , t. The univariate
autoregression is formulated as follows:
Xα(t) =
T∑
n=1
ATXα(t− n) + εα, (4.1)
where α = 1, 2, A represents an n×1 vector of coefficients describing the contribution
of each time point to the final prediction, and εα represents additive gaussian noise.
The values of A can be obtained through any of a number of estimation method,
most commonly the least squares method [10]. If we only consider a subset p < T of
the complete time span T in our regression, we refer to the autoregression as having
a lag of p. The VAR is formulated in a similar manner, with the added factor of
one time series influencing the other. For example, a two-dimensional time series
X = [X1, X2] with lag p = 5 we would be formulated as follows:
 X1(t)
X2(t)
 = 5∑
n=1
 a11n a12n
a21n a22n
 X1(t− n)
X2(t− n)
+
 ε1
ε2
 , (4.2)
In this formulation, the various Aijn vectors represent the coefficients of the lagged
variables (i.e., the contributions of each lagged measurement to the model). Note
that each time series potentially relies on all other time series. This is more apparent
if the equation is expanded into algebraic form:
X1(t) = [a111X1(t− 1) + a121X2(t− 1)] + · · ·
+ [a115X1(t− 5) + a125X2(t− 5)] + ε1
Using this formulation, we can describe the relationship between variables for each
component of a given system.
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4.2 GRANGER CAUSALITY
Given the model described in equation (4.2), we can attempt to define temporal
dependencies between the variables by examining the behavior of the model when
various components are removed. Granger [59] describes a mechanism for determin-
ing temporal relationships between two variables coexisting in the same system as
follows. Let Ut be all the information in the universe, Ut −Xt denote all this infor-
mation apart from the specified series Xt, and Ut be all past values of Ut. In this
context, utilizing the notation used in [59] , we will define P (Xt|Yt) as the optimum
least squares predictor of Xt using the information present in Yt, with error (Xt|Yt).
The variance of the error is represented by σ2 (Xt|Yt). We then have the following
definition [59]:
Definition (Causality). If σ2 (X1|Ut) < σ2 (X1|Ut −X2), we say that X2 is causing
X1, denoted by X2t ⇒ X1t. We say that X2t is causing X1t if we are better able to
predict X1t using all available information than if the information apart from X2t
had been used.
As such, if a including the time series X2 in the VAR predicting X1 decreases
the variance of the VAR error, we say that X2 Granger-causes X1.
This type of relationship is tested in practice by examining the variance of the
model described in equation (4.2) with and without the possible causal variable of
interest. An F -test is performed to test the null hypothesis that a12 = [0, . . . , 0], and
if the F -statistic is greater than the critical value, we state that the time series X2
Granger-causes X1, or X2 ⇒ X1. If not, nothing can be inferred from the test. The
test is then run for each Xk within X; in our case, X2.
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Granger Causality analyses can uncover a number of interesting interactions be-
tween sets of time series. Firstly, since the prediction of future values of X1 is con-
ditioned only on past values of Ut (i.e., Ut), we can utilize Granger causality to infer
directionality between interactions. Given time series Xt and Yt, determining that
Xt ⇒ Yt does not imply that Yt ⇒ Xt. Secondly, while the definition stated above
examines the interaction between a given time series and the immediate history of
itself and other series, there are a number of trivial modifications that can be made
to the construction of the VAR which enable the examination of different temporal
interactions, such as Instantaneous Causality, Causality Lag, Feedback, and other in-
teractions [59]. Additionally, there have been a number of methods described which
examine Granger causality in the frequency domain [7, 138].
4.3 TIME SERIES ANALYSIS IN FUNCTIONAL NEUROSCIENCE
The working hypothesis that functional responsibility within the brain is spatially
segregated was formulate some decades ago [168], and significant research since then
has lent itself towards supporting this concept. For many regions in the brain,
functional neuroimaging has discovered that function defines structure, and structure
bounds functional regions [147, 157]. Structures are not limited to a single function,
just as a single function may be spread across multiple structures. However, in many
applications, structure and function appear intimately related.
Working in this framework, we can attempt to map connectivity between struc-
tures to better understand how structure and function are related. A number of
statistical tools have been utilized to help define these relationships, including co-
herence [107, 108], regression analyses [15], Granger causality [38, 59], directed [134]
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and partial directed coherence [7, 138], among other methods [5, 52, 56, 105, 144].
These methods have been applied to fMRI, EEG, implanted EEG, and MEG data,
as well as single neuron local field potential (LFP) data [1, 5, 56, 58, 70].
The Granger causality method has received significant attention, though, and
many of the methods mentioned above are derivatives derived directly from Granger
causality. Its strength lies in its enabling the examination of two critical components
of any given time course; predictability and directionality. Within neuroscience, this
translates into directional network maps [40]. Examining the activity pattern of a
given region as a function of the neural signatures of related (or possibly related)
regions, we can infer which regions are strongly connected, which weakly connected,
which are connected through a poly-nucleic pathway, which are connected in a bidi-
rectional feedback-type relationship, among others [38, 59]. By only examining the
activity of one region as a function of the past values of a related region, we avoid
impossible situations where future activation appears to cause an earlier signal.
One highly desirable outcome of Granger causality is the construction of possible
functional connectivity maps between related regions. While the topic of mapping
temporal relationships is itself an entire field of study comprising many possible re-
lationship mechanisms [40], many neuroscience applications utilize only two types of
relationships; unidirectional and bidirectional. The maps can be constructed from
any neural imaging modality which can provide a set of time series, including EEG,
MEG, and even BOLD-dependent modalities such as fMRI and PET [1, 56]. De-
spite their inherent over-simplicity, such maps can be of significant use in helping
understand a complex neural network.
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5.0 EXPERIMENT 1: EXAMINING REWARD-RELATED
ACTIVITY VIA FMRI IMAGING OF GAMBLING TASK
Our primary overarching goal was to observe the activity of the human rewards
pathways via MEG. We chose to elicit this activity via a rewards-related gambling
paradigm (see Section 2.3). The reason for this choice was twofold. Firstly, as
described earlier, the rewards system includes superficial components—which are
more easily detected by the MEG scanner—as well as deeper nuclei. Superficially, the
OFC mediates, in part, the formation and storage of modality-independent stimuli
with their corresponding reward values [130]. Slightly deeper, the anterior cingulate
cortex has been shown to be involved in decision making in the presence of conflicting
or insufficient information [12], a function highly relevant to maximizing reward
returns during a gambling task. Within the basal ganglia, striatal activity has been
linked to reward detection as well as the formation and maintenance of S-R behavior
[11, 117]. As such, through the use of a rewards-related paradigm we could effectively
activate a number spatially distinct neural regions, superficially and deep.
Secondly, the rewards system has received a significant amount of attention from
the research community, providing much insight into the possible workings of the
network. Several researchers have noted a distinct similarity between the activ-
ity profiles of several reward-related regions both during experimental stimulation
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[50, 51] and reward-related behavior [23, 122]. Gariano and Groves [51] noted a
similarity between the firing of medial prefrontal activity, anterior cingulate cortex
neurons, and midbrain dopamine neurons during neural activity induced by electrical
stimulation. A more quantitative study later demonstrated that a significant por-
tion of midbrain DA cells—approximately 30%—exhibit bursting following electrical
stimulation of the PFC [153]. This directional PFC-striatal linkage has been observed
during reward-seeking behavior as well. A study examining NMDA antagonists con-
cluded that the NMDA-antagonist induced dopamine increases in the PFC were
likely caused by a reciprocal PFC-VTA connection, beginning with a PFC-induced
increase in VTA glutamatergic activity [149]. This study is particularly relevant, for
it helps link function with anatomy; the existence of a dopaminergic mesocortical
loop has been documented in both anatomical and functional literature [21, 148], but
this study helps shed light on the activation sequence of this bidirectional network.
It should be noted, though, that evidence exists for a VTA-PFC activation se-
quence. In the same paper in which they observed evidence of a PFC-VTA-PFC
paper Takahata and Moghaddam [149], the authors found evidence that PFC acti-
vation is secondary to the VTA, based on similarities between the reactions of rats
receiving intra-PFC and intra-VTA infusions of AMPA antagonists. Additionally,
Hollerman et al. [72] hypothesizes that from a functional standpoint it would be
logical for both ACC and VTA to drive PFC function, inasmuch as striatal neurons
provide reward information and behavioral contingencies, ACC provides error detec-
tion, and PFC incorporates the information of both [72]. However, the authors note
that this is not a direct hierarchy, as information integration at the systems level is
highly complex.
In our experimental setup, we are examining network activity during a complex
reward task using non-invasive measures in the human. As such, it should be noted
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that the preponderance of literature in the rat model may not be representative of the
results we may find, due to a number of significant differences; differences in stimula-
tion mechanism (direct current injection vs. regional recruitment due to behavioral
performance), network recruitment (localized electrical stimulation vs. natural acti-
vation), task demands (no network demands during passive network monitoring vs.
requirement to perform behavioral task), and imaging modality (highly sensitive, lo-
calized electrode recordings vs. diffuse whole-head activity). Alternatively, one may
assume a bottom-up approach, that the underlying network dynamics are similar in
both the human and rat models and that more complex functions build on similar
underlying network dynamics.
In formulating our working hypothesis we tend to view the system from a func-
tional perspective. The striatal regions, which act as both an integrator of informa-
tion and a significant feeder to the frontal planning regions, would activate early in
rewards processing. ACC, which acts as an expectancy monitor as well as initiating
the execution of an action, would be activated numerous times over the course of
the trial; providing expectancy information, comparing the stimulus to the expected
result, and then as an initiator of activity. OFC, which acts as a monitoring and
planning center, would be activated after receiving signal from the striatum and
concurrently with ACC in its error-monitoring capacity. As such, the hypotheti-
cal network would look similar to that constructed by Hollerman et al. However,
in formulating our network in this manner, we must acknowledge that the basic
neuroscience research would tend to disagree with this formulation, as noted above.
To test this hypothesis, we utilized the experimental paradigm of Liu et al. [99].
While the efficacy of the exSSS method for extracting deep activity from MEG
signal has been demonstrated both in theory and via simulations [113], it has not
yet been validated in an experimental setting; indeed, this set of experiments marks
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the first time this method has been tested in human subjects [81, 82]. Due to the
complex nature of the MEG source localization process, we used functional magnetic
resonance imaging (fMRI) to verify that the activity of interest was indeed being
elicited, as well as to ascertain the location of the neural activity.
5.1 GAMBLING EXPERIMENT
Our experimental paradigm design was based on three primary criterion. Firstly, the
paradigm needed to selectively activate the reward network. Secondly, the activity
observed in the deep regions should be significant. As described above, there are a
number of obstacle to observing deep activity in MEG; we wanted to ensure that
our paradigm would elicit very strong activity so we would have the highest chance
of detecting any such activity. Additionally, the paradigm should theoretically acti-
vate the regions of interest serially. With this design and with the millisecond-level
temporal resolution of the MEG, we would be able to examine the activation of each
region individually in the absence of activity from the rest of the network. Note that
this aspect of the paradigm design exists mostly in theory, as no studies exist in the
literature detailing the order of activation of the rewards network.
5.1.1 Methods
5.1.1.1 Participants We ran a total of five subjects in the MRI (two female), all
right-handed (see Table 2). An informed consent form approved by the University of
Pittsburgh was obtained from all subjects. Each subject was trained to proficiency in
the task prior to entering the scanner. Participants were screened for mental health
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Table 2: Description of subject population.
Subj. ID Gender Age MEG fMRI Notes
4 Male 28
√ √
5 Male 26
√
Subject entered fMRI scanner but
cancelled scan due to claustro-
phobia. No data collected.
6 Male 27
√
7 Female 33
√ √
MEG data discarded due to noise.
8 Male 26
√ √
9 Female 29
√ √
10 Male 29
√
Control subject.
and basic addiction disorders via questionnaire. All subjects were able to perform the
task without difficulty. Analysis of behavioral data collected during MEG and fMRI
runs showed an average of 171 correct trials and 145 incorrect trials per subject (st.
dev. 6.34 and 5.85, respectively). One male subject experienced claustrophobia upon
entering the scanner and cancelled the scan prior to data collection. The remaining
four subjects completed the scan without event.
5.1.1.2 Design and Task We used the paradigm detailed by Liu and colleagues
[99]. In this article they detailed a gambling paradigm with which they successfully
elicited significant activity from the rewards network. The task proceeds as follows
(see Figure 7 for a paradigm flowchart). Subject begin each block with a bank of ten
gambling chips. At the first trial of each block, subjects are given the option to bet
or bank a single chip. If they choose to bank, their wager is placed back in the bank,
and the results of the subsequent die roll do not affect them. If they choose to bet,
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Figure 7: Subject begin each block with a bank of ten gambling chips. At the first trial
of each block, subjects are given the option to bet or bank a single chip. If they choose to
bank, their wager is placed back in the bank, and the results of the subsequent die roll do
not affect them. If they choose to bet, if they win, their wager is doubled (i.e., they will
now be betting on two chips). If they lose, their chip is confiscated. On the next round,
they are presented with their current ante and given the “bet or bank” choice again. If
they won the previous round, their ante consists of two chips (double the original ante),
and if they win this round as well, their wager will again double to four chips. Subjects
can win up to five times in a row at which point their bet will be automatically banked. If
they lose at any point, their entire bet will be confiscated and they will need to use a chip
from their bank to begin the next round. Image taken from Figure 1 in [99].
if they win, their wager is doubled (i.e., they will now be betting on two chips). If
they lose, their chip is confiscated. On the next round, they are presented with their
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current ante and given the “bet or bank” choice again. If they won the previous
round, their ante consists of two chips (double the original ante), and if they win
this round as well, their wager will again double to four chips. Subjects can win up
to five times in a row at which point their bet will be automatically banked. If they
lose at any point, their entire bet will be confiscated and they will need to use a
chip from their bank to begin the next round. The overall goal is to maximize the
number of banked chips.
This paradigm serves two purposes; the subject will have to make a rewards-
related decision each round, and the subject will be anticipating receiving a reward
or punishment each round. While this rich paradigm allows for a number of possi-
ble variables for investigation (chosen action (bank versus bet), outcome (win ver-
sus lose), response during “streaks” (trials in which subjects consecutively won or
lost numerous times in a row)), Liu found significant differential activation of the
striatal nucleus between trials in which the subject made the objectively “correct”
choice—either through betting and winning or not betting and subsequently losing
the die roll—versus when the subject made the objectively “incorrect” choice—either
through betting and losing or not betting and subsequently winning.
The experiment was coded using E-Prime Studio 1.1 (Psychology Software Tools;
Pittsburgh, PA). Behavioral analysis was completed in both the E-DataAid compo-
nent of EPrime Studio and Microsoft Excel (Microsoft Co.; Redmond, WA). As the
gambling nature of the study belies the defining of an objectively correct response
prior to seeing the outcome, subject performance was assessed by both reaction time
and the general trend towards earning more chips. All subjects practiced until they
were judged proficient in the task by the study administrator before entering either
the MEG or fMRI scanners.
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5.1.2 Differences between the fMRI and MEG paradigms
The behavioral paradigm was identical to that used in the MEG (Section 5.1.1) with
the exception of some aspects of paradigm timing and number of trials. In the MEG
experiment the subject viewed a cue screen for two seconds (depicting their ante), a
choice screen for either two seconds or until they responded (whichever came first), a
feedback screen for two seconds, and a fixation screen for three seconds. In the fMRI
experiment the cue, choice, and feedback screens were all displayed for a fixed two
seconds, and the fixation screen was fixed at four seconds, for a total of ten seconds
per trial. This change was effected to account for the significantly longer TI required
in an fMRI study; whereas with the MEG we can scan at a resolution of 1000Hz,
the typical scanning resolution for the fMRI is two seconds. As such, we timed our
experiment so that the duration of each screen is equal to a single TR.
Additionally, the subject performed 320 trials in the MEG scanner, compared to
80 in the fMRI scanner. This is due to both the significantly higher SnR of the fMRI
scanning modality as well as the high signal strength expected from the paradigm.
5.1.3 fMRI Data Acquisition and Preprocessing
fMRI data was recorded using the 3.0 Tesla GE Magnetic Resonance scanner in
the UPMC Magnetic Resonance Research Center (MRRC). Image acquisition was
carried out on a 3T Siemens Allegra MRI scanner. Thirty-four transaxial slices were
acquired every 2s (FOV: 210, TE: 30, Flip angle: 70, Slice thickness: 3 mm), with
a total of 150 EPI volumes collected per run. Three-dimensional anatomical MP-
RAGE images and T2 structural in-plane images were collected for each subject.
The purpose of this scan was twofold; obtain structural images of the subject for
use in BEM construction and dipole visualization, and to validate the MEG findings
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in fMRI. Since the MEG data analysis method being used is experimental, spatial
information obtained from the fMRI activation pattern was used as a benchmark to
both ensure that the intended activity is present as well as ensuring that our MEG
analysis appears reasonably accurate as compared to the fMRI data.
The behavioral paradigm was projected into the fMRI scanner room on a translu-
cent plexiglass panel located approximately six inches from the end of the MRI bore.
Subjects viewed the paradigm via a mirror mounted on the MRI head coil unit.
Responses were made on using an identical hardware setup as that of the MEG.
BrainVoyager QX 1.4 (Brain Innovation, Maastricht, The Netherlands) was used
to analyze the recorded fMRI data [55]. Preprocessing routines included motion
correction, slice scan time correction, spatial smoothing to 8 mm, and linear de-
trending. All data was Talairach aligned and transformed. Response activation
patterns were modeled using the hemodymanic response function. Statistical anal-
yses was completed within the framework of the general linear model (GLM). The
conditions were modeled using a 2x2x2 design matrix (gambling risk (high vs low),
subject response (bank vs bet), and outcome (win vs. lose)), with each trial fit-
ting one of eight possible conditions. Separate covariates were included in the GLM
for each possible condition combination to model each possible outcome. Due to
the involvement of subject response, events could not be completely balanced, with
some categories containing significantly more events than others. Using this GLM,
a contrast was defined in which all “perceived correct” conditions were contrasted
against all “perceived incorrect” conditions. We searched for areas in which activity
was significantly different between the two conditions, with statistical significance
was defined by meeting a threshold of p < 0.001 (t > 3.85). We examined activity
in six primary ROIs, based on anatomical structures; bilateral OFC, cingulate, and
striatum.
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During the course of data processing using BrainVoyager, it became clear that
the Talairach transformation was not functioning properly. Conversations with Brain
Innovation technical support revealed that BrainVoyager was not properly reading
some of the header information encoded in the raw fMRI files, and that was in-
terfering with the processing of the files. This resulted in the GLM map overlays
not coinciding properly with the actual subject anatomy, since the GLM map was
constructed on non-Talairach transformed data, and then overlaid on a Talairach-
transformed image. In order to correctly visually represent the data, the patterns
were therefore transformed using a linear transform and re-overlaid on the structural
images. Specifically, we constructed the GLM map, performed a linear transform
on the data (increase vertical height to 120% of original, decrease width to 90% of
original) using a standard image manipulation tool, and overlaid the resultant activ-
ity on the structural image. We felt justified in performing this manual transform
since the Talairach transform is very nearly linear. The activity pattern depicted in
Figure 8 was obtained and generated in this manner. This transform is not perfect,
as evidenced by prefrontal activity appearing within the right orbit (Figure 8(b)).
However, this does provide a close approximation of true activity.
5.2 RESULTS
We found BOLD activation in the “correct>incorrect” comparison in the left ACC,
left striatum, and bilateral OFC, as well as bilateral activity in the parietal cortex and
dorsolateral prefrontal cortex (Figure 8). These regions were all significant beyond
the p < 0.001 threshold. Almost all regions were more strongly activated during the
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(a) Striatum and Anterior Cingulate (b) Orbitofrontal Cortex
(c) Lateral Frontal Cortex (d) Striatum, Lateral Frontal Cortex, Anterior
Cingulate, and Posterior Parietal Cortex.
Figure 8: fMRI signal resultant from “correct>incorrect” contrast using eight-parameter
GLM as described in text. All activation depicted in image is significant at p < 0.01. The
coordinate on the upper-left of each slice identifies the location of the slice in talairach
space. The right side of the brain is the right side of the image. Note that due to technical
difficulties, this is not the raw activity pattern generated by the GLM; see Section 5.1.3
for details.
“correct” condition than the “incorrect” condition (Table 3), with the exception of
the lateral temporal regions.
We also examined whether these findings were also reflected in the activation
time courses of these regions differed between the correct and incorrect comparisons.
As hypothesized, we found significant activity in the striatum, lateral OFC, and
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Table 3: List of peak voxels for fMRI activation clusters.
Label BA x y z t
Correct > Incorrect
Anterior Cingulate Cortex, left 32 -6 23 35 5.386
Dorsolateral Prefrontal Cortex
left 46 -40 42 15 5.525
right 46 41 40 19 3.865
Motor Cortex, right 6 30 -8 39 3.871
Orbitofrontal Cortex, left 11 -1 37 -10 5.097
Parietal Cortex
Inferior
left 39 -30 -64 19 6.215
right 39 29 -64 28 6.129
Superior
left 7 -30 -64 19 6.215
right 7 29 -64 28 6.129
Striatum, left – -13 4 7 5.396
Incorrect > Correct
Posterior Temporal Cortex
left 10 59 -37 16 5.782
right 10 -56 -39 15 3.214
ACC regions (Figure 8). Table 3 lists a number of other regions in which activity
was observed.
In addition to examining the activation patterns we also examined significance in
the action time courses of the ROIs (Figure 9). Notably, for the regions of interest,
there exists a significant difference between the activation patterns of the different
conditions, as expected.
One interesting observation is that a number of regions were not observed as
active, that were observed in the original publication by Liu et al. [99]. Most no-
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(a) (b)
(c)
Figure 9: Activity time courses obtained from ROI analysis of selected region depicted in
Figure 8. The -1 point corresponds to the TR during which the subject viewed of the ante,
the 0 point corresponds to the choosing between bank or bet, the 1 corresponds to the
viewing of feedback, 2 and 3 correspond to the intertrial interval, and the 4 corresponds
to the beginning of the next trial, with the pattern repeating from there on out. Note
the increased differential activity between the conditions in all regions during the intertrial
interval. While the differential shows up later than may be expected, this could be an
related to the time taken by the subject to consider the outcome of the previous trial.
tably, activity was not observed in the medial OFC at all, and the ACC and lateral
inferofrontal activity we observed appeared positive when viewed using the “correct
> incorrect”, opposite that reported by Liu. As directionality of activation is often
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used to infer function (i.e., more active when correct), this distinction is functionally
relevant.
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6.0 EXPERIMENT 2: EXAMINING REWARD-RELATED
ACTIVITY VIA MEG IMAGING OF GAMBLING TASK
6.1 METHODS
The behavioral paradigm was identical to that used in the fMRI experiment (Section
5.1.1) with the exception of some aspects of paradigm timing and number of trials,
described in detail in Section 5.1.2. Additionally, one MEG subject was run using
a control version of the experiment. The function of the control was to ensure that
the activity we were observing was indeed due to the subject viewing and processing
the feedback, and not to some other confounding neural process. In the control
experiment, the cue, “bank or bet” screen, and fixation were kept identical to that
in the regular version. The feedback screen was modified so that any indicators as to
whether the subject won or lost was removed. To that effect, the words “You Win!”
(or “You Lose!”) were replaced with the generic phrase “You XXX!”. Additionally,
the numerals indicating number of chips won and total chips were both replaced with
a “XX”. Finally, the die was replaced with a made-up die consisting of nine white
dots. The overall effect was one of almost complete visual similarity to the regular
task but completely uninformative when considering whether the subject actually
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won or lost the round. Subjects were informed of the nature of the experiment, and
performed the task prior to scanning to ensure that the task was understood.
It is worth noting that during the control experiment the subject would be able
to determine whether they won or lost based on the appearance of the ante screen
on the next round. However, this is temporally distant from the time points we
analyzed (as discussed below) and should not interfere with our signal of interest.
6.1.1 Participants
Subject demographic information can be seen in Table 2. Six subjects (four male)
were run in the MEG normal task and one subject (one male) was run in the MEG
control task. Informed consent was obtained from all subjects. An analysis of be-
havioral data can be found in Section 5.1.1.1.
6.1.2 Data Acquisition and Preprocessing
Data was acquired using the MEG and MRI machines available at the University
of Pittsburgh. The structural MRI data used for the boundary element model con-
struction was obtained at the same time as the fMRI experiment described earlier.
6.1.2.1 Magnetoencephalography All MEG data was recorded using the 306-
sensor Elekta NeuroMag MEG system in the University of Pittsburgh Medical Cen-
ter (UPMC) Center for Advanced Brain Magnetic Source Imaging (CABMSI) with
integrated magnetometers and orthogonal gradiometers. Prior to entering the scan-
ner subjects were fitted with HPI positioning coils (Polhemus PATRIOT Digitizer,
Colchester, Vermont) to enable coregistration of MEG data with realistic head mod-
els. Scan data was recorded at a temporal resolution of 2000 Hz. The subject was
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Figure 10: Schematic of a single MEG behavioral trial. The length of each segment
is depicted on the schematic. The 1300 ms segment indicated underneath the schematic
denotes the segment subjected to averaging, processing, and reconstruction. Note that the
response phase lasts for ≤2 seconds; this is different from the length used in Liu et al. [99].
placed in a sitting position for the duration of the experiment approximately four
feet from the display screen. All responses were indicated using the right-hand glove
from the a 10-Button Fiber Optic Button Response System (Psychology Software
Tools; Pittsburgh, PA). The paradigm was run for eight blocks of 40 trials, where
each trial consisted of viewing the ante (2 seconds), making a bet/bank decision (2
seconds or until button press, whichever is shorter), viewing the results (2 seconds),
and a fixation screen (3 seconds). A schematic of a single trial can be seen in Figure
10.
The MEG data itself was processed as follows. Data was first passed through
a 1-40 Hz bandpass filter to remove low frequency drift and high frequency signals.
While a number of researchers have examined the higher frequency (60-200 Hz) bands
in MEG data [124], such signals attenuate with distance significantly quicker than
low frequency signal, and it is highly unlikely that any signal would reach the sensor
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array even when using the exSSS method. Data was subsequently averaged across
perceived outcome as described in the methods section (5.1.1). The data was treated
using the SSP noise reduction algorithm [156], using the SSP matrix generated by the
NeuroMag system during the scan session, for further noise reduction. The exSSS
and genexSSS methods were then applied to enhance deep activity [113]. Source
localization was accomplished both by using sLORETA [120] and dSPM [29]. Regions
of interest were defined on the BEM on a per-subject basis based on anatomical
landmarks. Time series vectors were computed by averaging the activation value of
each BEM mesh element for all elements within the region of interest (ROI). Time
series analysis was completed in Matlab using the Causal Connectivity Analysis
Toolbox [144] and Spatial Econometrics Toolbox [96]. All time series were normalized
to 1 prior to analysis.
6.1.3 Boundary Element Model construction
The FreeSurfer suite (Martinos Center for Biomedical Imaging; Massachusetts Gen-
eral Hospital, Boston, MA) was used to create a boundary element model (BEM) of
the scalp, white matter, and grey matter [31, 47]. This model was subsequently used
to calculate the MEG forward and inverse problem. The BEM did not include skull
and pial layers, as they are not necessary for MEG processing, due to the relative
ease with which the magnetic signals penetrate biological tissue without interference
[64]. The parameters used to create the BEM were those recommended by the MNE
software User’s Guide [63]. The BEM was used later in the analysis to visualize the
inverse solution as generated by the MNE software.
65
6.2 RESULTS
The results of the MEG analysis are presented here at two different stages of process-
ing: averaging and localizing. All data was processed as described in Section 6.1.2.1.
For comparison purpose, we also examined an averaged dataset not subjected to the
exSSS processing method, referred to here as the “unprocessed” dataset.
Many of the following figures depict magnetoencephalographic traces. Those
unfamiliar with reading MEG data traces are referred to Figure 21 for a graphical
orientation to the layout of the traces, as well as an approximate map of which neural
region is represented by each sensor.
For the normal task, the averaged, unprocessed data contained significant peaks,
in order of appearance, in the occipital (∼100 ms post-button press), parietal (∼230
ms), and motor (∼250 ms) areas (see Figure 11). These peaks were present in
both the “correct” conditions. Minor peaks were observed in some subjects over
the prefrontal regions at a number of time points (-45, 75, 170 ms prefrontal; ).
A strong temporal signal was present in almost all subjects at 150 ms. While the
times mentioned here are not constant across subjects, they are mentioned so the
reader can note the relative temporal difference between regional activation. These
temporal differences were relatively constant between subjects.
Data from our control subject exhibited a slightly different pattern (see Figure
12), beginning with activity in the bilateral motor regions and left dorsolateral pre-
frontal cortex 35 ms prior to button press. A burst of activity was seen in the left
prefrontal and anterior temporal region at ∼70 ms after button press, followed by
strong visual activity in the occipital region 100 ms post-button press. A long period
of activity was observed starting at 200 ms post-button press and lasting for approxi-
mately 200 ms. The most notable feature of the control data was the relative quiet in
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Figure 11: Magnetometers tracings from data after filtration via 1-40 Hz bandpass filter,
SSP, SSS, and averaging across trials for a single subject. Red traces indicate objectively
“correct” trials and blue indicate “incorrect,” as discussed in the methods section. Note
the presence of motor, visual, and parietal activity, all of which are necessary for the task
(motor for button press, visual for eye motion to see cue, parietal for planning). Much of
this disappears after differencing (see Figure 14).
the right temporal area from 150-250 ms; all normal subjects exhibited at least one
large peak in this region during this time period (see Figure 13). Interestingly, there
is significant activity in the left temporal region during this experiment, suggesting
lateralized activation over the left temporal region.
To examine activity that was differentially strong in one condition relative to
the other, we subtracted one condition from the other and examined the resultant
waveforms. Notably, there were no significant peaks in the differenced data for the
67
Figure 12: Magnetometer tracings from control data after bandpass filtering, averaging,
SSP, and SSS processing. While extrapolation of the results is difficult due to this being
single subject data, note that the general pattern of the non-differenced control activity is
similar to that of normal subjects (Figure 11).
“unprocessed” dataset (Figure 14). The processed dataset—the one subjected to the
exSSS spatial filtering mechanism—contained two broad waveforms present across
the entire head of the subject at 100 ms and 250 ms (Figure 15). These waveforms
were present almost exclusively in the magnetometers, with very little of this signal
being present in the gradiometers. These signals were also highly variable across
subjects, but the components mentioned above were present to a moderate degree
in all datasets. Some subjects also exhibited a strong waveform at 450 ms in the
sensors over the lateral inferior temporal regions.
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Figure 13: Right temporal magnetometers from the control subject. Red traces indi-
cate objectively “correct” trials and blue indicate “incorrect” for the control subject, and
the grey traces are the “correct” and ‘incorrect” traces from all other subjects. As demon-
strated in Figure 11, the difference between conditions is minimal, so all traces are similarly
colored to simplify appearance. Note the relative lack of activity in these channels during
the control task compared to the activity present during the normal task performance.
This distinction will be made clearer in the localization results (Figure 19).
Utilizing the differenced dataset, source reconstruction was performed using dipole
localization and the minimum norm method. In both case the sources were identified
on the BEM mesh constructed from the individual subject’s MRI images. MEG to
MRI coregistration was accomplished using the HPI digitized points saved to the
MEG datafile and locating those points in the corresponding MRI file. For subjects
without MRI data, the reconstruction was performed on a comparable head, and
the MEG data was transformed to the appropriate source space, thus minimizing
localization errors.
69
Figure 14: MEG magnetometer traces resultant from differencing the “correct” trials
from “incorrect” trials depicted in Figure 11 for all subjects. Note the lack of significant
peaks across almost all datasets. As can be seen in the frontal-temporal regions, one subject
did exhibit strong, late activity. This trace appeared only in a single subject and bears
further investigation.
Dipole localization revealed a number of dipoles located in the posterior cingulate
regions and the white matter of the parietal lobe. Each of these dipoles presented
with a > 85% goodness of fit. Both dipoles were active immediately after the button
press. Parietal activity was observed again around 175-205 ms, followed the posterior
cingulate dipole at 230-250 ms. These dipoles were highly variable between subjects,
with three subjects showing the results reported here. The remaining subjects did
not possess any notable dipole activity with a significant goodness of fit. As such,
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Figure 15: MEG magnetometer signal resultant from differencing the “correct” trials
from “incorrect” trials depicted in Figure 11 and subsequently passing through the exSSS
modified beamspace filter for all subjects. Note the presence of significant activity, par-
ticularly in the temporal regions, that was not present in the differenced data (Figure
14).
sources found via this technique were not used for source waveform reconstruction.
(See Discussion, Section 7.3.3).
The minimum norm estimation method, when used on a realistic head model,
provides an estimated current value for each voxel on the BEM at each time point.
Three ROIs were defined based on their anatomical locations and proximity to sub-
cortical structures (Figure 17). The estimated magnetic field strength of all voxels
within each region was averaged together to obtain a single field strength value for
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(a) (b)
Figure 16: Archetypal results of dipole localization in the (a) posterior cingulate and (b)
parietal regions. Each subfigure contains three views of the same dipoles; coronal, sagittal,
and transverse. On each view the plane of the other views are depicted as thin white lines,
intersecting at a point visible on all three images. Note that the multiple dipoles present in
each image are the result of fitting a single dipole to the magnetic field patterns at multiple
timepoints.
each ROI at each time point. The ROI time courses averaged across subjects can be
seen in Figure 18. A subset of the averaged time courses were then used to construct
a vector autoregressive (VAR) model. In order to maximize the relevant information
while simultaneously minimizing the total information in the model, we defined our
subset as 0 ms (button press) to 450 ms (post-button press). We uses the Akiaike
Information Criterion to determine the appropriate lag for our VAR, which came out
to 42 milliseconds. With this lag, we examined the relationships between the three
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(a) BEM reconstruction of
white matter, medial view
(b) BEM reconstruction of
white matter, ventral view
(c) Inflated BEM repre-
sentation of cortex. Green
voxels were labeled by ex-
perimenter as striatum.
(d) Inflated BEM repre-
sentation of cortex. Green
voxels were labeled by
experimenter as cingulate
cortex.
(e) Inflated BEM repre-
sentation of cortex. Green
voxels were labeled by ex-
perimenter as OFC.
Figure 17: Image of white matter and inflated surface reconstruction from Subject 1.
The ROIs were identified using this mesh and can be seen in subfigures (c), (d), and (e).
Once can clearly observe a number of regions on the non-inflated meshes, including the
head of the caudate and cingulate cortex. ROIs on other subjects were identified in a
similar fashion. Due to limitations of the MNE software package, the ROI blocks can only
be overlaid on the inflated cortex representation and not the white matter representation.
traces mentioned above. The Granger Causality analysis output is detailed in Table
4. These results suggest a significant (p < 0.05) Granger-causal relationship between
the Striatum and OFC, and there is a non-significant trend towards a Granger-causal
relationship between the cingulate cortex and OFC (Figure 20).
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Figure 18: Activity traces for all three regions averaged across subjects. Note differential
activity onset at 50 ms, with OFC and striatal activity increasing significantly relative to
ACC. Striatal activity first peaks at 75 ms, then again at 120 ms, 170 ms, and later at 240
ms. The OFC reaches a single, broad peak around 170 ms, and continues a slow decline
from there on out. The ACC peaks twice, once at 180 ms, and again later at 250 ms.
Figure 19: Activity traces for all three regions averaged across subjects, as well as the data
from the control subject. With respect to the control subject, note significant differences
between the datasets, particularly at 50-100 ms, and 300+ ms. This difference, coupled
with the previously shown difference in raw data, is suggestive if a difference between neural
activity in control and normal conditions.
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Table 4: F-values from the Granger Causality test between the indicated regions.
Given significance at F≤0.05, we conclude from these results that there is a signifi-
cant Striatum→Cingulate and OFC→Cingulate Granger-causal relationship, as well as
a Striatum→OFC Granger-causal relationship.
Region of interest Possible Feedforward Granger F-value
Region
Cingulate Cortex
OFC 0.0014
Striatum 0.0000
Striatum
Cingulate 0.9665
OFC 0.9597
Orbitofrontal Cortex
Cingulate 0.4896
Striatum 0.0047
For the control task, we performed minimum norm estimation for the same three
regions described above, and obtained the activation patterns depicted in Figure 19.
An F -test was used to determine whether there was a significant difference between
the 0-450 ms section of the normal and control plots for each ROI. It was determined
that all three ROIs exhibited significantly different traces in the normal condition
relative to the control condition (p > 0.001). Dipole localization was not performed
for the control task.
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Figure 20: A pictorial view of the results depicted in Table 4. Only significant connections
(p < 0.05) are listed on the map.
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Figure 21: Schematic depicting sensor layout of the Elekta NeuroMag 306-sensor system
on a typical human head. Each colored box represents three MEG sensors; two gradiome-
ters and one magnetometer. The colored regions approximately represent the brain re-
gions depicted in the figure, with demarcations as labeled. Figure obtained from CABMSI
(UPMC, Pittsburgh, PA). Used with permission.
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7.0 DISCUSSION
7.1 CHOICE OF PARADIGM
We chose to use this particular paradigm due to its serving two purposes; the subject
will have to make a rewards-related decision each round, and the subject will be
anticipating receiving a reward or punishment each round. In the original paper, Liu
et al. [99] found significant differential activation of the striatal nucleus between trials
in which the subject made the objectively “correct” choice—either through betting
and winning or not betting and subsequently losing the die roll—versus when the
subject made the objectively “incorrect” choice—either through betting and losing
or not betting and subsequently winning.
It is worth noting that within the control paradigm the subject would be able to
determine whether they had won or lost, despite an uninformative feedback screen,
based on the ante screen shown at the beginning of the next round. However, as this
is temporally distant from the time points we examined, this should not interfere
with our signal of interest.
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7.2 FUNCTION MAGNETIC RESONANCE IMAGING RESULTS
The main advantage of functional magnetic resonance imaging over MEG lies in the
high spatial accuracy of the fMRI scanner throughout the entire head. As such,
we used fMRI to verify that our paradigm did indeed elicit the activity of interest.
In his paper, Liu et al. [99] found significant activation of the Striatum and OFC
(medial and lateral), as well as the ACC, anterior insula, and temporal pole. Our
replication of his experiment found similar regions of activation in the striatum,
medial OFC, and ACC. This agreement between the two experiments suggests that
this experiment represents a viable method for robustly activating the regions of
interest, and in future experiments we can assume that given the identical task with
identical instructions, identical neural activity would be elicited.
7.2.1 Activation differences between similar gambling paradigms in the
literature
Surprisingly, we also found significant activity in some regions unreported by Liu,
including highly robust activation in the PPC and dorsolateral PFC. Additionally,
Liu reported finding robust activation of the lateral OFC and regions of the temporal
cortex, areas in which we found no activity. As reported by Liu in the introduction
to his paper, there are highly mixed findings regarding ROI activation during reward
processing. For example, our results are in agreement with O’Doherty et al. [109] and
Ullsperger and von Cramon [155], who cites lateral OFC activation during reward
paradigms. However, a number of papers [104, 110], including the one on which this
experiment is based [99], do not cite lateral frontal activation.
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One oft-cited explanation is that discrepancies between activation patterns are
due to paradigm differences. However, given that our study was in all respects
identical to Liu et al. [99], we may be forced towards a different conclusion. One
possibility is that there may exist differences in subject response to reward, and that
some components of the learning and reward pathways may not be consistent be-
tween all subjects. This conclusions does have a precedent in the literature, both
from “nature” and “nurture” standpoints. Quality of nutrition throughout life has
been shown to have long-term effects on neural pathways [32]. Genetic factors have
also been shown to have a significant effect on susceptibility to drug addiction [88],
and some factors have been implicated in the neurogenesis of neural pathways [154].
Inasmuch as the learning and rewards system is closely related to the networks in-
volved in addiction [80], postulating that the rewards system also maintains a genetic
component is not a far leap. It is worth noting that the primary author of the gam-
bling paper used in this experiment Liu et al. [99] did not consider the differences in
activation to be of significant consequence, largely because there exists a precedence
in the literature for activity in all mentioned regions during gambling tasks [98].
Minor inconsistencies notwithstanding, similar regions were identified as active
in both the present and previous fMRI studies. As such, it would appear that the
findings in the present study for the most part are in agreement with literature
findings. Given that the paradigm used in the MEG is identical to that of the fMRI,
the MEG study can be analyzed under the assumption that similar regions were
activated in both the fMRI and MEG studies.
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7.2.2 Differences between BOLD activation patterns and MEG activity
When examining results from fMRI and attempting to draw parallels to MEG acti-
vation, the source generators themselves need to be considered. fMRI activity stems
from local BOLD responses, which itself arises from the increased blood flow to a re-
gion of high metabolic activity [24, 100]. MEG activity arises from the simultaneous
activation of approximately 50,000 similarly-aligned neurons [132]. As such, the true
source locations for each modality should be different. Ideally, the spatial differences
between the two optimal solutions should be small, representing only the distance
between the neuron generating the magnetic signal and the blood vessel providing
oxygen to the neuron. However, as the two modalities are in fact observing different
activity, it is prudent to note the difference in activity generators.
7.3 MAGNETOENCEPHALOGRAPHY RESULTS
7.3.1 Evidence of recruitment of relevant regions
One of the primary aims of this experiment was merely to see whether the acti-
vation patterns observed by Liu and colleagues in their fMRI experiment could be
replicated in an MEG environment. Particularly, we wanted to examine whether
we could detect both the superficial regions (visual activity, premotor and motor
activity, parietal) as well as deeper regions (orbitofrontal cortex, striatal regions,
cingulate). We were able to elicit strong visual and motor signals, most noticeable
in the undifferenced data, which demonstrated both that the MEG is able to obtain
signals of interest from this study, as well as suggest that the subjects were attending
to the experiment (Figure 11). This is most strongly supported by the timing of the
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waveforms; motor activity is present before 0 ms mark, suggesting premotor and
motor cortex activation. Visual activity is observed 100 ms after the onset of the
feedback screen, followed by parietal activity. This pattern suggests the observing
of the visual scene followed by processing of that information. That we were able to
elicit these signals is not in and of itself a significant finding, as many studies have
demonstrated the MEG’s ability to detect strong superficial signals [79, 101, 135].
Rather, this demonstrates that the subject is attending to the subject and that the
information processing stream is active.
7.3.2 Efficacy of exSSS signal processing technique
The differenced dataset contained no notable activity prior to processing by the
exSSS algorithm, whereas after processing distinct activity patterns can be seen(see
Figures 14 and 15). We can draw two conclusions from this observation. Firstly,
it seems that very little differential cortical activity exists in this experiment. This
conclusion is supported by the Liu paper, which found virtually no differential su-
perficial activity. Secondly, the exSSS method seems to successfully extract neural
signals which were not present in the original dataset. We suggest that these signals
are deep in origin, for reasons described in detail in the following section.
Prior to discussing the evidence for presence of a deep signal in our waveforms, we
must address a more fundamental question, namely, is the proposed signal generator
visible at all to the MEG sensors?As stated earlier, MEG sensors are able to detect
approximately 50,000 identically aligned neurons firing in synchrony. If the proposed
neural source does not contain such neural morphology, then no amount of signal
processing will extract the neural signal from the dataset; it simply is not present,
on account of its not being detectable by the sensors. In our case, we are primarily
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attempting to examine three regions; OFC, ACC, and striatal cortex. In each of these
regions, there exists a neural substrate for MEG-visible source generators. Both the
OFC and ACC possesses large numbers of radially-oriented pyramidal neurons, which
have been shown to be MEG source generators [64, 116]. The striatum has a number
of highly ordered pathways both to, from, and within the striatum, many in many
instances function as dipole generators [17]. As such, on a fundamental level, activity
within these regions should be visible to the MEG.
A number of factors influenced our decision to label this signal as originating
from deeper regions. Firstly, note the contrast between the general uniformity of
the non-processed signal and the notable activity of the processed data. Statistical
significance aside, based on a purely visual inspection, the exSSS method visually
appears to have successfully extracted neural activity not otherwise present in the
MEG traces. The statistical measure mentioned above provides support for this. As
discussed in the background (Section 3.2.3), the exSSS method filters the data such
that deep signals are amplified and superficial signals attenuated. The simple fact
that signals that were not visible in the data were made visible after processing by
a method which amplifies deeper signals provides support that the latent signal is
deep in origin.
Secondly, the signature appears spread out across the coronal midline of the head.
Cortical signals are often strongest in the sensors most directly superior to the region
from where the signals originate, and while visible in neighboring signals, decrease
exponentially in strength as a factor of distance. This signal appears strongest in
the sensors along the rostral-caudal midline and quickly weakens as one examines
sensors closer to the frontal and occipital poles. This magnetic field pattern suggests
a source located close to the origin of the head (i.e., basal ganglia) with the poles
oriented horizontally.
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Thirdly, the timing of the activity across subjects (in the 150-300 ms range)
matches the time one would expect for the reward circuitry to activate. Visual signal
in our task was consistently observed across subjects between 100-115 ms. Activity
which localized to the prefrontal regions (discussed below) was observed between
220-270 ms. As such, a 170 ms signal appearing broadly across the midline would fit
well with the hypothesis mentioned earlier that information originates in the cortex
appropriate to the modality (in our case, the occipital cortex for a visual stimulus),
travels to the basal ganglia for processing and integration, and subsequently travels
to the frontal regions.
Additionally, information traveling between the VTA and prefrontal regions have
been reported in the literature as requiring between 80-120 ms, which was seen as
proof that the functional pathway between the VTA and frontal cortex is polysynap-
tic [50, 145]. The delay we see is slightly shorter than this at 40 ms, which fits very
well with this reported finding, given that the axonal pathway between the VTA
and prefrontal regions is known to pass through the striatum. Indeed, this would
appear to support the hypothesis that the functional rewards processing pathway
includes the striatal regions. It is worth mentioning that due to its small size and
large distance from the MEG sensors, we would not expect to observe VTA activity
in the MEG.
Interestingly, the order of application of the various signal processing techniques is
highly important. The traces in Figure 15 were only obtainable after processing in the
order mentioned here—data cleaning (bandpass, SSP, averaging), SSS, differencing,
exSSS. If the data is not differenced, or if the data is differenced after exSSS has
been applied, the deep activity was not observed. This is likely due to that which
was mentioned at the beginning of this section; the cleaner the input, the more
accurate the output. By first differencing the conditions, we remove all extrinsic
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signals, without affecting the latent deep signal. In this cleaned dataset the exSSS
method is most effective in extracting the deep activity.
7.3.3 Dipole localization
Dipole analysis in this study was constrained by the fact that the activated region is
spatially broad, and standard dipole localization techniques always will only yield a
single focal point of activation. As such, researchers commonly use only a subset of
the available EEG/MEG sensors when performing dipole localization. In our case,
since the deep dipole is visible only across the entire head, we need to use the full
set of MEG sensors when localizing, thus significantly increasing the likelihood that
more than a one source will be present in the sensory array when conducting the
dipole localization.
The presence of dipoles in the parietal region is not unexpected, given that pari-
etal activity has often been observed in rewards-related experiments. The midline
dipole near the cingulate cortex is somewhat suspect, particularly given that much
of the activation observed in this task occurs bilaterally. As such, the likelihood that
this dipole actually consists of two more lateral dipoles is quite significant. Addition-
ally, alternate source localization analysis methods (discussed below) found a number
of concurrently activated sources both anterior and posterior to the suggested cingu-
late dipole. Given these considerations, the deeper dipole is considered suspect and
may likely not represent the actual locus of neural activation.
It should be noted that the activation patterns found in the fMRI component of
this study can be used as a template of activation for dipole localization. (This is less
true for the MNE solutions described below (Section 7.3.4), as the MNE results are
rendered on a 2-D surface, making fMRI-MNE solution comparison more difficult.)
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Generally, fMRI localization is more accurate than inverse localization methods.
This is particularly true in our case given the use of the exSSS algorithm. In our
analysis, all dipoles localized close to regions active in fMRI, but very few dipoles
were overlapping with their fMRI counterparts. The parietal dipoles are slightly
anterior to the location reported in fMRI, and the dipoles localizing to the caudate
tail are slightly posterior to the fMRI striatal activation.
7.3.4 Minimum norm estimation
The localization methods described earlier provide an approximate current map
across the surface of the cortex. Hence, unlike dipole localization, the current is
not spoken to have “localized” to a particular region, but rather viewed as a proba-
bility map that the field originated from given section or sections of cortex. As such,
ROI analysis consist of identifying the ROI on the BEM mesh and examining MEG
activation—as identified by a given localization method—within that region. Since
MEG, unlike fMRI, records only neural activity and no structural information, cross-
subject averaging is a more difficult problem, and for this reason MEG activation
data was examined on a single-subject basis.
Distinct inverse solutions can be found for each set of magnetic field measure-
ments. Neural time course reconstruction consists of determining this solution for
a given set of voxels for every time point. The time course for a given ROI can be
determined by determining the activation time course for each voxel within the ROI
and subsequently averaging the time courses across all voxels.
As described above, we examined the activity in three ROIs related to rewards
processing—the striatum, the cingulate cortex, and the OFC. These regions were
identified on the BEM mesh constructed from the structural MRI images and used
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to determine neural activation. The ROIs themselves are depicted in Figure 17. Due
to software limitations, the ROIs cannot be directly overlaid on the anatomically ac-
curate white matter BEM mesh, and hence are depicted on an inflated representation
of the brain.
Activity patterns for each of the three subjects were highly variable in time, with
the peak activity for each individual regions varying by more than 50 ms between
subjects. However, the temporal pattern of activity was generally constant between
subjects, and the averaged activity traces (Figure 18) show a distinct, significant
progression in peak activity from region to region.
One interesting observations was that for almost all subjects the reconstructed
cingulate activity consistently appeared farther posterior than would be expected.
This was determined to be an artifact of the exSSS method. The reasoning for
this conclusion is that the effect of the exSSS method is achieved by manipulating
the leadfield-like coefficients that make up the α coefficients (see Section 3.2.3).
Recall that the leadfield matrix dictates the relationship between the source and
it’s field strength at the detector (see Section 3.2.1). Given this relationship, by
modifying these leadfields we can “strengthen” the source signal at the detector.
However, the source localization methods used for source reconstruction are, so to
speak, “unaware” of this leadfield modification. As such, in order to correctly localize
a signal which has been enhanced using exSSS, the localization method would need
to correctly account for the re-weighing of the leadfield. As of yet no technique has
been developed to compensate for this problem.
Another interesting finding across subjects was the lack of parietal signal present
in the MNE solution of the exSSS processed datasets. This is to be expected, as the
parietal signal is largely superficial, and should be minimized by the exSSS processing
algorithm.
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Each of the three regions was activated as early as 100 ms prior to button press,
suggesting a possible recruitment of the reward circuitry during anticipation of the
feedback. Anticipation signals are well-documented in the literature; subjects expect-
ing to observe reward-related cues tend to display activity in the rewards networks
[16, 42]. This observation lends more support to the efficacy of the exSSS method;
the activity traces behave as would be predicted by the literature.
7.3.5 Normal vs. Control solutions
Minimum norm solutions to the inverse problem found significant differences between
the activation patterns of the processed and unprocessed data (Figure 18). These
findings support the conclusions stated above in Section 7.3.2. Note, however, that
the processing of the ambiguous feedback activated the same ROIs as were activated
during the normal task. This phenomenon has been previously reported in the
literature. Using a gambling-style experiment, researchers presented subjects with
two types of trials; a well-defined but risky decision, or an ambiguous decision. Using
fMRI, the researchers found that while both trial types recruited similar regions,
activity levels across the network were significantly more evenly distributed during
the ambiguous condition as compared to well-defined condition [142].
7.3.6 Time series analysis: Granger Causality
The activation curves depicted in Figure 18 are suggestive of a feedforward network
within the rewards network. The presence of this network, as well as its connectivity,
has been demonstrated in the literature from a variety of angles. Shi [145] observed a
polysynaptic connection between striatal and prefrontal neurons through correlated
low-frequency oscillatory firing patterns in the two regions. Haber et al. [62] used
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anterograde tracers injected into the rewards system to construct a three-dimensional
map of anatomical connectivity. Numerous researchers have used functional imaging
to observe various components of the network in a coactivated state [141, 166]. How-
ever, this study marks the first observation of system-wide activity with millisecond-
level temporal resolution [81]. Using the source reconstruction techniques mentioned
above we were able to reconstruct the activation traces of the ROIs. By construct-
ing a VAR using the reconstructed activity traces, we can use Granger causality to
determine whether a given region significantly affect the activation of other regions.
As depicted in Figure 20, we obtained a possible feedforward network connecting
the Striatum, OFC, and cingulate cortex. This connectivity pattern supports our
hypothesis that the striatum is one of the first recruited regions of the rewards
network, followed by the OFC (see introductory text of Chapter 5). While it may
appear that this is in disagreement with the preponderance of literature suggesting
that prefrontal activity drives striatal activity (as discussed in the Chapter 5 intro),
this is not the case. Recall that the data traces used in the Granger causality
analysis were the result of, among other things, differencing between conditions. This
particular processing step significantly affects the inferences which can be drawn
from this dataset. There may be a number of neural processing steps occurring
before the temporal region of interest (approximately 150-300 ms post-button press,
as described in Chapters 5 and 6) which are invisible in the processed dataset. As
such, we cannot conclude that the striatal activity broadly drives OFC activity;
rather, we can only state that this experiment provides evidence that the neural
processes underlying recognition of valence in reward follow a striatal-OFC pattern.
Additionally, note further that this network pattern is likely highly task-dependent;
in our task, very little long-term learning occurred, since each trial presented an
independent, arbitrary choice to the subject (“bet or bank?”).
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In attempting to detect correlations between the different ROIs, we limited our
analysis to milliseconds 150-320 within the broader -500 ms to 800 ms time series
(refer to Figure 10). The reason for this limitation was twofold. Firstly, the signal
of interest existed almost exclusively between milliseconds 150 and 320. Both raw
MEG traces and reconstructed signals outside that range—particularly before -100
ms and after 400 ms—only showed noise-like random fluctuations in the traces. The
second reason is that the construction of a VAR depends critically on the underlying
time series. Including extraneous or unnecessary time points in the regression not
only needlessly complicates the model, but also can adversely affect the quality of
the regression. As such, we aimed to keep the series as small as possible while still
including the entirety of the crucial components of the signal.
7.4 DATA CONSIDERATIONS
There are a number of issues that arose during data processing. These issues relate
to the exSSS data processing method, the inverse localization methods, and the
interaction between these two signal processing techniques. It is important that the
reader be aware of these issues and how they affected the interpretation of data.
7.4.1 Localization Accuracy
One of the most crucial aspect of any neuroimaging technique is its ability to ac-
curately localize neural activity to the exact region where that activity took place.
Almost all MEG localization methods rely on the leadfield matrix to determine where
the relationship between the recorded magnetic fields and the source being localized.
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As described in the introduction (Section 3.2.2), exSSS utilizes a leadfield-like rep-
resentation of the αlm component of the recorded magnetic field (Equation 3.13) to
enhance the signal. While the leadfield matrix itself is not manipulated, by chang-
ing the representation of the sources in this manner, we may affect the accuracy of
the localization process, since the leadfield matrix may no longer represent a true
solution to the forward problem [113].
This problem can be seen in our study when comparing the locus of activation
in the cingulate region between the fMRI and MEG studies. In both the present
fMRI study as well as in the reports by Liu et al. [99], the anterior cingulate region
was activated during this task. However, as outlined in Figure 17, the cingulate
cortex which appeared activated during the gambling task is significantly posterior
to ROI from the fMRI studies. Given that the anterior cingulate is active during
the task, given that ACC activation is often observed during behavioral tasks of
this type (see Section 2.1.3), and given activation a few centimeters posterior to the
expected region, we theorize that the observed activation is likely present in the
anterior cingulate region, and any localization errors are due to one or more steps in
our processing stream.
Recall that the data processing stream consisted of the following steps (see Sec-
tion 6.1.2.1): 1-40Hz bandpass filter, averaging, noise reduction (SSS and SSP), and
exSSS, followed by source localization. Of these, all but exSSS have been used ex-
tensively in the literature, and have been shown not to affect source localization
accuracy [151]. As such, the novel exSSS method may be at fault.
From a theoretical standpoint, the underlying cause of the proposed location
bias may be the beamspace transform performed during exSSS processing. Recall
that the beamspace method enables the imposition of a priori information on our
solution space [128]. This has the effect of modifying the magnetic field b, as de-
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scribed in Section 3.2.3. Normally, this is not a problem, since our goal in applying
the beamspace transform is to alter the localization results. By modifying the b
field, we hope to obtain a more compact, lower dimension dataset, which will pro-
duce more accurate localized sources. Additionally, the leadfields themselves are
not being manipulated, only the recorded magnetic signal b. Thus, the mapping
relationship between the sensors and the sources—wherever they may be located—
has been preserved. In our algorithm, though, we are manipulating the location of
the sources through a beamspace transform while simultaneously manipulating the
leadfield-like matrix αlm. It is possible that the combined effect of the beamspace
modification and αlm term modification can result in a change in the source-sensor
mapping, thus resulting in incorrect source localization. However, this is conjecture,
and significant further testing will be required to determine the cause of localization
inaccuracies.
7.4.2 Deep source representation on BEM mesh
Minimum-norm source localization attempts to minimize the error between the field
generated by a calculated set of possible source locations and the true actual recorded
magnetic field. Due to the computational difficulty posed by attempting to calculate
the inverse solution for a dense 3-D mesh, implementations of source localization
algorithms fit the data to a two-dimensional surface representing the brain cortex
[31, 47, 63]. This surface can be created through two methods. The first is to assume
a spherical head model, and model the source as though the brain is a perfect sphere.
This technique is sufficient for most cortical source locations [91]. Alternatively, one
can construct a boundary element model from either a template or static MRI images
of the subject’s head and treat each mesh element as a separate discrete possible
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source location. Importantly, using this second technique, separate surface meshes
can be constructed for each hemisphere. However, in both of these methods, no
subcortical structures are included in the model.
This very basic representation of the brain can lead to localization inaccuracies
when attempting to localize subcortical sources. Inasmuch as the activity generated
by the source was still recorded by the sensors, but the true region from which the
signal originated does not exist in our solution space, the source will be fit to a
different region or set of regions on the cortex, with increased localization error.
When using a spherical head model, the error introduced in this manner is sig-
nificant, and great care should be taken to ensure that no deep sources are present
when using this model for source localization. However, using a realistic BEM gen-
erated from MRI images—which, importantly, contain separate surface meshes for
each hemisphere, including the medial side—can significantly reduce the magnitude
of introduced error. This is due to the tendency for the model, in attempting to
explain the recorded source distribution, to project the activation pattern to the re-
gion on the solution space closest to the true spatial location of the source. As such,
given a realistic 3-D surface model of the lateral, medial, dorsal and ventral surfaces
of each hemisphere, even deep sources are located physically close to a given patch of
source and distant from others, allowing the error introduced through any projection
to be minimized.
This problem is a foundational issue with the current source localization tech-
nology, and will only be solved when a minimum-norm method is developed that is
compatible with realistic 3-D BEM meshes containing subcortical structures. How-
ever, until such a package is commercially available for research, care should be taken
to ensure that any study which uses this type of analysis takes sufficient measures
to ensure the absence of deep structure activation.
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8.0 CONCLUSION
The work presented here describes the use of magnetoencephalography to obtain high
temporal resolution waveforms describing the activation of a number of both deep
and superficial brain regions during a gambling task. Using fMRI, we were able to
verify the literature findings that this gambling paradigm serves to activate rewards-
related regions in the brain, including the medial orbitofrontal cortex, striatum, and
anterior cingulate. MEG recordings of neural activity acquired during the same
task appeared to contain only noise, but after processing via the exSSS method we
uncovered signals appearing to originate from subcortical brain regions. By applying
inverse processing techniques, we obtained source waveforms for each of these regions.
These waveforms were used to construct a vector autoregressive matrix, which in turn
was used to describe Granger-causal relationships between each region.
We described a number of novel advances in the field of human rewards process-
ing, as well as in the broader field of neural imaging. To our knowledge, the temporal
functional relationship between the striatum, orbitofrontal cortex, and cingulate cor-
tex has never been described in a human subject. This study is the first to describe
the activation map that may exist between these regions.
Additionally, this study marks the first time MEG has been used to examine
deep activity without requiring either a priori assumptions as to the expected wave-
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forms (i.e., matched filter designs) or the construction of a multi-surface boundary
element model with conductance information. Rather, we were able to extract deep
activity by taking advantage of intrinsic properties of magnetic fields and the MEG
environment using nothing more than the MEG leadfield matrix. This stems from
the successful application of the SSS and exSSS algorithms to the applied research
problem at hand. This marks a radical departure from traditional signal processing
schemes, and may mark the development of the MEG as a platform technology for
noninvasively obtaining high-temporal resolution waveforms of deep neural regions.
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