Central to our subjective lives is the experience of different emotions. Recent 1 behavioral work mapping emotional responses to 2185 videos found that people 2 experience upwards of 27 distinct emotions occupying a high-dimensional space, and 3 that emotion categories, more so than affective dimensions (e.g., valence), organize 4 self-reports of subjective experience. Here, we sought to identify the neural substrates 5 of this high-dimensional space of emotional experience using fMRI responses to all 6 2185 videos. Our analyses demonstrated that (1) dozens of video-evoked emotions were 7 accurately predicted from fMRI patterns in multiple brain regions with different 8 regional configurations for individual emotions, (2) emotion categories better predicted 9 cortical and subcortical responses than affective dimensions, outperforming visual and 10 semantic covariates in transmodal regions, and (3) emotion-related fMRI responses had 11 a cluster-like organization efficiently characterized by distinct categories. These results 12 support an emerging theory of the high-dimensional emotion space, illuminating its 13 neural foundations distributed across transmodal regions. 14 15
Introduction 18
Emotions are mental states generated by the brain, constituting an evaluative aspect of 19 our diverse subjective experiences. Traditionally, subjective emotional experiences 20 have been described in theoretical and empirical studies using a limited set of emotion 21 categories (e.g., happiness, anger, fear, sadness, disgust, and surprise) as proposed in 22 early versions of basic emotion theory (Ekman et al., 1969; Plutchik, 1980) and by 23 broad affective dimensions (e.g., valence and arousal) that underpin the circumplex 24 model of affect and the more recent core affect theory (Posner et al., 2005; Russell, 25 1980 Russell, 25 , 2003 . Grounded in these theoretical claims, affective neuroscientists have 26 Importantly, though, studies within this tradition have limited their focus to a small set 32 of emotions. This narrow focus does not capture the increasingly complex array of 33 states associated with distinct experiences (Cowen and Keltner, 2017, 2019; Cowen et 34 al., 2018 Cowen et 34 al., , 2019a Cowen et 34 al., , 2020 . As a result, much of the variability in the brain's representation 35 of emotional experience likely has yet to be explained (Cowen et al., 2019a; Lindquist 36 and Barrett, 2012) . 37
To elucidate the structure of diverse emotional experiences, Cowen and Keltner (2017, 38 Furthermore, they found that the affective dimensions explained only a fraction of the 48 4 variance in self-reports of subjective experience when compared to emotion categories, 49 a finding that has now been replicated in studies of facial expression, speech prosody, 50 nonverbal vocalization, and music (Cowen and Keltner, 2019; Cowen et al., , 51 2019a Cowen et al., , 2020 . This work lays a foundation for examining the neural bases of emotional 52 experience in terms of a rich variety of states, as well as whether -at the level of 53 neural response -categories or dimensions organize the experience of emotion, and 54 how a diverse array of states cluster in their neural representations. 55
The methodological criteria established in this study of emotion -the use of broad 56 ranging stimuli sufficient to compare theoretical models of emotion -can be readily 57 extended to the study of the neural basis of emotion. In addition, it is important for 58 studies of the neural basis of emotion to consider activity across the whole brain, given 59 that diverse psychological processes and distributed brain regions and functional 60
networks are known to contribute to the representation of various emotional states 61 Moreover, studies have not adequately differentiated representations of emotion from 68 representations of sensory and semantic features that are known to be encoded 69 throughout the cortex (Huth et al., 2012) and may contaminate neural responses to 70 emotional stimuli (Kragel et al., 2019; Skerry and Saxe, 2015) . Given these 71 considerations, a comprehensive analysis of whole-brain responses to diverse emotional 72 stimuli is still needed. 73
We sought to understand the neural underpinnings of the high-dimensional space of 74 diverse emotional experiences associated with a wide range of emotional stimuli using 75 the experimental resources generated in the study by Cowen and Keltner (2017) . 76
Specifically, we measured whole-brain functional magnetic resonance imaging (fMRI) 77 signals while five subjects watched 2181 emotionally evocative short videos. We then 78 5 analyzed the measured fMRI signals using data-driven approaches, including neural 79 decoding, voxel-wise encoding, and unsupervised modeling methodologies ( Figure 1A ) 80
to investigate neural representations of emotional experiences characterized by 34 81 emotion categories and 14 affective dimensions with which the videos were previously 82 annotated by a wide range of raters ( Figure 1B) . 83
Using multiple analytical approaches, we investigated different facets of the neural 84 representation of the emotional experiences associated with the videos. Neural decoding 85 was used to examine whether and where individual features (e.g., ratings of an emotion) 86 are represented in the brain, and provides a powerful way to identify mental states of 87 subjects from brain activity patterns ( Here, we first show that dozens of distinct emotions associated with videos were 97 reliably predicted from activity patterns in multiple brain regions, which enabled 98 accurate identification of emotional states. While the brain regions representing 99 individual emotions overlapped, configurations of regions proved to be unique to each 100 emotion and consistent across subjects. We show that voxel activity in most brain 101 regions was better predicted by voxel-wise encoding models trained on ratings of 102 emotion categories than on ratings of affective dimensions. Comparisons with other 103 models trained on visual or semantic features revealed that the emotion category model 104 uniquely explained response modulations of voxels in transmodal regions, indicating 105 that these regions encode either emotional experience or visual affordances for specific 106 emotional experiences (e.g., the inference that a landscape is likely to inspire awe). 107
Finally, unsupervised modeling of emotion-related neural responses showed that 108 6 distributions of brain activity patterns associated with diverse emotional experiences (or 109 affordances) were organized with clusters corresponding to specific emotion categories, 110 which were bridged by continuous gradients. These results provide support for the 111 theory that emotion categories occupy a high-dimensional space (Cowen and Keltner, 112 
Results

130
To understand neural representations of diverse emotional experiences associated with 131 rich emotional content, we recorded whole-brain fMRI signals from five subjects while 132 they were freely viewing emotionally evocative short videos ( Figure 1A ). The stimuli 133 consisted of a total of 2181 unique videos annotated with a total of 48 emotion ratings 134 ( Figure 1B ; 34 emotion categories and 14 affective dimensions), each by multiple 135 human raters, which were collected in a previous study (Cowen and Keltner, 2017 ; see 136
Transparent Methods: "Video stimulus labeling"). The fMRI volumes measured over 137 the course of each video presentation were shifted by 4 s and averaged to estimate fMRI 138 responses to individual video stimuli. We performed decoding and encoding analyses 139 between the fMRI responses to each video and its emotion ratings by using regularized 140 linear regression in a cross-validated manner (6-fold cross-validation; see Transparent 141
Methods: "Regularized linear regression analysis"). We also performed unsupervised 142 modeling of the fMRI responses to examine the distribution of emotion-related brain 143 activity patterns and whether their organization was better described by emotion 144 categories or by broad affective dimensions (see Transparent Methods: "Dimensionality 145 reduction analysis" and "Clustering analysis"). 146
Neural decoding analysis to predict emotion scores 147
We first used a neural decoding analysis to examine whether the emotions associated 148 with presented videos could be predicted from brain activity patterns within specific 149 regions and across the brain. We constructed a decoding model (decoder) for each 150 emotion (34 emotion categories and 14 affective dimensions) to predict emotional 151 experience ratings from the brain using multi voxel activity patterns as input. The This procedure thus yielded a total of 370 region-wise decoders from brain activity per 157 emotion. The performance for each emotion and brain region was evaluated by 158 9 computing a Pearson correlation coefficient between predicted and true emotion scores 159 across the 2181 unique videos. 160
The decoding accuracies for the categories and dimensions obtained from multiple brain 161 regions are shown in Figures 2A and B , respectively (see Figure 2C for color/shape 162 schema of individual brain regions; also see Figures S1A and B for results of 163 representative cortical regions and subcortical regions). Although scores of three 164 emotion categories (envy, contempt, and guilt) were not reliably predicted from any 165 brain regions consistently across five subjects, scores of the remaining emotions were 166 predicted from brain activity patterns in at least one brain region with significant 167 accuracy (r > 0.095, permutation test, p < 0.01, Bonferroni correction by the number of 168 brain regions) -typically, from many different regions as the color of individual dots 169 (or brain regions) indicated. The results established that ratings of the 27 emotion 170 categories that were reported to be reliably elicited by video stimuli (Cowen and 171 Keltner, 2017) were highly decodable from multiple brain regions. The poor accuracies 172 for a few categories of emotion may be attributable in part to relatively lower 173 proportions of videos evoking these categories ( Figure 1B ). 174
To integrate information represented in multiple brain regions, we constructed an 175 ensemble decoder for each emotion by averaging predictions from multiple region-wise 176 decoders selected based on decoding accuracy via a nested cross-validation procedure 177 (red and pink squares in Figure 2A 
Region-wise decoding accuracy maps 186
To investigate which brain regions represented individual emotions, we visualized 
Inter-individual consistency in brain regions representing distinct emotions 203
To examine the extent to which the configurations of brain regions informative for 204 decoding were unique to each emotion and consistent across subjects, we next tested 205 whether emotions could be identified across subjects based on the region-wise decoding 206 accuracy patterns of individual emotions estimated for individual subjects. A region-207 wise accuracy pattern for one emotion from one subject was used to identify the same 208 emotion among a variable number of candidates (a pattern for the same emotion and 209 randomly selected patterns for other emotions) from another subject using Pearson 210 correlation coefficients (see Transparent Methods: "Emotion identification analysis"). 211
The analysis was performed for all pairs among five subjects (n = 20) separately using 212 the accuracies for the categories and dimensions. For most of the categories and 213 dimensions, correlations between the same emotion pairs (congruent; mean correlations, 214 0.615 for categories, 0.628 for dimensions) were larger than correlations between 215 different emotion pairs (incongruent; mean correlations, 0.435 for categories, 0.458 for 216 dimensions) ( Figure 2E ). Furthermore, mean identification accuracy averaged across all 217 pairs of subjects far exceeded chance levels across all candidate set sizes for both of the 218 11 categories and dimensions ( Figure 2F ; e.g., 5-way identification accuracy, 71.4% for 219 categories, 59.3% for dimensions; chance level, 20%). These results suggest that 220 distinct emotions associated with the video stimuli were differentially represented 221 across the brain in a consistent manner across individuals. 
Identification of videos via decoded emotion scores 255
Given that a complex emotional state can be represented by a blend or combination of 256 multiple emotions (e.g., anger with sadness), we next tested a decoding procedure that 257 took into account multiple emotions simultaneously. To do so, we examined whether a 258 specific video stimulus could be predicted, or identified, from the concatenated 259 predictions of emotion categories or those of affective dimensions. The identification 260 analysis was performed in a pairwise manner, in which a vector of predicted scores was 261 compared with two candidate vectors (one from a true video and the other from a false 262 video randomly selected from the other 2180 videos) to test whether a correlation for 263 the true video was higher than that for the false video (see Transparent Methods "Video 264 identification analysis"). For each video, the analysis was performed with all 265 combinations of false candidates (n = 2180), and percentages of correct answers were 266 used as an identification accuracy for one sample. 267
Identification accuracies obtained from predictions by the region-wise decoders are 268 shown in Figure 3A (five subjects averaged, see Figure S1C for individual subjects). 269
The results showed better identification accuracy via the categories than via the 270 dimensions with most region-wise decoders. The superior accuracy of the categories 271 over the dimensions was also observed with the ensemble decoders, which showed 272 greater than 10% differences in mean accuracy in all subjects ( Figure 3B ; 81.9% via 273 categories, 68.7% via dimensions, five subjects averaged; see Figure 3C for accuracies 274 of individual videos). This tendency was preserved even when the number of emotions 275 used for identification was matched between the category and dimension models by 
Visualization of decoded emotional experiences (or affordances) 281
To explore the extent to which richly varying emotional states were accurately decoded, 282
we used a nonlinear dimensionality reduction method to visualize the distribution of We first confirmed that the UMAP algorithm applied to the 34 emotion category scores 295 replicated a similar two-dimensional map produced in the previous study (Cowen and 296 Keltner, 2017), in which distinct categories were found to be organized along gradients 297 between clusters associated with each category. Upon inspection of the maps 298 
Construction of voxel-wise encoding models 321
We next used voxel-wise encoding models to characterize how varying features 322 associated with the presented videos modulate activities in each voxel. We constructed 323 an encoding model for each voxel to predict activities induced by the emotionally 324 evocative videos using a set of features (e.g., scores for 34 emotion categories), and 325 model performance was evaluated by computing a Pearson correlation coefficient 326 between measured and predicted activities (see Transparent Methods: "Regularized 327 linear regression analysis"). 328
Encoding models predicting brain activity from emotional scores 329
We first tested how well encoding models constructed from the 34 emotion categories 330 (e.g., joy, anger) and the 14 affective dimensions (e.g., valence, arousal) predicted brain 331 activities induced by the presented videos ( Figure 4A ; Subject 1; see Figure S2A for the 332 other subjects). We found that both the category and dimension models accurately 333 predicted activity in many regions, indicating that a broad array of brain regions are 334 involved in encoding information relevant to emotion, as represented by categories and 335 affective dimensions. 336
In comparing the model performances, we found that on average the category model 337 outperformed the dimension model by a considerable margin ( Figure 4B ; Subject 1; 338 slope angle, 34.6 degree; two-tailed t-test, p < 0.01 by jackknife method; see Figure  339 S2B for the other subjects). In comparison with the dimension model, the category 340 model predicted voxel responses significantly better in all subjects ( Figure 4C , paired t-341 test across all voxels; p < 0.01 for all subjects), and also predicted 73.0% more voxels 342 significantly predicted voxels (r > 0.111, permutation test, p < 0.01, Bonferroni 343 correction by the number of voxels; five subjects averaged). In addition, when we 344 constructed a joint encoding model by concatenating scores of 34 categories and 14 345 dimensions, the increase in the number of significantly predicted voxels was marginal 346 when compared to the category model (1.8%, five subjects averaged), but substantial 347 when compared to the dimension model (75.9%, five subjects averaged). Together, 348 these findings suggest that the brain representation of affective dimensions is subsumed 349 by, and can be inferred from, the brain representation of emotion categories. right; 9/10 for category, 0/10 for dimension; two-tailed t-test, p < 0.01 by jackknife 363 method, Bonferroni correction by the number of ROIs, n = 370; five subjects pooled; 364 see Figure 4E for mean encoding accuracy for the subcortical regions). 365
To further compare the performance of the category and dimension models, a video 366 identification analysis was performed via predicted brain activities obtained from each 367 of the two models (cf., Figure 3B ; see Transparent Methods: "Video identification 368 analysis"). We confirmed that identification accuracies from the category model were 369 substantially better than the dimension model for all subjects ( Figure 4F ; 76.1% for 370 category, 67.9% for dimension, five subjects averaged). 371
In sum, these encoding analyses demonstrate that emotion categories substantially 372 outperform affective dimensions in capturing voxel activity induced by emotional 373 videos (see Figure S3 for control analyses of potential confounds). Taken together, 374 these results build on previous behavioral findings (Cowen and Keltner, 2017), which 375 showed that self-reported emotional experience was more precisely characterized by a 376 rich array of emotion categories than by a range of broad affective dimensions proposed 377 in constructivist and componential theories to be the underlying components of 378 emotional experience (Barrett, 2017; Posner et al., 2005; Smith and Ellsworth, 1985) . In 379 particular, using a wide range of analytic approaches, we repeatedly found that emotion Given that our video stimuli consisted of scenes and events that also included many 403 visual objects and semantic features, we next sought to disentangle brain 404 representations of emotion from those correlated features. For this analysis, we 405 constructed two additional encoding models from outputs of a pre-trained deep neural 406 network for object recognition ("visual object model"; Simonyan and Zisserman, 2014) 407 and from semantic features (or concepts; e.g., cats, indoor, and sports) annotated by 408 human raters via crowdsourcing ("semantic model"; see Transparent Methods: "Video 409 stimulus labeling" for these features). We then evaluated model performances for each 410 model and compared them to those of the "emotion model" constructed from the 411 emotion category scores. 412
As found in previous studies that used similar visual (Güçlü and van Gerven, 2015) and 413 semantic (Huth et al., 2012) encoding models, our visual object model and semantic 414 model were also effective in predicting voxel activity elicited by video stimuli even 415 outside of the visual cortex ( Figure 5A ; Subject 1; see Figure S4A for the other 416 subjects). While the accuracies from these two models positively correlated with those 417 from the emotion model (inset in Figure 5A ), the emotion model consistently 418
outperformed the other two models in certain brain regions ( Figure 5B Lindquist, 2019). Furthermore, while accuracies were not as high, activity in the 427 subcortical regions also tended to be better predicted by the emotion models than by the 428 other two models ( Figure 5D ). This analysis demonstrates that brain regions 429 preferentially encoding emotion are broadly distributed in a similar manner across 430 subjects ( Figure 5E ; see Figure S4D for evaluation based on slope estimates, cf., Figure  431 4C). 432 23
Visual object, semantic, and emotion encoding models along the cortical hierarchy 433
To better understand which brain regions preferentially represent emotion, we drew on 434 the concept of the "principal gradient (PG)", which is estimated from functional 435 Here, we tested empirically whether the PGs could account for the spatial arrangement 445 of voxels preferentially representing visual object, semantic, and emotion information 446 using encoding performances of models constructed from those different features. We 447 plotted voxels predicted with significant accuracy by the visual object, semantic, or 448 emotion models within the two-dimensional space defined by their values along the first 449 and second PGs ( Figure 5G , five subjects pooled, see Figure S4E for individual 450 subjects). Voxels best predicted by each model occupied different locations in the PG 451 space. Most importantly, along the first PG axis, voxels best predicted by the visual 452 object, semantic, and emotion models were each densely distributed in regions with 453 low, medium, and high values, respectively (ANOVA, interaction between frequency 454 and level of the first PG axis, p < 0.01). In terms of raw prediction accuracy, voxel 455 activity was better predicted by both the emotion and semantic models at low and high 456 values of the first PG than at the midpoint. However, at low/high values of the first PG, 457
the semantic/emotion model outperformed the emotion/semantic model, respectively 458 ( Figure 5H ; ANOVA, interaction between accuracy and level of the first PG axis, p < 459 0.01 for all subjects). Because emotional responses are correlated with semantic 460 features high in emotional affordance (e.g., injury, sexual activity), any brain regions 461 predicted better by the emotion model than by the semantic model, even marginally, 462
should be considered to encode emotional experience (or affordances for specific 463 24 emotional experience). Hence, the present findings suggest that brain regions high along 464
the first gradient axis -that is, transmodal regions -are central to the brain's 465 representation of emotion. 466
It is important to note that the results presented thus far were replicated using 467 alternative analytic approaches, including the decoding (Figures S5A and B) and 468 representational similarity analyses (Figures S5C and D; Kriegeskorte, et al., 2008) . 469
These analyses showed higher identification decoding accuracies (cf., Figure 3A) and 470 representational similarities across the brain for the category than the dimension model 471 ( Figures S5A and C) . In both cases, a highly similar set of brain regions was better fit 472 Figure S4A for the other subjects). Inserted scatter plots follow the same 487 conventions as Figure 4B . 
Distribution of brain activity patterns induced by emotional videos 509
While the above analyses addressed how particular dimensions, or kinds, of emotion are 510 represented in the brain, the results thus far are not sufficient to reveal the distribution 511 of neural responses to emotional stimuli along these dimensions, that is, how different 512 kinds of emotion are distributed within a high dimensional space (Cowen and Keltner, 513 2017). To address the distribution of emotion-related brain activity, we performed 514 unsupervised modeling using nonlinear dimensionality reduction and clustering 515
analyses. 516
We first visually inspected the distribution of brain activity patterns induced by the 517 2181 emotional videos using the UMAP algorithm that we previously used to visualize 518 the category emotion scores (cf., Figure 3D ). In doing so, we selected voxels best 519 predicted by either of the category or dimension encoding models with significant 520 accuracy (cf., Figure S4D , including voxels in both cortical and subcortical regions), to 521 focus on activity primarily representing emotion-related information. We then used 522 activity patterns of those selected voxels as inputs to the UMAP algorithm, thus 523 projecting a total of 2181 brain activity patterns into a two-dimensional space (see 524 Transparent Methods: "Dimensionality reduction analysis"). The resulting maps colored 525 based on ratings of the videos in terms of 27 emotion categories reveal a number of 526 brain activity clusters that correspond to experiences of specific emotions ( Figures 6A;  527 five subjects averaged; e.g., sexual desire, disgust, and aesthetic appreciation), which 528 were also observed even in maps of individual subjects. By contrast, maps colored by 529 three representative affective dimensions (separately for positive and negative parts 530 after 5 [neutral] was subtracted) do not highlight many distinct clusters ( Figure 6B) , 531
indicating that the distribution of brain activity patterns was better captured by emotion 532
categories. 533
We next quantified the degree to which brain activity patterns were distributed into 534 cluster-like formations associated with specific emotions. For each subject, we applied 535 k-means clustering to the 2181 brain activity patterns of the voxels selected as above, 536 without any reference to the emotion scores of the eliciting videos. We set the number 537 of clusters to 27, given that the previous study revealed 27 distinct varieties of 538 28 emotional experiences elicited using the same videos (Cowen and Keltner, 2017) , and 539
we would expect at most one cluster per distinct emotion. Note, however, that similar 540 results were obtained using different numbers of clusters ( Figure S6 ). To characterize 541 the emotional properties of each cluster, we examined how brain activity patterns 542 corresponding to videos with top 5% high scores (109 videos) for each emotion are 543 assigned to these clusters using scores of the previously reported 27 distinct categories 544 and the positive and negative parts of affective dimensions (absolute values after 5 545
[neutral] was subtracted). 546
Histograms of the samples assigned to the 27 clusters for each emotion are shown in 547 Figure 6C (see Figure S6A for the other subjects), revealing an important disparity 548 between the categories and dimensions. Namely, top samples of several categories, 549
including entrancement, sexual desire, and disgust, tended to belong to a small number 550 of clusters, while those of affective dimensions tended to be broadly assigned to many 551 clusters. This difference was quantified in two ways. First, the histograms of each 552 emotion -independently sorted according to their frequencies within each cluster -553 were steeper for the categories than dimensions ( Figure 6D ; five subjects averaged; 554 ANOVA, interaction between frequency and sorted clusters, p < 0.01; see Figure S6B 555 for individual subjects). Second, entropy calculated for each histogram of individual 556 emotions tended to be low for many categories (e.g., O: entrancement, Z: sexual desire, 557 and C: aesthetic appreciation) compared to most of the dimensions ( Figure 6E , five 558 subjects averaged, see Figure S6C for individual subjects). 559
Together, these results indicate that brain activity patterns induced by emotional videos 560 have cluster-like distributions that align to a greater degree with categories than with 561 dimensions. Meanwhile, close inspection of the map ( Figure 6A ) also reveals that the 562 patterns of brain activity corresponding to certain emotions (e.g., fear and horror) seem 563 to be not entirely discrete but overlapping in their distribution. Indeed, top samples of 564 several categories (e.g., W: romance and Z: sexual desire; C: aesthetic appreciation and 565 J: calmness) tended to fall into overlapping clusters ( Figure 6C and Figure S6A ). This 566 finding may shed light on the biological basis of gradients between distinct emotional 567 29 experiences, originally revealed in self-report (Cowen and Keltner, 2017) , by 568 suggesting that they correspond to gradients in evoked patterns of brain activity. from the brain (Subject 1, see Figure S6A for the other subjects). Clusters were 577 separately sorted for the sets of the categories and positive/negative dimensions. 578 
