Modeling consumer choice in different areas has lead to an increase use of discrete choice models. Probit or Multinomial Logit Models are often the base of further empirical research of consumer choice. In some of these models the equations to solve have no closed-form expression. They include multi-dimensional integrals which can not be solved analytically.
Introduction
In the last decade the use of discrete choice models has increased in modeling consumer choice in many areas like e.g. the choice of mode of transportation, the choice of energy supplier, the choice between organic or conventional food or brand-choice.
Many of these discrete choice models are based on Probit or some type of Multinomial Logit Models (MNL). Some of these models have equations with no closed-form expression and include multi-dimensional integrals which can not be solved analytically. Therefore methods trying to approximate a solution for the multi-dimensional integral became more and more important. One approach is doing that by simulation. While researchers knew the theory of simulation methods, they were seldom used in practice. One reason for that was the need of high computational effort. With increasing computer speed this problem is now a minor one, but still calculations of hours or even days are not uncommon.
The probably most famous simulation method in econometrics is the Monte Carlo simulation, which was first based on pseudo-random numbers (pseudo-Monte Carlo).
It can be called "pseudo", because every programmed random number generator generates the numbers not really randomly but rather by a code. As a consequence the numbers we get from this programmed routine are called "pseudo-random".
Alternative simulation methods are the so-called quasi-random number sequences, which can provide a better coverage of the area of integration (quasi-Monte Carlo).
These quasi-random numbers are even not programmed to appear randomly, but follow a specific predetermined method. One aim of using quasi-random numbers is to save computational time by using less draws. Train (2003) describes some methods of taking draws. First he introduces pseudo-random draws for e.g. a standard normal, a uniform or a truncated density and then he describes some variance reduction draws (quasi-random draws) like antihetics, systematic sampling and Halton sequences.
The focus in this paper is on Halton sequences which were first introduced by Halton (1960) . Train (2000) and Bhat (2001) show that Halton sequences provide better accuracy with fewer draws and less computational time than pseudo-random draws do. They both demonstrate that 100 Halton draws provide better accuracy than using 1000 pseudo-random draws. The use of Halton draws for higher dimensional integrals can lead to problems because of the correlation between the generated draws. Hess & Polak (2003b) showed some modification of the Halton sequence to remove the correlation between the draws, the so-called "shuffled" Halton sequence. The object of this paper is to give a short introduction into the shuffled method of a Halton sequence and to use and compare the different simulation methods (random, Halton and shuffled Halton), using a Mixed Multinomial Logit model.
The models are used with panel data on consumer choice of different grocery store formats (discounters, conventional supermarkets, small and large hypermarkets and specialized dealer shops). We estimate the choice of the grocery store format with random coefficients for the intercept and with random coefficients for the variables age, gender and net income.
The paper is organized as follows. Section 2 gives a small introduction how simulation methods work generally. Section 3 and 4 describe the Standard Halton and the Shuffled Halton sequence respectively. Section 5 explains the data, the model used for simulation, compares the different simulation methods and interprets the influence of the variables on the chosen grocery store formats. Section 6 concludes.
Simulation
In general a function of the following form has to be calculated:
f (β) is a density function and S(β) is the actual function of interest. S(β) can be e.g.
a Mixed Multinomial Logit (MMNL) probability term where the random coefficients in the model follow the density f (β). 1 In this case, the function P has no closed-form and cannot be calculated analytically, but it can be approximated by simulation.
1 For these random coefficients e.g. the mean and the variance can be calculated.
Simulation is based on drawing from a density f (β) and replacing a continuous average by a discrete average (Bhat, 2003) . We can get this discrete average by taking randomly points. The standard routine for simulation is (compare Train, 2003) 1. Draw a value of β r from its density function f (β) where r specifies the rth draw with r = 1 as the first draw and r = R as the last draw. A standard uniform draw in the 0-1 interval which is the basis of these draws can be transformed into the assumed density function f (β).
2. Calculate the function of interest S(β r ).
3. Repeat this process for R (= number of draws) times and average the results, accordingly we get an estimate for equation (1).
With that procedure the function P in equation (1) is approximated bŷ
This is just the discrete average of R randomly taken points.
In case of the MMNL model for panel data with random coefficients over individuals, S(β) is the likelihood function for one individual i:
This function is the Multinomial Logit (MNL) probability. Taking the integral over the density of random terms, if any, we get the MMNL with:
The [K × 1] vector x ijt includes the K explanatory variables from individual i for alternative j at choice situation t. β i is the coefficient vector to be estimated, including fixed or random coefficients. The distribution of the random coefficient vector can be normal, lognormal, uniform, triangular or of any other form. In case of the normal density function the mean and variance can be estimated. j(i, t) in equation (3) denotes the alternative which individual i choose in time period t, so
is the conditional probability of individual i's observed sequence of choices and
) is the simulated unconditional probability of person i's sequence of choices. For independently draws from density f , the simulated probability is unbiased and consistent for the true probability (Sandor & Train, 2004) . The variance decreases as R increases.
The simulated log-likelihood function over all individuals is:
This log transformation of equation (2) is non-linear, therefore the estimator based on maximizing SLL in equation (5) is biased. The bias decreases if the number of draws (R) rises faster than the square root of the number of observations, so the estimator is consistent and equivalent to the maximum likelihood estimator.
Standard Halton Sequence
Halton sequences are one of the most popular quasi-random types (Hess et al., 2003) , .
In general to get a Halton sequence we can follow Braaten & Weller (1979) . For prime p we can write any integer g (g = 1, ..., G) in terms of the base p:
So g can be represented in digitized form by the integer string e j · · · e 1 e 0 . We take now the radical inverse of g to the base p by reflecting through the radical point (= 0.e 0 e 1 · · · e j ) and get the Halton sequence for prime p:
As an illustration we take the prime number 3 and the integer 7. We can express the integer 7 in base 3 as: 7 = 2 × 3 1 + 1 × 3 0 . The important parts of g are e 1 = 2 and e 0 = 1, so the digitized form is 21, the radical inverse of it is 0.12 and the seventh draw of the Halton sequence can be written as ϕ 3 (7) = 1 × 3
Halton sequences are structured that way, that in one sequence they fill in the gaps of the previous sequence. This property leads to negatively correlated draws and therefore it reduces the variance in the simulated log-likelihood function. Furthermore this characteristic of the Halton sequence ensures a better coverage of the multidimensional area of integration compared to random draws. With the better coverage less draws need to be taken than with pseudo-random numbers and this reduces computational time. For discrete choice models Train (2000) and Bhat (2001) show that Halton sequences provide better accuracy with 100 Halton draws than with 1000 pseudo-random draws.
While for lower-dimensional integration the Halton sequence covers the 0-1 multidimensional space quite good, for higher-dimensional integrals the Halton sequences can be highly correlated. The consequence is an unequal coverage of the multidimensional area of integration and poor estimation results. Figure 1 shows a scatterplot matrix for different two-dimensional Halton sequences for the first 8 primes.
It can be seen that the correlation increases while moving to the south-east, to higher dimensional Halton sequences. In figure 2 the correlation for dimensions 9 to 16 becomes very obvious. 37 with its next prime is for all listed primes higher than 0.30 in absolute value, the correlation of prime 67 and prime 71 is about 0.756. This is a quite high relationship and simulation using Halton sequences with these primes should be carried out with caution.
The correlation between the prime numbers of higher dimensions is caused by the identical generating behaviour of the different sequences. For a ratio of two primes close to an integer value (especially 1) the correlation between these primes increases.
The length of cycles used are then very similar (Hess & Polak, 2003a) . This is actually the reason why primes have to be taken for the sequence. For nonprimes the sequence can be an exact multiply of each other.
Shuffled Halton Sequence
Since high correlation between the prime numbers leads to an unequal coverage of the multi-dimensional area of integration and therefore to poor estimation results, tations. This is even high with a low length of R and therefore the probability of using the same random permutation to two different sequences is very close to zero.
With this process new multi-dimensional sequences will always differ because of the use of a pseudo-random generator. Figure 3 shows a scatter-plot matrix for different two-dimensional Halton sequences for dimensions 9 to 16. As one can see for this generated Shuffled Halton sequence the correlation is far less compared to the correlation of the Standard Halton sequence (see figure 2). Table 7 at the end of the paper shows a correlation matrix of one Shuffled Halton sequence of 100 draws with primes 5 to 71. This is just one generated shuffled sequence out of 9.33 * 10 157 possible sequences per dimension, so the correlation is not fixed on the values in Table 7 .
Nearly no correlation in the shuffled sequence is higher than 0.3 in absolute value except of two (prime 17 -prime 37 and prime 13 -prime 59). Hess & Polak (2003b) computed the correlation for primes 43 and 47 over 500 runs with 100 draws. The mean absolute correlation is 0.0876 (variance of 0.0045) compared to a mean absolute correlation of 0.1075 (variance of 0.0236) for the Standard Halton sequence. This is very similar to the correlation of pseudo-random number sequences. Figure 4 shows a scatter-plot of four runs with primes 67 and 71 and Table 4 the according correlations. We can conclude that the correlation can be significantly reduced by using a shuffled version of the Halton sequence. This leads to a better coverage of the multi-dimensional area of integration and to better estimation results even with high dimensions. Table 2 . Table 3 shows the grocery store format shares of the households in the sample. The strong assumption of "independence from irrelevant alternatives" (IIA) in the MNL model does not apply in the MMNL model (Revelt & Train, 1998) . The MMNL is highly flexible and can approximate any random utility model (McFadden & Train, 2000) .
In this paper the model described in equations (2)- (5) is used with the three explanatory variables (age, gender and net income) assumed to be random in model M1.
Dummy variables for every choice possibility were generated to include an alternative specific random intercept. Besides the model described in section 2 we assume that all coefficients can differ between all choice possibilities, that means that
where j, k can be discount stores, conventional supermarkets, small hypermarkets, large hypermarkets or specialized shops. Furthermore we allow for correlation between the coefficients according to the particular variable or the intercept.
It can be assumed that the coefficients for all variables can differ between the individuals and don't need to be restricted to have the same sign for the whole population.
Since they can be either positive or negative, a Normal distribution is used for all coefficients. To identify the model we use the discount store as the base category, so all coefficients for that choice are normalized to zero. This leads all coefficients to interpret relative to the discount store.
With one choice normalized to zero, three variables, a constant and five choice possibilities we have at all 16 different coefficients. Among with Hess et al. (2006) For an additional comparison we add further models. We let the random coefficients vary from one to four (models M2-M5) with simulation draws of 50, 100, 200, 500 and 1000. While using the random sequence as a basis, we compare the results of the Halton and the shuffled Halton sequence in their performance. For the Halton and the shuffled Halton sequence we use first the initial and then higher primes. Our aim is to show that the Halton sequence with higher primes performs worse than the shuffled Halton sequence with higher primes due to a worse coverage of the multidimensional area. Tables 8-10 show the estimation results of our first model M1. "Sup" to "Special" are the shortcuts for the alternative specific coefficients for the grocery store formats. The other variables are the respectively grocery store specific differences of gender, age and net income in relation to the discount store. Table 8 illustrates the results using a random sequence. Compared to the other two tables (Halton and shuffled Halton) it can be seen that the log likelihood varies less and becomes quite stable after 200 draws. This is not the case for the other two simulation methods contrary to our expectations. For nearly all coefficients, except e.g. "Age Large hyp", the coefficients get not robustly estimated. The differences between the used draws inside of one simulation method are mostly higher than 0.1. The differences between the models are even higher. Therefore we can't conclude that one model is superior to another one. The differences of the coefficients between the random sequence and the Halton sequence are much higher than the differences between these two models compared to the shuffled Halton sequence.
Performance
To find an explanation we analyze the other 4 models (M2-M5) with 1 to 4 random coefficients and varied prime numbers.
Model M2 (see Table 11 ) includes only one random coefficient for the alternative specific variable "Supermarket". For the standard and shuffled Halton sequences we use for each two different primes, 2 and 11, for a better comparison. The random model gets fairly stable with 500 draws for the log likelihood and the coefficient, while the Halton sequence with the prime number 2 is already quite stable with 50 draws. Using the Halton sequence with the prime 11, we get good results with 100 draws. With the shuffled sequence models with prime 2 and and also with prime 11
we get stable results with 200 draws for the log likelihood and with 500 draws for the coefficient. The deviation for the coefficient for less draws is quite high. This result is very unexpected.
What happens if we use two random coefficients (model M3), one alternative specific variable for the "Supermarket" and one for "Small hypermarkets" (see Table 12 ). We get similar results as for model M2 with one random coefficient. Most sequences lead to fair results with 200 draws, the performance of the random model is a bit worse than in M2 and the shuffled sequences lead again to bad coefficient results up to 200 draws.
For the higher dimension models M4 and M5 with three respectively four random coefficcients the results do not change very much. The estimation results for the Halton sequence with higher primes (11, 13 and 17 for model M4 and 11, 13, 17 and 19 for model M5) is worse compared with the models using the first primes. for some random sequences. For proving that statement further analysis has to be carry out. Table 5 shows the mean absolute correlation of the different sequences. The standard Halton sequences do very well for small primes and also for high primes with more than 200 draws. In our case the shuffled sequences outperform only in two cases the standard Halton sequences (high primes with 50 and 100 draws), but in these two cases the shuffled models perform worse. In general for our models we need at least 200 or better 500 draws for the different kinds of the Halton sequences (shuffled and standard). And with this amount of draws these models do not outperform the random sequence models.
Importance of the coefficients
With the discount store as the base category all the estimated coefficients have to be interpreted with respect to the discount store. Since in all our models the direction of the estimators are the same, we take a look at Table 9 for interpretation. The intercepts have all a negative sign, so most people prefer the discount store for fruits and vegetables, followed by the large hypermarket, the supermarket, the small hypermarket and the specialized dealer shop. The gender variable uncovers that women prefer small hypermarkets most, followed by the specialized dealer shop, the supermarket and the large hypermarket. According to the results, women don't fancy discount stores very much. The age variable shows that younger people prefer the discount store and older peoples preference is the specialized shop and the supermarket. The influence of net income to the chosen store format is quite consistent with our expectations. People with higher income prefer the specialized dealer shop most, followed by a small hypermarket, but they prefer a discount store compared to a large hypermarket.
Conclusion
The increasing use of discrete choice models with multi-dimensional integrals which can not be solved analytically requires simulation methods to approximate a solution for these integrals. Simulation with generated pseudo-random numbers are very common, but there are other simulation procedures to get better simulation results in a shorter time. We introduced the Halton sequence and a extended version, the shuffled Halton sequence. We compared these simulation methods (random, Halton, The results are even more confusing since the shuffled sequence leads to quite large differences in the estimation of the coefficients for less than 200 draws. A detailed view on the generated sequences, especially on the correlations between the different sequences within a simulation method, shows a possible reason for that behaviour.
Not the mean absolute correlation is the driving force to get better estimation results, but just one single correlation between two sequences within a simulation method. This is not unreasonable since that can lead to an unequal coverage of the multidimensional area of integration and therefore to poor estimation results. By using simulation methods for at least two-dimensional integrals, we propose to inspect the correlation of all generated sequences. Further research is required to verify that conclusion. p=2,3,5,7 p=11,13,17,19 p=2,3,5,7 p=11,13,17 
