Abstract. In this paper, we propose a smoothing quadratic regularization (SQR) algorithm for solving a class of nonsmooth nonconvex, perhaps even non-Lipschitzian minimization problems, which has wide applications in statistics and sparse reconstruction. The proposed SQR algorithm is a first order method. At each iteration, the SQR algorithm solves a strongly convex quadratic minimization problem with a diagonal Hessian matrix, which has a simple closed-form solution that is inexpensive to calculate. We show that the worst-case complexity of reaching an scaled stationary point is O( −2 ). Moreover, if the objective function is locally Lipschitz continuous, the SQR algorithm with a slightly modified updating scheme for the smoothing parameter and iterate can obtain an Clarke stationary point in at most O( −3 ) iterations.
1. Introduction. Convexity and Lipschitz continuity are two important conditions in optimization. However, some real-world applications are often modeled by nonconvex or even non-Lipschitzian optimization problems. In this paper, we concentrate on the unconstrained nonsmooth nonconvex optimization problem (A ϕ ) ϕ is continuously differentiable, nondecreasing, ϕ is locally Lipschitz continuous, and there is a positive constant α such that ∀t ∈ (0, ∞), 0 ≤ ϕ (t) ≤ α, |ξ| ≤ α and |ξ|t ≤ α ∀ξ ∈ ∂(ϕ (t)),
where ∂ means the Clarke generalized gradient [15] . When p = 1, the objective function f in (1.1) is locally Lipschitz continuous, and it is globally Lipschitz continuous if H is globally Lipschitz continuous. Lipschitz continuity is important to ensure the existence of the Clarke generalized gradient at every point [15] . However, f may be non-Lipschitz continuous for 0 < p < 1.
To illustrate that the application of (1.1) is not restricted by assumption (A ϕ ), six widely used penalty functions ϕ in statistics and sparse reconstruction are given in Appendix A.
Numerical algorithms for solving nonsmooth optimization have been studied for decades, but most algorithms assume the Lipschitzian continuity of the objective function in convergence and worst-case complexity analysis. When one element in the generalized gradient of the objective function can be found at every point, the worst-case complexity of the subgradient methods is proved to be of the order O( −2 ) for the globally Lipschitz continuous and convex optimization [21] . Based on a special smoothing technique for the maximal function, Nesterov [26] improves the traditional worst-case complexity of the gradient algorithms to O( −1 ) for nonsmooth convex constrained optimization. A gradient sampling algorithm is proposed by Burke, Lewis, and Overton in [3] for finding a Clarke stationary point of a locally Lipschitz function with probability 1. Most recently, by means of the first order methods, Cartis, Gould, and Toint [6] estimate the function evaluation worst-case complexity of minimizing the function ( 
1.2) Φ h (x) := H(x) + h(c(x)),
where h : R m → R is convex and globally Lipschitz continuous but may be nonsmooth, H : R n → R and c : R n → R m are continuously differentiable, but Φ h may be nonsmooth nonconvex. They prove that it takes at most O( −2 ) iterations to reduce a first order criticality measure below in a first order trust region method or a quadratic regularization method, where the worst-case complexity result is the same in order as the function evaluation complexity of steepest descent methods applied to the case that Φ h is differentiable. In [19] , Garmanjani and Vicente propose a smoothing direct search (DS) algorithm based on smoothing techniques and derivative-free methods to solve a general unconstrained nonsmooth nonconvex, Lipschitzian minimization problem. The smoothing DS algorithm can be seen as a zero order method, where the gradient is not calculated in the algorithm. The smoothing DS algorithm can find an x such that ∇f (x, μ) ∞ ≤ and μ ≤ in at most O( −3 log −1 ) function evaluations, wheref is a smoothing function of f and μ > 0 is a parameter. In [20] , Ge, Jiang, and Ye develop an interior-point potential reduction algorithm for solving the non-Lipschitzian constrained optimization
and show that the interior-point algorithm returns a scaled -KKT point in no more than O( −1 log −1 ) iterations. In this paper, we present a smoothing quadratic regularization (SQR) algorithm for solving (1.1) with the worst-case complexity estimation. The SQR algorithm uses the smoothing functions [2, 10, 19, 26, 30] and regularization methods [6, 7, 8, 28] . At each iteration, the SQR algorithm solves a strongly convex quadratic minimization problem with a diagonal Hessian matrix, which has a simple closed-form solution that is inexpensive to calculate. We show that the worst-case complexity of finding an scaled stationary point is O( −2 ). Moreover, if the objective function is locally Lipschitz continuous, the SQR algorithm with a slightly modified updating scheme for the smoothing parameter and iterate z k can obtain an Clarke stationary point in at most O( −3 ) iterations. To the best of our knowledge, the SQR algorithm is the first algorithm with the worst-case complexity for non-Lipschitzian unconstrained optimization. As expectation, when applying the gradient off , the modified SQR Downloaded 09/08/13 to 202.118.253.53. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php algorithm for locally Lipschitz continuous minimization has a better complexity result than the smoothing DS algorithm proposed in [19] , in which the gradient information is not used. Note that many penalty functions cannot be written as h(c(x)) in (1.2), for example, the logistic penalty function, ϕ(|x i |) = log(1 + α|x i |). Hence the first order methods proposed in [6] cannot be applied to solve (1.1).
Nonsmooth nonconvex penalty functions play an important role in sparse reconstruction and statistical modeling, particularly in variable selection. Penalty functions satisfying (A ϕ ) in (1.1) provide efficient models to extract the essential features of solutions which are sparse in the sense that they have many zero entries [2, 5, 9, 10, 12, 14, 16, 18, 23, 24, 29, 33] . Finding a solution with few nonzero entries for an underdetermined linear or nonlinear system can be modeled as a minimization problem with the l 0 -norm penalty function x 0 defined as the number of nonzero entries in x. Such problem is difficult to solve due to the discontinuity of x 0 . Nonsmooth penalty functions for finding desired sparse solutions have been studied extensively in the last decades. Three principles (unbiasedness, sparsity, and continuity) for a good penalty function are introduced in [1, 18] . A widely used penalty function is the l 1 -norm, especially the l 2 -l 1 minimization problem which is often called LASSO [25, 31] and whose solutions are in the solution set of the corresponding l 2 -l 0 problem under the restricted isometry property [4] . Fan and Li [18] show that the smoothly clipped absolute deviation (SCAD) penalty function proposed in [17] has better properties than the l 1 -norm penalty function in parametric and nonparametric models. More recently, Zhang proposed a minimax concave penalty (MCP) function [33] . In [14, 29] , it is shown that logistic and fraction penalty functions yield better edge preservation than convex penalty functions. All penalty functions mentioned in this paragraph are Lipschitz continuous and satisfy assumption (A ϕ ).
When 0 < p < 1, the penalty function in (1.1) is non-Lipschitzian, which includes the l p -norm penalty x p p as a special case. Fan and Li [18] point out that the oracle property does not hold for the l 1 -norm penalty, while it continues to hold for the l p -norm penalty with 0 < p < 1 by suitable choice of the parameters in it, where the oracle property means that when the true parameters have some zero components, they are estimated as 0 with probability tending to 1, and the nonzero components are estimated as well as when the correct submodel is known. In [9] , Chartrand and Staneva show that by replacing the l 1 -norm in the l 2 -l 1 minimization with the l pnorm, exact reconstruction is possible with substantially fewer measurements. In [23] , Huang, Horowitz, and Ma provide some conditions under which the l p penalized least square problem with 0 < p < 1 can correctly distinguish nonzero and zero coefficients in sparse high-dimensional settings. Moreover, the l p penalized least square model with 0 < p < 1 can also be used for variable selection at the group and individual variable levels simultaneously, while the l 1 penalized least square model can work only for individual variable selection [24] . Numerical methods for solving l 2 -l p minimization problems have been proposed and analyzed, including reweighted minimization algorithms [4] and smoothing methods [2, 12, 13] . This paper is organized as follows. In section 2, smoothing approximations for the nonsmooth function f in (1.1) are studied. In section 3, the SQR algorithm for solving (1.1) and theoretical analysis including the convergence and worst-case complexity results are given, where the worst-case complexity of reaching an scaled stationary point is O( −2 ). In section 4, we slightly modify the SQR algorithm for solving ( [2, 10, 26, 30] . In this section, based on the special structure of the nonsmooth function f in problem (1.1), we use a smoothing function for the absolute value function | · | to construct a smoothing functionf of f .
For s ∈ R, μ > 0 and x ∈ R n , define
It is easy to verify that θ(s, μ) in (2.1) is a smoothing function of | · |, which satisfies the following properties.
Lemma 2.2. 
Note that ϕ(θ p (s, ·)) is nondecreasing in [0, ∞) for any fixed s ∈ R. The following proposition presents an estimation on elements in the generalized Hessian [15] 3. Smoothing quadratic regularization algorithm. Quadratic regularization methods are popular iterative methods for solving smooth optimization problems [6, 22, 32] , which solve a quadratic programming problem at each iteration. Inspired by smoothing approximations and quadratic regularization methods, we propose an SQR algorithm for (1.1). At each iteration of the SQR algorithm, a convex quadratic approximation with a diagonal and positive definite Hessian matrix is constructed by using the smoothing functionf . The quadratic subproblem has a simple closed-form solution that is inexpensive to calculate. The smoothing parameter is updated by Downloaded 09/08/13 to 202.118.253.53. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php a simple criterion. We show that any accumulation point of the iterates is a scaled stationary point of (1.1) with the worst-case complexity O( −2 ). In our convergence and worst-case complexity analysis, we assume that f is level bounded, i.e., for any Γ > 0, the level set {x ∈ R n : f (x) ≤ Γ} is bounded. Without loss of generality, we assume that f (x) ≥ 0 ∀x ∈ R n . For any fixed y ∈ R n , μ > 0, and β > 0, we define the quadratic approximation off (·, μ) around y as
where the functionsf andg are given in (2.2),
and the function κ is given in (2.1).
Note that for any x, y ∈ R n , the assumptions on H imply
What follows is an inequality derived by Taylor's formula. 
Proof. See Appendix B. By (3.3) and (3.4), the following lemma gives an important relation between the quadratic function Q and the smoothing functionf defined in (2.2).
holds with β > 0, then
where Q is defined in (3.1).
Proof. By (3.4) and (3.5), inequality (3.6) holds for γ i (y, μ, β) ≡ β + κ(y i , μ) ∀i ∈ I. Thus (3.6) holds with γ i defined by (3.2) using the max operator.
The quadratic program in the SQR algorithm is constructed based on Lemma 3.2. For any fixed y ∈ R n , μ > 0, and β > 0, the right-hand side of inequality (3.6) is a strictly quadratic convex function. Hence we can use Q(x, y, μ, β) as the quadratic regularization tof (·, μ) around y. Downloaded 09/08/13 to 202.118.253.53. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3.1. Proposed algorithm. Following the methods for updating the regularization weight in [6, 7, 8] , we update the regularization weight in the SQR algorithm when the Lipschitz constant of ∇H is unknown. The scheme for updating the smoothing parameter μ is crucial for the smoothing methods, which can affect the convergence and worst-case complexity of the SQR algorithm. A simple and intelligent scheme for updating μ is used in the SQR algorithm.
SQR Algorithm.
Step 0: Initialization:
Step 1: New point calculation: Solve
where function Q is given in (3.1).
If
Step 2: Updating the regularization weight: Set
and return to Step 1; otherwise, go to Step 3.
Step 3: Updating the smoothing parameter: Let
Step 4: Constructing convergence point: Let
Increment k by one and return to Step 1.
Noting that the Hessian matrix
is a diagonal and positive definite matrix, (3.7) has a simple closed-form solution
The proposed SQR algorithm is a first order method. The sequences {x find thatg(x k , μ k ) = 0, which means that x k is a Clarke stationary point off (x, μ k ) for the fixed μ k . However, x k may not be a stationary point of f (x). Since we want to find a stationary point of f , we have to decrease the value of μ at this iteration and continue to run the SQR algorithm.
In particular, if L ∇H is known, we can let β 0 = L ∇H , which follows that β k = β 0 ∀k ∈ N and every iteration is successful.
For the sequences {μ k } and {r k }, we denote
For any k ∈ N s , the kth iteration is successful. From
Step 2 in the SQR algorithm, we find that N − ⊆ N s and the sequence {z k } can be written as 
Theoretical results.
In this subsection, we give the theoretical analysis on the SQR algorithm, including the convergence and worst-case complexity results. First, we define some index sets. For any fixed x ∈ R n and μ > 0, let
K(x, μ) and J(x, μ) are mutually disjoint and I = K(x, μ) J(x, μ). For any fixed β > 0, we divide each of K(x, μ) and J(x, μ) into two mutually disjoint sets:
The following lemma shows that the sequence {f (x k , μ k )} is monotonically decreasing and strictly decreasing at ( 
From (3.11), for any i ∈ I, we have
which implies that
Then, from (3.16)-(3.20), we know
Then, from (3.16) and (3.22)-(3.24), we have 
Applying |x
2 , μ k } ∀i ∈ I and applying (3.25) to Lemma 3.2, it holds thatf
which, together with (3.11), gives that
Since μ k+1 ≤ μ k , we can obtain the inequality in (3.14) when k ∈ N s . Since f is level bounded, from the monotonically decreasing property off (x k , μ k ) and (2.3), we find that there is R ≥ 1 such that
The objective function f is non-Lipschitzian when 0 < p < 1. It has been proved in [11] that finding a global minimizer of the unconstrained l 2 -l p minimization problem with 0 < p < 1 is strongly NP hard. We extend the definition of the scaled first order necessary condition in [13] to define the scaled stationary points of (1.1) with 0 < p ≤ 1. From 0 ≤ ϕ (t) ≤ α for t ∈ (0, ∞) in assumption (A ϕ ), we have lim t↓0 t p ϕ (t) = 0. For simplicity, when
where
And x * is called a scaled stationary point of (1.1) if = 0. Following the proof of Theorem 2.3 in [13] , we can show that any local minimizer of (1.1) is a scaled stationary point of (1.1).
Since the SQR algorithm acts on the smoothing approximation functionf , the following lemma presents that Xg(·, μ) tends to G(·) uniformly with O(μ p ) as μ → 0.
Proposition 3.6. For all x ∈ R n , μ ∈ (0, ∞), and 0 < p ≤ 1, we have
Proof. See Appendix B. Downloaded 09/08/13 to 202.118.253.53. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The following lemma gives the magnitude of the decreasing off (x k , μ k ) and
where C = max 2βμ
, from (2.1), (3.14), (3.17), and (3.18), we obtain that
If there is an i ∈ I such that i ∈ J + (x k , μ k , β k ), from (2.1), (3.14), (3.21), and (3.22), we have
Next, we consider the case (3.19) , and Lemma 3.3, we obtain
whereβ is defined as in Lemma 3.3. (3.23) , and Lemma 3.3, we obtain
where R ≥ 1 such that x k ∞ ≤ R ∀k ∈ N. Combining (3.30) and (3.31), we have
From Proposition 3.6, we can conclude the results in this lemma. Now, we are ready to present the first convergence result of the SQR algorithm. 
Combining it with the monotonically decreasing property off (x k , μ k ) gives (3.33)
Adding (3.32) and (3.33), we have
Next, we will prove that the number of iterations in N s is infinite. If not, there is k ∈ N such that k ∈ N s ∀k ≥k, which implies that β k ≥ β 0 η k−k ∀k ≥k. Since η > 1, lim k→+∞ β k = +∞, which leads to a contradiction with the result in Lemma 3.3.
Therefore, there are infinite elements in N s . By the nonincreasing property of μ k and (3.34), we have lim k→∞ μ k = 0.
Since {f (x k , μ k )} is nonincreasing and bounded from below, lim k→∞f (x k , μ k ) exists. From lim k→∞ μ k = 0, (2.3), and (3.10), we obtain
Assume the initial point is not an scaled stationary point of (1.1) for a given ∈ (0, 1]. The next theorem proves that there is an iteration such that the generated point z k of the SQR algorithm is an scaled stationary point of (1.1) and the worst case complexity is O( −2 ). Since lim k→∞ μ k = 0, we suppose μ 0 = 1 in the following complexity estimation, which will not change the complexity order of the SQR algorithm for any μ 0 > 0. Theorem 3.9. Any accumulation point of {z k } generated by the SQR algorithm is a scaled stationary point of (1.1) defined in Definition 3.5. Given any ∈ (0, 1], the total number of successful iterations for obtaining an scaled stationary point of (1.1) when applying the proposed SQR algorithm is at most
and the total number of iterations is at most
where 
From (3.12) and (3.36), we obtain
In order to let (3.37) hold, it needs to carry out at most
Suppose there are k j successful iterations up to N − j , then there are at least k j − j + 1 successful iterations such that inequality (3.38) holds.
Owing to the monotonically nonincreasing property off (x k , μ k ) and (3.38), we have thatf
Due to the fact thatf (x, μ) ≥ 0 ∀x ∈ R n , μ ≥ 0, we confirm that
From the second inequality in (3.35), we obtain that
Combining (3.39) with (3.40), we have
Taking the logarithm on both sides of the above inequality and recalling that η > 1, we obtain 
where J = J s + log ηβ − log η β 0 + 1. Coming back to (3.37), this shows the worst-case complexity of the SQR algorithm for obtaining an scaled stationary point of (1.1). Let → 0, we obtain that lim k→∞ G(z k ) = 0, which shows that any accumulation point of z k is a scaled stationary point of (1.1).
In general, we can define 
Locally Lipschitz optimization.
In this section, we consider (1.1) with p = 1, which is a locally Lipschitz continuous optimization problem. We present a slightly modified SQR algorithm to find a Clarke stationary point of (1.1). We call this algorithm SQR 1 algorithm. For fixed x ∈ R n , μ > 0, and β > 0, let
where K(x, μ) and J(x, μ) are defined as in section 3. Moreover, the index sets
, N s , and N − are also defined as in section 3. In this section, Q(x, y, μ, β) is with the format in (3.1), where γ i (y, μ, β) is given as
.
SQR 1 Algorithm.
Steps 0-2 are same as in the SQR algorithm.
Step 3: Updating the smoothing parameter:
Increment k by one and return to Step 1. Downloaded 09/08/13 to 202.118.253.53. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The SQR algorithm and the SQR 1 algorithm have the same structure, except for the updating schemes for μ k and z k . Since
Step 2 in the SQR 1 algorithm is the same as in the SQR algorithm, the estimation on β k in Lemma 3.3 also holds for the SQR 1 algorithm. Similar to the proof of Lemma 3.4, we have |x
Therefore, the statements in Lemma 3.4 hold for the SQR 1 algorithm.
We define a Clarke stationary point of (1.1) with p = 1 as follows. Definition 4.1 (see [15] ). We call x * an Clarke stationary point of (1.1) if there exists ξ ∈ ∂f (x * ) such that
And x * is reduced to a Clarke stationary point of f when = 0. When p = 1, the scaled stationary point condition G(x) = 0 is a necessary but not sufficient condition for the Clarke stationary point of (1.1). Consider the following example:
T is a scaled stationary point, but not a Clarke stationary point of f , since 0 = diag(x)(2(
T is both a scaled stationary point and a Clarke stationary point of f with 0 = diag(x * )(2(2x *
T for any τ ∈ [−1, 1] and 0 ∈ ∂f (x * ). Hence the complexity order of the SQR algorithm for obtaining an scaled stationary point is better than the SQR 1 algorithm for obtaining an Clarke stationary point.
From the definition off and the analysis in [10] , for any fixed x ∈ R n , it follows that lim z→x,μ↓0
Proposition 4.2. For any x ∈ R
n and μ > 0,
Proof. See Appendix B. Similar to the proof of Lemma 3.7, we have the following estimate.
withβ defined in Lemma 3.3 and R ≥ 1 such that R ≥ x k ∞ ∀k ∈ N. Downloaded 09/08/13 to 202.118.253.53. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Moreover, from Lemma 4.3, all the results in Lemma 3.8 hold for the SQR 1 algorithm. Similarly, we also assume the initial point is not an Clarke stationary point of (1.1) for a given ∈ (0, 1] without loss of generality and suppose μ 0 = 1 for the sake of simplicity in the following complexity analysis of the SQR 1 algorithm. and the total number of iterations is at most
∅, and it follows that there is ξ
Combining the above inequality and the nonincreasing property of μ k , we have
Similar to the proof of Theorem 3.9, we only need to evaluate
There are at least k j − j + 1 iterations such that the above inequality holds, where k j is the number of successful iterations up to N − j . Hence we obtain
Thus, 
Coming back to (4.5) and (3.41), we can obtain the estimation of interations in this theorem and the worst-case complexity of the SQR 1 algorithm for finding a Clarke stationary point of (1.1). Let → 0; then any accumulation point of z k is a Clarke stationary point of (1.1).
Similar to the proof idea of Theorem 4.4, the SQR 1 algorithm takes at most O( −3 ) iterations to reduce ∇f (x, μ) ∞ ≤ and μ ≤ , while the DS algorithm in [19] needs to take at most O( −3 log −1 ) iterations. For given ∈ (0, 1], it is difficult to verify the inequality
However, from the proof analysis in Proposition 4.2, if
Hence, we can use (4.7) to verify (4.6).
Nesterov and Polyak [28] propose a Newton method based on a cubic regularization for solving a general unconstrained smooth nonconvex optimization, where the Hessian of the objective function is needed. Cartis, Gould, and Toint [6] and Nesterov [27] propose quadratic regularization methods for solving nonsmooth nonconvex optimization problems (1.2) with the worst-case complexity O( −2 ). However, the objective function in (1.1) with ϕ 2 , ϕ 3 , ϕ 4 , ϕ 5 , and ϕ 6 in Appendix A cannot be reformed by (1.2) . To the best of our knowledge, if the penalty ϕ is not convex, it is an open problem whether the globally Lipschitz continuity of the objective function in (1.1) can improve the worst-case complexity order of the SQR 1 algorithm for finding an Clarke stationary point of (1.1) defined in Definition 4.1.
Numerical experiments.
In this section, we give two examples to show the performance of the SQR algorithm for solving (1.1) with p = 1 2 and p = 1, respectively. The numerical testing is carried out on a Lenovo PC (3.00 GHz, 2.00 GB of RAM) with the use of MATLAB 7.4. Throughout this section, we always use μ 0 = 10, η = 2, and σ = σ 1 = σ 2 = 0.9. Example 5.1 is used to show that the SQR algorithm can find a global minimizer of (1.1). Since x = 0 is a trivial scaled stationary point and a local minimizer of (1.1) with p ∈ (0, 1), some first order methods may stop at x = 0. We use Example 5.2 to show that the SQR algorithm with starting point x 0 = 0 can find a nonzero scaled stationary point of (1.1) with p ∈ (0, 1]. Moreover, at these nonzero stationary points, the function values are less than that at x = 0.
Example 5.1. Consider the following l 2 -l 1 2 optimization problem:
where λ > 0. This example is used to explain the optimality conditions in [11] . When λ = and λ = 1. Any sequence {z k } started from one of the 10 initial points converges to one of these minimizers. Figure 5 .2 shows the convergence of the corresponding function values f (z k ). This example shows the possibility of the SQR algorithm for finding a global minimizer of (1.1) with 0 < p < 1.
Example 5.2. We use randomly generated standard testing problems to show the validity of the SQR algorithm for finding a scaled stationary point of (1.1). For a given positive integer n 0 , we use the following MATLAB code to generate A ∈ R m×n and b ∈ R m : n = 100 * n 0 ; m = n/4; v = zeros(n, 1); A = randn(m, n); P = randperm(n);
We set n 0 = 10 in the MATLAB code and choose x 0 = 0 ∈ R n , then v 0 = 10. We consider the optimization problem 
