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Введение. Пусть f и ih , 1,2,...,i p=  – дважды непрерывно дифференцируемые функции из mR  
в R. Введем непустое множество допустимых точек
 
{ }0| ( ) 0, , ( ) 0,m i iC y R h y i I h y i I= ∈ ≤ ∈ = ∈ , 
где 0, {1, , }, { 1, , }
my R I s I s p∈ = = +  , и рассмотрим задачу (NLP) нелинейного программиро­
вания ( ) min,f y y C→ ∈ . Для задачи (NLP) введем функцию Лагранжа
 ( , ) ( ) , ( )L y f y h yl = + 〈l 〉 , 
где 1λ (λ ,...,λ )p=  , 1( ,..., )ph h h=  и множество множителей Лагранжа в точке y
 {Λ( ) λ R | ( ,λ) 0, λ 0
p
y iy L y= ∈ ∇ = ≥  и }λ ( ) 0,i ih y i I= ∈  . 
Обозначим через ( ) { | ( ) 0}iI y i I h y= ∈ =  множество индексов, активных в точке y C∈  ограни­
чений типа неравенства. 
Необходимые условия оптимальности играют ключевую роль в задачах математического про­
граммирования [1–7]. Они делятся на условия оптимальности первого порядка и условия опти­
мальности высших порядков, из которых на практике обычно применяются условия оптимальности 
второго порядка, использующие производные второго порядка для функций f и ih , 1, 2,...,i p= . 
В качестве необходимых условий оптимальности первого порядка в математическом программи­
ровании широко используются классические необходимые условия Куна – Таккера, требующие 
существования множителей Лагранжа λ Λ( )y∈   в оптимальной точке y C∈  (при этом допусти­
мые точки y , в которых выполняются условия Куна – Таккера, называются стационарными). 
Большинство применяемых в математическом программировании численных алгоритмов сводит­
ся к нахождению стационарных точек. В связи с тем, что многие задачи, особенно задачи высокой 
размерности, имеют достаточно большое число стационарных точек, возникает проблема привле­
чения необходимых условий второго порядка для удаления неоптимальных стационарных точек. 
Наряду с необходимыми условиями оптимальности важную роль в теории оптимизации игра­
ют условия регулярности, гарантирующие справедливость необходимых условий оптимальности 
в исследуемой точке y C∈ .
Одним из наиболее известных условий регулярности является условие Мангасаряна – 
Фромовица, требующее, чтобы в точке y C∈  система векторов 0( ),ih y i I∇ ∈  была линейно неза­
висимой и существовал вектор 0y  такой, что 0 0( ), 0, ,ih y y i I〈∇ 〉 = ∈  
0( ), 0, ( ).ih y y i I y〈∇ 〉 < ∈
Данное условие равносильно требованию 
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Введем конусы критических направлений
 0( ) { | ( ), 0, ( ), 0, ( ), ( ), 0, }
m
C i iD y y R f y y h y y i I y h y y i I= ∈ 〈∇ 〉 ≤ 〈∇ 〉 ≤ ∈ 〈∇ 〉 = ∈ ,  
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m
C iS y y R h y y i I I y= ∈ 〈∇ 〉 = ∈ ∪  
в точке y C∈ .
Для задачи (NLP) принято выделять три основных типа необходимых условий оптимальности 
второго порядка. 
О п р е д е л е н и е  1 [8]. Пусть 0y C∈   и 0( )yΛ ≠∅ . 
1. Будем говорить, что в точке 0y  выполняется классическое необходимое условие оптималь­
ности второго порядка (refined second­order necessary optimality condition) RSONC, если для любо­
го вектора 0( )Cy D y∈   найдется вектор 0λ ( )y∈Λ  такой, что 2 0, ( , ) 0yyy L y y〈 ∇ l 〉 ≥  .
2. Будем говорить, что в точке 0y  выполняется слабое необходимое условие оптимальности 
второго порядка (weak second­order necessary optimality condition) WSONC, если существует мно­
житель 0λ ( )y∈Λ  , при котором неравенство 2 0, ( , ) 0yyy L y y〈 ∇ l 〉 ≥  выполняется для всех 0( )Cy S y∈  .
3. Будем говорить, что в точке 0y  выполняется сильное необходимое условие оптимальности 
второго порядка (strong second­order necessary optimality condition) SSONC, если при любом векто­
ре 0λ ( )y∈Λ  неравенство 2 0, ( , ) 0yyy L y y〈 ∇ l 〉 ≥  выполняется для всех 
0( )Cy D y∈  .
Условия RSONC изучались в [1–5] и во многих других исследованиях. Определения сильных 
необходимых условий восходят к работам [6, 7, 9–11]. В дальнейшем данные необходимые усло­
вия изучались в [12, 13]. Слабые необходимые условия второго порядка рассматривались с теоре­
тической и практической точек зрения в работах [8, 11, 14–16]. 
Известно, что хотя необходимые условия RSONC и SSONC более эффективны для проверки 
стационарных точек на оптимальность, большинство практических алгоритмов, использующих 
необходимые условия оптимальности второго порядка, имеют дело со слабыми условиями опти­
мальности WSONC [16–18]. В частности, это относится к методам штрафных функций и методам 
с использованием расширенных функций Лагранжа [17–18]. Таким образом, слабые необходимые 
условия оптимальности второго порядка обладают значительной ценностью. 
В то же время известно [16], что справедливость слабых необходимых условий оптимально­
сти второго порядка не гарантируется традиционными условиями регулярности Мангасаряна – 
Фромовица без дополнительных предположений. В работе [16] предложено дополнительное усло­
вие, наличие которого вместе с условием регулярности Мангасаряна – Фромовица обеспечивает 
справедливость слабых необходимых условий оптимальности второго порядка в стационарных 
точках.
Следуя [16], будем говорить, что в точке 0y C∈  выполняется слабое условие постоянного ран­
га (WCR), если { }00rank ( ), ( ) constih y i I I y∇ ∈ ∪ =  в некоторой окрестности точки 0y . 
Целью настоящей статьи является получение слабых необходимых условий оптимальности 
второго порядка, имеющих более широкое применение по сравнению с условиями [8, 16].
Слабые условия оптимальности второго порядка. Следующая теорема дает слабые необхо­
димые условия оптимальности второго порядка в задаче (NLP). 
Т е о р е м а 1. Пусть точка 0y C∈  является локальным решением задачи (NLP). Тогда суще-
ствуют числа , 0,1,...,i i pl =  , такие, что выполнено условие
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где 0 00 0, 0, ( ), 0, \ ( )i ii I y i I I yl ≥ l ≥ ∈ l = ∈  .
если дополнительно в точке 0y C∈  выполняется условие WCR , то
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Д о к а з а т е л ь с т в о. Обозначим ( ) max{0, ( )}i ih y h y
+ =  и для каждого целого положитель­
ного k  введем вспомогательную задачу минимизации функции
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на множестве 0{ }S y y y= - ≤ ε  , где 0ε >   такое, что 0( ) ( )f y f y≤  и 0( ) 0, \ ( )ih y i I I y< ∈  для 
всех точек y S C∈ ∩ .
Пусть ky  – решение данной вспомогательной задачи. Очевидно, 0( ) ( )kk kG y G y≤  для любо­
го k , т. е.
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Поскольку последовательность { }ky  ограничена и принадлежит замкнутому множеству S , 
то, не убавив общности, можно считать, что *ky y S→ ∈ . Поскольку ( )kf y  ограничена на S , то 
( ) 0kih y
+ →  при 0( )i I y∈  и ( ) 0kih y →  при 0i I∈ . Следовательно, 
*y C∈ , и тогда 0 *( ) ( )f y f y≤ .
С другой стороны, 
40 01( ) ( )
4
k kf y y y f y+ - ≤  и, значит, 
4* * 0 01( ) ( )
4
f y y y f y+ - ≤ . Отсюда 
следует * 0y y= . Таким образом, 0ky y→ , оставаясь при достаточно больших k  внутренней точ­
кой множества S . Тогда для больших k  можно записать необходимые условия оптимальности для 
функции ( )kG y  в точке 
ky :
 ( ) 0
k
kG y∇ =  и 
2, ( ) 0kky G y y〈 ∇ 〉 ≥  для всех 
my R∈ . 
Данные условия можно переписать в развернутом виде:
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Положим
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Разделив (1) на δk  , получим
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Разделив (2) на δk  , получим 
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для всех my R∈ .
Оценим второе слагаемое в (5):
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где ( )kM y  – ограниченная величина.
Для любого ( )kCy S y∈  из (5) следует
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В силу условия WCR  в точке 0y  справедливо равенство
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для всех y  достаточно близких к точке 0y .
Не ограничивая общности, будем считать, что в системе 
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ранг достигается для первых l  уравнений и первых l  переменных 1,..., ly y . Тогда система (7) 
равносильна системе
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где 
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Тогда для любого вектора 1 2 0( , ) ( )T Cy y y S y= ∈  можно построить вектор 
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Тогда ky y→  и, следовательно, подставив в (6) ky y=  и переходя к пределу, получим
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С л е д с т в и е. Если точка 0y C∈  является локальным решением задачи (NLP) и в ней вы-
полнены условие регулярности Мангасаряна – Фромовица и условие WCR , то в этой точке не-
обходимо выполняется условие WSONC. 
В работе [19] при выполнении условия критической регулярности получены сильные необхо-
димые условия оптимальности второго порядка SSONC. 
Положим 0 0 00( ) { ( ) | ( ), 0, ( )}D i CI y i I y h y y y D y= ∈ 〈∇ 〉 = ∀ ∈ .
О п р е д е л е н и е 2. Будем говорить, что в точке 0y C∈  выполнено условие критической 
регулярности (коротко CRС), если { }00rank ( ), ( ) consti Dh y i I I y∇ ∈ ∪ =   для всех y из некоторой 
окрестности точки 0y .
Т е о р е м а  2 [19]. Пусть в точке 0y C∈ , являющейся решением задачи (NLP), выполнено усло-
вие критической регулярности и 0( )yΛ ≠ ∅ . Тогда в данной точке выполняется условие SSONC.
Используем данную теорему для вывода слабых необходимых условий WSONC.
Т е о р е м а 3. Пусть в точке 0y C∈ , являющейся решением задачи NLP, множество мно-
жителей Лагранжа 0( )yΛ ≠ ∅  и выполнено условие WCR. Тогда для любого вектора 
0λ ( )y∈Λ   
справедливо условие WSONC. 
Д о к а з а т е л ь с т в о. Пусть выполнены условия теоремы и множество множителей 
Лагранжа не пусто в точке 0y C∈ . Возьмем любой вектор 0λ ( )y∈Λ  . Рассмотрим множество 
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m
i iE y R h y i I y I h y i I I y= ∈ = ∈ ∪ ≤ ∈ . 
Очевидно, E C⊂  и 0y E∈ . Следовательно, в точке 0y  достигается минимум целевой функ-
ции задачи NLP на множестве E . Кроме того, в задаче NLP(E) минимизации целевой функции 
( )f y  на множестве E  множество множителей Лагранжа в точке 0y
 
0 0 0 0
1
( ) | ( ) ( ) 0,   0, \ ( )
p
p
E i i i
i
y R f y h y i I I y
=
 
Λ = λ∈ ∇ + λ ∇ = λ = ∈ 
 
∑  
 
непусто, поскольку 0 0( ) ( )Ey yΛ ⊂ Λ . При этом активные ограничения в точке 
0y  для множе­
ства E  исчерпываются ограничениями­равенствами 0 0( ) 0, ( )ih y i I y I= ∈ ∪  и, следователь-
но, из условия WCR для множества C  в точке 0y  следует условие СRС для задачи NLP(E) 
в данной точке. 
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Таким образом, в силу теоремы 2 для задачи NLP(E) в точке 0y  выполняется условие SSONC. 
То есть для любого 0λ ( )E y∈Λ   выполняется неравенство 
2 0, ( , ) 0yyy L y y〈 ∇ l 〉 ≥   для всех векторов 
0( )Ey D y∈  , где 0 0 0( ) ( ) { | ( ), 0, ( ), 0, ( )}mE E iD y D y y R f y y h y y i I I y= = ∈ 〈∇ 〉 = 〈∇ 〉 = ∈ ∪

 .
Но для любого вектора 0( ) { ( ), 0, ( )}
m
iCy S y y R h y y i I I y∈ = ∈ 〈∇ 〉 = ∈ ∪   с учетом усло­
вия 
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справедливо равенство 0( ), 0f y y〈∇ 〉 = . Следовательно, 
0( ) ( )C ES y D y⊂ . Таким образом, получаем, что для любого 
0 0( ) ( )Ey yl∈Λ ⊂ Λ   выполнено не­
равенство 2 0, ( , ) 0yyy L y y〈 ∇ l 〉 ≥  для всех ( )Cy S y∈  .
Доказанная теорема обобщает необходимые условия WSONC [8, 16], поскольку в отличие 
от [16] не требует выполнения условия регулярности Мангасаряна – Фромовица и в отличие от [8] 
дает необходимое условие, выполняющееся при любом 0( )yl∈Λ  .
Т е о р е м а  4. Пусть в точке 0y C∈ , являющейся решением задачи (NLP), множество мно-
жителей Лагранжа 0( )yΛ  не пусто и выполнено условие критической регулярности СRC. Тогда 
для любого вектора 0( )yl∈Λ   справедливо условие WSONC. 
Д о к а з а т е л ь с т в о. Пусть выполнены условия теоремы. Тогда в силу теоремы 2 в точке 0y  
для задачи (NLP) выполняется условие SSONC. Покажем, что 0 0( ) ( )C CS y D y⊂ . Пусть 
0( )Cy S y∈ . 
Тогда 0( ), 0ih y y〈∇ 〉 =  для всех 
0
0 ( )i I I y∈ ∪ . Возьмем любой вектор 
0( )yl∈Λ  . В силу опреде­
ления множителей Лагранжа 
 
0
0
0 0 0 0
1 ( )
( ) ( ), ( ) ( ), 0,
p
i i i i
i i I I y
f y h y y f y h y y
= ∈ ∪
∇ + l ∇ = ∇ + l ∇ =∑ ∑  
 откуда 0( ), 0f y y〈∇ 〉 =  . Таким образом, 0( )Cy D y∈  и, следовательно, 0 0( ) ( )C CS y D y⊂  .
Значит, в точке 0y  действительно выполнено условие WSONC, причем для любого вектора 
0( )yl∈Λ  .
Следующие примеры показывают эффективность необходимых условий теоремы 4 по сравне­
нию с известными результатами.
П р и м е р 1. Пусть { }3 21 2 2 1 3| 0, 0, 0 ,C y R y y y y y= ∈ - - ≤ - ≤ - ≤  
2
1 3 3( ) .f y y y y= - + -  
Рассмотрим точку 0 (0,0,0).y =  Положим 21 1 2 2 2 3 1 3( ) , ( ) , ( )h y y y h y y h y y y= - - = - = - .
Очевидно, 0( ) {3}DI y =   и 00 3rank{ ( ), ( )} rank{ ( )} consti Dh y i I I y h y∇ ∈ ∪ = ∇ =  , т. е. условие 
CRC выполнено. Далее, { }0 3 1 3 2( ) | , 0CS y y R y y y= ∈ = =  . 
Найдем множество множителей Лагранжа:
 
1 2 31 2 3( ) ( ) ( ) ( )( , ) f y h y h y h yL y =l = + l + l + l  
  
 
2
1 3 1 2 2 1 3
2
1 2 33 ( ) ( ),( )y y y y y yy y= + - - - -- - + l l + l  
  
 
3
1 2 0 1 2 3
3
1 0
( , ) 0 ,  0, 0, 0, 0,
1 0
y L y
- + l   
   ∇ l = -l - l = l ≥ l ≥ l ≥ l ≥   
   - l   
 
 откуда 3 2 1λ 1, λ λ 0.= = =  Далее, в силу необходимых условий теоремы 4 должно выполняться 
неравенство 2 0 20 3, ( , , ) 2 0yyy L y y y〈 ∇ l l 〉 = - ≥   для всех 3y R∈ , что очевидно не выполнимо. 
Значит, исследуемая точка не является оптимальной. Отметим, что для точки 0y  в данном при­
мере условие Мангасаряна – Фромовица выполняется, однако не выполнено условие WCR. Таким 
образом, в данном примере не применимы необходимые условия [8, 16]. 
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Следует также отметить, что отличные от WCR условия, обеспечивающие совместно с MFCQ 
справедливость условия WSONC, были предложены в работе Baccari и Trad [11]. Условие Baccari 
и Trad имеет место в точке 0y , если в этой точке выполнено условие MFCQ и число линейно не-
зависимых векторов градиентов активных ограничений в этой точке не менее 00 ( ) 1I I y+ −  , где 
I  – число элементов конечного множества I. В [15] показано, что данное условие независимо 
от WCR, т. е. выполнение условия Baccari и Trad не гарантирует справедливость WCR и обратно 
MFCQ и WCR не обеспечивают выполнения условия Baccari и Trad. 
П р и м е р  2. Пусть 
{ }4 2 2 21 3 1 2 3 4 1 2 3 4 4| 0, 0,   0, 0, 0 ,C y R y y y y y y y y y y y= ∈ − − ≤ − + ≤ − ≤ + − − ≤ − ≤   3( ) yf y = . 
Рассмотрим точку 0 (0,0,0,0).y =  Положим
 2 2 21 1 3 2 1 2 3 3 4 4 1 2 3 4 5 4( ) , ( ) , ( ) , ( ) , ( )h y y y h y y y h y y y h y y y y y h y y= − − = − + = − = + − − = − . 
Поскольку
 
0 4
0 2 1 3 4 3 4 5( ) { | 0, 0, 0, 0, 1,2,3,4,5} {0},iy R iΛ = λ∈ −λ = −λ + λ − λ = −λ − λ − λ = λ ≥ = =   
условие MFCQ в точке 0y  выполнено. Найдем множество множителей Лагранжа:
 
0 5
2 1 3 4 3 4 5
5
1 2 3 4 5
( ) { | 0, 1 0, 0, 0, 1,2,3,4,5}
{ | 1,   0},
iy R i
R
Λ = λ∈ λ = −λ + λ − λ + = −λ − λ − λ = λ ≥ = =
= λ∈ λ = λ = λ = λ = λ =
 
откуда 0( ) {1}DI y =  и, следовательно, 
 0 1
rank{ ( ), ( )} rank{ ( )} consti Dh y i I I y h y∇ ∈ ∪ = ∇ =  
в окрестности 0y , т. е. условие CRC выполнено. Далее,  
 { }4 1 2 3 40 | , 0( )C y R y y y yS y = ∈ = = =   
и в силу слабых необходимых условий теоремы 4 должно выполняться неравенство
 
2 0 2
1, ( , ) 2 0yyy L y y y〈 ∇ λ 〉 = − ≥  
для всех 1y R∈ , что, очевидно, не имеет места. Значит, исследуемая точка не является оптималь-
ной. Отметим, что для точки 0y  в данном примере условие WCR не выполнено. Более того, 
не выполняются и условия Baccari и Trad [11]. Таким образом, в данном примере не применимы 
необходимые условия [8, 11, 16].
Выводы. В статье получены слабые необходимые условия оптимальности второго порядка, 
обобщающие результаты [8, 16]. 
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А. E. LESCHOV
WEAK SECOND-ORDER OPTIMALITY CONDITIONS
Summary
The aim of the present article is to derive so­called weak second­order necessary optimality conditions for nonlinear 
programming problems. Necessary weak second­order optimality conditions are proved under some additional requirements 
to the cons traints.  
