A cubic (resp. biquadratic) theta series is a power series whose n-th coefficient is equal to 1 if n is a perfect cube (resp. fourth power) and zero otherwise. We improve on a result of Bradshaw by showing that such series is not a cubic (resp. biquadratic) algebraic number when evaluated at reciprocals of integers. The proof relies on a "nested gaps technique" for linear independence and on recent results by the author on Waring's problem for cubes and biquadrates.
Introduction
In this paper we consider numbers of the form
for ℓ ∈ {3, 4} and q > 1. These numbers can be thought as being values (at z = 1/q) of cubic/biquadratic generalizations of the well-known theta series ∞ n=0 z n 2 . As usual for values of transcendental series, we expect that θ ℓ (q) is transcendental at algebraic inputs, possibly with some well-motivated exceptions. Our main result is the following. Theorem 1.1. Let ℓ ∈ {3, 4}, let q ≥ 2 be an integer and suppose that θ ℓ (q) is algebraic. Then deg θ ℓ (q) ≥ ℓ + 1.
The proof of Theorem 1.1 is based on a variation of Bradshaw's technique of nested gaps for lacunary series. It also involves some delicate considerations about the natural numbers that can (or cannot) be represented as sums of three nonnegative cubes or as sums of four fourth powers. In Proposition 9.2 below we will quantify the conclusion of Theorem 1.1 by providing a measure of linear independence for the (ℓ + 1)-tuple (1, θ ℓ (q), . . . , θ ℓ (q) ℓ ).
1.1. Notation. We will denote the set of nonnegative integers by N := {0, 1, . . .} and by N + := N − {0} the set of positive integers. The notation log will denote the natural logarithm and log 2 will denote the logarithm in base 2.
Remarks on the method and comparison with the literature
To prove that a number is not algebraic, it is a common technique to seek for good rational approximations. Since θ ℓ (q) is defined as a series, it is natural to approximate it by its truncations. However their relatively slow rate of convergence implies only that θ ℓ (q) is irrational at integer inputs. The method of Bradshaw [4] improves on the above strategy when the series is "lacunary". It is based on the construction of "nested gaps" and on the following easy observation. Remark 2.1. Let S = n≥0 s n be a series for which a tail bound of the form n≥N s n ≤ f (N ) is given. Suppose that for some K, n 0 ∈ N we have s n0+i = 0 for all 0 ≤ i < K: we say that the series S has a gap of length ≥ K at n 0 . When we have such a gap, the bound for the tail at n 0 can be improved to n≥n0 s n ≤ f (n 0 +K).
By applying this method to the (lacunary!) series representation of θ ℓ (q) , is enough for the proof of Theorem 1.1. As a side note, we would like to remark that our lower bound for the size of gaps between sums of fourth powers, although growing to infinity, it does so very slowly. Therefore, it came with some surprise that these estimates are in fact good enough to have arithmetic consequences on the biquadratic theta series.
In the literature variants of the above series have been considered. The irrationality and nonquadraticity of classical theta values θ 2 (q) were studied by Duverney [7, 8] . Irrationality and irrationality measures of similar numbers have been considered in many works, such as [14, 5, 1] . Bézivin [3] proved the nonquadraticity of values of the more general Tschakaloff function T q (z) = ∞ n=0 z n q −n(n−1)/2 . The results of Bézivin have been simplified by Bradshaw [4, Chapter 3] and extended by some authors [12] . Last but not least, a celebrated result of Nesterenko [13] implies that θ 2 (q) is transcendental for all nonzero algebraic q satisfying |q| > 1 [2, Theorem 4] . His proof relies on an appropriate multiplicity estimate and it exploits the differential Ramanujan identities between the quasi-modular functions E 2 (q), E 4 (q) and E 6 (q).
A nested gaps principle for linear independence
In section 2 we mentioned that Bradshaw [4] took advantage of sufficiently large gaps for the series representation of θ ℓ (q) ℓ−1 , and that he applied a certain "nested gaps" argument to prove his results. We are going to reproduce a variation of his technique by considering the series representation of θ ℓ (q) ℓ , for ℓ ∈ {3, 4}, and by considering only those "gaps" that are followed by coefficients with controlled size.
We call these gaps "mild" in Definition 3.2 below. Although we are ultimately interested in (non)-algebraicity properties of θ ℓ (q), a careful inspection reveals that Bradshaw's method is more naturally seen as a lemma for linear independence of lacunary series. We think it is worthwile to recast Bradshaw's technique in this setting. However, we will not try to enunciate a criterion valid in maximal generality, in order not to obfuscate the underlying idea. We need a few definitions. Definition 3.1. We define a 1 2 -function to be a powerseries f (z) = n∈N a n z n with integer coefficients that is absolutely convergent for all |z| ≤ 1/2.
In particular, a 1 2 -function can be evaluated at reciprocals of integers q ≥ 2.
Definition 3.2. Let f (z) = n∈N a n z n be a 1 2 -function, let K ∈ N + and E > 0. We say that an index n ∈ N is a mild gap point for f (z), with gap-length ≥ K and
We denote by MildGap(f (z); K, E) the set of such mild gap points for f . The next theorem is the promised criterion, abstracted from Bradshaw's method, for Q-linear independence of the values f (1/q), g(1/q) of two lacunary 1 2 -functions at the reciprocal of an integer. It essentially states that the linear independence necessarily occurs when pairs of (large enough) mild gaps of f can be found inside one (larger) gap of g. As Damien Roy pointed out to me, the proof also yields a measure of linear independence between f (1/q) and g(1/q). We explore this quantitative refinement in section 9. Theorem 3.3 (Nested Gaps Principle). Let q ≥ 2 be an integer and let f (z) = n∈N a n z n and g(z) = n∈N b n z n be 1 2 -functions. Suppose that for every H > 0 there are positive integers K 1 ≤ K 2 < K ′ ∈ N + , indices n ′ ≤ n 1 < n 2 ∈ N and real numbers E, E ′ > 0 such that:
Then either g(1/q) = 0 or f (1/q) and g(1/q) are linearly independent over Q.
Proof. Suppose the contrary. Then there exist integers α, β such that α = 0 and
where R(n) := αa n + βb n . Let H = max{|α| , |β|}, then choose K 1 , K 2 , K ′ , E, E ′ and n 1 , n 2 , n ′ as above. Now pick i ∈ {1, 2} arbitrarily. By hypothesis (ii) and since q ≥ 2 we have
From the estimates (iv), eq. (3.1) and n i + K 2 ≤ n ′ + K ′ , we deduce that
However, the left-hand side of eq. (3.3) is a rational number with denominator at most q ni−1 and so it must be equal to zero. Having concluded this for both n 1 and n 2 , we deduce that
against hypothesis (iii).
Simple tail bounds
In this section we present a pair of lemmas to estimate the "tail-norms" of a 1 2function when suitable bounds are known for its coefficients (see Definition 3.2). Lemma 4.1. Let (a n ) n∈N be a sequence of numbers with |a n | ≤ c(n + 1) for all n ∈ N and some c > 0. Then for every n 0 ∈ N + we have
and it is monotone decreasing for x > 1/ log 2 = 1.44269 . . ., hence
By partial integration we obtain
Together with eq. (4.1), this gives the lemma. Lemma 4.2. Let (a n ) n∈N be as in Lemma 4.1 for some c > 0, and let κ, n 0 ∈ N + with n 0 + κ ≤ N and κ ≥ log 2 N for some N . Suppose that for all 0 ≤ i < κ and some E ≥ 8c we have |a
On the other hand, by Lemma 4.1 and the various inequalities relating the constants, we have
Linear independence of powers of θ ℓ
Fix ℓ ∈ {3, 4}. For all s ∈ {1, . . . , ℓ} and n ∈ N we set r ℓ,s (n) = #{(n 1 , . . . , n s ) ∈ N s : n ℓ 1 + · · · + n ℓ s = n} so that for all q > 1
We observe that θ ℓ (q) s is the value at 1/q of the 1 2 -function
for all ℓ, s. Therefore we may apply Theorem 3.3 to prove the following criterion.
Proposition 5.1. Let q ≥ 2 be an integer. Suppose that for every J > 0 there are E, N > 0, integers K 1 ≤ K 2 ∈ N + and n 1 , n 2 ∈ MildGap(f ℓ,ℓ ; K 1 , E) such that:
Then either θ ℓ (q) is transcendental or it is algebraic with degree at least ℓ + 1.
Proof. Suppose that θ ℓ (q) is algebraic of degree at most ℓ. Then there exist integers α 0 , . . . , α ℓ with α ℓ = 0 such that
We define f (z) := f ℓ,ℓ (z) and
We notice that for all s ≤ ℓ and all n ∈ N we have the (loose) estimate
In particular for all n ∈ N the n-th coefficient of g(z) has absolute value ≤ c(n + 1) where c = ℓ·2 ℓ ·max{|α i | : i < ℓ}. We also notice that for n 1 ≤ n < n 2 +K 2 the condition (ii) implies that r ℓ,s (n) = 0 for all s < ℓ, i.e. that the n-th coefficient of g(z) vanishes. By Lemma 4.1, this means that n 1 ∈ MildGap(g; K ′ , E ′ ), where K ′ = n 2 −n 1 +K 2 and E ′ = 8cN . Moreover (iii) is equivalent to n2−1 n=n1 r ℓ,ℓ (n)q −n = 0 because r ℓ,ℓ is nonnegative. Thus, for any H > 0, the hypotheses of the current proposition for J = 8cH imply those of Theorem 3.3 with n ′ = n 1 and E ′ = 8cN . By eq. (5.1) the numbers f (1/q), g(1/q) are linearly dependent. But since f (1/q) > 0 and α ℓ = 0 we also have g(1/q) = 0, so we arrive at a contradiction.
Sums of powers modulo M and existence of mild gaps
By the previous proposition, Theorem 1.1 is reduced to the problem of finding suitable mild gaps of f ℓ,ℓ . In this section we present a proposition that provides "many" mild gaps of a prescribed type. This result is proved via an elementary technique known as the Maier matrix method [11] . We require the following definition: for every m ∈ Z and M ∈ N + let
Then for each N > 0 with N ≥ M ℓ we have
It is not difficult [9, Prop. 8.4 ] to show that for all 0 ≤ k ≤ K we have
From this we deduce that
The proposition follows because for each such i we have m + iM < N − K.
Key results from Waring's problem
In order to find mild gap points with gap-length K 1 using Proposition 6.1 it is crucial that we make r ℓ,ℓ (m + k, M ) as small as possible for k < K 1 and that we can estimate it from above for larger values of k. For each large enough T there are natural numbers M, m, K 1 , with max{2m, 4K 1 } < M and M even, and positive constants C 0 , C 1 , C 2 , C 3 such that:
Proof. We are going to follow the arguments of [9, Sec. 8] applied to the diagonal form F = x ℓ 1 + · · · + x ℓ ℓ . In [9, Prop. 8.1] we construct a set P F with positive density in the set of all primes p ≡ 1 (mod ℓ). By the Prime Number Theorem the product M T := p p of the primes p ∈ P F ∩ [1, T ] satisfies T ≪ log M T ≪ T . In [9, Sec. 8.4] we prove that there exist two natural numbers m,
and γ 3 , γ 4 > 0 are some absolute constants. If T is large enough, we may take Finally, we define M := 2M T . All the statements in the lemma now follow because for every m ′ ∈ Z we have
As we will see, the above lemma together with Proposition 6.1 implies that the series attached to θ ℓ (q) ℓ has gaps of arbitrarily large size. On the other hand, we need to produce two distinct such gaps inside a single gap attached to θ ℓ (q) ℓ−1 . The typical gap (in [1, N ] ) between sums of ℓ − 1 perfect ℓ-th powers is of size ≈ N 1/ℓ . Therefore we need to show that most gaps between sums of ℓ perfect ℓ-th powers have size ≤ N γ for some γ < 1/ℓ. Such a result is easy to establish for ℓ = 3 with the following greedy argument.
Proof. First notice that for every B ∈ N there is
As mentioned above, the crucial point is that 8/27 < 1/3. The greedy argument above, for ℓ = 4, only gives 4 ) and (3/4) 4 = 5184 16384 > 1/4. One way to overcome this problem is to prove the existence of suitable x 1 , . . . , x 4 via the so-called "circle method with diminishing ranges", which might be thought as a (nontrivial) improved version of the greedy argument. Since the proof is technical, we perform the required computation in a separate paper [10] . In that article, we extend to sums of four powers a result of Daniel for sums of three cubes [6] and in particular we are able to show the following [10, Corollary 1.2]. Lemma 7.3. For almost every a ∈ N there is n ∈ (a−a 4059 16384 +ε , a] with r 4,4 (n) > 0, where ε > 0 is arbitrary.
By "almost every a" in the above lemma we mean that for every ε > 0 and all δ ∈ (0, 1) there is some N ε,δ ∈ N such that, for all N ≥ N ε,δ we have that the set , then take T = T (q, J, σ ℓ ) large enough for the following arguments to be valid. 8.1. Choice of parameters. Given T , we choose M, m, K 1 , C i as in Lemma 7.1, then we set N = M σ ℓ and K 2 = 1 2 M > 2K 1 . We also define ξ 3 = (log T ) C3 and ξ 4 = max{C 3 , 32/3}, and finally E = 60ξ ℓ . It is clear that the inequalities q K1 > JE and q K2 > JN hold if T is large enough. In other words, condition (iv) of Proposition 5.1 is fulfilled.
8.2.
A set of mild gap points. We apply Proposition 6.1 with K = K 2 and:
(1) ǫ k = 1 2K1 and E k = 0 for 0 ≤ k < K 1 ;
.
So Proposition 6.1 provides a set
In particular, by condition (1) above we have that all elements of B are mild gap points for f ℓ,ℓ with gap-length ≥ K 1 . We recall from eq. (5.2) that r ℓ,ℓ (n) ≤ 2 ℓ (n+1) for all n ∈ N. Moreover we observe that 12ξ ℓ ≥ 8 · 2 ℓ and κ :=
if T is large enough. Therefore, by Lemma 4.2 and condition (2), every b i ∈ B has K 1 -tail-norm ≤ 5 · 12ξ ℓ ≤ E. In other words, we have B ⊆ MildGap(f ℓ,ℓ (z); K 1 , E).
8.3. "Nested" pairs of mild gaps. We now seek to apply Proposition 5.1 to a pair of consecutive points n 1 = b i , n 2 = b i+1 from B. We already argued that condition (iv) is satisfied by our choice of parameters. Condition (i) is fulfilled as well:
In order to fulfill condition (ii) we need to exclude any b i from the set
On the other hand, #B ≥ 2 −ℓ−2 N 1−1/σ ℓ , so #B bad < (#B)/2 if T (and so N ) is sufficiently large. In particular, the complementary set B good := B \ B bad has cardinality at least N/(2 ℓ+3 M ). For every pair (n 1 , n 2 ) = (b i , b i+1 ) with b i ∈ B good , condition (ii) of Proposition 5.1 is fulfilled. 8.4. "Separated" pair of mild gaps. If ℓ = 3 then every pair (n 1 , n 2 ) = (b i , b i+1 ) with b i ∈ B good satisfies condition (iii) of Proposition 5.1. Indeed, recall that n 1 and n 2 are congruent (to m) modulo M , so n 2 − n 1 ≥ M . By our choice of σ 3 
We observe that 1 2 M > N 4059 16384 +ε for every T large enough, so each I(a) with a ∈ A is contained in an interval (b i , b i+1 ), for some b i ∈ B good . Suppose that no pair (n 1 , n 2 ) = (b i , b i+1 ) with b i ∈ B good satisfies condition (iii) of Proposition 5.1.
Then for every a ∈ A and every n ∈ I(a) we have r 4,4 (n) = 0: in other words, A ⊆ A N , where A N is as in eq. (7.1). However, #A = 1 2 M · (#B good ) ≥ 2 −ℓ−4 N and this contradicts Lemma 7.3, if T is large enough. 8.5. Conclusion. For every J > 0 we proved the existence of E, N, K 1 , K 2 and n 1 , n 2 that meet all requirements of Proposition 5.1. Theorem 1.1 follows.
Measure of linear independence
We present a quantitative version of the Nested Gaps Principle. Proof. We let R(n) := αa n + βb n and for i ∈ {1, 2} we write
Since α = 0 we have that S 2 − S 1 = 0 by conditions (ii) and (iii). Thus, there exists i 0 ∈ {1, 2} such that S i0 = 0. Since S i0 is a rational number with denominator q −ni 0 +1 , we have S i0 ≥ q −ni 0 +1 . On the other hand, as in the proof of Theorem 3.3 we get ∞ n=ni 0 R(n) q n ≤ |α| E q ni 0 +K2 + |β| E ′ q ni 0 +K1 ≤ q −ni 0 . (9.1) Therefore αf (1/q) + βg (1/q) 
From the above quantitative result we get the following measure of linear independence for the first powers of θ ℓ (q). 
