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MULTIVARIATE NORMAL DISTRIBUTION FOR INTEGRAL POINTS
ON VARIETIES
DANIEL EL-BAZ, DANIEL LOUGHRAN, AND EFTHYMIOS SOFOS
Abstract. Given a variety over Q, we study the distribution of the number of primes
dividing the coordinates as we vary an integral point. Under suitable assumptions, we show
that this has a multivariate normal distribution. We generalise this to more general Weil
divisors, where we obtain a geometric interpretation of the covariance matrix. For our
results we develop a version of the Erdo˝s–Kac theorem that applies to fairly general integer
sequences and does not require a positive exponent of level of distribution.
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1. Introduction
1.1. Erdo˝s–Kac. To study the prime factorisation of a non-zero integer m, Erdo˝s and
Kac [12] considered the distribution of the function
ωpmq “ number of distinct primes p such that p divides m.
They showed that ωpmq behaves like a normal distribution with mean log logm and variance
log logm. More precisely, let ΩB “ tm P N : m ď Bu be equipped with the uniform
probability measure for B ě 1. Then as B Ñ 8 the sequence of random variables
ΩB Ñ R, m ÞÑ ωpmq ´ log logB?
log logB
converges in distribution to the normal distribution with mean 0 and variance 1. Their
work is one of the foundational results in probabilistic number theory and opened up many
new research directions; we refer to the paper [15] and the references therein for various
generalisations.
In our paper we study prime divisors of integers in sparse sequences, with an emphasis on
solutions to Diophantine equations. A very special case of our results is as follows.
Theorem 1.1. Let f P Zrx1, . . . , xns be a non-singular homogeneous polynomial with n ą
pdegpfq ´ 1q2degpfq. Let ΩB “tx P pZzt0uqn : fpxq “ 0,maxi |xi| ď Bu be equipped with the
uniform probability measure. If fpxq “ 0 has a non-trivial integer solution, then as B Ñ 8
the random vectors
ΩB Ñ R, x “ px1, . . . , xnq ÞÑ
ˆ
ωpx1q ´ log logB?
log logB
, . . . ,
ωpxnq ´ log logB?
log logB
˙
converge in distribution to the standard multivariate normal distribution on Rn.
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By the standard multivariate normal distribution, we mean the multivariate normal dis-
tribution with zero mean vector and identity covariance matrix. We refer the reader to §1.5
for a reminder on multivariate normal distributions.
One knows how to count the number of solutions to such an equation equation fpxq “ 0 in
an expanding box using the circle method. Our motivation comes from trying to understand
the more subtle arithmetic properties of the solutions, and is partly motivated by Sarnak’s
saturation problem [6], which asks whether there are solutions with coordinates being prime
or almost prime.
Theorem 1.1 shows that the coordinate xi typically has log logB prime factors. Moreover,
it also compares the numbers of prime factors of different coordinates; the fact that we
obtain the identity covariance matrix means that the number of prime factors of different
coordinates is ‘uncorrelated’, something which is by no means a priori obvious. We have a
purely geometric interpretation of this phenomenon, which we explain in more detail later
in the introduction (Theorem 1.8).
We are only aware of a few papers in the literature in probabilistic number theory which
deal with a multivariate distribution: LeVeque [20, §4] on pωpmq, ωpm`1qq (stated by Erdo˝s
without proof [13]), Halberstam [17] again, on pωpmq, ωpm ` 1qq, and Tanaka [26] on the
distribution of pωpf1pmqq, . . . , ωpfnpmqq, where fi are restricted to be pairwise relatively
prime integer irreducible polynomials. These can all be obtained as special cases of our most
general result on a multivariate version of the Erdo˝s–Kac theorem for integer sequences
satisfying certain hypotheses (see §2, in particular Theorem 2.5). This more general result
allows one to prove a general version of Tanaka’s result, with no restrictions on fi and,
furthermore, to replace ω by any strongly additive function in Theorem 1.1. It may be
viewed as a multidimensional version of Billingsley’s work [1, §3].
1.2. Distribution of the prime divisors of the coordinates. Let X Ă Pn´1Q be a pro-
jective variety over Q. For x P Pn´1pQq with śni“1 xi ‰ 0 we choose a representative x P Zn
with gcdpx1, . . . , xnq “ 1 such that x “ px1 : ¨ ¨ ¨ : xnq. Recall that the naive height of x is
defined through Hpxq “ maxt|x1|, . . . , |xn|u. We are interested in the distribution of ωpxiq,
which is well-defined providing xi ‰ 0 and depends only on x P Pn´1pQq.
1.2.1. Complete intersections. For R ě 1 and 1 ď i ď R, let fi P ZrX1, . . . , Xns be ho-
mogeneous of the same degree D. The Birch rank, denoted by Bpfq, is defined to be the
co-dimension of the affine variety in Cn which is given by
rk
˜ˆBfipxq
Bxj
˙
1ďiďR,1ďjďn
¸
ă R. (1.1)
Theorem 1.2. Let X Ă Pn´1Q be the complete intersection given by f1 “ . . . “ fR “ 0 as
above and let ΩB “ tx P XpQq : Hpxq ď B, x1 ¨ ¨ ¨xn ‰ 0u be equipped with the uniform
probability measure. Assume that X is smooth and Bpfq ą 2D´1pD ´ 1qRpR ` 1q. If
XpQq ‰ ∅ then as B Ñ8 the random vectors
ΩB Ñ Rn, x “ px1 : . . . : xnq ÞÑ
ˆ
ωpx1q ´ log logB?
log logB
, . . . ,
ωpxnq ´ log logB?
log logB
˙
converge in distribution to the standard multivariate normal distribution on Rn.
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1.2.2. Homogeneous spaces. Another class of examples to which our main result applies is
given by certain symmetric varieties in affine space. We defer the precise definition of this
class to §4.2 and instead present our results for two explicit families of such varieties.
Let Q be a non-degenerate, indefinite integral quadratic forms in n ě 3 variables. For
each k P Zzt0u, we consider the variety
Lk : Qpxq “ k Ă AnZ
equipped with the usual height function Hpxq “ maxi |xi|.
Theorem 1.3. Let k P Zzt0u and n ě 3. If n “ 3, assume that ´k discpQq is not a perfect
square. Let ΩB “ tx P LkpZq : Hpxq ď B, x1 ¨ ¨ ¨xn ‰ 0u be equipped with the uniform
probability measure. As B Ñ8 the random vectors
ΩB Ñ Rn, x ÞÑ
ˆ
ωpx1q ´ log logB?
log logB
, . . . ,
ωpxnq ´ log logB?
log logB
˙
converge in distribution to the standard multivariate normal distribution on Rn.
For n ě 2 and k P Zzt0u, consider the variety
Vn,k : detpMq “ k Ă An2Z ,
where det denotes the determinant, viewed as a homogeneous polynomial of degree n (in
particular, Vn,1 “ SLn).
Theorem 1.4. Let k P Zzt0u, n ě 2 and ΩB “ tM “ pmi,jq P Vn,k : HpMq ď B,mi,j ‰ 0u
be equipped with the uniform probability measure. As B Ñ8 the random vectors
ΩB Ñ Rn2 M “ pmi,jq ÞÑ
ˆ
ωpmi,jq ´ log logB?
log logB
˙
i,jPt1,...,nu
converge in distribution to the standard multivariate normal distribution on Rn
2
.
1.2.3. Conics. In all the above cases, we obtained the identity covariance matrix, meaning
that the random variables given by each coordinate are independent. In the case of plane
conics however, we obtain a very different result. Firstly, we need to choose a different
normalisation, as it turns out that ωpxiq need not have average order log logB in general.
Secondly, there may be non-trivial correlations.
Theorem 1.5. Let C Ă P2Q be a smooth plane conic with CpQq ‰ ∅. Let ΩB “ tx P CpQq :
Hpxq ď B, x1x2x3 ‰ 0u be equipped with the uniform probability measure. Let ci,j denote the
number of common irreducible components of the divisors xi “ 0 and xj “ 0 on C. Then
the random vectors
ΩB Ñ R3, x ÞÑ
˜
ωpx1q ´ c1,1 log logBa
c1,1 log logB
,
ωpx2q ´ c2,2 log logBa
c2,2 log logB
,
ωpx3q ´ c3,3 log logBa
c3,3 log logB
¸
converge in distribution to a central multivariate normal distribution with covariance matrix
whose pi, jq-entry is pci,j{?ci,icj,jq.
Example 1.6.
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(1) Take C : x21 ` x22 “ x23. The divisors xi “ 0 are irreducible and have no components
in common. Hence we just obtain the identity matrix for the covariance matrix¨˝
1 0 0
0 1 0
0 0 1
‚˛,
so the number of prime divisors of the coordinates are uncorrelated.
(2) Take C : x1x2 ` x2x3 ` x3x1 “ 0. Every divisor xi “ 0 is a union of two rational
points, and they each contain one point in common. We obtain the covariance matrix¨˝
1 1{2 1{2
1{2 1 1{2
1{2 1{2 1
‚˛.
This is not the identity matrix, which is reflected by the fact that there is a non-trivial
relation between the prime divisors of xi and xj , as is clear from the equation.
(3) Take C : x1x2 “ x23. Here x1 “ 0 and x2 “ 0 are both irreducible and are the
irreducible components of x3 “ 0 (we do not count irreducible components with
multiplicity). The covariance matrix is therefore¨˝
1 0 1{?2
0 1 1{?2
1{?2 1{?2 1
‚˛.
This matrix is singular; this means that the associated probability measure is sup-
ported on a proper linear subspace of R3. From the equation it is also clear that the
prime divisors of x3 are completely determined by those of x1 and x2.
The above example with singular covariance matrix is essentially the only such example.
Theorem 1.7. Let C Ă P1Q be a smooth plane conic for which the associated covariance
matrix in Theorem 1.5 is singular. Then, up to permuting coordinates, the conic has the
equation x1x2 “ cx23 for some c P Q.
1.3. A geometric reformulation. We now come to our most general results. To state
them we require some notation.
Let X Ă PdQ be a quasi-projective variety over Q. Then the usual height on projective
space induces a height function H : XpQq Ñ Rą0. Let X be a choice of model for X over
Z. Then the model allows us to define the set of integral point X pZq, which is naturally a
subset of XpQq “ X pQq.
We assume that X and the height H satisfy the following properties. There exists a bound
A ą 0 and constants M, η ą 0 such that for Q P N square-free with gcdpQ,śpďA pq “ 1 and
for Υ Ă X pZ{QZq, we have
#tx P X pZq : Hpxq ď B, x mod Q P Υu
#tx P X pZq : Hpxq ď Bu “
#Υ
#X pZ{QZq `OpQ
MB´ηq (1.2)
as B Ñ 8. We call this condition effective equidistribution, as it says that the solutions
are equidistributed in congruence classes with an explicit error term. For our applications it
does not matter how large M is, since we will take Q with logQ “ oplogBq. This property
holds for example for affine space, projective space [21, Prop. 2.1], Birch range complete
intersections (see §4.1) and a general class of symmetric varieties (see §4.2).
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Let Z Ă X be a closed subscheme. For x P X pZqzZpZq, we define
ωZpxq “ #tp : x mod p P ZpFpqu. (1.3)
The condition x R ZpZq is easily seen to imply that the number of such primes is finite, hence
this is well-defined. Note that ωZpxq “ ωZredpxq where Zred denotes the reduced subscheme
underlying Z. In particular, we may always assume that Z is reduced.
Taking X “ A1Z and Z the origin, this recovers the classical number of prime divisors
function ω used in §1.1. Taking Z to be the coordinate hyperplane xi “ 0, we obtain the
function ωpxiq studied in §1.2. This is an important change of viewpoint, which makes
clear that ωpxiq actually has an intrinsic geometric definition. A natural question is how
the geometry affects the distribution of ωZ ; as we shall soon see, the geometry determines
everything and there is a natural geometric interpretation for all the results in §1.2.
In Proposition 3.1 we study the average order of this function for a flat closed subscheme
Z Ă X . If Z is not a divisor, then ωZ has constant average order. The more interesting case
is where Z “ D is a divisor: here ωD has average order cD log logB, where cD denotes the
number of irreducible components of D. In particular this behaves strikingly like the usual
number of primes divisors of an integer.
Our main theorem on integral points is an analogue of Erdo˝s–Kac’s result for our func-
tion ωD. However, given that there are many possible choices for D it is also natural to
simultaneously consider finitely many D, and study the correlations between these divisors.
The result we obtain shows that there is in fact a multivariate normal distribution, whose
covariance matrix is given explicitly in terms of the geometry of the divisors.
Theorem 1.8. Let X Ă PdQ be a quasi-projective variety with induced height function H and
X a choice of model for X over Z which satisfy (1.2). Let ΩB “ tx P X pZq : Hpxq ď Bu be
equipped with the uniform probability measure.
Let D1, . . . , Dn Ă X be a collection of reduced divisors, Di their closures in X and D the
union of the Di. Let ci,j denote the number of common irreducible components of Di and
Dj. Then as B Ñ8, the random vectors
ΩBzDpZq Ñ Rn, x ÞÑ
˜
ωD1pxq ´ c1,1 log logBa
c1,1 log logB
, . . . ,
ωDnpxq ´ cn,n log logBa
cn,n log logB
¸
converge in distribution to a central multivariate normal distribution with covariance matrix
whose pi, jq-entry is pci,j{?ci,icj,jq.
Moreover, let R “ xD1, . . . , Dny Ă DivX be the group of divisors of X generated by the
Di and let r be the rank of R. Then the covariance matrix has rank r.
Theorem 1.8 gives a much more general setting than the results mentioned earlier in the
introduction; it allows one to also obtain results where the xi are replaced by arbitrary
polynomials. For example, we obtain the following immediate corollary of Theorem 1.8.
Corollary 1.9. Let f1, . . . , fn P Zrx1, . . . , xds and ci,j denote the number of irreducible prim-
itive non-constant polynomials f with f | fi and f | fj. Let ΩB “ tx P Zd : Hpxq ď
B, f1pxq ¨ ¨ ¨ fnpxq ‰ 0u be equipped with the uniform probability measure. As B Ñ 8, the
random vectors
ΩB Ñ Rn, x ÞÑ
˜
ωpfipxqq ´ ci,i log logBa
ci,i log logB
¸
i“1,...,n
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converge in distribution to a central multivariate normal distribution with covariance matrix
whose pi, jq-entry is pci,j{?ci,icj,jq.
Corollary 1.9 generalises numerous special cases already known in the literature. The case
n “ d “ 1 and f1 is irreducible is due to Halberstam [17, Thm. 3]. The case n “ 2, d “ 1 and
f1pxq “ x, f2pxq “ x ` 1 is also due to Halberstam [17, Thm. 1] and LeVeque [20, §4]. The
case n “ 1 and f1 is a product of geometrically irreducible polynomials is due to Xiong [29,
Thm. 1]. All these cases either concern a univariate normal distribution, or a multivariate
distribution with identity covariance matrix. Our results give a unified proof of all these
special cases, and apply in much greater generality.
Remark 1.10. Our assumption (1.2) implies that the map X pZq Ñ X pFpq is surjective for
all but finitely many primes p; this may be viewed as a weak form of strong approximation.
However (1.2) does not imply strong approximation, since our condition may fail at finitely
many primes and we do need require any information modulo higher powers of p.
Remark 1.11. Our method shows that is is possible to replace X pZq in (1.2) by the as-
sumption that there exists some subset Ω Ă X pZq which satisfies (1.2). In particular, one
can also consider cases in which there are accumulating subvarietes or thin subsets.
Remark 1.12. Let us emphasise that Theorem 1.8 makes clear that it is really the geometric
properties of the chosen divisors, rather than the geometry of the underlying variety, which
determines the covariance matrix. For example, let X Ă Pn be as in Theorem 1.2, with
coordinates xi. We apply the d-uple embedding X Ă Pn Ă PN for some d ą 1, where
N “ `n`d
d
˘ ´ 1 and we take the coordinates yi on PN . Then applying Theorem 1.8 to X
with respect to coordinate hyperplanes yi “ 0, we obtain a covariance matrix which is no
longer diagonal; indeed, this is exactly the same as applying Theorem 1.8 to the divisors
xd00 ¨ ¨ ¨xdnn “ 0, running over all monomials of degree d, whence it is easily seen that the
covariance matrix is no longer diagonal.
1.4. Outline of the paper. In §2 we state our most general theorem (Theorem 2.5), which
is a multivariate version of the Erdo˝s–Kac theorem for integer sequences satisfying certain
hypotheses, and may be viewed as a multidimensional version of Billingsley’s work [1, §3].
The statement is very involved, in order to allow for the greatest flexibility for applications.
To help the reader, we therefore state a simplified version first in Theorem 2.1. This section
is dedicated to the proofs of Theorems 2.1 and 2.5, and is the technical heart of the paper.
In §3 we prove Theorem 1.8 using Theorem 2.1. The final §4 concerns various example
applications of Theorem 1.8 to proving the remaining results stated in the introduction. We
finish with an example of a cubic surface to which our method does not apply, but for which
we expect an analogue of our results to hold.
1.5. Notation and conventions.
Number theory. We say that a function g : Nn Ñ C is multiplicative if for all a,b P Nn we
have
gpa1b1, . . . , anbnq “ gpaqgpbq, if gcdpa1a2 ¨ ¨ ¨ an, b1b2 ¨ ¨ ¨ bnq “ 1. (1.4)
For a prime p, we denote by νp the p-adic valuation.
Algebraic geometry. Let X be a variety over Q. A model of X over Z is a finite type scheme
X Ñ SpecZ together with a choice of isomorphism X – XQ.
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Probability theory.
Definition 1.13. A random vector pX1, . . . , Xnq : Ω Ñ Rn has a multivariate normal
distribution if for every t P Rn the random variable řni“1 tiXi has a univariate normal
distribution.
Note that for some t the random variable
řn
i“1 tiXi may follow a Dirac delta distribution;
by convention one views this as a univariate normal distribution with variance 0. In this
case, the associated probability measure will be supported on some affine subspace of Rn.
A multivariate normal distribution is uniquely determined by its mean vector µ and its
covariance matrixΣ, whose pi, jq-entry is CovrXi, Xjs. We denote by N pµ,Σq the associated
probability measure on Rn. A central multivariate normal distribution is one with zero
mean vector. A standard multivariate normal distribution is one with zero mean vector and
covariance matrix given by the identity matrix.
We use the notation ñ to denote convergence in distribution of a sequence of random
variables, i.e. if the corresponding sequence of probability measures convergences weakly.
1.6. Acknowledgements. We thank Carlo Pagano and Zeev Rudnick for helpful comments
and suggestions. The first-named author is supported by the Austrian Science Fund (FWF),
project Y-901. The second-named author is supported by EPSRC grant EP/R021422/2.
The first and third-named authors acknowledge the support of the Max Planck Institute for
Mathematics, where a large part of this work was carried out.
2. A multivariate Erdo˝s–Kac theorem
In this section we provide a multidimensional generalisation of the Erdo˝s–Kac theorem
for general integer sequences. Our main result (Theorem 2.5), proves that multiple additive
functions evaluated at integer sequences defined on an arbitrary set and well-distributed in
arithmetic progressions of very small moduli obey a multivariate normal distribution. We
first give a simplified version (Theorem 2.1) which is sufficient for many applications, to help
ease the reader into the more general technical statement.
2.1. Simplified version of the main theorem. Let Ω be an infinite set and assume that
we are given a function h : ΩÑ Rě0 with
NpBq finite for all B ě 0, where NpBq :“ #ta P Ω : hpaq ď Bu. (2.1)
Note that as Ω is infinite we have NpBq Ñ 8. Moreover (2.1) implies that Ω is countable.
For each B ě 0 we equip the set Ω with the structure of a probability space using the discrete
σ-algebra and probability measure
PB rSs :“ #ta P S : hpaq ď Bu
#ta P Ω : hpaq ď Bu , S Ď Ω.
Note that this measure is supported on the finite set #ta P Ω : hpaq ď Bu, where it induces
the uniform measure. Next, we assume that we are given n P N and a function
m : ΩÑ Nn, a P Ω ÞÑ pm1paq, . . . , mnpaqq. (2.2)
We are interested in studying the distribution of the vector
pωpm1paqq, . . . , ωpmnpaqqq .
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As with the classical Erdo˝s–Kac theorem, we need to normalise by suitable factors first. We
have to assume some kind of regularity among the values of mipaq, namely, that there exists
A P R such that the following limit exists for all d P Nn satisfying p | d1 ¨ ¨ ¨ dn ñ p ą A,
lim
BÑ`8
# ta P Ω : hpaq ď B, di | mipaq @ 1 ď i ď nu
NpBq “: gpdq. (2.3)
The reason for assuming (2.3) only for moduli without small prime factors is that in certain
situations it is convenient to ignore small ‘bad’ primes. We furthermore assume that
g is multiplicative in the sense of (1.4) (2.4)
and extend g to Nn by setting it equal to 0 for d such that d1 ¨ ¨ ¨ dn has a prime factor p ď A.
For any 1 ď i, j ď n we let
gipdq :“ gp1, . . . , 1, d
Ò
i
, 1, . . . , 1q and gi,jpdq :“ gp1, . . . , 1, d
Ò
i
, 1, . . . , 1, d
Ò
j
, 1, . . . , 1q.
We now assume that for every 1 ď i ď n we haveÿ
pąT
gippq2 “ O
ˆ
1
log T
˙
and
ÿ
pďT
gippq “ ci log log T ` c1i `O
ˆ
1
log T
˙
, (2.5)
for some ci ą 0, c1i P R. This assumption is highly typical and usually met in sieve theory
problems as it corresponds to a sieve of ‘dimension’ ci. In light of (2.3) the sum
ř
pďmipaq
gippq
should be thought of as approximating the expected value of ωpmipaqq as one samples over
suitably many a P Ω.
The main arithmetic input in our theorem is a statement regarding the speed of conver-
gence in (2.3). Namely, we define Rpd, Bq for each d P Nn and B ě 1 via
Rpd, Bq :“ # ta P Ω : hpaq ď B, di | mipaq @1 ď i ď nu ´ gpdqNpBq. (2.6)
We demand that Rpd, Bq is asymptotically smaller than NpBq for most d that are smaller
than the ‘typical size’ of the mipaq. To make this notion precise, we first call FpBq the
typical size of max1ďiďnmipaq, namely we assume there exists a function F : Rě1 Ñ R with
lim
BÑ8
1
NpBq#
"
a P Ω : hpaq ď B, max
1ďiďn
mipaq ď FpBq
*
“ 1. (2.7)
It will turn out that the other assumptions in our set-up ensure that limBÑ8FpBq “ `8.
Secondly, we assume that the sequences mipaq are well-distributed in arithmetic progressions
whose modulus is small compared to FpBq. Namely, let
εpBq :“ log log logFpBqa
log logFpBq (2.8)
and assume that for the same A P R as above, the following estimate is valid for all γ ą 0ÿ
dPNn
|d|ďFpBqεpBq
p|d1¨¨¨dnñpąA
µpd1q2 ¨ ¨ ¨µpdnq2|Rpd, Bq| !γ NpBqplog logFpBqqγ (2.9)
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with an implied constant that is independent of B. Assumption (2.9) is the main arithmetic
input needed in our main results (see Remark 2.2). Define the function K : ΩÑ Rn via
Kpaq :“
˜
ωpm1paqq ´ c1 log logFpBqa
c1 log logFpBq
, . . . ,
ωpmnpaqq ´ cn log logFpBqa
cn log logFpBq
¸
. (2.10)
This is the promised normalisation. Our result is as follows.
Theorem 2.1. Let n P N and assume that we are given a set Ω, a real number A and func-
tions h,m, g,F such that (2.1), (2.2), (2.3), (2.4), (2.5), (2.7) and (2.9) hold. Furthermore,
assume that for every 1 ď i, j ď n the following limit exists,
lim
TÑ`8
ř
pďT gi,jppq
přpďT gippqq1{2přpďT gjppqq1{2 . (2.11)
Then the random vectors
pΩ,PBq Ñ Rn, a ÞÑ Kpaq, (2.12)
converge in distribution as B Ñ8 to a central multivariate normal distribution with covari-
ance matrix Σ whose pi, jq-entry is the limit (2.11).
There are three noteworthy aspects in Theorem 2.1. Firstly, the simplest case with n “ 1
applies to functions defined on a general set Ω, hence it recovers normal distribution results
related to irreducible polynomials [17, Thm. 3], values of irreducible polynomials at primes
[18] and entries of matrices [11]. It also applies to new situations, such as the coordinates of
integer zeros of affine algebraic varieties that do not necessarily have a group structure.
Secondly, Theorem 2.1 studies multidimensional normal laws for arithmetic functions. The
only related example that we could find in the literature is due to Halberstam [17, Thm. 1]
and LeVeque [20, §4] regarding pωpmq, ωpm` 1qq and its generalisation given by Tanaka [26]
regarding pωpf1pmqq, . . . , ωpfnpmqqq for non-constant integer irreducible polynomials fi that
are relatively coprime. These results are recovered by our theorem by taking Ω “ N, mipaq “
fipaq for 1 ď i ď n, and the covariance matrix is the n ˆ n identity matrix.
Thirdly, the covariance matrix is the identity if and only if the sequences ωpmipaqq and
ωpmjpaqq are ‘uncorrelated’ for all i ‰ j. Such a phenomenon is however not present in many
situations (such as the prime factors of coordinates of affine algebraic varieties) and one must
therefore obtain a general Erdo˝s–Kac law that would apply to situations with non-vanishing
correlations. This is the most important new aspect of Theorem 2.1, namely, that it covers
multivariate normal distributions with arbitrary covariance matrix.
Remark 2.2. Assumption (2.9) resembles a level of distribution condition in sieve theory.
In typical situations one takes FpBq “ NpBqc for some fixed c ą 0, where the size condition
on d becomes |d| ď FpBqεpBq “ NpBqop1q. This is much lighter than the usually stricter
assumption in classical sieve theory problems, where a positive exponent of level of distribu-
tion is required, i.e. one requires the same error term but with the summation over d with
|d| ď NpBqα for some fixed α ą 0. Note that if there exist η ą 0 and M ą 0 such that
#ta P Ω : hpaq ď B, di | mipaq @1 ď i ď nu
#ta P Ω : hpaq ď Bu “ gpdq `O
ˆ
NpBq´ηpmax
1ďiďn
diqM
˙
and if FpBq “ NpBqc, then (2.9) holds due to the estimateÿ
|d|ďFpBqεpBq
|Rpd, Bq| ! NpBq1´η
ÿ
|d|ďFpBqεpBq
pmax
1ďiďn
diqM ! NpBq1´ηFpBqεpBqpM`nq ! NpBq1´η.
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2.2. The main theorem. We now state the main technical result in the present paper;
it is a general version of Theorem 2.1. Let Ω be an infinite set and assume that for every
B P Rě1 we are given a function χB : ΩÑ Rě0 such that
B ě 1ñ ta P Ω : χBpaq ą 0u finite. (2.13)
In applications the function χBpxq will either denote the characteristic function of elements
x having ‘height’ bounded by B or it will be a smooth ‘weight’ function of the form wpx{Bq.
We also demand that
lim
BÑ`8
ÿ
aPΩ
χBpaq “ `8. (2.14)
For each B ě 0 we equip the set Ω with the structure of a probability space using the discrete
σ-algebra and probability measure
PB rSs :“
ř
aPS χBpaqř
aPΩ χBpaq
, S Ď Ω.
Assume that M : Rě0 Ñ Rě0 is any function satisfying
lim
BÑ`8
ř
aPΩ
χBpaq
MpBq “ 1. (2.15)
Next, we assume that we are given n P N and a function
m : ΩÑ Nn, a P Ω ÞÑ pm1paq, . . . , mnpaqq. (2.16)
We will find general assumptions which ensure that certain functions display Gaussian be-
haviour simultaneously for all i when evaluated atmipaq. We first need the following function
g, that contains information on the divisors of typical values of mipaq.
Definition 2.3 (The density function g). We assume that there exists A P R such that the
following limit exists for all d P Nn with p | d1 ¨ ¨ ¨ dn ñ p ą A,
lim
BÑ`8
1
MpBq
ÿ
aPΩ
di|mipaq @1ďiďn
χBpaq. (2.17)
We define g : td P Nn : p | d1 ¨ ¨ ¨ dn ñ p ą Au Ñ R as the value of this limit. We extend g to
Nn by setting it equal to 0 for d such that d1 ¨ ¨ ¨ dn has a prime factor p ď A. Furthermore,
we assume that
g is multiplicative in the sense of (1.4). (2.18)
Let us introduce the arithmetic functions whose values at mipaq we shall study. These
functions will be of the form
ř
p|mipaq
θippq, where the sum is taken over prime divisors p and
θippq are bounded functions. These function clearly generalise ω as can be seen by taking
A “ 0 and θippq “ 1 for all p. To be precise, we assume that we are given functions θ1, . . . , θn
defined on the primes, taking values on R and that there exists Θ P R with
|θippq| ď Θ for all 1 ď i ď n and primes p. (2.19)
For any S Ă t1, . . . , nu and b P N we define gS : NÑ R via
gSpbq :“ g p1` pb´ 1q1Sp1q, . . . , 1` pb´ 1q1Spiq, . . . , 1` pb´ 1q1Spnqq , (2.20)
MULTIVARIATE NORMAL DISTRIBUTION FOR INTEGRAL POINTS ON VARIETIES 11
i.e. we put b in position i if i P S and we put 1 otherwise. We furthermore define
MipT q :“
ÿ
pďT
θippqgippq, pT ě 0, 1 ď i ď nq. (2.21)
The function MipT q approximates the ‘mean’ of
ř
p|mipaq
θippq as one samples over suitably
many a P Ω. In addition to these means we shall also need to consider the analogous of
‘variances’ VipT q2, thus we let
VipT q :“
´ ÿ
pďT
θippq2gippq p1´ gippqq
¯1{2
, pT ě 0, 1 ď i ď nq. (2.22)
We assume that for all i “ 1, . . . , n we have
lim
TÑ`8
VipT q “ `8. (2.23)
Let us define the function K : ΩÑ Rn via
Kpaq :“
¨˝´ř
p|m1paq
θ1ppq
¯
´M1pm1paqq
V1pm1paqq , . . . ,
´ř
p|mnpaq
θnppq
¯
´Mnpmnpaqq
Vnpmnpaqq
‚˛. (2.24)
If V1pmipaqq “ 0, then by convention we take the ith entry to be 1 (note that our later
assumptions will imply that for any i the event Vipmipaqq “ 0 has probability 0)
We will study the behaviour of the functions
ř
p|mipaq
θippq simultaneously for all i and as
a ranges over Ω. To make the notation easier in what follows we normalised these functions
by first centering around their ‘expected mean’ Mi and then dividing by the ‘standard
deviation’ Vi. We define Rpd, Bq for each d P Nn and B ě 0 via
Rpd, Bq :“
¨˚
˝ ÿ
aPΩ
di|mipaq @1ďiďn
χBpaq‹˛‚´ gpdqMpBq. (2.25)
Our result will hold if the size of Rpd, Bq is relatively small compared to MipBq and VipBq
as one averages over small d. To make this precise we need the following piece of notation.
Definition 2.4 (Truncation pairs). We say that pF , ψq is a truncation pair if the following
is satisfied for functions F : Rě0 Ñ R, ψ : RÑ p0, 1s : first,
lim
BÑ`8
1ř
aPΩ χBpaq
ÿ
aPΩ
mipaqďFpBq @i
χBpaq “ 1. (2.26)
Next, assume that
lim
BÑ`8
FpBqψpBq “ `8, (2.27)
lim
BÑ`8
1
ψpBqVipFpBqψpBqq “ 0,
Mipmipaqq ´MipFpBqψpBqq
VipFpBqψpBqq ñ 0 (2.28)
and
Vipmipaqq
VipFpBqψpBqq ñ 1. (2.29)
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Lastly, we assume that for every k1, . . . , kn P N we have
lim
BÑ`8
śn
i“1
`
MipFpBqψpBqq `Θq
˘ki
MpBqśni“1 VipFpBqψpBqqki
ÿ
dPNn
(2.31)
pgpdq|Rpp1, . . . , 1q, Bq| ` |Rpd, Bq|q “ 0, (2.30)
where the summation is over d P Nn with$’&’%
p | d1 ¨ ¨ ¨ dn ñ A ă p ď FpBqψpBq,
µpdiq2 “ 1, @1 ď i ď n,
ωpdiq ď ki, @1 ď i ď n.
(2.31)
Theorem 2.5. Assume that we are given n P N, an infinite set Ω, a functionM : Rě1 Ñ Rě0
and for all B P Rě1 a function χB : Ω Ñ Rě0 such that for any B P Rě1 the assump-
tions (2.13), (2.14) and (2.15) are satisfied. Assume further that we are given a function
m : ΩÑ Nn satisfying (2.17), a real number A and a map g : Nn Ñ R satisfying (2.18) and
functions θ1, . . . , θn defined on the primes that take values in R that fulfil (2.19) and (2.23).
Assume that there exists a truncation pair pF , ψq satisfying (2.26)-(2.30) and that for every
1 ď i, j ď n the following limit exists,
lim
TÑ`8
ř
pďT θippqθjppq
`
gti,juppq ´ gippqgjppq
˘
VipT qVjpT q . (2.32)
Then the random vectors
pΩ,PBq Ñ Rn, a ÞÑ Kpaq, (2.33)
converge in distribution as B Ñ8 to a central multivariate normal distribution with covari-
ance matrix Σ whose pi, jq-entry is the limit (2.32).
2.3. The proof of Theorem 2.5. Our strategy consists of showing that for all t P Rn the
random variable on Ω given by
nÿ
i“1
ti
˜´ř
p|mipaq
θippq
¯
´Mipmipaqq
Vipmipaqq
¸
(2.34)
converges in distribution as B Ñ 8 to a suitable linear combination of univariate normal
distributions. To be able to use the level-of-distribution property (2.30), we show that we
can restrict the size of the primes p | mipaq to the range p ď FpBqψpBq.
Lemma 2.6. For all t P Rn we have
nÿ
i“1
ti
´ř
p|mipaq
θippq
¯
´Mipmipaqq
Vipmipaqq ´
nÿ
i“1
ti
´ř
Aăp|mipaq,pďFpBqψpBq
θippq
¯
´MipFpBqψpBqq
VipFpBqψpBqq ñ 0.
Proof. By Slutsky’s theorem, if X ñ 0 and Y ñ 0 then for every t P R one has X ` tY ñ 0,
therefore, it suffices to prove that for every i one has´ř
p|mipaq
θippq
¯
´Mipmipaqq
Vipmipaqq ´
´ř
p|mipaq,AăpďFpBqψpBq
θippq
¯
´MipFpBqψpBqq
VipFpBqψpBqq ñ 0.
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Using (2.29) we see that it is sufficient to prove that´ř
p|mipaq
θippq
¯
´
´ř
p|mipaq,AăpďFpBqψpBq
θippq
¯
` `MipFpBqψpBqq ´Mipmipaqq˘
VipFpBqψpBqq ñ 0. (2.35)
To prove this we use (2.19) to see that
ř
pďA θippq ! AΘ and¨˝ ÿ
p|mipaq
θippq‚˛´
¨˝ ÿ
p|mipaq,pďFpBqψpBq
θippq‚˛!Θ#  p ą FpBqψpBq : p | mipaq( .
Let Ω0 “ ta P Ω : mipaq ď FpBqu; note that limBÑ`8PBpΩ0q “ 1 by (2.26). Thus we can
use the bound #tp ą z : p | mu ď plogmq{plog zq to see that the numerator in (2.35) is
!A,Θ 1` logmipaq
logpFpBqψpBqq `
`
Mipmipaqq ´MipFpBqψpBqq
˘
! 1
ψpBq `
`
Mipmipaqq ´MipFpBqψpBqq
˘
.
The proof is concluded by using (2.28). 
For a function h : ΩÑ C we define EB as follows,
EBrhs :“ 1ř
aPΩ χBpaq
ÿ
aPΩ
χBpaqhpaq,
i.e. the expected value of h with respect to PB. To prove that the random variable in (2.34)
converges in distribution to a normal distribution we shall use the method of moments. We
begin by reducing the evaluation of moments to averages over d of the error term functions
Rpd, Bq introduced in (2.25).
Lemma 2.7. For all B ě 1 and k1, . . . , kn P N the following estimate holds with an absolute
implied constant,
EB
»——– nź
i“1
¨˚
˚˝ ÿ
AăpďFpBqψpBq
p|mipaq
θippq
‹˛‹‚
ki
fiffiffifl´ ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBq
ψpBq
g pP1, . . . , Pnq
ź
1ďuďn
1ďvďki
θuppu,vq
! Θ
k1`¨¨¨`kn
MpBq
ÿ
dPNn
(2.31)
pgpdq|Rpp1, . . . , 1q, Bq| ` |Rpd, Bq|q ,
where Pu is the radical of
ś
1ďvďki
pu,v and the sum over pi,j is over primes.
Proof. Expanding the ki-th powers gives˜ÿ
aPΩ
χBpaq
¸
EB
»——– nź
i“1
¨˚
˚˝ ÿ
AăpďFpBqψpBq
p|mipaq
θippq
‹˛‹‚
ki
fiffiffifl “ ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
$’&’%
ź
1ďuďn
1ďvďki
θuppu,vq
,/./-
ÿ
aPΩ
@i:Pi|mipaq
χBpaq.
14 DANIEL EL-BAZ, DANIEL LOUGHRAN, AND EFTHYMIOS SOFOS
By (2.25) this equals
E `MpBq
ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
gpP1, . . . , Pnq
ź
1ďuďn
1ďvďki
θuppu,vq,
where E is given by
E :“
ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBq
ψpBq
RppP1, . . . , Pnq, Bq
ź
1ďuďn
1ďvďki
θuppu,vq.
By (2.19) we infer that
|E| ď Θk1`¨¨¨`kn
ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
|RppP1, . . . , Pnq, Bq| ď Θk1`¨¨¨`kn
ÿ
dPNn
(2.31)
|Rpd, Bq|.
To conclude the proof, it follows from (2.15) that
MpBqř
aPΩ χBpaq
“
ř
aPΩ χBpaq ´Rpp1, . . . , 1q, Bqř
aPΩ χBpaq
“ 1`O
ˆ |Rpp1, . . . , 1q, Bq|
MpBq
˙
.
We deduce thatˇˇˇˇ
ˇˇˇˇ
ˇˇEB
«
nź
i“1
˜ ÿ
pďFpBqψpBq
p|mipaq
θippq
¸kiff
´
ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
gpP1, . . . , Pnq
ź
1ďuďn
1ďvďki
θuppu,vq
ˇˇˇˇ
ˇˇˇˇ
ˇˇ
! |Rpp1, . . . , 1q, Bq|
MpBq
¨˚
˚˝˚˚ ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
gpP1, . . . , Pnq
ź
1ďuďn
1ďvďki
θuppu,vq
‹˛‹‹‹‚` Θ
k1`¨¨¨`kn
MpBq
ÿ
dPNn
(2.31)
|Rpd, Bq|.
The last sum over pi,j is at most Θ
k1`¨¨¨`kn
ř
dPNn,(2.31) gpdq, thus concluding the proof. 
We need to understand the expression
ř
pi,j
ś
i,j θippi,jqgpP1, . . . , Pnq in Lemma 2.7 before
proceeding. This will be based on interpreting the function gSppq in (2.17) as the ‘probability’
that p divides each component of the vector pmipaqqiPS as a ranges through Ω. We do this
by introducing some auxiliary random vectors.
Lemma 2.8. For every prime p ą A there exists a random vector Xp “ pX1,p, . . . , Xn,pq,
such that
The random vectors Xp are independent for all primes p. (2.36)
Xi,p is Bernoulli and takes values in t0, 1u, (2.37)
Prob
«č
iPS
tXi,p “ 1u
ff
“ gSppq for all S Ă t1, . . . , nu. (2.38)
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Proof. We first show that for a fixed prime p, there exists a random vector satisfying (2.37)
and (2.38). To do so, let S Ă t1, . . . , nu with complement Sc. Then we define
Prob
«č
iPS
tXi,p “ 1u
č
iPSc
tXi,p “ 0u
ff
“
ÿ
S1ĂSc
p´1q|S1|gSYS1ppq. (2.39)
To see that this gives a well-defined random vector, it suffices to show that each probabil-
ity (2.39) is non-negative (that the sum of all probabilities equals 1 follows from a simple
inclusion-exclusion argument and the fact that g∅ppq “ gp1, . . . , 1q “ 1). However, by
inclusion-exclusion we have
0 ď lim
BÑ`8
1
MpBq
ÿ
aPΩ
p|mipaq, iPS
p∤mipaq, iPSc
χBpaq “ lim
BÑ`8
1
MpBq
ÿ
S1ĂSc
p´1q|S1|
ÿ
aPΩ
p|mipaq, iPS1
χBpaq
“
ÿ
S1ĂSc
p´1q|S1|gSYS1ppq,
by (2.17) and (2.20), as required. The properties (2.37) and (2.38) then follow easily. Then
(2.36) follows from Kolmogorov’s extension theorem [10, Thm. 2.1.21]. 
For 1 ď i ď n and B ą 1 define the random variable
Si,B :“
ÿ
AăpďFpBqψpBq
θippqXi,p.
A very special case of the definition of the Xi,p is that
ProbrXi,p “ 1s “ gippq and ProbrXi,p “ 0s “ 1´ gippq,
hence, recalling (2.21) and (2.22), for all 1 ď i ď n and T ě 0 we get
E rSi,Bs “ MipFpBqψpBqq and Var rSi,Bs1{2 “ VipFpBqψpBqq.
In verifying the last two equalities we have implicitly used that gippq “ 0 for p ď A, as can
be seen by Definition 2.3. In our next lemma we use Lemma 2.7, that regards moments ofÿ
AăpďFpBqψpBq
θippq1pZpmipaqq,
to study the moments of ÿ
AăpďFpBqψpBq
θippq p1pZpmipaqq ´ gippqq ,
which are closer to Kpaq in (2.24).
Lemma 2.9. For each k P Nn the following holds with an absolute implied constant,
EB
»—– nź
i“1
¨˝ ÿ
AăpďFpBqψpBq
θippq1pZpmipaqq ´MipFpBqψpBqq‚˛
ki
fiffifl´ E« nź
i“1
pSi,B ´ E rSi,Bsqki
ff
!
śn
i“1
`|MipFpBqψpBqq| `Θ˘ki
MpBq
$&% ÿ
dPNn,(2.31)
pgpdq|Rpp1, . . . , 1q, Bq| ` |Rpd, Bq|q
,.- .
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Proof. Note that by (2.18) and (2.36)-(2.37) we get
E
«
nź
i“1
Skii,B
ff
“
ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
$’&’%
ź
1ďuďn
1ďvďki
θuppu,vq
,/./-E
«ź
u,v
Xu,pu,v
ff
“
ÿ
1ďiďn
1ďjďki
Aăpi,jďFpBqψpBq
$’&’%
ź
1ďuďn
1ďvďki
θuppu,vq
,/./- g
˜
rad
˜
k1ź
v“1
p1,v
¸
, . . . , rad
˜
knź
v“1
pn,v
¸¸
,
therefore, the difference in Lemma 2.7 equals
EB
»—– nź
i“1
¨˝ ÿ
AăpďFpBqψpBq
θippq1pZpmipaqq‚˛
ki
fiffifl´ E« nź
i“1
Skii,B
ff
.
Using the binomial theorem we see that
EB
»—– nź
i“1
¨˝
´MipFpBqψpBqq `
ÿ
AăpďFpBqψpBq
θippq1pZpmipaqq‚˛
ki
fiffifl
“
ÿ
0ďj1ďk1
...
0ďjnďkn
#
nź
i“1
p´MipFpBqψpBqqqki´ji
ˆ
ki
ji
˙+
EB
»– nź
i“1
¨˝ ÿ
AăpďFpBqψpBq
θippq1pZpmipaqq‚˛
ji
fifl
and
E
«
nź
i“1
p´E rSi,Bs ` Si,Bqki
ff
“
ÿ
0ďj1ďk1
...
0ďjnďkn
#
nź
i“1
p´MipFpBqψpBqqqki´ji
ˆ
ki
ji
˙+
E
«
nź
i“1
S
ji
i,B
ff
.
Alluding to Lemma 2.7 shows that the difference in our lemma is
! 1
MpBq
ÿ
0ďj1ďk1
...
0ďjnďkn
#
nź
i“1
|MipFpBqψpBqq|ki´ji
ˆ
ki
ji
˙
Θji
+ÿ
dPNn
pgpdq|Rpp1, . . . , 1q, Bq| ` |Rpd, Bq|q ,
where the sum over d is subject to the same conditions as in (2.31), except that ωpdiq ď ki
must be replaced by ωpdiq ď ji. Noting that ji ď ki and that each term in the sum over d is
non-negative, we may bound the sum over d by the same one where the summation is over
those d that satisfy (2.31). Therefore, the last quantity is at most
1
MpBq
ÿ
0ďj1ďk1
...
0ďjnďkn
#
nź
i“1
|MipFpBqψpBqq|ki´ji
ˆ
ki
ji
˙
Θji
+ÿ
dPNn
(2.31)
pgpdq|Rpp1, . . . , 1q, Bq| ` |Rpd, Bq|q .
The proof is concluded by noting that the sum over ji is
´
|MipFpBqψpBqq| `Θ
¯ki
. 
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For the rest of this section we fix an arbitrary vector t P Rn. We are now in place to study
the linear combination in (2.34) by modelling it via a linear combination of the random
variables Si,B. More specifically, for every prime p ą A we define the random variable
Yp :“
nÿ
i“1
tiθippq pXi,p ´ gippqq
Var rSi,Bs1{2
. (2.40)
We next reformulate the previous lemmas using the variables Yp.
Lemma 2.10. For every k P N the function of B given by
EB
»—–
¨˝
nÿ
i“1
ti
´ř
AăpďFpBqψpBq θippq1pZpmipaqq
¯
´MipFpBqψpBqq
VipFpBqψpBqq
‚˛k
fiffifl
´ E
»—–
¨˚
˝ řAăpďFpBqψpBq Yp
Var
”ř
AăpďFpBqψpBq Yp
ı1{2 ‹˛‚
kfiffifl
tends to 0 as B Ñ8.
Proof. Using the multinomial theorem we see that the quantity EB r¨s in the lemma equals
ÿ
kPpZě0qn
k1`¨¨¨`kn“k
k!tk11 ¨ ¨ ¨ tknn
k1! ¨ ¨ ¨ kn! EB
»—– nź
i“1
¨˝´ř
p|mipaq,AăpďFpBqψpBq
θippq
¯
´MipFpBqψpBqq
VipFpBqψpBqq
‚˛ki
fiffifl .
By (2.40) we see that the term E r¨s in the lemma can similarly be written as
ÿ
kPpZě0qn
k1`¨¨¨`kn“k
k!tk11 ¨ ¨ ¨ tknn
k1! ¨ ¨ ¨ kn! E
»– nź
i“1
˜
Si,B ´ E rSi,Bs
Var rSi,Bs1{2
¸kififl .
Subtracting the last two equations and invoking Lemma 2.9 and (2.30) concludes the proof.

Our plan is to use the Central Limit Theorem to study the distribution of
ř
p Yp. Before
that we need to study some basic properties of Yp.
Lemma 2.11.
(1) The random variables Yp are independent;
(2) For every prime p we have E rYps “ 0;
(3) For every prime p the quantity Var rYps equals
nÿ
i“1
t2i θippq2gippq p1´ gippqq
Var rSi,Bs ` 2
ÿ
1ďiăjďn
titjθippqθjppq
`
gti,juppq ´ gippqgjppq
˘
Var rSi,Bs1{2Var rSj,Bs1{2
;
(4) We have
lim
TÑ`8
Var
»– ÿ
AăpďFpBqψpBq
Yp
fifl “ Qptq, where Qptq :“ nÿ
i“1
t2i ` 2
ÿ
1ďiăjďn
σijtitj ,
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and σij are given by (2.32). In particular, we have Qptq ě 0.
Proof.
(1) This follows directly from (2.36).
(2) This follows from linearity of expectation and the fact that E rXi,ps “ gippq.
(3) Recall that the covariance of two random variables W1,W2 is defined by
Cov rW1,W2s :“ E rW1W2s ´ E rW1sE rW2s .
Using the standard formula Var rřni“1Xis “ řiVarrXis ` 2řiăj Cov rXi, Xjs shows
that Var rYps equals
nÿ
i“1
t2i θippq2Var rXi,p ´ gippqs
Var rSi,Bs
`2
ÿ
1ďiăjďn
titjθippqθjppqCov rpXi,p ´ gippqq , pXj,p ´ gjppqqs
Var rSi,Bs1{2Var rSj,Bs1{2
.
Using the rules VarrX ` cs “ VarrXs and Cov rX ´ c, Y ´ c1s “ Cov rX, Y s this
becomes
nÿ
i“1
t2i θippq2Var rXi,ps
Var rSi,Bs ` 2
ÿ
1ďiăjďn
titjθippqθjppqCov rXi,p, Xj,ps
Var rSi,Bs1{2Var rSj,Bs1{2
.
By (2.37)-(2.38) we have Var rXi,ps “ gippq p1´ gippqq and
Cov rXi,p, Xj,ps “ E rXi,pXj,ps ´ E rXi,psE rXj,ps “ gti,juppq ´ gippqgjppq,
which concludes the proof.
(4) Using the third part of the present lemma shows that
Var
»– ÿ
AăpďFpBqψpBq
Yp
fifl “ nÿ
i“1
t2i ` 2
ÿ
1ďiăjďn
titj
ÿ
pďFpBqψpBq
θippqθjppq
`
gti,juppq ´ gippqgjppq
˘
Var rSi,Bs1{2Var rSj,Bs1{2
,
where we used that if p ď A then gti,juppq “ 0 “ gippq. This equals
nÿ
i“1
t2i ` 2
ÿ
1ďiăjďn
titj Cov
«
Si,B ´ E rSi,Bs
Var rSi,Bs1{2
,
Sj,B ´ E rSj,Bs
Var rSj,Bs1{2
ff
.
One of the assumptions of Theorem 2.5 is that the limits in (2.32) exist. A direct
comparison with the last expression here shows that
lim
BÑ`8
Var
»– ÿ
AăpďFpBqψpBq
Yp
fifl “ Qptq
due to (2.27). As a consequence, we obtain that Qptq is non-negative. 
We are now in position to apply the Central Limit Theorem to
ř
p Yp.
Lemma 2.12. For all t P Rn with Qptq ą 0 the sequence of random variables
1
Qptq1{2
ÿ
AăpďFpBqψpBq
Yp
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converges in distribution to the standard normal distribution as B Ñ 8. If Qptq “ 0, thenÿ
AăpďFpBqψpBq
Yp
converges in distribution to 0 as B Ñ8.
Proof. The first two parts of Lemma 2.11 imply that
E
»– ÿ
AăpďFpBqψpBq
Yp
fifl “ 0.
Therefore, if Qptq “ 0 then the last part of Lemma 2.11, implies that
E
»–¨˝ ÿ
AăpďFpBqψpBq
Yp‚˛
2fifl “ Var
»– ÿ
AăpďFpBqψpBq
Yp
fiflÑ 0, as B Ñ `8.
Chebyshev’s inequality then yields
ř
p Yp ñ 0.
We now assume that Qptq ą 0. It is clear from the last part of Lemma 2.11 that we only
have to show that one can apply the Central Limit Theorem to the sum
ř
p Yp in the present
lemma. To do this we shall verify that Lindeberg’s condition for the Central Limit Theorem
for triangular arrays [2, Theorem 27.2] is satisfied. Recalling that E rYps “ 0, this condition
can be written as
lim
BÑ`8
1
Var
”ř
AăpďFpBqψpBq Yp
ı ÿ
AăpďFpBqψpBq
E
«
Y 2p 1
˜#
|Yp| ą δVar
«ÿ
p
Yp
ff+¸ff
“ 0.
By the last part of Lemma 2.11 it is clear that this is equivalent to showing that for all δ ą 0
lim
BÑ`8
ÿ
AăpďFpBqψpBq
E
“
Y 2p 1 pt|Yp| ą δuq
‰ “ 0. (2.41)
To prove (2.41), note by the definition (2.40) and the bounds (2.19), gippq ď 1, we obtain
|Yp| !δ,n,t 1
miniVar rSi,Bs1{2
, (2.42)
where the implied constant is independent of p and B. Hence, for any fixed δ ą 0 we see
that by assumption (2.23) we have 1pt|Yp| ą δuq “ 0 for all sufficiently large B. This is
sufficient for (2.41). 
Lemma 2.10 shows that the moments of the number-theoretic objects
ř
p θippq1pZpmipaqq
essentially behave like the moments of certain random variables related to
ř
p Yp, and in
Lemma 2.12 we saw that
ř
p Yp has a limiting distribution. To pass from this to limiting
distributions for the number-theoretic objects we first need to prove certain growth estimates
for the moments of the related random variables. This is the goal of the next lemma.
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Lemma 2.13. Assume that t P Rn is fixed and that Qptq ą 0. Then there exists L ą 0 (that
is independent of B and k) such that for all k P N and B ě 1 one hasˇˇˇˇ
ˇˇˇE
»—–
¨˚
˝ řAăpďFpBqψpBq Yp
Var
”ř
AăpďFpBqψpBq Yp
ı1{2 ‹˛‚
kfiffifl
ˇˇˇˇ
ˇˇˇ ! k!Lk,
where the implied constant is independent of B, k and L.
Proof. By the last part of Lemma 2.11 we have limB Varr
ř
p Yps “ Qptq, therefore there
exists B0 ě 0 such that Var
”ř
p Yp
ı
is strictly positive for all B ě B0. For such B we let
Zp :“ YpVar
»– ÿ
AăpďFpBqψpBq
Yp
fifl´1{2
so that
E
»—–
¨˚
˝ řAăpďFpBqψpBq Yp
Var
”ř
AăpďFpBqψpBq Yp
ı1{2 ‹˛‚
kfiffifl “ ÿ
1ďuďk
pk1,...,kuqPNu
k1`¨¨¨`ku“k
k!śu
i“1 ki!
ÿ
*
uź
i“1
E
“
Zkipi
‰
, (2.43)
where the sum
ř
* is over prime tuples satisfying A ă p1 ă . . . ă pu ď FpBqψpBq. Note
that we have E rZps “ 0, therefore we can add the restriction that every ki is strictly larger
than 1. By the bound (2.42) we deduce that there exists L such that for all B ě 1 one has
|Zp| ď L ď 1` L. Therefore, for all ki ě 2 we have
|E “Zkip ‰ | ď p1` Lqki´2E “Z2p‰ ď p1` LqkiE “Z2p‰ .
Thus, using k1 ` ¨ ¨ ¨ ` ku “ k, we obtainÿ
Aăp1ă...ăpuďFpBq
ψpBq
uź
i“1
E
“
Zkipi
‰ ď p1` Lqk ÿ
Aăp1ă...ăpuďFpBq
ψpBq
uź
i“1
E
“
Z2pi
‰
,
which is at most
p1` Lqk
u!
¨˝ ÿ
AăpďFpBqψpBq
E
“
Z2p
‰‚˛u .
Now note thatÿ
AăpďFpBqψpBq
E
“
Z2p
‰ “ 1
Var
”ř
AăpďFpBqψpBq Yp
ı ÿ
AăpďFpBqψpBq
Var rYps “ 1.
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Thus, by (2.43) we get ˇˇˇˇ
ˇˇˇE
»—–
¨˚
˝ řAăpďFpBqψpBq Yp
Var
”ř
AăpďFpBqψpBq Yp
ı1{2 ‹˛‚
kfiffifl
ˇˇˇˇ
ˇˇˇ
ď p1` Lqk
ÿ
1ďuďk{2
1
u!
ÿ
pk1,...,kuqPpNě2qu
k1`¨¨¨`ku“k
k!
k1! ¨ ¨ ¨ku!
ď p1` Lqkk!
ÿ
1ďuďk{2
ku
u!
ď p1` Lqkk!ek.
This concludes the proof. 
2.3.1. Conclusion of the proof of Theorem 2.5. The following lemma is the reason we proved
Lemmas 2.10, 2.12, and 2.13 in the previous subsection.
Lemma 2.14 (Billinglsey, Theorem 11.2, [1]). Assume that ζ, ξn, ζn, pn P Nq, are random
variables, not necessarily defined on the same probability space. Suppose that ζn ñ ζ, that
for all k P N we have
lim
nÑ`8
ˇˇ
E
“
ξkn
‰ ´ E “ζkn‰ˇˇ “ 0,
and that there exists L P R such that
sup
n,kPN
ˇˇ
E
“
ζkn
‰ˇˇ
k!Lk
ď 1.
Then ξn ñ ζ.
Note that by the fourth part of Lemma 2.11 the matrix Σ defined in Theorem 2.5 is
positive semi-definite, so the multivariate normal distribution N p0,Σq is well-defined. Let
X be a random vector in Rn with distribution N p0,Σq. Using the Crame´r–Wold theorem [3,
Thm. 29.4] we see that (2.33) follows if we show that for every t P Rn one has
nÿ
i“1
ti
´ř
p|mipaq
θippq
¯
´Mipmipaqq
Vipmipaqq ñ
nÿ
i“1
tiXi.
In light of Lemma 2.6 this is equivalent to proving
nÿ
i“1
ti
´ř
Aăp|mipaq,pďFpBqψpBq
θippq
¯
´MipFpBqψpBqq
VipFpBqψpBqq ñ
nÿ
i“1
tiXi.
This can be deduced by injecting Lemmas 2.10, 2.12 and 2.13 into Lemma 2.14. 
2.4. The proof of Theorem 2.1. The proof is a combination of the Fundamental Lemma
of the Combinatorial Sieve and Theorem 2.5. As a first step we show that the function F
tends to infinity.
Lemma 2.15. In the setting of Theorem 2.1 we have limBÑ8FpBq “ `8.
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Proof. Let 1 ď i ď n. By (2.5) there are infinitely many primes p with gippq ą 0. Let p be
such a prime. By (2.3) with d “ pp1tiupjq ` 1t1,...,nuztiupjqqnj“1 we get
lim inf
BÑ`8
# ta P Ω : hpaq ď B, p ď mipaqu
NpBq ą 0.
Thus, by (2.7) we obtain p ď lim infBÑ`8FpBq. Taking pÑ8 concludes the proof. 
Before proceeding we must show that the typical size of mipaq is not too small. This will
require the Fundamental Lemma of the Combinatorial Sieve as given in [27, Thm. 3, p. 60].
Lemma 2.16. Let A be a finite set of integers and P a set of primes. If there exist real
numbers A, κ ą 0 and a multiplicative function g : NÑ R X r0,8q such thatź
ηďpďξ
ˆ
1´ gppq
p
˙´1
ď
ˆ
log ξ
log η
˙κˆ
1` A
log η
˙
, p@ 2 ď η ď ξq, (2.44)
then for all X, y, u ą 1 the number of a P A that are coprime to every p P PX p0, ys is
! X
ź
pPP
pďy
ˆ
1´ gppq
p
˙
`
ÿ
dďyu
p|dñpPP
µpdq2
ˇˇˇˇ
# ta P A : d | au ´ gpdq
d
X
ˇˇˇˇ
,
where the implied constant depends at most on κ,A1, A2.
Lemma 2.17. Let ε be as in (2.8) and let ε1 : r1,8q Ñ r0,8q satisfy
lim
BÑ8
ε1pBq “ 0. (2.45)
Define z0pBq :“ FpBqε1pBqεpBq and assume that limBÑ8 z0pBq “ 8. Then
lim
BÑ8
PB
„
a P Ω : z0pBq ě min
1ďiďn
mipaq

“ 0.
Proof. By Boole’s inequality it is sufficient to show that for all 1 ď i ď n one has
lim
BÑ8
PB ra P Ω : z0pBq ě mipaqs “ 0. (2.46)
Let zpBq :“ FpBqεpBq{2. To prove (2.46) we note that the inequality z0pBq ě mipaq
implies that for every prime p P pz0pBq, zpBqq we have p ∤ mipaq. Therefore, letting
W :“śz0pBqăpăzpBq p, we get
#ta P Ω : hpaq ď B, z0pBq ě mipaqu ď #ta P Ω, hpaq ď B, gcdpmipaq,W q “ 1u.
We use Lemma 2.16 with A :“ tmipaq : a P Ω, hpaq ď Bu and
P :“ tp ą z0pBq : p primeu, X :“ NpBq, κ :“ ci, gppq :“ pgippq, u :“ 2, y :“ zpBq ´ 1.
Assumption (2.5) and the estimate logp1´ zq´1 “ z `Opz2q, |z| ă 1 show that
log
ź
ηďpďξ
p1´gippqq´1 “
ÿ
ηďpďξ
gippq`O
˜ ÿ
ηďpďξ
gippq2
¸
“ ci log
ˆ
log ξ
log η
˙
`O
ˆ
1
log η
˙
, (2.47)
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from which we infer (2.44) by using exppεq “ 1`Opεq for ε “ Op1{ log ηq. Lemma 2.16 gives
the following bound for #ta P Ω, hpaq ď B, gcdpmipaq,W q “ 1u,
! NpBq
ź
z0pBqăpďzpBq
p1´gippqq`
ÿ
dďzpBq2
p|dñpąz0pBq
µpdq2 |# ta P Ω : hpaq ď B, d | mipaqu ´ gipdqNpBq| .
Exponentiating (2.47) shows that the first term is
! NpBq
ˆ
log z0pBq
log zpBq
˙ci
! NpBqε1pBqci “ opNpBqq.
To bound the second term we note that z0pBq ą A due to the assumption limBÑ8 z0pBq “ 8.
Therefore, we can replace the condition p ą z0pBq by p ą A, thus, the second term is
!
ÿ
dďzpBq2
p|dñpąA
µpdq2|Rpp1, . . . , 1, d, 1 . . . , 1q, Bq|,
where every component in the vector in R equals 1, except the i-th entry, which equals d.
By (2.9) and Lemma 2.15 we immediately find that this is opNpBqq. This verifies (2.46) and
hence concludes the proof. 
We will use Theorem 2.5 with
χBpaq :“ 1r0,Bsphpaqq, θippq “ 1 and MpBq “ NpBq.
With these choices we see that (2.13), (2.14) and (2.15) are satisfied due to (2.1). The assump-
tion (2.19) obviously holds with Θ “ 1. We next show that pF , ψq fulfils the truncation-pair
Definition 2.4, where F is as in (2.7) and
ψpBq :“ εpBqa
log log logFpBq “
a
log log logFpBqa
log logFpBq , (2.48)
where the equality is by (2.8). Firstly, (2.26) follows directly from (2.7). Secondly, to
verify (2.27) it is clearly sufficient to show that
lim
BÑ`8
ψpBq logFpBq “ `8.
This, however, follows by (2.48) and Lemma 2.15.
Before proceeding, note that by (2.5) we have
MipFpBqψpBqq “ci log logFpBq ´ ci log 1
ψpBq `Op1q
“ci log logFpBq `Oplog log logFpBqq,
where the last estimate is due to Lemma 2.15 and (2.48). We similarly have
VipFpBqψpBqq2 “ ci log logFpBq `Oplog log logFpBqq.
The first part of (2.28) follows from
1
ψpBqVipFpBqψpBqq !
1
ψpBqalog logFpBq “ 1alog log logFpBq “ op1q,
which goes to 0 as B Ñ 8 by Lemma 2.15. To verify the second part of (2.28) we use
Lemma 2.17 with
ε1pBq “ plog log logFpBqq´1{2.
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This choice shows that the function z0pBq of Lemma 2.17 coincides with FpBqψpBq. By
Lemma 2.17 we deduce that there exists a set S Ă Ω with limBÑ8PBrSs “ 1 and such that
whenever a P S then we have for all 1 ď i ď n that
FpBqψpBq ď mipaq ď FpBq. (2.49)
Hence, for a P S we get
0 ď Mipmipaqq ´MipFpBq
ψpBqq
VipFpBqψpBqq ď
MipFpBqq ´MipFpBqψpBqq
VipFpBqψpBqq
“ ciplog logFpBqq `Op1q ´ ciplog logFpBqq `Oplog log logFpBqqa
ciplog logFpBqq `Op1q
,
which, by Lemma 2.15, tends to 0 as B Ñ 8. We are thus left with verifying (2.29)
and (2.30). For the former we observe that for a P S we have the following by (2.49),
1 ď Vipmipaqq
VipFpBqψpBqq ď
VipFpBqq
VipFpBqψpBqq “
a
ci log logFpBq `Op1qa
ci log logFpBq `Oplog log logFpBqq
,
which, by Lemma 2.15, tends to 1 as B Ñ 8. We are left with verifying (2.30). Note that
in our setting one has Rpp1, . . . , 1q, Bq “ 0 due to MpBq “ NpBq and (2.6), hence we only
have to show
lim
BÑ`8
śn
i“1
`|MipFpBqψpBqq|˘ki
NpBqśni“1 VipFpBqψpBqqki
ÿ
dPNn
(2.31)
|Rpd, Bq| “ 0 (2.50)
in order to verify (2.30). Note that the bounds
MipFpBqψpBqq ! log logFpBq and VipFpBqψpBqq2 " log logFpBq
imply that śn
i“1
`|MipFpBqψpBqq|˘kiśn
i“1 VipFpBqψpBqqki
! plog logFpBqq k1`¨¨¨`kn2 .
Now note that the di in (2.50) satisfy for all sufficiently large B,
di ď FpBqkiψpBq ď FpBqεpBq,
therefore, śn
i“1
`|MipFpBqψpBqq| ` 1˘ki
NpBqśni“1 VipFpBqψpBqqki
ÿ
dPNn
(2.31)
|Rpd, Bq|
!plog logFpBqq
k1`¨¨¨`kn
2
NpBq
ÿ
dPNn
|d|ďFpBqεpBq
p|d1¨¨¨dnñpąA
µpd1q2 ¨ ¨ ¨µpdnq2|Rpd, Bq|,
which is op1q as can be seen by taking γ “ 1` 1
2
pk1`¨ ¨ ¨`knq in (2.9). This confirms (2.50).
Having verified all assumptions of Theorem 2.5, the result is that the random vector¨˚
˝ ωpm1paqq ´řpďm1paq g1ppq´ř
pďm1paq
g1ppqp1´ g1ppqq
¯1{2 , . . . , ωpmnpaqq ´
ř
pďmnpaq
gnppq´ř
pďmnpaq
gnppqp1´ gnppqq
¯1{2 ‹˛‚
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has the limiting distribution as in Theorem 2.1. We next deduce the analogous distribution
result for the function given in (2.10). We define the random vectors on Ω by
V “
˜
Vpm1paqqa
c1 log logFpBq
, . . . ,
Vpmnpaqqa
cn log logFpBq
¸
,
T “
ˆ
ωpm1paqq ´Mpm1paqq
Vpm1paqq , . . . ,
ωpmnpaqq ´Mpmnpaqq
Vpmnpaqq
˙
,
and
M “
ˆ
Mpm1paqq ´ c1 log logFpBq
Vpm1paqq , . . . ,
Mpmnpaqq ´ cn log logFpBq
Vpmnpaqq
˙
.
Recalling (2.10), we have
K “ VpT`Mq
where the product is taken coordinate-wise. Theorem 2.5 implies that Tñ N p0,Σq. More-
over by (2.5), the fact that FpBq Ñ 8 and (2.49), we have Mñ 0 and V ñ 1 (where 1 is
the n-dimensional vector all of whose coordinates are 1). Slutsky’s theorem therefore implies
that K ñ N p0,Σq. Furthermore, the limit in (2.32) becomes (2.11). This is due to (2.5),
which ensures that
ÿ
pďT
θippqθjppqgippqgjppq “
ÿ
pďT
gippqgjppq ď
˜ ÿ
p1,p2ďT
gipp1q2gjpp2q2
¸1{2
“ Op1q,
by Cauchy–Schwarz, and
VipT q2 “
ÿ
pďT
gippq p1´ gippqq “
ÿ
pďT
gippq `Op1q. 
3. Application to integral points
In this section we prove Theorem 1.8 using Theorem 2.1.
3.1. Inner product of divisors. Let X be an integral Noetherian scheme and DivX the
free abelian group generated by the integral (Weil) divisors on X . To simplify some of the
statements and proofs in what follows, we introduce an inner product on x¨, ¨y on DivX as
follows. For integral divisors D,E we define
xD,Ey “
#
1, D “ E,
0, D ‰ E.
Since the integral divisors form a basis of DivX , this uniquely extends to an inner product
on DivX . Explicitly, for D,E P DivX , their inner product is the number of common
irreducible components of D and E, counted with multiplicity. We extend this naturally
to DivRX :“ pDivXq bZ R and let } ¨ } : DivRX Ñ Rě0 be the induced norm. Our inner
product is purely a convenient piece of notation which should not be confused with more
subtle geometric information like intersection numbers of divisors.
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3.2. Points over finite fields.
Proposition 3.1. Let X be a geometrically integral variety over Q of dimension n and X
a model of X over Z. Let Z Ĺ X be a reduced closed subscheme of pure dimension d and Z
its closure in X . Let ε ą 0.
(1) We have ÿ
pěT
ˆ
#ZpFpq
#X pFpq
˙2
!ε 1
T 1´ε
.
(2) We have
ÿ
pďT
#ZpFpq
#X pFpq “
#
CZ `Oεp1{T 1´εq, if d ă n´ 1, for some CZ ą 0,
xZ,Zy log log T ` C 1Z `Op1{ log T q, if d “ n´ 1, for some C 1Z ą 0.
Proof. By the Lang–Weil estimates [19] we have
#ZpFpq ! pd ! pn´1, #X pFpq “ pn `Oppn´1{2q, as pÑ 8.
Then (1) and the case d ă n´ 1 of (2) easily follows.
It thus suffices to prove (2) when d “ n´ 1. For a number field k we denote by zppkq the
number of prime ideals of k of degree 1 over p. Let I be the set of irreducible components
of Z, and for each i P I let ki be the algebraic closure of Q in the function field of the
corresponding irreducible component; this is a number field. For all sufficiently large primes
p, the irreducible components of ZFp which are geometrically integral correspond exactly
to those prime ideals of ki of degree 1 over p. Moreover the components which are not
geometrically integral contain Oppn´2q points over Fp, by Lang–Weil. Thus applying the
Lang–Weil estimates to each irreducible component of ZFp gives
#ZpFpq “
ÿ
iPI
zppkiqpn´1 `Oppn´3{2q
and hence
#ZpFpq
#X pFpq “
ÿ
iPI
zppkiq
p
`O
ˆ
1
p3{2
˙
.
However turning this into a sum over the non-zero prime ideals of the number field, we haveÿ
pďT
zppkq “
ÿ
NppqďT
Nppq prime
1 “
ÿ
NppqďT
1`OpT 1{2q “ LipT q `OpT expp´c
a
log T qq
for some constant c ą 0, where the second equality is by [25, Lem. 9.3] and the last by the
prime ideal theorem [25, Thm. 3.1]. The result now follows from partial summation. 
Corollary 3.2. Let D1, D2 be reduced divisors on X and Di their closures in X. Then
lim
TÑ8
ř
pďT #pD1 XD2qpFpq{#X pFpq
přpďT D1pFpq{#X pFpqq1{2přpďT D2pFpq{#X pFpqq1{2 “ xD1, D2y}D1}}D2} .
3.3. Proof of Theorem 1.8. We now take the notation and set up of Theorem 1.8.
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3.3.1. Application of Theorem 2.1. We take Ω “ X pZqzDpZq, h “ H and
m : ΩÑ Nn, x ÞÑ
¨˚
˝ ź
p
x mod pPDipFpq
p
‹˛‚
i“1,...,n
.
That (2.1) and (2.2) hold is clear. We next show (2.3) and (2.4) using (1.2). For this we
require the following.
Lemma 3.3. We have
#tx P DpZq : Hpxq ď Bu “ op#tx P X pZq : Hpxq ď Buq.
Proof. Let 0 ă ε ă η and let p be a prime with Bpη´εq{M ă p ă 2Bpη´εq{M (this exists by
Bertrand’s postulate). Then applying (1.2) we obtain
#tx P DpZq : Hpxq ď Bu
#tx P X pZq : Hpxq ď Bu ď
#tx P X pZq : Hpxq ď B, x mod p P DpFpqu
#tx P X pZq : Hpxq ď Bu
“ DpFpq
X pFpq `O
ˆ
pM
Bη
˙
! 1
p
`B´ε “ op1q
where the penultimate line is by the Lang–Weil estimates. 
Let d1, . . . , dn be square-free and let d “ rd1, . . . , dns be their least common multiple. Let
Υd “ tx P X pZ{dZq : x mod di P DpZ{diZq, i “ 1, . . . , nu.
Providing each di is coprime to every p ď A, Lemma 3.3 and (1.2) imply that
#tx P Ω : Hpxq ď B, x mod di | mipxq, i “ 1, . . . , nu
#tx P Ω : Hpxq ď Bu “
#Υd
#X pZ{dZq `Opd
MB´ηq.
Thus (2.3) holds with
gpdq “ #Υd
#X pZ{dZq ,
where g is supported on vectors d with square-free entries such that p | di ùñ p ą A. To
see that g is multiplicative, let gcdpd1 . . . dn, d11 . . . d1nq “ 1. Then
gpdd1q “ #Υdd1
#X pZ{rd1d11, . . . , dnd1nsZq
“ #Υd
#X pZ{dZq ¨
#Υd1
#X pZ{d1Zq “ gpdqgpd
1q
by the Chinese remainder theorem and our coprimality assumption. This shows (2.4). Next
(2.5) follows from Proposition 3.1 with ci “ xDi, Diy. To show (2.7) we use the following.
Lemma 3.4. There exists c ą 0 such that for all x P X pZqzDpZq we haveź
p
x mod pPDpFpq
p ! Hpxqc.
Proof. Let D be the closure of D in PdZ. Choose homogeneous polynomials f1, . . . , fr over
Z which generate the ideal of D. As x R DpZq, we have fipxq ‰ 0 for some i. Moreover
x mod p P DpFpq implies that p | fipxq. Thus the quantity in question is at most |fipxq| !
Hpxqdeg fi ! HpxqdegD, as required. 
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We find that (2.7) holds with FpBq ! Bc. Then (2.9) follows from (1.2) (see Remark 2.2).
Finally the limit (2.11) exists and equals xDi, Djy{}Di}}Dj} by Corollary 3.2. Thus all
assumptions of Theorem 2.1 hold and we deduce the first part of Theorem 1.8.
3.3.2. Rank of the matrix. It remains to prove the final part of Theorem 1.8, regarding
the formula for the rank of the covariance matrix. As the Di are reduced, the matrix
pci,j{?ci,icj,jq is exactly the Gram matrix of the divisors D1{}D1}, . . . , Dn{}Dn} with respect
to the inner product on DivRX defined in §3.1. However the rank of the Gram matrix is the
dimension of the vector subspace of DivRX generated by the Di{}Di}. But this is also equal
to the rank of the subgroup of DivX generated by the Di. This completes the proof. 
4. Examples
We now give various examples illustrating our results and use Theorem 1.8 to prove the
special cases stated in the introduction.
4.1. Complete intersections. Here we explain the proof of Theorem 1.2. We apply The-
orem 1.8 with X : f1 “ ¨ ¨ ¨ “ fR “ 0, d “ n ´ 1 and Di “ X X pxi “ 0q. We take X to be
the model given by taking the closure of X in PdZ. It suffices to verify (1.2).
Choose A “ Apfq ą 0 such that X has good reduction at all primes p ą A. Let Q be
square-free and supported on primes greater than A. Let Υ Ă X pZ{QZq and
NpΥ, Bq :“ #tx P X pZq : Hpxq ď B, x mod Q P Υu.
We first note that the leading term of (1.2) is known to hold, and follows from equidistribution
results of Peyre and standard properties of Tamagawa measures [23, 24].
Lemma 4.1. We have
lim
BÑ8
NpΥ, Bq
#tx P X pZq : Hpxq ď Bu “
#Υ
#X pZ{QZq .
Proof. By [23, Prop. 5.5.3], Manin’s conjecture holds here with respect to arbitrary choices
of height function. This implies that the rational points are equidistributed with respect to
Peyre’s Tamagawa measure [23, Prop. 3.3]. The measure of the resulting adelic volumes is
calculated in [24, Thm. 2.14(b)] (cf. [24, Cor. 2.15]), and gives the stated result. 
It therefore suffices to show that we can obtain an asymptotic formula for NpΥ, Bq with
an effective error term. Denote the affine cone of Υ bypΥ “ ty P pZ{QZqn : y ı 0 mod p @p | Q, y mod Q P Υu .
We begin with a Mo¨bius inversion. The key observation in the following lemma is that we
may take the Mo¨bius variable k to be small.
Lemma 4.2. Fix an arbitrary η1 ą 0. Then for all B ě 1 we have that NpΥ, Bq equals
1
2
ÿ
yPpΥ
ÿ
kPNXr1,Bη1 s
gcdpk,Qq“1
µpkq#
"
x P
ˆ
ZX
„
´B
k
,
B
k
˙n
: fpxq “ 0,x ” y
k
mod Q
*
`Of
`
QnBn´RD´η1
˘
,
where the implied constant depends at most on f .
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Proof. Using Mo¨bius inversion we see that NpΥ, Bq equals
1
2
#
!
x P Zn : gcdpx1, . . . , xnq “ 1,max
i
|xi| ď B, fpxq “ 0,x mod Q P pΥ)
“1
2
ÿ
1ďkďB
gcdpk,Qq“1
µpkq#tx P Zn : max
i
|xi| ď B{k, fpxq “ 0, kx mod Q P pΥu
“1
2
ÿ
yPpΥ
ÿ
kďB
gcdpk,Qq“1
µpkq#tx P Zn : max
i
|xi| ď B{k, fpxq “ 0,x ” k´1y mod Qu,
where the inverse is taken modulo Q. We note that Birch’s estimate [4, Thm. 1] ensures
that for all P ě 1 one has
#tx P Zn : max
i
|xi| ď P, fpxq “ 0u “ Of
`
P n´RD
˘
.
Therefore, ignoring the condition x ” k´1y mod Q we obtain
#tx P Zn : max
i
|xi| ď B{k, fpxq “ 0,x ” k´1y mod Qu !f pB{kqn´RD.
Noting that our assumptions ensure that n ´ RD ě 2 , hence this is !f Bn´RDk´2. Using
the trivial bound #pΥ ď Qn we therefore see that for all L ě 1 we haveÿ
yPpΥ
ÿ
LăkďB
gcdpk,Qq“1
µpkq#tx P Zn : max
i
|xi| ď B{k, fpxq “ 0,x ” k´1y mod Qu
!f QnBn´RD
ÿ
kąL
k´2 ! Bn´RDQnL´1.
Taking L “ Bη1 concludes the proof. 
We next record the case ν “ 0 of the work by van Ittersum [28, Thm. 2.15]. It gives
an effective error term for the number of integer zeros of bounded height on a complete
intersection of polynomials which need not be homogeneous. For a polynomial g let rg denote
the homogeneous part of g.
Lemma 4.3 (van Ittersum). Let g1, . . . , gR P Zrx1, . . . , xns be arbitrary polynomials of com-
mon degree D and assume that Bpgq ą 2D´1pD ´ 1qRpR ` 1q. Then there exist positive
M1, η2 that depend at most on Bpgq, R and D such that
#
"
z P Zn : max
1ďiďn
|zi| ď B : gpzq “ 0
*
“ SpgqJprgqBn´RD `O ´Bn´RD´η2C rCM1¯ ,
where the implied constant depends at most on n,D,R,Bpgq and where C and rC respectively
denote the maximum absolute value of the coefficient of all gi and rgi. Here Spgq is the Hardy–
Littlewood singular series associated to the system g “ 0 and Jprgq is the Hardy–Littlewood
singular integral associated to the system rg “ 0.
Using this, we obtain the following.
Lemma 4.4. There exist M2, η3 ą 0 that only depend on f such that for all t P pZ{QZqn
the quantity
#tx P Zn : max
i
|xi| ď B, fpxq “ 0,x ” t mod Qu
30 DANIEL EL-BAZ, DANIEL LOUGHRAN, AND EFTHYMIOS SOFOS
equals
σ8
¨˝ź
p|Q
σp
`
t, pνppQq
˘‚˛¨˝ź
p∤Q
σp‚˛Bn´RD `Of `Bn´RD´η3QM2˘ ,
where the implied constant depends at most on f . Here, σ8 is the standard Hardy–Littlewood
singular integral associated to the system f “ 0,
σp :“ lim
mÑ`8
# tx P pZ{pmZqn : fpxq ” 0 mod pmu
pmpn´Rq
,
and for all e ě 1 and s P pZ{peZqn we denote
σpps, peq :“ lim
mÑ`8
# tx P pZ{pmZqn : fpxq ” 0 mod pm,x ” s mod peu
pmpn´Rq
.
Proof. Without loss of generality we can assume that t P pZ X r0, Qqqn. We then use the
change of variables x “ t`Qz to write the counting function in our lemma as
“ #
"
z P Zn : max
i
ˇˇˇˇ
zi ` ti
Q
ˇˇˇˇ
ď B
Q
, fpt`Qzq “ 0
*
.
We now apply Lemma 4.3 with gpzq :“ fpt`Qzq. We have
|zi| ď B
Q
´ 1ñ
ˇˇˇˇ
zi ` yi
Q
ˇˇˇˇ
ď B
Q
ñ |zi| ď B
Q
` 1,
therefore, if we let B1 “ BQ ´ 1 and B2 “ BQ ` 1 we see that
#tz P Zn : max
i
|zi| ď Bj , gpzq “ 0u, j “ 1, 2
give lower and upper bounds for the counting function in our lemma, respectively. We note
that f and g are related via a non-singular linear change of variables, hence Bpgq “ Bpfq.
By Lemma 4.3 and Bj “ B{Q `Op1q we therefore obtain
Jprgq˜ź
p
τp
¸
pB{Q `Op1qqn´RD `O
´
Bn´rD´η2C rCM1¯ ,
where
Jprgq “ ż
γPRR
˜ż
ζPRn
exp
˜
2πi
Rÿ
i“1
γirgipζq
¸
dζ
¸
dγ (4.1)
and
τp :“ lim
mÑ`8
# tz P pZ{pmZqn : gpzq ” 0 mod pmu
pmpn´Rq
. (4.2)
We note that rgpzq “ fpQzq “ QDfpzq, therefore, rC !f QD. The bound 0 ď ti ď Q and
the identity pQzi ` tiqk “
řk
i“0
´`
k
j
˘
Qjt
k´j
i
¯
z
j
i imply that C !f QD. We conclude that
C rCM1 !f QDp1`M1q. Using the bound
pB{Q `Op1qqn´RD “ pB{Qqn´RD `OppB{Qqn´RD´1q
leads to the quantity in our lemma being equal to
Jprgq˜ź
p
τp
¸ˆ
B
Q
˙n´RD
`O
˜
Bn´rD´η2QDp1`M1q `
ˇˇˇˇ
ˇ
˜ź
p
τp
¸
Jprgqˇˇˇˇˇ pB{Qqn´RD´1
¸
. (4.3)
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Using rgpζq “ fpQζq “ QDfpζq and the change of variables QDγ “ β shows that Jprgq isż
γPRR
˜ż
ζPRn
exp
˜
2πi
Rÿ
i“1
pQDγiqfipζq
¸
dζ
¸
dγ
“ Q´RD
ż
γPRR
˜ż
ζPRn
exp
˜
2πi
Rÿ
i“1
βifipζq
¸
dζ
¸
dβ.
This is clearly Q´RDJpfq, in other words, we have seen that Jprgq “ Q´RDσ8. This con-
verts (4.3) into
Q´nσ8
˜ź
p
τp
¸
Bn´RD `Of
˜
Bn´RD´η2QDp1`M1q `
˜ź
p
τp
¸
Bn´RD´1Q´n`1
¸
. (4.4)
For a prime p ∤ Q the change of variables pZ{pmZqn Ñ pZ{pmZqn, z ÞÑ x that is given
by x ” t ` Qz mod pm is invertible modulo pm, therefore, the numerator within the limit
in (4.2) equals
# tz P pZ{pmZqn : fpt`Qzq ” 0 mod pmu “ # tx P pZ{pmZqn : fpxq ” 0 mod pmu .
In particular, (4.2) agrees with σp. If p | Q a similar argument, with the map under consid-
eration being x ” Qp´νppQqz mod pk, shows that
# tz P pZ{pmZqn : fpt`Qzq ” 0 mod pmu “ #  x P pZ{pmZqn : fpt` pνppQqxq ” 0 mod pm( .
We can clearly rewrite this asÿ
wPpZ{pmZqn
fpwq”0 mod pm
#tx P pZ{pmZqn : w ” t` pνppQqx mod pmu.
Now assume that m ą νppQq. Then the inner sum contribution is non-zero only when
w ” t mod pνppQq. We thus obtainÿ
wPpZ{pmZqn
fpwq”0 mod pm
w”t mod pνppQq
#
"
x P pZ{pmZqn : x ” w ´ t
pνppQq
mod pm´νppQq
*
.
The new inner cardinality clearly equals pnνppQq since every xi mod p
m is uniquely determined
modulo pm´νppQq. This gives the following for all p | Q,
τp “ pnνppQq lim
mÑ`8
#
 
x P pZ{pmZqn : fpxq ” 0 mod pm,x ” t mod pνppQq(
pmpn´Rq
.
This is clearly at most pnνppQqσp, therefore,ź
p
τp “
ź
p∤Q
σp
ź
p|Q
pnνppQqσppt, pνppQqq ď Qn
ź
p
σp,
which, when injected in (4.4), shows that the asymptotic in our lemma holds with an error
term
!f Bn´RD´η2QDp1`M1q `Bn´RD´1Q ! Bn´RD´mintη2,1uQDp1`M1q.
Letting M2 “ Dp1`M1q and η3 :“ mintη2, 1u concludes the proof of the lemma. 
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Lemma 4.5. There exist M3, η4 ą 0 that only depend on f such that for all Q P N and
Υ Ă X pZ{QZq we have
NpΥ, Bq “ Bn´RD σ8
2
¨˝ź
p∤Q
σp
ˆ
1´ 1
pn´RD
˙‚˛ÿ
yPpΥ
ź
p|Q
σppy, pνppQqq `Of
`
Bn´RD´η4QM3
˘
,
where the implied constant depends at most on f .
Proof. Injecting Lemma 4.4 into Lemma 4.2 shows that NpΥ, Bq equals
1
2
ÿ
yPpΥ
ÿ
kPNXr1,Bη1 s
gcdpk,Qq“1
µpkq
¨˝
σ8
ź
p∤Q
σp
ź
p|Q
σppy{k, pνppQqq
ˆ
B
k
˙n´RD
`O
˜
QM2
ˆ
B
k
˙n´RD´η3¸‚˛
`Of
`
QnBn´RD´η1
˘
.
The fact that gcdpk,Qq “ 1 shows that for p | Q we have σppy{k, pνppQqq “ σppy, pνppQqq.
Furthermore, the trivial estimate #pΥ ď Qn shows that NpΥ, Bq equals
Bn´RD
σ8
2
¨˝ź
p∤Q
σp‚˛
¨˚
˚˝ ÿ
kPNXr1,Bη1 s
gcdpk,Qq“1
µpkq
kn´RD
‹˛‹‚ÿ
yPpΥ
ź
p|Q
σppy, pνppQqq
up to a term whose modulus is
! Qn`M2
ÿ
kPNXr1,Bη1 s
ˆ
B
k
˙n´RD´η3
`QnBn´RD´η1 ! Qn`M2Bn´RD´η3`η1
due to the bound n ´ RD ´ η3 ě 0 and
ř
kďBη1 1 ! Bη1 . This is admissible as can be seen
by taking η1 “ η3{2 in Lemma 4.2. The main term contains a sum over k P r1, Bη1s that can
be written asź
p∤Q
ˆ
1´ 1
pn´RD
˙
`O
˜ ÿ
kąBη1
1
k2
¸
“
ź
p∤Q
ˆ
1´ 1
pn´RD
˙
`OpB´η1q,
because our assumptions on the Birch rank ensure that n ´ RD ě 2. We plainly have
σppy, pνppQqq ď σp hence the contribution of the last term OpB´η1q is
!f
¨˝ź
p∤Q
σp‚˛Bn´RD´η1 ÿ
yPpΥ
ź
p|Q
σppy, pνppQqq ď
¨˝ź
p∤Q
σp‚˛Bn´RD´η1 ÿ
yPpΥ
ź
p|Q
σp,
which is pśp σpqBn´RD´η1#Υ !f Bn´RD´η1#Υ ď Bn´RD´η1Qn. This is admissible. The
main term is
Bn´RD
σ8
2
¨˝ź
p∤Q
σp
ˆ
1´ 1
pn´RD
˙‚˛ÿ
yPpΥ
ź
p|Q
σppy, pνppQqq,
which is as stated in our lemma. 
We now record the end result of our investigation, which may be of independent interest.
For completeness, we recall our assumptions.
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Proposition 4.6 (Effective equidistribution for Birch systems). Assume that f1, . . . , fR are
integer homogeneous polynomials in n variables, all of the same degree D and that the Birch
rank satisfies Bpfq ą 2D´1pD ´ 1qRpR ` 1q. Assume that f1 “ ¨ ¨ ¨ “ fR “ 0 is smooth,
that it has a Q-rational point and denote by X the model given by taking its closure in Pn´1Z .
Then there exist positive constants A,M, η that only depend on f such that for all Q P N
only divisible by primes p ą A and all Υ Ă X pZ{QZq, we have
#tx P X pZq : Hpxq ď B, x mod Q P Υu
#tx P X pZq : Hpxq ď Bu “
#Υ
#X pZ{QZq `OpB
´ηQMq,
where the implied constant is independent of B and Q.
Proof. Using Birch’s theorem [4, Thm. 1] and Mo¨bius inversion, there exists η5 ą 0 that only
depends on f such that
#tx P X pZq : Hpxq ď Bu “ 1
2ζpn´RDqσ8
˜ź
p
σp
¸
Bn´RD `Of
`
Bn´RD´η5
˘
.
Moreover, our assumptions that XpQq ‰ ∅ and that X is smooth implies that σ8 ą 0 and
σp ą 0 for all primes p. Then Lemma 4.5 gives
NpΥ, Bq
#tx P X pZq : Hpxq ď Bu “
ÿ
yPpΥ
ź
p|Q
σppy, pνppQqq
σp
´
1´ 1
pn´RD
¯ `Of `B´mintη4,η5uQn`M3˘
with an implied constant depending at most on f . The result now follows from Lemma 4.1 
Proposition 4.6 proves the equidistribution property (1.2), hence, we may apply Theo-
rem 1.8. To finish, it suffices to explain why we obtain the identity covariance matrix.
Lemma 4.7. Let k be a field of characteristic zero and Y Ă Pd a smooth complete intersec-
tion with dimY ě 3, which is not contained in a hyperplane. Then Y XH is irreducible for
any hyperplane H Ă Pd.
Proof. The Lefschetz hyperplane section theorem implies that PicY – Z generated by the
hyperlane class [16, Expose´ XII, Cor. 3.7]. Thus if H XX “ D1 `D2 for effective divisors
D1 and D2, we must have rDis “ 0 for some i; the result follows. 
Thus the intersections with the coordinate hyperplanes are irreducible, so they contain
no common irreducible components. The result therefore follows from Theorem 1.8. This
completes the proof of Theorem 1.2, and Theorem 1.1 follows immediately. 
4.2. Homogeneous spaces. Counting integral points on homogeneous spaces has a long
history and we only mention a few relevant milestones: Duke, Rudnick and Sarnak [9] used
spectral analysis to deal with a class of (affine) symmetric varieties, Gorodnik and Nevo [14]
used the mean ergodic theorem in order to obtain error terms with a power saving; Nevo
and Sarnak [22] have recently applied such counting results to the problem of finding (and
estimating the number of) prime or almost-prime points on such varieties.
In this paper we consider the class of symmetric varieties studied by Browning and Gorod-
nik in [7] and begin by recalling their set-up, which is more general than [22]. Let G be a
connected semisimple algebraic group defined over Q and let ι : GÑ GLn be a linear repre-
sentation defined over Q with finite kernel. Let Y Ă AnQ be a subvariety which is left invariant
under the action of G via ι. We assume that G acts transitively on Y , so that Y has the
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form G{L where L is an algebraic subgroup defined over Q. We denote by Y pZq “ YpZq,
where Y Ă AnZ is the model given by the closure of Y in AnZ. We assume that Y pZq ‰ ∅.
Moreover, the following assumptions are made:
(1) L is a symmetric subgroup of G, meaning the Lie algebra of L is the fixed locus of a
non-trivial involution defined over Q;
(2) the connected component of L has no non-trivial Q-rational characters;
(3) the group G is Q-simple;
(4) the group GpRq is connected and has no compact factors.
This is the class of symmetric varieties Y which we shall be interested in. For y P Y pZq,
we define its height by Hpyq “ maxiPt1,...,nu |yi|. We use the following result, stated in [7,
Prop. 3.1].
Proposition 4.8. There exists δ ą 0 such that for every ℓ P N and every ξ P Y pZ{ℓZq we
have
#ty P Y pZq : Hpyq ď B,y ” ξ mod ℓu
“ µ8pY ;Bq
ź
p prime
µˆppY ; ξ, ℓq `OpℓdimpLq`2 dimpGqµ8pY ;Bq1´δq
as B Ñ 8, where
µˆppY ; ξ, ℓq “ lim
tÑ8
p´t dimpY q#ty P Y pZ{ptZq : y ” ξ mod pvppℓqu
is the p-adic density and µ8pY ;Bq is the real density, as defined in [7, (1.6)].
It follows from this and Hensel’s lemma that
#ty P Y pZq : Hpyq ď B,y ” ξ mod ℓu
“ #ty P Y pZ{ℓZq : y “ ξu
#Y pZ{ℓZq NpY,Bq `O
`
ℓdimpLq`2 dimpGqNpY,Bq1´δ˘ ,
where NpY,BqpZq “ #tx P Y pZq : Hpxq ď Bu. The effective equidistribution property (1.2)
is therefore easily seen to hold in this case. Theorem 1.8 thus shows the following.
Theorem 4.9. Let Y Ă An be a symmetric variety in the class described above and let
ΩB “ ty P Y pZq : Hpyq ď B, y1 ¨ ¨ ¨ yn ‰ 0u be equipped with the uniform probability measure.
Then as B Ñ 8 the random vectors
ΩB Ñ Rn, y ÞÑ
˜
ωpy1q ´ c1,1 log logBa
c1,1 log logB
, . . . ,
ωpynq ´ cn,n log logBa
cn,n log logB
¸
converge in distribution to the central multivariate distribution with covariance matrix whose
pi, jq-entry is ci,j, the number of common irreducible components of yi “ 0 and yj “ 0 in Y .
Of course Theorem 1.8 also gives a version for general divisors Di. We now explain how
Theorem 1.3 and Theorem 1.4 are corollaries of the above theorem and why the covariance
matrix is the identity in these examples.
Proof of Theorem 1.3. That the varieties in Theorem 1.3 fall under the setting of this section
is explained in [7, Rem. 1.3]. The conclusion now follows immediately from Theorem 4.9, as
it is easily checked that the intersection with each coordinate hyperplane is irreducible (for
n “ 3 this follows from our assumption that ´k discpQq is not a perfect square). 
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Proof of Theorem 1.4. That the varieties in Theorem 1.4 fall under the setting of this section
can be seen as follows. Let G “ SLnˆSLn act on the space Mn of nˆn matrices by mapping
M P Mn to g´1Mh, for pg, hq P G. Then Vn,k “ G{L, with L “ SLn being diagonally
embedded in G. Here again the conclusion easily follows from the fact that the intersection
with each coordinate hyperplane is irreducible. This can be proved, for example, by applying
a suitable version of the Lefschetz hyperplane section to the intersection of a hyperplane with
the projectivised hypersurface detpMq “ kzn. 
Remark 4.10. Let us note that for general choices of symmetric varieties Y Ă An in Theo-
rem 4.9, one can obtain non-identity covariance matrices. For example, let σd : SLn Ñ GLN
be the dth symmetric power representation and take G “ SLnˆ SLn with the representation
G Ñ GLN , pg, hq ÞÑ σdpgq´1σdphq. Then Y , given by the orbit of the identity matrix, has
the stated property for d ą 1 (this is a variant of the construction in Remark 1.12).
4.3. Conics. We now prove our results on conics from §1.2.3.
4.3.1. Proof of Theorem 1.5. Any smooth conic with a rational point is isomorphic to the
projective line. The effective equidistribution property (1.2) is known to hold for the pro-
jective line [21, Prop. 2.1]. The result loc. cit. is proved for the standard height on P1Q,
but a minor modification shows that property (1.2) in fact holds for more general choices of
height function, for some choice of M and η, which in particular shows that the hypotheses
of Theorem 1.8 hold in this case. This therefore immediately gives the result. 
4.3.2. Proof of Theorem 1.7. Let C be as in Theorem 1.7. LetD1i : xi “ 0 andDi “ D1i,red. As
the covariance matrix is singular, Theorem 1.8 shows that there is a linear relation between
the divisors Di in DivC. But we have D
1
i “ biDi for some bi P t1, 2u. Thus this also gives a
relation
a0D
1
0 ` a1D11 ` a2D12 “ 0
between the D1i. We take the minimal such relation, so that gcdpa0, a1, a2q “ 1. Moreover,
as degD1i “ 2, we find that a0 ` a1 ` a2 “ 0. Changing signs as required and permuting
coordinates, we obtain the relation
xa11 x
a2
2 “ cxa1`a20
in the homogeneous coordinate ring of C, for some c P Q. But the only relation in this ring is
the equation of the conic C : Qpx0, x1, x2q “ 0, hence Q | xa11 xa22 ´ cxa1`a20 . But gcdpa1, a2q “
1, implies that this polynomial is irreducible, hence we must have Q “ c1pxa11 xa22 ´ cxa1`a20 q
for some c1 P Q. As degQ “ 2 we have a1 “ a2 “ 1, as required. 
4.4. A cubic surface. Consider the cubic surface
x0x1x2 “ x23 Ă P3Q.
With respect to the coordinate hyperplanes xi “ 0, we expect an analogue of Theorem 1.8
to hold with covariance matrix ¨˚
˚˝1 0 0 10 1 0 1
0 0 1 1
1 1 1 3
‹˛‹‚.
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This matrix is singular, due to the relation between the divisors xi “ 0. It follows from [8,
§3.10] that the rational points are equidistributed, which in the notation of (1.2) implies
lim
BÑ8
#tx P X pZq : Hpxq ď B, x mod Q P Υu
#tx P X pZq : Hpxq ď Bu “
#Υ
#X pZ{QZq . (4.5)
However (4.5) is not known with an explicit error term, as is required for (1.2) and is essential
for our method. One might hope to prove
#tx P X pZq : Hpxq ď B, x mod Q P Υu “ BPΥplogBq `OΥpB1´ηq,
where η ą 0 is a constant and PΥ is a polynomial of degree 6 but this seems like quite a
challenge. By (4.5) one understands well the leading coefficient of PΥ; a further challenge is
controlling the dependence of the lower order terms of PΥ on Υ.
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