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Abstract
This paper concerns the robust vector problems
(RVP) WMin {F (x) : x ∈ C, Gu(x) ∈ −S, ∀u ∈ U} ,
whereX,Y,Z are locally convex Hausdorff topological vector spaces, K is a closed
and convex cone in Y with nonempty interior, and S is a closed, convex cone in
Z, U is an uncertainty set, F : X → Y •, Gu : X → Z• are proper mappings for
all u ∈ U , and ∅ 6= C ⊂ X. Let A := C ∩
(⋂
u∈U G
−1
u (−S)
)
and IA : X → Y • be
the indicator map defined by IA(x) = 0Y if x ∈ A and IA(x) = +∞Y if x 6∈ A.
It is well-known that the epigraph of the conjugate mapping (F + IA)
∗, in
general, is not a convex set. We show that, however, it is “k-sectionally convex”
in the sense that each section form by the intersection of epi(F + IA)
∗ and any
translation of a “specific k-direction-subspace” is a convex subset, for any k
taking from intK.
The key results of the paper are the representations of the epigraph of the
conjugate mapping (F + IA)
∗ via the closure of the k-sectionally convex hull of
a union of epigraphs of conjugate mappings of mappings from a family involving
the data of the problem (RVP). The results are then given rise to stable robust
vector/convex vector Farkas lemmas which, in turn, are used to establish new
results on robust strong stable duality results for (RVP). It is shown at the
end of the paper that, when specifying the result to some concrete classes of
scalar robust problems (i.e., when Y = R), our results cover and extend several
corresponding known ones in the literature.
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ally closed sets.
Mathematics Subject Classification: 90C25, 49N15, 90C31
∗International University, Vietnam National University - HCMC, Linh Trung ward, Thu Duc dis-
trict, Ho Chi Minh city, Vietnam (ndinh@hcmiu.edu.vn). Parts of the work of this author is supported
by the NAFOSTED, Vietnam.
†VNUHCM - University of Science, District 5, Ho Chi Minh city, Vietnam, and Tien Giang Uni-
versity, Tien Giang town, Vietnam (danghailong@tgu.edu.vn).
1
1. Introduction
Let X, Y, Z be locally convex Hausdorff topological vector spaces (briefly, lcHtvs) with
topological dual spaces denoted by X∗, Y ∗, Z∗, respectively. The only topology we
consider on dual spaces is the weak*-topology. For a set U ⊂ X , we denote by clU ,
intU , coU , and cl coU the closure, the interior, the convex hull, and the closed and
convex hull of U , respectively. Note that cl coU = cl(coU).
We consider the robust vector optimization problem of the model [9], [10]:
(RVP) WMin {F (x) : x ∈ C, Gu(x) ∈ −S, ∀u ∈ U} , (1.1)
where K is a closed and convex cone in Y with nonempty interior, and S is a closed,
convex cone in Z, U is an uncertainty set, F : X → Y •, Gu : X → Z• are proper
mappings, and ∅ 6= C ⊂ X . The feasible set of (RVP) is
A := C ∩
(⋂
u∈U
G−1u (−S)
)
. (1.2)
We assume through out this paper that A ∩ domF 6= ∅.
Robust optimization provides a way to approach optimization problems with uncer-
tain data. The subject has attracted attention of many mathematicians around the
world in the last decades (see [2], [3], [4] and the comprehensive survey papers [5] and
[15]). Many works devoted to the duality results on (both scalar and vector) robust
optimization problems appeared in the literature (see [6], [7], [12], [13], [14], [16], [17],
[20], and the references therein). In the recent years, the extension of Farkas-type
results to systems with vector-valued functions, enables the authors to study the du-
ality for vector optimization problems [8],[11], and also, the duality for robust vector
optimization problems [9], [10].
Motivated by the works [9], [10], the present paper continues the study on the duality
for robust vector problem of the models (RVP). The key results of the paper are the
representations of the epigraph of the conjugate mapping (F + IA)
∗ via closure of the
sectionally convex hull of a union of epigraphs of conjugate mappings of mappings from
a family involving the data of the problem (RVP). With this better understanding
on the presentation of epi(F + IA)
∗, we propose several new concrete qualification
conditions, establish stable robust vector/convex vector Farkas lemmas. These results
are then used used to establish new results on robust strong stable duality results for
(RVP).
The paper is organized as follows: In Section 2, we recall some notations on weak
supremum and weak infimum of a set in locally topological vector spaces ordered by
closed convex cones with non-empty interiors, and some important properties of these
notions. In Section 3 we introduce some basic mathematical tools which will be the key
tools for the our study. We first introduce the notions of “uniformly S+-concave of a
family mappings and “S+-uniform usc of a mapping. Notions of k-sectional convexity,
k-sectional closedness, “k-sectional convex hull” of sets in a product space are then
introduced together with some important properties of these notions. Section 4 is
used the establishing various representations of the epigraph of the conjugate mapping
(F + IA)
∗, epi(F + IA)
∗ via closure of sectional convex hull of a union of epigraphs of
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conjugate mappings involving in the problem (RVP). These results then play crucial
roles in proving the main results sections that follows. Stable robust vector Farkas
lemma are established in Section 5. Section 6 is left for duality results for robust vector
problems (RVP). It is shown in Section 7 that when specifying the results obtained in
Section 6 to some concrete classes of scalar robust problems (i.e., when Y = R), our
results still cover and extend several corresponding known ones in the literature.
2. Preliminaries and notations
We now recall some notions and properties that will be useful in the sequent.
Let K $ Y be a closed and convex cone in Y with nonempty interior1, i.e., intK 6= ∅.
It is worth observing that K + intK = intK, and consequently,
y ∈ K
y′ /∈ − intK
}
=⇒ y + y′ /∈ − intK. (2.1)
The next properties are useful in the sequel.
Lemma 2.1. Let y ∈ Y , k0 ∈ K, λ ∈]0, 1[ and α, β ∈ R. Then
y + αk0 /∈ − intK
y + βk0 /∈ − intK
}
=⇒ y + [λα + (1− λ)β]k0 /∈ − intK. (2.2)
Proof. Let us assume that the statement in the right-hand side of (2.2) is false, i.e.,
y + [λα + (1− λ)β]k0 ∈ − intK. (2.3)
If α ≤ β then α− [λα+ (1− λ)β] = (1− λ)(α− β) ≤ 0, which, together with the fact
that k0 ∈ K, leads to
{α− [λα + (1− λ)β]} k0 = αk0 − [λα + (1− λ)β]k0 ∈ −K. (2.4)
From (2.3) and (2.4), we get y + αk0 ∈ − intK −K = − intK.
In case β ≤ α, one has β − [λα + (1 − λ)β] = λ(β − α) ≤ 0. The same argument as
above leads to y + βk0 ∈ − intK. Consequently, (2.2) holds.
Lemma 2.2. Let y ∈ Y and k0 ∈ intK. Then, there exist α¯ ∈ R such that for α ∈ R,
it holds
α < α¯ ⇐⇒
(
y + αk0 ∈ − intK
)
. (2.5)
Proof. Let denote P := {α ∈ R : y + αk0 ∈ − intK}.
• Observe firstly that P 6= ∅ and P 6= R. Indeed, as k0 ∈ intK, there exist balanced,
convex neighborhoods V1 and V2 of 0Y such that k0+V1 ∈ intK and−k0+V2 ⊂ − intK,
respectively. Taking λ2 > 0 with λ2y ∈ V2, one has −k0+λ2y ∈ − intK or equivalently,
y − 1
λ2
k0 ∈ − intK, that means −
1
λ2
∈ P , showing that P 6= ∅. Now, taking λ1 > 0
such that λ1y ∈ V1. We then have y + λ1k0 ∈ intK or equivalently, y +
1
λ1
k0 ∈ intK.
As K is a proper cone, (− intK) ∩ (intK) = ∅, and hence, y + 1
λ1
k0 /∈ − intK, or
equivalently, 1
λ1
/∈ P yielding P 6= R. It is also worth mentioning that for any λ > 0
1It is also called a proper cone.
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such that λ < λ1 then λy ∈ V1 and, by the same argument as above we have
1
λ
/∈ P ,
meaning that P is bounded above.
So, one has α¯ := supP ∈ R. We now prove that (2.5) holds.
• [⇐=] Assume that y + αk0 ∈ − intK. Then, α ∈ P and hence, α ≤ α¯ = supP .
Now, if α = α¯ then, as y + αk0 ∈ − intK, there is a neighborhood V of 0Y such that
y + αk0 + V ⊂ − intK. Take ǫ > 0 such that ǫk0 ∈ V , one has y + αk0 + ǫk0 =
y+ (α+ ǫ)k0 ∈ − intK which yields α+ ǫ ∈ P . We then have α+ ǫ > α = α¯ = supP ,
a contradiction. Consequently, α < α¯ as expected.
• [=⇒] Assume that α < α¯. Then, as α¯ = supP , there is α1 ∈ P such that α < α1.
As α1 ∈ P , it holds y + α1k0 ∈ − intK, and hence,
y + αk0 = (y + α1k0) + (α− α1)k0 ∈ − intK − intK = − intK.
The proof is complete.
In this paper, we shall use the two orderings generated by the cone K: the weak
ordering and the usual ordering, defined respectively by, for any y1, y2 ∈ Y ,
• weak ordering: y1 <K y2 if and only if y1 − y2 ∈ − intK,
• usual ordering: y1 ≦K y2 if and only if y1 − y2 ∈ −K.
We enlarge Y by attaching a greatest element +∞Y and a smallest element −∞Y
which do not belong to Y , and we denote Y • := Y ∪ {−∞Y ,+∞Y }. By convention,
−∞Y <K y <K +∞Y for any y ∈ Y . We also assume by convention that
−(+∞Y ) = −∞Y , −(−∞Y ) = +∞Y ,
(+∞Y ) + y = y + (+∞Y ) = +∞Y , ∀y ∈ Y ∪ {+∞Y } (2.6)
(−∞Y ) + y = y + (−∞Y ) = −∞Y , ∀y ∈ Y ∪ {−∞Y }
The sums (−∞Y ) + (+∞Y ) and (+∞Y ) + (−∞Y ) are not considered in this paper.
Given ∅ 6= M ⊂ Y •, the following notions quoted from [7, Definition 7.4.1]) will be
used throughout this paper.
• An element v¯ ∈ Y • is said to be a weakly infimal element of M if for all v ∈M we
have v 6<K v¯ and if for any v˜ ∈ Y • such that v¯ <K v˜, then there exists some v ∈ M
satisfying v <K v˜. The set of all weakly infimal elements of M is denoted by WInfM
and is called the weak infimum of M .
• An element v¯ ∈ Y • is said to be a weakly supremal element of M if for all v ∈ M
we have v¯ 6<K v and if for any v˜ ∈ Y • such that v˜ <K v¯, then there exists some
v ∈M satisfying v˜ <K v. The set of all weakly supremal elements of M is denoted by
WSupM and is called the weak supremum of M .
• The weak minimum of M is the set WMinM =M ∩WInfM and its elements are
the weakly minimal elements of M . The weak maximum of M , WMaxM , is defined
similarly, WMaxM :=M ∩WSupM .
Weak infimum and weak supremum of the empty set is defined by convention as
WSup ∅ = {−∞Y } and WInf ∅ = {+∞Y }, respectively.
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It follows from the definition of WSupM that WSup(M + a) = a+WSupM for all
M ⊂ Y • and a ∈ Y , and
+∞Y ∈WSupM ⇐⇒ WSupM = {+∞Y }
⇐⇒ ∀v˜ ∈ Y, ∃v ∈M : v˜ <K v.
Next properties of sets of weak suprema and weak minima were quoted from [8, Propo-
sition 2.1], [7, Proposition 7.4.3], and [20, Proposition 2.4].
Lemma 2.3. Assume that ∅ 6=M ⊂ Y . Then it holds:
(a) WSupM = cl(M − intK) \ (M − intK),
(b) If WSupM 6= {+∞Y } then WSupM − intK =M − intK,
(c) If WSupM 6= {+∞Y } then the following decomposition of Y holds:
Y = (M − intK) ∪ (WSupM) ∪ (WSupM + intK), (2.7)
(d) If ∅ 6=M,N ⊂ Y •, then
WSup(WSupM +WSupN) = WSup(M +WSupN) = WSup(M +N). (2.8)
It is worth noting that WInfM = −WSup(−M) for all M ⊂ Y •. So, all the
assertions in Lemma 2.3 still hold when all the terms WSup, WMax, intK, and +∞Y
are replaced by WInf, WMin, − intK, and −∞Y , respectively.
We denote by L(X, Y ) the space of linear continuous mappings from X to Y , and
by 0L the zero element of L(X, Y ) (i.e., 0L(x) = 0Y for all x ∈ X). The topology
considered in L(X, Y ) is the one defined by the point-wise convergence, i.e., (Lα)α∈D ⊂
L(X, Y ) and L ∈ L(X, Y ), Lα → L means that Lα(x)→ L(x) in Y for all x ∈ X .
Given a vector-valued mapping F : X → Y •, the effective domain of F is defined
by domF := {x ∈ X : F (x) 6= +∞Y }, and the K-epigraph of F is defined by
epiK F = {(x, y) ∈ X × Y : y ∈ F (x) +K}. As K is fixed for the whole paper, we will
write epiF instead of epiK F . We say that
• F is proper if domF 6= ∅ and −∞Y /∈ F (X),
• F is K-convex if epiF is a convex subset of X × Y ,
• F is K-epi closed if epiF is a closed subset of X × Y ,
• F is positivelyK-lower semi-continuous orK-lsc (K-upper semi-continuous, resp.)
if y∗ ◦ F is lsc (y∗ ◦ F is usc, resp.) for all y∗ ∈ K+ \ {0Y ∗}.
The conjugate mapping of F is the set-valued map F ∗ : L(X, Y ) ⇒ Y • defined by [8,
Definition 2.8]
F ∗(L) := WSup{L(x)− F (x) : x ∈ X}.
The domain of F ∗ is domF ∗ :=
{
L ∈ L(X, Y ) : F ∗(L) 6= {+∞Y }
}
, the K-epigraph of
F ∗ is
epiF ∗ :=
{
(L, y) ∈ L(X, Y )× Y : y ∈ F ∗(L) +K
}
.
It is useful to mention that if F : X → Y • is a proper mapping then epiF ∗ is a closed
subset of L(X, Y )×Y [11, Lemma 3.5]. Moreover, it is established in [8, Theorem 3.1]
that
(L, y) ∈ epiF ∗ ⇐⇒
(
y − L(x) + F (x) /∈ − intK, ∀x ∈ domF
)
. (2.9)
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The indicator mapping ID : X → Y
• of a set D ⊂ X is defined by
ID(x) =
{
0Y , if x ∈ D,
+∞Y , otherwise.
In the case where Y = R, ID collapses to the usual indicator function iD of the set D
and the conjugate mapping F ∗ collapses to the Fenchel conjugate function F ∗ : X∗ →
R ∪ {±∞} with F ∗(x∗) = supx∈X [〈x
∗, x〉 − F (x)] for all x∗ ∈ X∗. As usual, by Γ(X)
we denote the set of all proper, convex and lsc functions on X .
Let S 6= ∅ be a convex cone in Z and ≦S be the usual ordering on Z induced by
the cone S, i.e., z1 ≦S z2 if and only if z2 − z1 ∈ S. We also enlarge Z by attaching
a greatest element +∞Z and a smallest element −∞Z which do not belong to Z, and
define Z• := Z ∪ {−∞Z , +∞Z}. In Z• we adopt the same conventions as in (2.6).
Moreover, we recall the cone of positive operators (see [1], [8]) and the cone of weak
positive operators [11] respectively, as follows:
L+(S,K) := {T ∈ L(Z, Y ) : T (S) ⊂ K} and
Lw+(S,K) := {T ∈ L(Z, Y ) : T (S) ∩ (− intK) = ∅}.
Lastly, for T ∈ L(Z, Y ) and G : X → Z•, the composite function T ◦ G : X → Y • is
defined as follows:
(T ◦G)(x) =
{
T (G(x)), if G(x) ∈ Z,
+∞Y , if G(x) = +∞Z .
3. Basic tools: Sectional convexity and sectional closedness
In this section, we will introduce notions of generalized convexity and closedness,
namely, the so-called “sectional convexity” and “sectional closedness”, respectively,
and establish some basic properties of these notions. We introduce the notions of S+-
uniformly usc of a mapping and uniformly S+-concave of a family of mappings with
their basic properties.
3.1. Uniform S+-concavity and S+-uniformly upper semi-continuity
Let Z be a lcHtvs with a pre-order defined by a non-empty, closed and convex cone
S ⊂ Z, and U be a topological space.
Definition 3.1. Let G,Gν : U → Z ∪ {+∞Z} for all ν ∈ I.
• We say that the collection (Gν)ν∈I is uniformly S+-concave if
∀z∗1 , z
∗
2 ∈ S
+, ∀u1, u2 ∈ U , ∃z
∗ ∈ S+, ∃u ∈ U such that
(z∗1 ◦ Gν)(u1) + (z
∗
2 ◦ Gν)(u2) ≤ (z
∗ ◦ Gν)(u), ∀ν ∈ I. (3.1)
• We say that G is S+-uniformly usc if, for any net (z∗α, uα, rα)α∈D ⊂ S
+ × U × R
and (z∗, u, r) ∈ S+ × U × R,{
(z∗α ◦ G)(uα) ≥ rα, ∀α ∈ D
z∗α
∗
⇀ z∗, uα → u, rα → r
=⇒ (z∗ ◦ G)(u) ≥ r.
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The next example illustrates the meaning of the concept of “uniformly S+-concave”
and it is used in the proof of Corollary 7.4 in Section 7.
Example 3.1. Consider the case when Z = R and S = R+, and then, Z∗ = R and
S+ = R+. Assume that U is a convex subset of some topological vector space and let
gν : U → R ∪ {+∞} be a concave function for each ν ∈ I. Then (gν)ν∈I is uniformly
R+-concave. In deed, take λ1, λ2 ≥ 0 and u1, u2 ∈ U , we find λ ≥ 0 and u ∈ U such
that
λ1gν(u1) + λ2gν(u2) ≤ λgν(u), ν ∈ I. (3.2)
If λ1 = λ2 = 0, we just take λ = 0 and u = u1. Assume that λ1 > 0 or λ2 > 0, or
equivalently, λ0 := λ1 + λ2 > 0. For all ν ∈ I, as gν is concave, one has
λ1gν(u1) + λ2gν(u2) = λ0
(
λ1
λ0
gν(u1) +
λ2
λ0
gν(u2)
)
≤ λ0gν
(
λ1
λ0
u1 +
λ2
λ0
u2
)
(note that λ1
λ0
+ λ2
λ0
= 1). So, (3.2) follows by taking λ = λ0 and u =
λ1
λ0
u1 +
λ2
λ0
u2.
Lemma 3.1. (i) If G is S+-uniformly usc then G is positively S-usc.
(ii) For Z = R and S = R+, G is R+-uniformly usc if and only if it is usc.
(iii) Assume that Ui is a topological space and that Gi : Ui → R ∪ {+∞} is a usc
function, for all i = 1, . . .m. Then, the mapping G : U :=
∏m
i=1 Ui → R
m ∪ {+∞Rm}
defined by G((ui)mi=1) = (Gi(ui))
m
i=1 is R
m
+ -uniformly usc.
Proof. (i) Assume that G is S+-uniformly usc. Take z∗ ∈ S+ \ {0Z∗}. As G is
S+-uniformly usc then, it holds, for all net (uα, rα)α∈D ⊂ U × R and (u, r) ∈ U × R,{
(z∗ ◦ G)(uα) ≥ rα, ∀α ∈ D
uα → u, rα → r
=⇒ (z∗ ◦ G)(u) ≥ r
(let z∗α = z
∗ for all α ∈ D). This yields that the set {(u, r) ∈ U × R : (z∗ ◦ G)(u) ≥ r}
is closed which also means that z∗ ◦ G is usc. So, G is positively S-usc.
(ii) If G is R+-uniformly usc then, according to (i), G is positively R+-usc yielding
that G is usc. Conversely, assume that G is usc, we will prove that G is R+-uniformly
usc. For this, take (λα, uα, rα)α∈D ⊂ R+×U ×R and (λ, u, r) ∈ R+×U ×R satisfying
λαG(uα) ≥ rα, ∀α ∈ D (3.3)
and λα → λ, uα → u, rα → r, (3.4)
we need to show that λG(u) ≥ r.
If λ > 0 then, for all α large enough, λα > 0 and hence (3.3) yields G(uα) ≥
rα
λα
.
Passing to the limit one gets G(u) ≥ r
λ
(as G is usc), or equivalently, λG(u) ≥ r.
If λ = 0 then as G is usc and uα → u, one has G(uα) < G(u) + 1 for α large enough.
So, from (3.3), one has, for all α large enough, λα(G(u) + 1) ≥ rα. This leads to r ≤ 0
(as λα → 0 and rα → r), and hence, one has λG(u) = 0 ≥ r.
(iii) Take the net (z∗α, uα, rα)α∈D ⊂ R
m
+ × U × R and (z
∗, u, r) ∈ Rm+ × U × R with
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z∗α = (λ
α
i )
m
i=1, uα = (u
α
i )
m
i=1, z
∗ = (λi)
m
i=1 and u = (ui)
m
i=1, and assume that
m∑
i=1
λαi Gi(u
α
i ) ≥ rα, ∀α ∈ D (3.5)
λαi → λi, u
α
i → ui, ∀i = 1, . . . , m; rα → r. (3.6)
We will prove that
∑m
i=1 λiGi(ui) ≥ r.
As rα → r, there is M > 0 such that |rα| ≤ M for all α ∈ D. For all i = 1, . . . , m, as
λαi → λi, u
α
i → ui, Gi is usc, there exists Mi such that λ
α
i Gi(u
α
i ) ≤ Mi for all α ∈ D.
Now, take i ∈ {1, . . . , m− 1}. It follows from (3.5) that
Mi ≥ λ
α
i Gi(u
α
i ) ≥ rα −
∑
j∈{1,...m}\{i}
λαj Gj(u
α
j ) ≥ −M −
∑
j∈{1,...m}\{i}
Mj , ∀α ∈ D
So, we can suppose that γαi := λ
α
i Gi(u
α
i )→ γi. One then has
λαi Gi(u
α
i ) ≥ γ
α
i , ∀α ∈ D and λ
α
i → λi, u
α
i → ui, γ
α
i → γi.
which, together with the fact that Gi is usc, yields λiGi(ui) ≥ γi (see the proof of (ii)).
As rα → r and γαi → γi for all i = 1, . . .m−1, we have rα−
∑m−1
i=1 γ
α
i → r−
∑m−1
i=1 γi.
Moreover, according to (3.5),
λαmGm(u
α
m) ≥ rα −
m−1∑
i=1
γαi , ∀α ∈ D.
Consequently, as λαm → λm, u
α
m → um, and as Gm is usc, it holds λmGm(um) ≥
r−
∑m−1
i=1 γi (see again the proof of (ii)). So,
∑m
i=1 λiGi(ui) ≥
∑m−1
i=1 γi+r−
∑m−1
i=1 γi = r
and we are done.
3.2. Sectional convexity and sectional closedness in topological vector spaces
Let E be a topological vector space with E0 being its closed subspace.
Definition 3.2 (Sectional convexity). We say that the subset N ⊂ E is E0-sectionally
convex if N ∩ (E0 + v) is convex for all v ∈ E.
It is worth noting that if N is a convex set then N ∩ (E0+ v) is convex for all v ∈ E,
and hence, N is also a E0-sectionally convex set. The converse, however, in general is
not true, for instance, if E = R2 and E0 = {0} × R, then the set N = {(α, β) ∈ R2 :
α2 ≤ β ≤ α2 + 1} is E0-sectionally convex but it is obviously not convex.
It is easy to see that the intersection of all E0-sectionally convex subsets of E con-
taining ∅ 6= N ⊂ E is an E0-sectionally convex subset of E that contains N , which is
called the E0-sectionally convex hull of N , and denoted by scoE0 N . Clearly, scoE0 N
is the smallest E0-sectionally convex subset of E that contains N . Moreover, it is easy
to see that
• scoE0 N ⊂ coN ,
• N is E0-sectionally convex if and only if scoE0 N = N ,
• If N is E0-sectionally convex then clN is E0-sectionally convex.
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Moreover, when E0 = E, the concepts of “E-sectionally convex” and “E-sectionally
convex hull” go back to the usual ones “convex” and “convex hull” in convex analysis,
respectively.
The next proposition gives a presentation of E0-sectionally convex hull of a set via
the convex hull.
Proposition 3.1. Let ∅ 6= N ⊂ E. Then
scoE0 N =
⋃
v∈E
co(N ∩ (E0 + v)). (3.7)
Proof. Denote the set in right-hand side of (3.7) by M . To prove (3.7), it is sufficient
to check that (i) N ⊂ M , (ii) M is a E0-sectionally convex set, and (iii) M ⊂ M
′ for
all E0-sectionally convex subset M
′ of E that contains N .
(i) As
⋃
v∈E(E0 + v) = E, one has
N = N ∩
(⋃
v∈E
(E0 + v)
)
=
⋃
v∈E
[N ∩ (E0 + v)] ⊂
⋃
v∈E
co[N ∩ (E0 + v)] = M.
(ii) We now prove that M is E0-sectionally convex. For this, take any v¯ ∈ E, we
will show that M ∩ (E0 + v¯) is a convex set. Let us represent M = M1 ∪M2 with
M1 :=
⋃
v∈E0+v¯
co(N ∩ (E0 + v)), M2 :=
⋃
v∈E\(E0+v¯)
co(N ∩ (E0 + v)).
As E0 is a subspace of E, it is easy to check that E0+ v = E0+ v¯ whenever v ∈ E0+ v¯
and (E0 + v)∩ (E0 + v¯) = ∅ whenever v /∈ E0+ v¯. This entails M1 = co(N ∩ (E0+ v¯))
and
M2 ∩ (E0 + v¯) =
 ⋃
v∈E\(E0+v¯)
co(N ∩ (E0 + v))
 ∩ (E0 + v¯)
⊂
 ⋃
v∈E\(E0+v¯)
(E0 + v)
 ∩ (E0 + v¯) = ∅.
Note that the last inclusion follows from the fact that
co(N ∩ (E0 + v)) ⊂ E0 + v, ∀v ∈ E (3.8)
as E0 + v is a convex subset containing N ∩ (E0 + v). Consequently,
M ∩ (E0 + v¯) =
(
co(N ∩ (E0 + v¯)) ∩ (E0 + v¯)
)
∪ ∅ = co(N ∩ (E0 + v¯))
(see (3.8)). So, M ∩ (E0 + v¯) is a convex set.
(iii) Now, assume that M ′ is an E0-sectionally convex subset containing N , we
will show that M ⊂ M ′. Take an arbitrary w ∈ M . Then, by the definition of M ,
there exists v ∈ E such that w ∈ co(N ∩ (E0 + v)). On the other hand, as M ′ is an
E0-sectionally convex set containing N , the set M
′ ∩ (E0 + v) is convex and contains
N ∩ (E0 + v). So, M ′ ∩ (E0 + v) ⊃ co(N ∩ (E0 + v)) which yields w ∈ M ′. The proof
is complete.
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Definition 3.3 (Sectional closedness). We say that the subset N ⊂ E is E0-sectionally
closed if for all v ∈ E the set N ∩ (E0 + v) is closed in E.
It is also easy to see that a closed subset of E is always E0-sectionally closed subset
of E for any closed subspace E0 of E. In general, however, the converse is not true. For
instance, consider E = R2 and E0 = {0}×R, then the set (0, 1)× [0, 1] is E0-sectionally
closed but it is not a closed subset of R2.
For N ⊂ E, the intersection of all E0-sectionally closed (resp., E0-sectionally closed
and convex) subset of E containing N is called the E0-sectional closure (resp., E0-
sectionally closed and convex hull of N) of N , and is denoted by sclE0 N (resp., by
sclcoE0 N).
Proposition 3.2. Let ∅ 6= N ⊂ Y .
(i) sclE0 N =
⋃
v∈E cl(N ∩ (E0 + v)),
(ii) If N is E0-sectionally convex then sclE0 N is E0-sectionally convex,
(iii) sclcoE0 N = sclE0(scoE0 N) =
⋃
v∈E cl co(N ∩ (E0 + v)).
Proof. (i) The conclusion follows from the same argument as in the proof of Proposition
3.1.
(ii) Assume that N is a E0-sectionally convex. Take v¯ ∈ E and we will prove that
(sclE0 N)∩ (E0+ v¯) is convex. It follows from the same argument as in the second part
of the proof of Proposition 3.1 and from (i) that
sclE0 N =
[ ⋃
v∈E0+v¯
cl(N ∩ (E0 + v))
]⋃[ ⋃
v∈E\(E0+v¯)
cl(N ∩ (E0 + v))
]
,
and hence,
(sclE0 N) ∩ (E0 + v¯) =
[
M1 ∩ (E0 + v¯)
]
∪
[
M2 ∩ (E0 + v¯)
]
,
where M1 :=
⋃
v∈E0+v¯
cl(N ∩ (E0+v)) andM2 :=
⋃
v∈E\(E0+v¯)
cl(N ∩ (E0+v)). Use the
similar argument as in the proof of Proposition 3.1 we can show that M1 ∩ (E0 + v¯) =
cl(N∩(E0+v¯)) andM2∩(E0+v¯) = ∅, and hence, (sclE0 N)∩(E0+v¯) = cl(N∩(E0+v¯)).
On the other hand, as N is E0-sectionally convex, the set N ∩ (E0 + v¯) is convex. So,
cl(N ∩ (E0 + v¯)) is convex, as well, and we are done.
(iii) Observe that sclE0(scoE0 N) = sclcoE0 N . Indeed, as sclcoE0 N is a E0-sectionally
convex subset containing N , one has sclcoE0 N ⊃ scoE0 N . Note that sclcoE0 N is also
E0-sectionally closed, so sclcoE0 N ⊃ sclE0(scoE0 N).
Conversely, by Proposition 3.2(ii), sclE0(scoE0 N) is a E0-sectionally closed and E0-
sectionally convex subset containing N yielding sclE0(scoE0 N) ⊃ sclcoE0 N .
Lastly, the equality sclcoE0 N =
⋃
v∈E cl co(N ∩ (E0 + v)) follows from the same
argument as in the proof of Proposition 3.1.
3.3. Sectional convexity and sectional closedness of epigraphs of conjugate mappings
Let k ∈ Y \ {0Y }. For x∗ ∈ X∗, we define the mapping k · x∗ : X → Y by
(k · x∗)(x) = 〈x∗, x〉k, ∀x ∈ X. (3.9)
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Throughout this paper, we are dealing with the space E = L(X, Y ) × Y and its
subspace
Ek = k · (X
∗ × R) := {(k · x∗, rk) : x∗ ∈ X∗, r ∈ R}. (3.10)
So, for the sake of simplicity, a subset E ⊂ L(X, Y )× Y is Ek-sectionally convex then
we say that it is k-sectionally convex and for the Ek-sectionally convex hull of E , we
write scok E (instead of scoEk E) and call it k-sectionally convex hull of E . The same
way applies to the “Ek-sectional closedness” of E as well.
Turning back to the case when Y = R, for each α ∈ R \ {0} (playing the role of
k), one has α · (X∗ × R) + (x¯∗, r¯) = X∗ × R for all (x¯∗, r¯) ∈ X∗ × R. So, for given
E ⊂ X∗ × R, it holds E ∩ (α · (X∗ × R) + (x¯∗, r¯)) = E for any (x¯∗, r¯) ∈ X∗ × R. In
other words, in this case, the notions of “α-sectionally convex”, “α-sectionally closed”,
“α-sectionally convex hull”, and “α-sectional closure” collapse to the usual “convex”,
“closed”, “convex hull”, and “closure” in convex analysis, respectively.
It is worth noticing that epiF ∗, in general, is not a convex subset of L(X, Y ) × Y
even when F is a linear continuous mapping (see [11, Example 2.6]). However, as we
will see in the next proposition, it is always k-sectionally convex for any k ∈ K \ {0Y }.
Proposition 3.3. Let F : X → Y • be a proper mapping. Then, epiF ∗ is k-sectionally
convex for each k ∈ K \ {0Y }.
Proof. Let k ∈ K \ {0Y }, (L, y) ∈ L(X, Y )×Y , and let Ek = k · (X∗×R) as in (3.10).
We will prove that (epiF ∗)∩ [Ek + (L, y)] is a convex subset of L(X, Y )× Y . For this,
take a1, a2 ∈ (epiF ∗) ∩ [Ek + (L, y)], λ ∈]0, 1[, it suffices to show that λa1+(1−λ)a2 ∈
epiF ∗. As ai ∈ Ek+(L, y), there exists (x∗i , ri) ∈ X
∗×R such that ai = k(x∗i , ri)+(L, y),
i = 1, 2. On the other hand, as ai ∈ epiF ∗, one has (see (2.9))
y + rik − L(x)− 〈x
∗
i , x〉k + F (x) /∈ − intK, ∀x ∈ domF.
Then, according to Lemma 2.1, we get
y + [λr1 + (1− λ)r2]k − L(x)− 〈λx
∗
1 + (1− λ)x
∗
2, x〉k + F (x) /∈ − intK, ∀x ∈ domF
which, again by (2.9), yields λa1 + (1− λ)a2 ∈ epiF
∗ and the proof is complete.
It is worth observing that k · (X∗ × R) = (−k)(˙X∗ × R) for any k ∈ K. So, by
Proposition 3.3, epiF ∗ is k-sectionally convex for all k ∈ [K ∪ (−K)] \ {0Y }. However,
the conclusion might not be true when k /∈ K ∪ (−K) as shown in the next example.
Example 3.2. Take X = R, Y = R2, K = R2+, F : R → R
2 the null mapping. Then
L(X, Y ) = R2 and we get from Example 2.2 in [11] that epiF ∗ =
⋃4
i=1Ni with
N1 = {(0, 0, y1, y2) : y1 ≥ 0 or y2 ≥ 0}, N2 = {(α, β, y1, y2) : αβ < 0, y2 ≥
β
α
y1},
N3 = {(α, 0, y1, y2) : α 6= 0, y2 ≥ 0}, N4 = {(0, β, y1, y2) : β 6= 0, y1 ≥ 0}.
Now, take k = (1,−1), Ek = k · (X
∗ × R), L = (0, 0) and y = (0,−1). Then
Ek + (L, y) = {(α,−α, y1,−y1 − 1) : α, y1 ∈ R}, and hence,
(epiF ∗) ∩ [Ek + (L, y)] = {(0, 0, y1,−y1 − 1) : y1 ∈ R, y1 ≥ 0 or y1 ≤ −1},
showing that (epiF ∗) ∩ [Ek + (L, y)] is not a convex set, and consequently, epiF
∗ is
not (1,−1)-sectionally convex.
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Proposition 3.4. Let F : X → Y •, G : X → Z• be proper mappings, and k ∈ K \
{0Y }. Then the set
⋃
z∈S+ epi(F + (k · z
∗) ◦G)∗ is k-sectionally convex, where k · z∗ ∈
L(Z, Y ) is the mapping defined as in (3.9).
Proof. Let Ek = k · (X∗ × R) (defined by (3.10)), and set
Mk :=
⋃
z∗∈S+
epi(F + (k · z∗) ◦G)∗.
Take (L, y) ∈ L(X, Y )× Y and we will show that the set Mk ∩ [Ek + (L, y)] is convex.
The proof goes parallelly as that of Proposition 3.3. Take a1, a2 ∈Mk ∩ (Ek + (L, y)),
λ ∈]0, 1[, it suffices to show that λa1+(1−λ)a2 ∈Mk. As ai ∈Mk∩(Ek+(L, y)), there
exist (x∗i , ri) ∈ X
∗×R and z∗i ∈ S
+ such that ai = k(x
∗
i , ri)+(L, y) ∈ epi(F+(k·z
∗)◦G)∗
for i = 1, 2. By (2.9), one has
y + rik − L(x)− 〈x
∗
i , x〉k + F (x) + (z
∗
i ◦G)(x)k /∈ − intK, ∀x ∈ X, ∀i = 1, 2.
It now follows from Lemma 2.1 that
λa1+(1− λ)a2=y+r¯k − L(x)−〈x¯
∗, x〉k+F (x)+(z¯∗ ◦G)(x)k /∈− intK,∀x ∈ X,(3.11)
where r¯ = λr1 + (1 − λ)r2, x¯∗ = λx∗1 + (1 − λ2)x
∗
2, and z¯
∗ := λz∗1 + (1 − λ)z
∗
2 (note
that z¯∗ ∈ S+ as z∗1 , z
∗
2 ∈ S
+). Again, by (2.9), (3.11) means that λa1 + (1 − λ)a2 ∈
epi(F + (k · z¯∗) ◦G)∗ ⊂Mk and the proof is complete.
Remark 3.1. According to [11, Lemma 3.6], for any proper mapping F : X → Y •,
the set epiF ∗ is always closed and consequently, it is k-sectionally closed for each
k ∈ Y \ {0}.
4. Epigraphs of conjugate mappings via sectionally convex hulls
We are now concerning the robust vector optimization problem of the model [9], [10]:
(RVP) WMin {F (x) : x ∈ C, Gu(x) ∈ −S, ∀u ∈ U} , (4.1)
where, as in previous sections, X, Y, Z are lcHtvs, K is a closed and convex cone in Y
with nonempty interior, and S is a closed, convex cone in Z, U is an uncertainty set,
F : X → Y •, Gu : X → Z• are proper mappings, and ∅ 6= C ⊂ X . The feasible set of
(RVP) is
A := C ∩
(⋂
u∈U
G−1u (−S)
)
. (4.2)
We assume through out this paper that A ∩ domF 6= ∅.
In this section we will establish various representations of the epigraph of the conju-
gate mapping (F + IA)
∗, epi(F + IA)
∗. The representations hold under “closure” signs
and without any constraint qualification conditions and so they are called asymptotic
representations. These representations will play a crucial role in establishing the main
results of the next sections: robust vector Farkas-type results and duality for the prob-
lem (RVP).
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Concerning the problem(RVP), we recall the qualifying set [9] and the weak qualifying
set [10] defined respectively as follows:
A :=
⋃
(T,u)∈L+(S,K)×U
epi(F + IC + T ◦Gu)
∗, (4.3)
B :=
⋃
(T,u)∈Lw+(S,K)×U
 ⋂
v∈I∗
−S
(T )
[epi(F + IC + T ◦Gu)
∗ + (0L, v)]
 . (4.4)
For k ∈ intK, we now introduce another qualifying set Ak defined by
Ak :=
⋃
(z∗,u)∈S+×U
epi(F + IC + (k · z
∗) ◦Gu)
∗, (4.5)
where k · z∗ : Z → Y defined by (k · z∗)(z) = 〈z∗, z〉k for all z ∈ Z (see also (3.9)).
In the case when Y = R and K = R+ all the sets A, B, and Ak collapse to the usual
qualifying set (see [12])
⋃
(z∗,u)∈S+×U epi(F + iC + z
∗ ◦Gu)∗.
The relations between these sets and epi(F + IA)
∗ are given in the next proposition.
Proposition 4.1. It holds epi(F + IA)
∗ ⊃ B ⊃ A ⊃ Ak for all k ∈ intK.
Proof. It is easy to see that k · z∗ ∈ L+(S,K) whenever z∗ ∈ S+ and k ∈ intK. So,
Ak ⊂ A, ∀k ∈ intK. (4.6)
Now, for each u ∈ U , let Au := C ∩ G
−1
u (−S). Repeat the same argument as in the
first part of the proof of Theorem 4.2 (namely, the proof of (27)) in [11]2, we get for
each u ∈ U ,
epi(F + IAu)
∗ ⊃
⋃
T∈Lw+(S,K)
 ⋂
v∈I∗
−S
(T )
[epi(F + IC + T ◦Gu)
∗ + (0L, v)]

⊃
⋃
T∈L+(S,K)
epi(F + IC + T ◦Gu)
∗.
Consequently, ⋃
u∈U
epi(F + IAu)
∗ ⊃ B ⊃ A. (4.7)
On the other hand, as A =
⋂
u∈U Au, according to (2.9), one has
(L, y) ∈
⋃
u∈U
epi(F + IAu)
∗ =⇒ ∃u ∈ U : (L, y) ∈ epi(F + IAu)
∗
=⇒ ∃u ∈ U : y − L(x) + F (x) /∈ − intK, ∀x ∈ Au ∩ domF
=⇒ y − L(x) + F (x) /∈ − intK, ∀x ∈ A ∩ domF
=⇒ (L, y) ∈ epi(F + IA)
∗,
which means that ⋃
u∈U
epi(F + IAu)
∗ ⊂ epi(F + IA)
∗. (4.8)
2Note that in the first part of the proof of [11, Theorem 4.2] no assumptions on the convexity or
closedness of the mappings F and G are needed.
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The conclusion now follows from (4.6), (4.7), and (4.8).
Lemma 4.1. Assume that f ∈ Γ(X) and that C is a nonempty closed convex subset
of X. Assume further that Gu is proper, S-convex and S-epi closed for each u ∈ U ,
and that A ∩ dom f 6= ∅ (where A is given by (4.2)). Then3
epi(f + iA)
∗ = cl co
 ⋃
(z∗,u)∈S+×U
epi(f + iC + z
∗ ◦Gu)
∗
 . (4.9)
Proof. For each u ∈ U , set Au = C ∩ G−1u (−S). Then A =
⋂
u∈U Au and supu∈U(f +
iAu)(x) = (f + iA)(x) for all x ∈ X . As for each u ∈ U , Gu is proper, S-convex and
S-epi closed and A ∩ dom f 6= ∅, one has f + iAu ∈ Γ(X) for all u ∈ U . Now, take
x0 ∈ A∩dom f (note that A∩dom f 6= ∅), one gets supu∈U(f+iAu)(x0) = (f+iA)(x0) <
+∞. So, according to [18, Lemma 2.2], it holds
epi(f + iA)
∗ = cl co
[⋃
u∈U
epi(f + iAu)
∗
]
. (4.10)
On the other hand, for each u ∈ U , it follows from [6, Theorem 8.2] that
epi(f + iAu)
∗ = cl
[ ⋃
z∗∈S+
epi(f + iC + z
∗ ◦Gu)
∗
]
. (4.11)
The equality (4.9) now follows from combining (4.10) to (4.11).
We are now in a position to prove the main results of this section. Our purpose
is to generalize the representation in Lemma 4.1 to the vector case. The difficulty in
such a generalization is that the set epi(F + IA)
∗ in general is not convex [11, Example
2.6], and hence, it is almost no hope for a representation of the same form as in (4.9).
Fortunately, with the help of Proposition 3.3, (4.9) can be generalized with the use of
the k-sectionally convex hull, as shown in the next theorem.
We need a hypothesis on the convexity of data from (RVP) first.
(H0) F is K-convex and positively K-lsc, Gu : X → Z is S-convex and
S-epi-closed for all u ∈ U , and C is nonempty, closed and convex.
Theorem 4.1. Assume that (H0) holds. Then, for each k ∈ intK, one has
epi(F + IA)
∗ = cl(scokAk).
Proof. Take k¯ ∈ intK. By Proposition 4.1, epi(F + IA)∗ ⊃ Ak¯. Moreover, by [11,
Lemma 3.6] and Proposition 3.3, the set epi(F+IA)
∗ is closed and k¯-sectionally convex,
respectively, and so,
epi(F + IA)
∗ ⊃ cl(scok¯Ak¯). (4.12)
3 This would be an elementary result in the study of robust optimization problems. However, to
the surprise of the authors, we could not find it in the references we had in hand and so we insert a
short proof here.
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We now prove the converse of the inclusion (4.12). For this, take (L¯, y¯) ∈ epi(F + IA)
∗
and we will prove that (L¯, y¯) ∈ cl(scok¯Ak¯). Let us structure the rest of our proof in
five steps.
• Step 1. Prove that the set (L¯ − F )(A ∩ domF )− intK is convex. Observe firstly
that as Gu is S-convex for all u ∈ U , and C is convex, the feasible set A is convex.
Also, F − L¯ is a K-convex mapping. Thus, (F − L¯)(A∩ domF ) + intK is convex (see
[11, Remark 4.1]), and so is (L¯− F )(A ∩ domF )− intK.
• Step 2. As (L¯, y¯) ∈ epi(F + IA)∗, it follows from characterizing (2.9) that
y¯ /∈ (L¯− F )(A ∩ domF )− intK. (4.13)
So, applying the convex separation theorem [19, Lemma 3.4], there is y∗ ∈ Y ∗ \ {0Y ∗}
such that
y∗(w) < y∗(y¯), ∀w ∈ (L¯− F )(A ∩ domF )− intK. (4.14)
It then follows from [11, Lemma 3.3] that
y∗ ◦ (L¯− F )(x) ≤ y∗(y¯), ∀x ∈ A ∩ domF, (4.15)
y∗ ∈ K+ and y∗(k′) > 0, ∀k′ ∈ intK. (4.16)
• Step 3. It is easy to see that (4.15) is equivalent to y∗(y¯) ≥ (y∗ ◦F + iA)∗(y∗◦ L¯), or
equivalently, (y∗ ◦ L¯, y∗(y¯)) ∈ epi(y∗ ◦F + iA)∗. On the other hand, as y∗ ∈ K+ \ {0Y ∗}
and F is K-convex and positively K-lsc, one has y∗ ◦ F ∈ Γ(X) and now Lemma 4.1,
applying to f = y∗ ◦ F , gives us
epi(y∗ ◦ F + iA)
∗ = cl co A˜, (4.17)
where A˜ :=
⋃
(z∗,u)∈S+×U epi(y
∗◦F+iC+z∗◦Gu)∗. Since (y∗◦L¯, y∗(y¯)) ∈ epi(y∗◦ F + iA)∗,
it follows from (4.17) that there exist a net (x∗α, rα)α∈D ⊂ co A˜
4 such that (x∗α, rα)→
(y∗ ◦ L¯, y∗(y¯)). So, for each α ∈ D, there are a finite index set Iα, and finite sequences
(z∗αi)i∈Iα ⊂ S
+, (uαi)i∈Iα ⊂ U , (x
∗
αi
)i∈Iα ⊂ X
∗, (rαi)i∈Iα ⊂ R and (λαi)i∈Iα ⊂ R+ \ {0}
such that
∑
i∈Iα
λαi = 1,
∑
i∈Iα
λαi(x
∗
αi
, rαi) = (x
∗
α, rα), and
(x∗αi , rαi) ∈ epi(y
∗ ◦ F + iC + z
∗
αi
◦Guαi ), ∀i ∈ Iα. (4.18)
• Step 4. As k¯ ∈ intK, it follows from (4.16) that y∗(k¯) > 0. For each α ∈ D and
i ∈ Iα, let us define the elements yαi ∈ Y , z˜
∗
αi
∈ Z∗, and the mapping Lαi : X → Y ,
respectively by
yαi := y¯+
rαi−y
∗(y¯)
y∗(k¯)
k¯, z˜∗αi(z) :=
z∗αi(z)
y∗(k¯)
, Lαi(x) := L¯(x)+
x∗αi(x)−y
∗ ◦ L¯(x)
y∗(k¯)
k¯. (4.19)
Then, it is easy to check that
Lαi ∈ L(X, Y ), z˜
∗
αi
∈ S+, y∗(yαi) = rαi, y
∗ ◦ Lαi = x
∗
αi
, y∗ ◦ (k¯ · z˜∗αi) = z
∗
αi
, (4.20)
and (∑
i∈Iα
λαiLαi ,
∑
i∈Iα
λαiyαi
)
−→ (L¯, y¯). (4.21)
We now show that for each α ∈ D and i ∈ Iα, (Lαi , yαi) ∈ Ak¯. It follows from (4.20)
and (4.18) that
y∗(yαi) ≥ (y
∗ ◦ F + iC + y
∗
αi
◦ (k¯ · z˜∗αi) ◦Guαi )
∗(y∗ ◦ Lαi),
4For the sake of simplicity, we write (x∗
α
, rα)α∈D for ((x
∗
α
, rα))α∈D.
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which is equivalent to
y∗(yαi) ≥ y
∗ ◦ Lαi(x)− y
∗ ◦ F (x)− y∗ ◦ (k¯ · z˜∗αi) ◦Guαi (x), ∀x ∈ C ∩ domF,
or equivalently,
y∗
[
Lαi(x)− F (x)− (k¯ · z˜
∗
αi
) ◦Guαi (x)− yαi
]
≤ 0, ∀x ∈ C ∩ domF.
The last inequality, together with (4.16), yields
yαi /∈ Lαi(x)− F (x)− (k¯ · z˜
∗
αi
) ◦Guαi (x)− intK, ∀x ∈ C ∩ domF,
which in turn yields (see (2.9))
(Lαi , yαi) ∈ epi(F + IC + (k¯ · z˜
∗
αi
) ◦Guαi )
∗ ⊂ Ak¯. (4.22)
• Step 5. Let Ek¯ = k¯ · (X
∗ × R). According to Proposition 3.1, one has
scok¯Ak¯ :=
⋃
(L,y)∈L(X,Y )×Y
co[Ak¯ ∩ (Ek¯ + (L, y))].
For all α ∈ D, it follows from (4.22) and (4.19) that
(Lαi , yαi) ∈ Ak¯ ∩ (Ek¯ + (L¯, y¯)), ∀i ∈ Iα,
and hence, if take Lα :=
∑
i∈Iα
λαiLαi and yα :=
∑
i∈Iα
λαiyαi then it holds (Lα, yα) ∈
co[Ak¯ ∩ (Ek¯ + (L¯, y¯))] ⊂ scok¯Ak¯. From (4.21), (L¯, y¯) = limα∈D(Lα, yα), showing that
(L¯, y¯) ∈ cl(scok¯Ak¯) and we are done.
Corollary 4.1. Assume that (H0) holds. Then one has
epi(F + IA)
∗ = sclk(scokAk), ∀k ∈ intK. (4.23)
Proof. Indeed, take k¯ ∈ intK, according to Theorem 4.1,
epi(F + IA)
∗ = cl(scok¯A) ⊃ sclk¯(scok¯A) (4.24)
(note that all closed subsets are k-sectionally closed).
On the other hand, according to Proposition 3.2(iii), one has
sclk¯(scok¯Ak¯) =
⋃
(L,y)∈L(X,Y )×Y
cl co[Ak¯ ∩ (Ek¯ + (L, y))].
For each (L¯, y¯), we can see from the proof of Theorem 4.1 that (L¯, y¯) is the limits of
the net (Lα, yα)α∈D with (Lα, yα) ∈ co[Ak¯ ∩ (Ek¯ + (L¯, y¯))] for all α ∈ D. This yields
(L¯, y¯) ⊂ cl co[Ak¯ ∩ (Ek¯ + (L¯, y¯))] ⊂ sclk¯(scok¯Ak¯). So,
epi(F + IA)
∗ ⊂ sclk¯(scok¯Ak¯), (4.25)
and hence (4.23) follows from (4.24) and (4.25).
Theorem 4.2. Assume that (H0) holds. Then, for all k ∈ intK,
epi(F + IA)
∗ = cl(scok B) = cl(scokA). (4.26)
Proof. Take k¯ ∈ intK. It follows from Proposition 4.1 that
epi(F + IA)
∗ ⊃ B ⊃ A ⊃ Ak¯
and as epi(F + IA)
∗ is k¯-sectionally convex (by Proposition 3.3) and closed (see [11,
Lemma 3.6]), one gets
epi(F + IA)
∗ ⊃ cl(scok B) ⊃ cl(scokA) ⊃ cl(scokAk¯).
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On the other hand, under the assumption (H0), Theorem 4.1 gives that epi(F +IA)
∗ =
cl(scok¯Ak¯), and hence, (4.26) follows.
In the case with the absence of the uncertainty, i.e., the uncertainty set U is a
singleton, Theorems 4.1 - 4.2 collapse to the ones that cover both Theorems 4.1 and
4.2 in [11].
Corollary 4.2. Assume that F : X → Y • is a proper K-convex and positively K-
lsc mapping, that G : X → Z is a proper S-convex and S-epi closed mapping, and
that C is nonempty, closed and convex. Assume further that B ∩ domF 6= ∅ where
B := C ∩G−1(−S). Then
epi(F + IB)
∗ = cl
 ⋃
T∈L+(S,K)
epi(F + IC + T ◦G)
∗

= cl
 ⋃
T∈Lw+(S,K)
⋂
v∈I∗
−S
(T )
[epi(F + IC + T ◦G)
∗ + (0L, v)]

= cl
( ⋃
z∗∈S+
epi(F + IC + (k¯ · z
∗) ◦G)∗
)
.
Proof. Let k¯ ∈ intK. In the case where the uncertainty set U is a singleton, the
qualifying sets A,Ak¯,B become the following sets, respectively
A˜ =
⋃
T∈L+(S,K)
epi(F + IC + T ◦G)
∗,
A˜k¯ =
⋃
z∗∈S+
epi(F + IC + (k¯ · z
∗) ◦G)∗,
B˜ =
⋃
T∈Lw+(S,K)
⋂
v∈I∗
−S
(T )
[epi(F + IC + T ◦G)
∗ + (0L, v)].
In such a case (U is a singleton) Proposition 3.3 gives A˜k¯ ⊂ A˜ ⊂ B˜ ⊂ epi(F + IB)
∗,
which, together with the fact that epi(F + IB)
∗ is closed (see [11, Lemma 3.6]), leads
to
cl A˜k¯ ⊂ cl A˜ ⊂ cl B˜ ⊂ epi(F + IB)
∗. (4.27)
On the other hand, according to Proposition 3.4, the set A˜k¯ is k¯-sectionally convex,
and hence, scok¯ A˜k¯ = A˜k¯. Now, Theorem 4.1 yields epi(F +IB)
∗ = cl(scok¯ A˜k¯) = cl A˜k¯,
which, together with (4.27) leads to
cl A˜k¯ ⊂ cl A˜ ⊂ cl B˜ ⊂ epi(F + IB)
∗ ⊂ cl A˜k¯,
and the conclusion follows.
5. Robust vector Farkas-type results
We retain all the notations used in the previous sections and consider the robust vector
optimization problem (RVP) defined by (4.1) with its feasible set A as in (4.2) and the
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assumption A ∩ domF 6= ∅. Consider the qualifying sets A, B and Ak (for some k ∈
intK) defined respectively by (4.3), (4.4), and (4.5). Moreover, we say that A (B, Ak,
respectively) is k-sectionally convex and closed regarding V×W if cl(scokA)∩(V×W) =
A∩(V×W) (cl(scok B)∩(V×W) = B∩(V×W), cl(scokAk)∩(V×W) = Ak∩(V×W),
respectively). Let ∅ 6= V ⊂ L(X, Y ) and ∅ 6=W ⊂ Y .
We now establish some principles and results on (V,W)-stable Farkas lemma for
vector-valued systems concerning the robust vector optimization problem (RVP). In
the first one, Theorem 5.1, for the sake of completeness, we quote [(a)⇔ (b)] from [9,
Theorem 3.2(ii)]. Note also that Theorem 5.1 extends [10, Theorems 1,2].
Theorem 5.1 (Principles of stable robust vector Farkas lemma I). Consider the fol-
lowing statements
(a) epi(F + IA)
∗ ∩ (V ×W) = A ∩ (V ×W),
(b) epi(F + IA)
∗ ∩ (V ×W) = B ∩ (V ×W),
(c) For any (L, y) ∈ V ×W, the next two assertions are equivalent:
(α) Gu(x) ∈ −S, x ∈ C, ∀u ∈ U =⇒ y − L(x) + F (x) /∈ − intK,
(β) There exist u ∈ U and T ∈ L+(S,K) such that
F (x) + T ◦Gu(x)− L(x) + y /∈ − intK, ∀x ∈ C.
(d) For any (L, y) ∈ V ×W, the next two assertions are equivalent:
(α) Gu(x) ∈ −S, x ∈ C, ∀u ∈ U =⇒ y − L(x) + F (x) /∈ − intK,
(γ) There exist u ∈ U and T ∈ Lw+(S,K) such that
F (x) + T ◦Gu(x)− L(x) + y /∈ −T (S)− intK, ∀x ∈ C.
Then, [(a)⇔ (c)] and [(b)⇔ (d)].
Proof. The first equivalence, [(a)⇔ (c)], is Theorem 3.2(ii) in [9]. However, for the sake
of completeness, we give briefly the proof here. It is easy to see that (α) is equivalent
to (L, y) ∈ epi(F + IA)∗ while (β) is equivalent to (L, y) ∈ A. So, [(a) ⇔ (c)] holds.
The proof of the second one, [(b)⇔ (d)], can be obtained by using a similar way using
the weak cone of positive operators Lw+(S,K) instead of L+(S,K).
For each k ∈ intK, recall that (see (4.5))
Ak =
⋃
(z∗,u)∈S+×U
epi(F + IC + (k · z
∗) ◦Gu)
∗.
Another principle for stable robust vector Farkas lemma based on Ak is given in the
next theorem.
Theorem 5.2 (Principle of stable robust vector Farkas lemma II). Let k ∈ intK, the
following statements are equivelent
(ak) epi(F + IA)
∗ ∩ (V ×W) = Ak ∩ (V ×W),
(ck) For any (L, y) ∈ V ×W, the next two assertions are equivalent:
(α) Gu(x) ∈ −S, x ∈ C, ∀u ∈ U =⇒ y − L(x) + F (x) /∈ − intK,
(δ) There exist u ∈ U and z∗ ∈ S+ such that
F (x) + (z∗ ◦Gu)(x)k − L(x) + y /∈ − intK, ∀x ∈ C.
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Proof. The proof is similar to that of Theorem 5.1. It is clear that (α) is equivalent to
(L, y) ∈ epi(F + IA)∗ (by (2.9)) and (δ) is equivalent to (L, y) ∈ Ak. So, (ak) and (ck)
are equivalent.
Now, we are ready to establish principles of (V,W)-stable robust vector Farkas
lemma in convex setting (i.e., under the hypothesis (H0)). These results are obtained
by combining Theorem 5.1 and the results on representations of epi(F + IA)
∗ provided
in Section 4.
Theorem 5.3 (Principles of stable robust convex vector Farkas lemma I). Assume
that that the hypothesis (H0) holds. Consider the following statements:
(a1) ∃k ∈ intK s.t. A is k-sectionally convex and closed regarding V ×W,
(b1) ∃k ∈ intK s.t. B is k-sectionally convex and closed regarding V ×W.
Then, [(a1)⇔ (c)] and [(b1)⇔ (d)], where (c) and (d) are the statements in Theorem
5.1.
Proof. Let k ∈ intK. As (H0) holds, it follows from Theorem 4.2 that
epi(F + IA)
∗ = cl(scokA) = cl(scok B).
So, the statements (a1) and (b1) are respectively equivalent to
epi(F + IA)
∗ ∩ (V ×W) = A∩ (V ×W) and epi(F + IA)
∗ ∩ (V ×W) = B ∩ (V ×W)
for any ∅ 6= V ⊂ L(X, Y ) and any ∅ 6= W ⊂ Y . The conclusion now follows from
Theorem 5.1.
For each k ∈ intK, recall that the set Ak is defined by (4.5). We are now seeking for
other alternative qualifying conditions based on the set Ak that guarantee the previous
versions of robust vector Farkas lemmas.
Theorem 5.4 (Stable robust convex vector Farkas lemma I). Assume that the hypoth-
esis (H0) and the following condition (a2) hold:
(a2) ∃k ∈ intK s.t. Ak is k-sectionally convex and closed regarding V ×W.
Then, the assertions (c), (d) in Theorem 5.1 hold.
Proof. Firstly, according to Proposition 4.1, one has
Ak ∩ (V ×W) ⊂ A ∩ (V ×W) ⊂ B ∩ (V ×W) ⊂ epi(F + IA)
∗ ∩ (V ×W). (5.1)
On the other hand, under the hypothesis (H0), Theorem 4.1 yields epi(F + IA)∗ =
cl(scokAk), which combining with (a2), one gets
epi(F + IA)
∗ ∩ (V ×W) = cl(scok0 Ak0) ∩ (V ×W) = Ak0 ∩ (V ×W),
This, together with (5.1), assures that (a) and (b) in Theorem 5.1 hold. The conclusion
now follows from Theorem 5.1.
Theorem 5.5 (Principles for stable robust convex vector Farkas-lemma II). Let k ∈
intK and assume that the hypothesis (H0) holds. Then the following statements (a′k)
and (ck) are equivalent:
(a′k) Ak is k-sectionally convex and closed regarding V ×W,
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(ck) For any (L, y) ∈ V ×W, the next two assertions are equivalent:
(α) Gu(x) ∈ −S, x ∈ C, ∀u ∈ U =⇒ y − L(x) + F (x) /∈ − intK,
(δ) There exist u ∈ U and z∗ ∈ S+ such that
F (x) + (z∗ ◦Gu)(x)k − L(x) + y /∈ − intK, ∀x ∈ C.
Proof. As (H0) holds, it follows from Theorem 4.1 that epi(F +IA)∗ = cl(scokAk), and
then (a′k) is nothing else but (ak) in Theorem 5.2. The conclusion now follows from
Theorem 5.2.
Some sufficient conditions for k-sectional convexity and k-sectional closedness of the
sets Ak (with k ∈ intK), A, and B will be given below. We first consider some more
assumptions:
(H1) The collection
(
u 7→ Gu(x)
)
x∈C∩domF
is uniformly S+-concave,
(H2) The mapping u 7→ Gu(x) is S+-uniformly usc for each x ∈ C ∩ domF .
Proposition 5.1. If (H0) and (H1) hold then Ak is k-sectionally convex for each
k ∈ intK.
Proof. Take k0 ∈ intK and (L0, y0) ∈ L(X, Y ) × Y , we will prove that Ak0 ∩ [Ek0 +
(L0, y0)] is a convex set with Ek0 = k0 · (X
∗ × R). For this, take a1, a2 ∈ Ak0 ∩ [Ek0 +
(L0, y0)] and λ ∈]0, 1[, we show that λa1 + (1− λ)a2 ∈ Ak0.
For i = 1, 2, as ai ∈ Ak0 ∩ [Ek0 +(L0, y0)], there exist (x
∗
i , ri) ∈ X
∗×R and (z∗i , ui) ∈
S+ × U such that ai = k0(x∗i , ri) + (L0, y0) and (according to (2.9))
y0 + rik0 − L0(x)− 〈x
∗
i , x〉k0 + F (x) + (z
∗
i ◦Gui)(x)k0 /∈ − intK, ∀x ∈ C ∩ domF.
Lemma 2.1 applying to y = y0 − L0(x) + F (x), α = r1 − 〈x∗1, x〉 + (z
∗
1 ◦ Gu1)(x) and
β = r2 − 〈x∗2, x〉+ (z
∗
2 ◦Gu2)(x) yields
y0 + [λr1 + (1− λ)r2]k0 − L0(x)− 〈λx
∗
1 + (1− λ)x
∗
2, x〉k0 + F (x)
+[λ(z∗1 ◦Gu1)(x) + (1− λ)(z
∗
2 ◦Gu2)(x)]k0 /∈ − intK, ∀x ∈ C ∩ domF. (5.2)
On the other hand, as (H1) holds, there exists (z¯
∗, u¯) ∈ S+ × U such that
λ(z∗1 ◦Gu1)(x) + (1− λ)(z
∗
2Gu2)(x) ≤ (z¯
∗ ◦Gu¯)(x), ∀x ∈ C ∩ domF,
or, equivalently,(
(z¯∗ ◦Gu¯)(x)− [λ(z
∗
1 ◦Gu1)(x) + (1− λ)(z
∗
2Gu2)(x)]
)
k0 ∈ K. (5.3)
By (2.1), we get from (5.2) and (5.3),
y0+[λr1+(1−λ)r2]k0−L0(x)−〈λx
∗
1+(1−λ)x
∗
2, x〉k0+F (x)+(z¯
∗◦Gu¯)(x)k0 /∈ − intK,
for all x ∈ C ∩ domF , which means that (see (2.9)) λa1 + (1 − λ)a2 = (L0, y0) +
k0[λ(x
∗
1, r1)+(1−λ)(x
∗
2, r2)] ∈ epi(F +(k0 · z¯
∗)◦G)∗ ⊂ Ak0 . The proof is complete.
Proposition 5.2. Assume that U is a compact space, that Z is a normed space, and
that (H2) and the following Slater-type condition hold:
(C0) ∀u ∈ U , ∃xu ∈ C ∩ domF : Gu(xu) ∈ − int S.
Then, Ak is k-sectionally closed for each k ∈ intK
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Proof. Take arbitrarily k0 ∈ intK and (L0, y0) ∈ L(X, Y ) × Y , we will prove that
Ak0 ∩ (Ek0 + (L0, y0)) is closed, where Ek0 = k0 · (X
∗×R) (defined in (3.10)). For this,
take (Lα, yα)α∈D ⊂ Ak0 ∩ (Ek0 +(L0, y0)) such that (Lα, yα)→ (L, y), we need to show
that (L, y) ∈ Ak0 ∩ (Ek0 + (L0, y0)).
• Firstly, for all α ∈ D, as (Lα, yα) ∈ Ak0 ∩ (Ek0 + (L0, y0)), there exist (z
∗
α, uα) ∈
S+ × U and (x∗α, rα) ∈ X
∗ × R such that (Lα, yα) ∈ epi(F + IC + (k0 · z∗α) ◦Guα)
∗ and
(Lα, yα) = k0(x
∗
α, rα) + (L0, y0). Then, by (2.9), it holds
y0 + rαk0 − L0(x)− 〈x
∗
α, x〉k0 + F (x) + (z
∗
α ◦Guα)(x)k0 /∈ − intK, ∀x ∈ C ∩ domF,
or equivalently,
y0 − L0(x)+F (x)+
(
rα − 〈x
∗
α, x〉+ (z
∗
α ◦Guα)(x)
)
k0 /∈ − intK, ∀x ∈ C ∩ domF, (5.4)
• Next, for each x ∈ C ∩ domF , according to Lemma 2.2, there is αx ∈ R such that
α < αx ⇐⇒ y0 − L0(x) + F (x) + αk0 ∈ − intK. (5.5)
It follows from (5.5) and (5.4) that
rα − 〈x
∗
α, x〉+ (z
∗
α ◦Guα)(x) ≥ αx, ∀x ∈ C ∩ domF. (5.6)
• We now prove that the net (‖z∗α‖)α∈D is bounded, where ‖z
∗
α‖ := sup‖z‖≤1〈z
∗
α, z〉.
Let assume by contradiction that ‖z∗α‖ → +∞. Without loss of generality we can
assume that ‖z∗α‖ > 0 for all α ∈ D, and hence, according to (5.6),
(z˜∗α ◦Guα) (x) ≥
1
‖z∗α‖
(αx + 〈x
∗
α, x〉 − rα), ∀x ∈ C ∩ domF, ∀α ∈ D, (5.7)
where z˜∗α =
1
‖z∗α‖
z∗α.
Note that (Lα, yα) = k0(x
∗
α, rα) + (L0, y0) → (L, y). We now prove that there is
(x¯∗, r¯) ∈ X∗ × R such that
(x∗α, rα)→ (x¯
∗, r¯) and (L, y) = k0(x¯
∗, r¯) + (L0, y0). (5.8)
Indeed, take y¯∗ ∈ Y ∗ such that y¯∗(k0) = 1 (it is possible as k0 6= 0Y ). As (Lα, yα) =
k0(x
∗
α, rα) + (L0, y0) → (L, y), one has k0(x
∗
α, rα) → (L − L0, y − y0) or equivalently,
k0 · x∗α → L− L0 and rαk0 → y − y0. Apply y¯
∗ to these expressions, one gets
y¯∗ ◦ (k0 · x
∗
α) = (y¯
∗(k0))x
∗
α = x
∗
α
∗
⇀ y¯∗ ◦ (L− L0) =: x¯
∗
y¯∗ ◦ (k0rα) = (y¯
∗(k0)rα = rα → y¯
∗(y − y0) =: r¯,
which gives (Lα, yα) = k0(x
∗
α, rα) + (L0, y0) → k0(x¯
∗, r¯) + (L0, y0) and (5.8) follows by
the uniqueness of the limit.
On the other hand, as ‖z˜∗α‖ = 1 for all α ∈ D by Banach-Alaoglu theorem, without
loss of generality, we can assume that z˜∗α
∗
⇀ z˜∗ ∈ Z∗ and as U is compact we also can
assume (without loss of generality) that uα → u¯ ∈ U . So, pass to the limit (with α ∈ D)
in (5.7), taking into account that ‖z∗α‖ → +∞ and that u 7→ Gu is S
+-uniformly usc
for all x ∈ C ∩ domF (by (H2)), one gets
(z˜∗ ◦Gu¯)(x) ≥ 0, ∀x ∈ C ∩ domF. (5.9)
Next, as z˜∗α ∈ S
+, ‖z˜∗α‖ = 1 for all α ∈ D, and z˜
∗
α
∗
⇀ z˜∗, it holds z˜∗ ∈ S+ \ {0Z∗}.
Consequently, z˜∗(s) > 0 for all s ∈ intS which, together with (5.9), yields
Gu¯(x) /∈ − intS, ∀x ∈ C ∩ domF.
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This contradicts (C0), and hence, the net (‖z
∗
α‖)α∈D is bounded.
• As (‖z∗α‖)α∈D is bounded, we can assume that z
∗
α
∗
⇀ z¯∗ ∈ S+. For each x ∈
C ∩ domF , pass to the limit in (5.6), with the noting that uα → u¯ ∈ U , rα → r¯,
x∗α
∗
⇀ x¯∗, and that u 7→ Gu is S+-uniformly usc, one gets
r¯ − 〈x¯∗, x〉+ (z¯∗ ◦Gu¯)(x) ≥ αx. (5.10)
This, together with (5.5), accounts for
y0 − L0(x) + F (x) +
[
r¯ − 〈x¯∗, x〉+ (z¯∗ ◦Gu¯)(x)
]
k0 /∈ − intK,
So, (L, y) = k0(x¯
∗, r¯) + (L0, y0) ∈ epi(F + IC + (z¯∗ ◦ Gu¯))∗ ⊂ Ak0, and hence,
(L, y) ∈ Ak0 ∩ (Ek0 + (L0, y0)). The proof is complete.
Proposition 5.3. Assume that U is a compact space, that Z is a normed space, and
that the hypotheses (H0), (H1), (H2), and the Slater-type condition (C0) hold. Then
the sets Ak (for any k ∈ intK), A, B are k-sectionally convex and closed.
Proof. Take k0 ∈ intK. According to Corollary 4.1, epi(F + IA)∗ = sclk0(scok0 Ak0).
Moreover, it follows from Propositions 5.1, 5.2 that Ak0 is k0-sectionally convex and
k0-sectionally closed, and hence, epi(F + IA)
∗ = Ak0. On the other hand, according
to Proposition 4.1, epi(F + IA)
∗ ⊃ B ⊂ A ⊃ Ak0. So, epi(F + IA)
∗ = B = A = Ak0.
The conclusion now follows from this and the fact that epi(F + IA)
∗ is closed and
k-sectionally convex.
Combining Theorems 5.1-5.5 and Propositions 5.1-5.3, we get the following version
of stable robust vector Farkas lemma in convex setting.
Theorem 5.6 (Stable robust convex vector Farkas lemma II). Assume that U is a
compact space and Z is a normed space. Assume further that the hypotheses (H0),
(H1), (H2), and the Slater-type condition (C0) hold.
Then, for all V×W ⊂ L(X, Y )×Y , the three versions of V×W-stable robust Farkas
lemma described in (c) and (d) in Theorem 5.1, and (ck) (for arbitrary k ∈ intK) in
Theorem 5.5 hold.
Proof. Take V ×W ∈ L(X, Y )×Y and k ∈ intK. It follows from Proposition 5.3 that
the qualifying conditions (a1) and (b1) in Theorem 5.3, and (ck) in Theorem 5.5 hold.
The conclusion follows from Theorems 5.3, 5.5.
6. Duality for robust convex vector optimization problems
In this section, concerning the robust vector optimization problem (RVP) defined by
(4.1) with its feasible set A as in (4.2) with the assumption that A ∩ domF 6= ∅,we
define a new kind of Lagrange dual problems (RVDk) based on some results k-sectional
convexity with k ∈ intK, along with the Lagrangian robust dual problem (RVD) and
the weak Lagrangian robust dual problem (RVDw) introduced in [10]. We will establish
several robust strong stable duality results for the pairs (RVP)-(RVD), (RVP)-(RVDw),
22
and (RVP)-(RVDk). The results on robust strong stable duality for the pair (RVP)-
(RVDk) are new while the ones for other dual pairs are established under qualification
conditions which are different from [10] and some how are easier to check than the ones
in [10].
Recall that A, B and Ak (for some k ∈ intK) the qualifying sets defined respectively
by (4.3), (4.4), and (4.5).
6.1. Lagrange duality for robust vector optimization problems
We consider the Lagrangian robust dual problem (RVD) and the weak Lagrangian robust
dual problem (RVDw) [10] of (RVP) defined respectively by
(RVD) WSup
(T,u)∈L+(S,K)×U
WInf
x∈C
(F + T ◦Gu)(x),
(RVDw) WSup
(T,u)∈Lw+(S,K)×U
WInf
(x,s)∈C×S
[
(F + T ◦Gu)(x) + T (s)
]
.
We say that the robust strong duality holds for the pair (RVP)− (RVD) (resp., for the
pair (RVP)− (RVDw)) if the sets of values of the two problems (RVP) and (RVD)
(resp., of the two problems (RVP) and (RVDw)) are equal together, that is,
WMax(RVD) = WInf (RVP) (resp., WMax(RVDw) = WInf (RVP)). (6.1)
For L ∈ L(X, Y ), we denote by (RVPL) the perturbed vector problem
(RVPL) WMin {F (x)− L(x) : x ∈ C, Gu(x) ∈ −S, ∀u ∈ U} . (6.2)
Then, the Lagrangian robust dual problem and the weak Lagrangian robust dual problem
of (RVPL) are, respectively,
(RVDL) WSup
(T,u)∈L+(S,K)×U
WInf
x∈C
(F − L+ T ◦Gu)(x),
(RVDLw) WSup
(T,u)∈Lw+(S,K)×U
WInf
(x,s)∈C×S
[
(F − L+ T ◦Gu)(x) + T (s)
]
.
Let ∅ 6= V ⊂ L(X, Y ). We say that the robust strong V-stable duality holds for the
pair (RVP)− (RVD) if, for any L ∈ V,
WMax(RVDL) = WInf(RVPL). (6.3)
When V = L(X, Y ) we will say that the robust strong stable duality holds for the
pair (RVP) − (RVD) instead of “the robust strong L(X, Y )-stable duality holds for
the pair (RVP) − (RVD)”. It is obviously that when V = {0L}, the concept “robust
strong V-stable duality” reduces to the concept “robust strong duality”. For the pair
(RVP) − (RVDw), the corresponding concepts (for instance, robust strong V-stable
duality holds for the pair (RVP)− (RVDw)) will be defined in the same way.
We first introduce the following principles of robust strong V-stable duality.
Theorem 6.1 (Principles of robust strong V-stable duality I). Consider the following
statements:
(e) epi(F + IA)
∗ ∩ (V × Y ) = A∩ (V × Y ),
(f) epi(F + IA)
∗ ∩ (V × Y ) = B ∩ (V × Y ),
(g) The robust strong V-stable duality holds for the pair (RVP)− (RVD),
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(h) The robust strong V-stable duality holds for the pair (RVP)− (RVDw).
Then, one has [(e)⇐⇒ (g)] and [(f)⇐⇒ (h)].
Proof. Proof of [(e) =⇒ (g)]. Take L ∈ V, we will prove that WInf(RVPL) =
WMax(RVDL). Firstly, it is worth noting that the problems (RVPL) and (RVDL)
are respectively nothing else but the problems (RVP) and (RVD) with F replaced by
F − L. As (e) holds, according to Theorem 5.1, it holds, for all y ∈ Y ,(
Gu(x) ∈ −S, x ∈ C, ∀u ∈ U =⇒ y − L(x) + F (x) /∈ − intK
)
m(
∃u ∈ U , ∃T ∈ L+(S,K) : F (x) + T ◦Gu(x)− L(x) + y /∈ − intK, ∀x ∈ C
)
,
or in other words, [10, Theorem 1 (ii)] holds with F −L replacing F . Repeat whole the
proof of [(a) =⇒ (b)] of [10, Theorem 6], we obtain WInf(RVPL) = WMax(RVDL).
Proof of [(e)⇐= (g)]. It follows from Proposition 4.1 that
A∩ (V ×W) ⊂ epi(F + IA)
∗ ∩ (V ×W). (6.4)
So, to prove (e) holds, it is sufficient to check that the converse inclusion of (6.4) holds.
Take (L, y) ∈ epi(F + IA)∗ ∩ (V ×W). Then, according to (2.9),
y + F (x)− L(x) /∈ − intK, ∀x ∈ A ∩ domF.
Use the same argument as in the proof of (51) of [10] (page 312) with F−L replacing F ,
one gets the existence of (T, u) ∈ L+(S,K)×U such that (L, y) ∈ epi(F+IC+T◦Gu)∗ ⊂
A. So, the converse inclusion of (6.4) holds.
Proof of [(f)⇐⇒ (h)]. The proof is similar to the one of [(e)⇐⇒ (g)].
We now turn to the convex case i.e., the case where (H0) holds. In such a case, with
the help of the results established in Section 4, the qualifying conditions in (e) and (f)
can be described in terms of sectional convexity and closedness.
Theorem 6.2 (Principles of convex robust strong V-stable duality I). Assume that
(H0) holds. Consider the following statements:
(e1) ∃k ∈ intK s.t. A is k-sectionally convex and closed regarding V × Y ,
(f1) ∃k ∈ intK s.t. B is k-sectionally convex and closed regarding V × Y .
Then, one has [(e1)⇐⇒ (g)] and [(f1)⇐⇒ (h)], where (g) and (h) are in Theorem 6.1.
Proof. As (H0) holds, it follows from Theorem 4.2 that
epi(F + IA)
∗ = cl(scokA) = cl(scok B), ∀k ∈ intK
So, the statements (e1) and (f1) are equivalent to epi(F + IA)
∗∩ (V ×Y ) = A∩ (V ×Y )
and epi(F + IA)
∗ ∩ (V × Y ) = B ∩ (V × Y ), respectively. The conclusion now follows
from Theorem 6.1.
Theorem 6.3 (Convex robust strong V-stable duality). Assume that (H0) and the
following condition hold:
(e2) ∃k ∈ intK s.t. Ak is k-sectionally convex and closed regarding V × Y .
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Then, strong robust V-stable duality holds for (RVP)− (RVD) and (RVP)− (RVDw).
Proof. Use the same argument as in the proof of Theorem 5.4 (with W = Y ) we can
show that if (e2) holds then (e) and (f) in Theorem 6.1 hold and then, the conclusion
follows from Theorem 6.1.
Theorem 6.4 (Convex robust strong stable duality I). Assume that U is a compact
space, that Z is a normed space, and that the hypotheses (H0), (H1), (H2), and the
Slater-type condition (C0) hold. Then robust strong stable duality holds for two pairs
(RVP)− (RVD) and (RVP)− (RVDw).
Proof. It follows from Proposition 5.3 and Theorem 6.2.
Remark 6.1. It worth observing that the hypotheses (H1), (H2) and the condition
(C0) do not concern the objective mapping F . So, the conclusion of Theorem 6.4 until
holds true when F is replaced by arbitrary proper K-convex and positively K-lsc. In
other words, under the assumptions of Theorem 6.4, the robust strong duality for pairs
(RVP)− (RVD) and (RVP)− (RVDw) are stable in a stronger sense that the objective
mapping F can be perturbed by arbitrary mapping provided that properties: “proper”,
“K-convex”, and “positively K-lsc” are still reserved.
6.2. Robust duality via k-sectional convexity
Fix k ∈ intK. By letting Ak play the role of A (or B) as the qualifying set, one gets
the dual problem (RVDk) as follows:
(RVDk) WSup
(z∗,u)∈S+×U
WInf
x∈C
[F (x) + (z∗ ◦Gu)(x)k].
The robust strong duality and the V-stable robust strong duality for pair (RVP)−(RVDk)
can be understood by the same way as the previous subsection.
Theorem 6.5 (Principles of robust strong V-stable duality II). Let ∅ 6= V ⊂ Y . The
following statements are equivalent:
(ek) epi(F + IA)
∗ ∩ (V × Y ) = Ak ∩ (V × Y ),
(gk) The robust strong V-stable duality holds for the pair (RVP)− (RVD
k).
Proof. Use the same argument as in proof of [(e) ⇐⇒ (g)] in Theorem 6.1, using
Theorem 5.2 instead of Theorem 5.1.
Theorem 6.6 (Principle of convex robust strong V-stable duality II). Let ∅ 6= V ⊂ Y .
Assume (H0) hold and consider the following statement:
(e′k) Ak is k-sectionally convex and closed regarding V × Y .
Then, [(e′k)⇐⇒ (gk)], where (gk) is the statement in Theorem 6.5.
Proof. As (H0) is satisfied, Theorem 4.1 gives epi(F + IA)∗ = cl(scokAk) and so, (e′k)
in this case is nothing else but (ek) in Theorem 6.5. The conclusion now follows from
Theorem 6.5.
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Theorem 6.7 (Convex robust strong stable duality II). Assume that U is a compact
space, that Z is a normed space, and that the hypotheses (H0), (H1), (H2) and the
Slater-type condition (C0) hold. Then strong robust stable duality holds for pair (RVP)−
(RVDk).
Proof. It follows from Proposition 5.3 and Theorem 6.6.
7. Applications to robust convex optimizations
In this section we will specialize our results on robust strong (stable) duality for vector
problems obtained in Section 6 to some classes of (scalar) robust convex optimizations,
which means that we will consider the case when Y = R and K = R+ (and hence,
R• ≡ R := R∪ {±∞}). In this setting, we will write f (instead of F ) for the objective
function of problems. Observed also that in this case L(X, Y ) becomes X∗, both the
cones L+(S,K) and Lw+(S,K) now collapse to the positive dual cone S
+ of S, and
the conjugate f ∗ is none other than the usual conjugate f ∗ in the sense of convex
analysis. As results, the specification even to robust scalar problems still produce
some new robust strong duality results, some that extend, or cover the known ones in
the literature.
7.1. General robust convex optimization problem
Consider the robust convex optimization problem:
(RP) inf {f(x) : x ∈ C, Gu(x) ∈ −S, ∀u ∈ U}
whereX,Z are lcHtvs, S is a closed convex cone of Z, U is an uncertainty set, f ∈ Γ(X),
Gu : X → Z• is proper, S-convex and S-epi closed mapping for all u ∈ U , and C ⊂ X
is a nonempty closed and convex subset of X . Note that under these assumptions,
(H0) is satisfied.
Let us retain call A (in (4.2)) the feasible set of (RP). Assume that A ∩ dom f 6= ∅.
For the problem (RP), the qualifying sets A, B, and Ak (for any k ∈ intR+) in
Section 4 collapse to the unique one
Â :=
⋃
(z∗,u)∈S+×U
epi(f + iC + z
∗ ◦Gu)
∗.
The Lagrangian dual problem (RVD), the weak Lagrangian dual problem (RVDw) and
dual problem (RVDk) in this case collapse to the unique Lagrange dual problem (RD)
of (RP):
(RD) sup
(z∗,u)∈S+×U
inf
x∈C
(f + z∗ ◦Gu)(x)
and, for all ∅ 6= V ⊂ X∗, “the robust strong V-stable duality holds for the pair
(RP)− (RD)” means that, for all x∗ ∈ V,
inf {f(x)− 〈x∗, x〉 : x ∈ C, Gu(x) ∈ −S, ∀u ∈ U} = max
(z∗,u)∈S+×U
inf
x∈C
(f−x∗+z∗ ◦Gu)(x).
The next two corollaries come directly from Theorem 6.2 and Theorem 6.4, respectively.
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Corollary 7.1. [12, Theorem 6.3](Principle of robust convex strong V-stable duality)
Let ∅ 6= V ⊂ X∗. The following statements are equivalent:
(k) The set Â is closed and convex regarding V × R,
(l) The robust strong V-stable duality holds for the pair (RP)− (RD).
Corollary 7.2. Assume that U is a compact space, that Z is a normed space, and that
the hypotheses (H1) and (H2) in Section 5 hold. Assume further that the following
condition holds:
(Ĉ0) ∀u ∈ U , ∃xu ∈ C ∩ dom f : Gu(xu) ∈ − int S.
Then, the robust strong V-stable duality holds for the pair (RP)− (RD).
7.2. Robust convex programming under uncertain inequality constraints
Consider the robust convex programming of the form
(RCP) inf {f(x) : x ∈ C, gt(x, ut) ≤ 0, ∀ut ∈ Ut, ∀t ∈ T}
where f ∈ Γ(X), T is a possibly infinite index set, Ut is uncertainty set for each t ∈ T ,
gt(., ut) ∈ Γ(X) for all ut ∈ Ut and t ∈ T , and C ⊂ X is nonempty closed and convex.
Let A := {x ∈ C : gt(x, ut) ≤ 0, ∀ut ∈ Ut, ∀t ∈ T} and assume that A ∩ dom f 6= ∅.
We will propose several ways to transform (RCP) to the form of (RP). The robust
strong (stable) duality results in the previous subsection are then applied to get the
variants of robust strong duality results for (RCP), which are new, extend or cover the
known ones in the literature.
• The first way: Take Z = RT , S = RT+ , U =
∏
t∈T Ut, Gu(x) = (gt(x, ut))t∈T for
all x ∈ X and u = (ut)t∈T ∈ U . We consider RT endowed with the product topology
and its dual space, R(T ), is the space of generalized finite sequences (i.e., the functions
λ = (λt)t∈T ∈ RT such that its supporting set supp λ := {t ∈ T : λt 6= 0} is finite) with
dual product defined by
〈λ, v〉 :=
{ ∑
t∈supp λ
λtvt, if λ 6= 0T ,
0, otherwise,
for all (λ, v) ∈ R(T ) × RT . The positive cones in RT and in R(T ) is denoted by RT+ and
R(T )+ , respectively. In this setting, the qualifying set Â becomes
Â1 :=
⋃
(λt)t∈T∈R
(T )
+
(ut)t∈T×U
epi
(
f + iC +
∑
t∈T
λtgt(., ut)
)∗
and the robust dual problem (RD) now becomes
(RCD1) sup
(λt)t∈T∈R
(T )
+
(ut)t∈T×U
inf
x∈C
(
f(x) +
∑
t∈T
λtgt(x, ut)
)
.
The robust dual problem of this form was considered in other works as [10, 13, 16, 17].
The next corollary is a direct consequence of Corollary 7.1 which turns back to [12,
Theorem 6.4] and covers [13, Theorem 4.1] (for i = O) and [16, Theorem 3.1].
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Corollary 7.3. Let ∅ 6= V ⊂ X∗. The following statements are equivalent:
(k1) The set Â1 is closed and convex regarding V × R,
(l1) The robust strong V-stable duality holds for (RCP)−(RCD1), i.e., for all x∗ ∈ V,
inf
x∈C,
gt(x,ut)≤0, ∀ut∈Ut, ∀t∈T
[f(x)−〈x∗, x〉] = max
(λt)t∈T∈R
(T )
+
(ut)t∈T×U
inf
x∈C
(
f(x)− 〈x∗, x〉+
∑
t∈T
λtgt(x, ut)
)
. (7.1)
The next result is a consequence of Corollary 7.2 and extends [16, Corollary 3.3].
Corollary 7.4. Assume that T is finite and that Ut is a compact and convex subset of
some topological vector space for all t ∈ T , and gt(x, .) ∈ −Γ(Ut) for all x ∈ C∩dom f .
Assume further that the following condition holds:
(Ĉ10) ∀u = (ut)t∈T ∈ U , ∃xu ∈ C ∩ dom f : gt(xu, ut) < 0, ∀t ∈ T.
Then, the robust strong stable duality holds for the pair (RCP)− (RCD1).
Proof. Firstly, U is compact (as Ut is compact for all t ∈ T ) and Z := RT is a normed
space (note that T is finite).
• We now prove that the collection
(
(ut)
m
t∈T 7→ (gt(x, ut))t∈T
)
x∈C∩dom f
is uniformly
R(T )+ -concave, or equivalently, the hypothesis (H1) holds. For this, take (λ
j
t )t∈T ∈ R
(T )
+
and (ujt)t∈T ∈ U (j = 1, 2), we will find (λ¯t)t∈T ∈ R
(T )
+ and (u¯t)t∈T ∈ U such that∑
t∈T
λ1tgt(x, u
1
t ) +
∑
t∈T
λ2tgt(x, u
2
t ) ≤
∑
t∈T
λ¯tgt(x, u¯t), ∀x ∈ C ∩ dom f. (7.2)
To do this, for all t ∈ T , take λ¯t := λ
1
t + λ
2
t and
u¯t :=
{
λ1
t
λ1
t
+λ2
i
u1t +
λ2
t
λ1
t
+λ2
t
u2t , if λ
1
t > 0 or λ
2
t > 0
u1t else.
As gt(x, .) is concave on the convex set Ut for each t ∈ T , one has (see Example 3.1),
for all x ∈ C ∩ dom f ,
λ1tgt(x, u
1
t ) + λ
2
tgt(x, u
2
t ) ≤ λ¯tgt(x, u¯t),
which, in turn, yields (7.2).
• Next, for all x ∈ C ∩ dom f , as gt(x, .) : Ut ⊂ Rqi → R is usc for all t ∈ T , by
Lemma 3.1(iii)), (gt(x, .))t∈T is R
(T )
+ -uniformly usc, meaning that (H2) holds.
• Finally, the fulfilment of (Ĉ10) entails that the Slater-type condition (Ĉ0) in Corol-
lary 7.2 holds. The conclusion now follows from Corollary 7.2.
• The second way: Take Z = R, U = T , and Gt(x) = supv∈Ut gt(x, v) for all x ∈ X
and t ∈ T . Then, the qualifying set Â becomes
Â2 =
⋃
λ≥0, t∈T
cl co
(⋃
v∈Ut
epi (f + iC + λgt(., v))
∗
)
(see [18, Lemma 2.2]). The robust dual problem (RD) now reduces to
(RCD2) sup
λ≥0, t∈T
inf
x∈C
sup
v∈Ut
(f(x) + λgt(x, v)) .
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This form of robust dual problem of (RCIP) is proposed in [13, Remark 10]. As
consequences of Corollaries 7.1-7.2, one gets.
Corollary 7.5. Let ∅ 6= V ⊂ X∗. The following statements are equivalent:
(k2) The set Â2 is closed and convex regarding V × R,
(l2) The robust strong V-stable duality holds for the pair (RCP)− (RCD2).
Corollary 7.6. Assume that T is a compact and convex subset of some topological
vector space, and that the function t 7→ supv∈Ut gt(x, v) is concave and usc on T for all
x ∈ C ∩ dom f . Assume further that the following condition holds:
(Ĉ20) ∀t ∈ T, ∃xt ∈ C ∩ dom f : supv∈Ut gt(xu, v) < 0.
Then, the robust strong stable duality holds for the pair (RCP)− (RCD2).
• The third way: Take Z = R, U =
∏
t∈T Ut, and Gu(x) = supt∈T gt(x, ut) for all
x ∈ X and u = (ut)t∈T . Then, the qualifying set Â becomes
Â3 =
⋃
λ≥0,
(ut)t∈T∈U
cl co
(⋃
t∈T
epi (f + iC + λgt(., ut))
∗
)
and the robust dual problem (RD) of of (RCP) turns to new form as follows:
(RCD3) sup
λ≥0,
(ut)t∈T∈U
inf
x∈C
sup
t∈T
(f(x) + λgt(x, ut)) .
Now, Corollaries 7.1-7.2 gives us the next results.
Corollary 7.7. Let ∅ 6= V ⊂ X∗. The following statements are equivalent:
(k3) The set Â3 is closed and convex regarding V × R,
(l3) The robust strong V-stable duality holds for the pair (RCP)− (RCD3).
Corollary 7.8. Assume that Ut is a compact and convex subset of some vector topo-
logical space for all t ∈ T , and that the function (ut)t∈T 7→ supt∈T gt(x, ut) is concave
and usc on U for all x ∈ C∩dom f . Assume further that the following condition holds:
(Ĉ30) ∀u = (ut)t∈T ∈ U , ∃xu ∈ C ∩ dom f : supt∈T gt(xu, ut) < 0.
Then, the robust strong stable duality holds for the pair (RCP)− (RCD3).
Remark 7.1. Noting that there are still other ways of transforming (RCP) to the form
of (RP). For instance, take U = {(t, ut) : t ∈ T, ut ∈ Ut}, Z = RU, S = RU+, U = {U}
and GU = (gt(., ut))(t,ut)∈U. Then, Â and the dual problem (RD) become, respectively
Â4 =
⋃
λ∈R(U)+
epi
f + iC + ∑
(t,ut)∈U
λ(t,ut)gt(., ut)
∗ ,
(RCD4) sup
λ∈R(U)+
inf
x∈C
f(x) + ∑
(t,ut)∈U
λ(t,ut)gt(x, ut)
∗ .
By Proposition 3.4, Â4 is a convex subset of X
∗ × R. So, Corollary 7.1 yields the
equivalence of two following assertions:
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(k4) The set Â4 is closed regarding V × R,
(l4) The robust strong V-stable duality holds for the pair (RCP)− (RCD4).
This result covers [13, Theorem 4.1] for the case i = C. By using other suitable ways,
we can get results that possibly cover [13, Theorem 4.1] with other values of i.
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