Abstract. The IEEE 802.11 MAC layer is known for its unfairness behavior in ad hoc networks. Introducing fairness in the 802.11 MAC protocol may lead to a global throughput decrease. It is still a real challenge to design a fair MAC protocol for ad hoc networks that is distributed, topology independent, that relies on no explicit information exchanges and that is efficient, i.e. that achieves a good aggregate throughput. The MadMac protocol deals with fairness and throughput by maximizing aggregate throughput when unfairness is solved. Fairness provided by MadMac is only based on information provided by the 802.11 MAC layer and adds a non-probabilistic modification in 802.11. MadMac has been tested in many configurations that are known to be unfair. In these configurations, MadMac provides a good aggregate throughput while solving the fairness issues.
Introduction
Ad hoc networks have become more and more popular and many research problems, such as routing, quality of service, security, etc., are now addressed. Most of the current ad hoc networks are based on the IEEE 802.11 standard [8] owing to the fact that this is the most widespread technology in the field of wireless local networks and it provides a distributed medium access with the DCF mode. Recently, different studies have shown some performance issues with the DCF mode, used in ad hoc network. These studies show that the origin of the performance problems comes from the MAC layer of this mode. These performance problems often lead to unfair situations and global performance loss [5] .
Several solutions have been proposed to improve 802.11 performance in wireless ad hoc networks by reducing unfairness issues or by improving global throughput. Recently, several approaches try to increase both throughput and fairness by modifying the 802.11 MAC layer. Most of these solutions are based on rate and topology information exchanged between the nodes. The proposed protocols, not based on this kind of information, either reduce the fairness issues to the detriment of the aggregate throughput or increase the overall throughput without solving the fairness issues. In [14] , the authors investigate the trade-off between aggregate throughput and fairness. They propose a model to compute the maximum aggregate throughput under various fairness schemes, but their algorithm is based on information propagation. Therefore, it is still a real challenge to design a fair MAC protocol for ad hoc networks that is distributed, topology independent, that relies on no explicit information exchanges and that is efficient, i.e. that achieves a good aggregate throughput.
In this paper we propose a solution to this challenge by designing a new protocol, called MadMac, that increases fairness in 802.11-based ad hoc network while maintaining a good aggregate throughput in the network. One of the main advantages of MadMac is that it is easy to implement because it is only based on information provided by the 802.11 MAC layer.
In Section 2, we present a state-of-the-art on the protocols solving unfairness issues. The protocol MadMac is described in Section 3 and evaluated in several configurations that present fairness or performance issues in Section 4. We show that our protocol achieves very good performances in all these topologies and solve many problems, like for instance the performance anomaly of 802.11 [2] . Lastly, we conclude our paper with the outline of our future works.
Related Work
Fairness issues in ad hoc networks have been deeply studied for a couple of years. Several mechanisms and protocols have been proposed to solve the fairness issues. There exist two main approaches in the literature. One approach is based on information exchanges between stations and/or a knowledge of the topology as in [17] , [11] , [15] , [14] , [16] and [9] . The other approach is topology independent and does not required any information exchanges as in [4] , [10] , [1] , and [7] .
The authors of [15] describe a mechanism for translating a given fairness model into its corresponding collision resolution backoff algorithm that probabilistically achieves the fairness objective but requires an efficient collision avoidance scheme (as RTS/CTS) to be efficient. Results show that on ring and clique topologies the proposed protocol achieves better fairness and is more efficient than 802.11. In [14] , the authors propose a packet scheduling scheme to achieve a fair and maximum allocation channel bandwidth. The algorithm proposed by the authors computes a scheduling based on a backoff modification. Their algorithm requires a knowledge of the topology and an exchange of flow information between nodes. In [16] , a p i,j − persistent protocol where each station computes an access probability on the link between i and j is proposed. The backoff window size is computed according to information about the contention window size received from active neighbors. The authors of [11] try to enforce the max-min fairness by using an algorithm that computes the fair share. This algorithm requires the knowledge of the two-hop neighbors for each node to be efficient. In [17] , the authors propose a backoff algorithm to improve both throughput and fairness. This algorithm requires the estimate of the number of active stations and a mechanism to avoid hidden terminal problem and is designed only for single hop networks. The EHATDMA protocol [9] is based on information exchanges initiated by the sender and/or the receiver before the data transmission to avoid the hidden terminal problem and leads to a better fairness than the protocol proposed in [16] .
To cope with the lack of information on topology or from others nodes, some protocols base their decision on the data packets sent in the network only or introduce a probabilistic behavior in the nodes. In [1] , each station adjusts its contention window size depending on its share of the medium with its neighbor nodes. This share is computed according to the number of sent packets by the station and the number of received packets from its neighbors. Results given in this paper and in [19] show that the algorithm proposed is better than 802.11 from the fairness point of view, but not from the aggregate throughput point of view. The problem with this protocol is that the share of the radio medium for a station only considers the neighbor nodes and not the nodes within the carrier sensing range. In [7] a distributed fair MAC protocol (FMAC) solves this carrier sensing problem. The main principle of FMAC is that the contention window size is tuned to reflect the number of successful transmissions during a time interval. Results given in this paper show that this protocol improves fairness but clearly reduces the network throughput. The authors of the PNAV protocol [4] introduce a fixed waiting time between two successive transmissions depending on a probability. This probability depends on past events in the network. Results on PNAV shows that PNAV improves fairness on some topologies compared to 802.11, but PNAV global throughput is always smaller than the 802.11 aggregate throughput. In [10] , the authors propose a contention windows modification based on idle slots perceived by each node. This protocol is efficient in single hop networks.
Our aim is to find the best trade-off between fairness and global throughput. As far as we know, only one paper deals with the trade-off between these two notions, but the proposed algorithm requires a knowledge of the topology and an exchange of flow information between nodes [14] . We think that this approach is not the most efficient since information exchanges may reduce the global throughput of the network. For example, a mechanism like RTS/CTS, that can be considered as an information exchange between nodes, decreases the global throughput of the network. We will show for instance that, with our proposed protocol, the RTS/CTS mechanism used to solve hidden terminal problem can be replaced by an appropriate fairness scheme. However, it appears from the literature that designing a MAC protocol, fair and efficient in terms of global throughput, that does not require any knowledge of the topology or specific information from other nodes than those provided by the MAC 802.11 protocol and the data traffic in the network is still a real challenge.
Most of the algorithms proposed to improve capacity and fairness depend on a random process. This probabilistic feature is effective either on the triggering of the modification or/and on the modification process or/and on the sending of packets. For instance, in the algorithm of [15] , the triggering of the modification is random, the choice of the backoff is random and the sending of a packet is random since the protocol is p − persistent. This probability strongly depends on the network status. We have chosen a different approach since our algorithm tries to avoid, as most as possible, the use of probabilities by introducing a non-probabilistic modification of 802.11, in order to better control the protocol.
Finally, the literature shows that there exists a set of basic scenarios that lead to fairness issues with 802.11 in an ad hoc context [5] . Many of the previously quoted papers are tested on very specific configurations. One of our aim while designing our algorithm is to find a solution for fairness issues in many cases as possible 1 .
MadMac: A Fair and Efficient Protocol
The approach of MadMac is to provide a schedule on the packets like the one designed in [14] but topology independent and with no extra information than the one provided by 802.11. Of course, a perfect schedule is difficult to obtain with these constraints but the simulation results will show that we obtain good performances.
The basic scheme. The idea behind the proposed protocol comes from the following remarks:
-If an active node senses activity on the channel, then it means that it is not alone on the channel and that at least two stations (including itself) send packets on the radio medium. -If an active node experiences one or more collisions on its packets, then we can derive the same conclusion: at least two stations (including itself) send packets on the radio medium.
The second statement differs from the first one in the sense that the detected competing stations are not necessarily in communication or in carrier sensing range. However, we can say that, from the point of view of the node that experiences collisions, they share the medium since the station can not successfully send its packets due to interfering transmissions. Note that, considering only the sensing activity and/or the experienced collisions, a node can not deduce how many nodes compete with it. To approximate this number, other operations are required like capturing useful data (the source and the destination for instance) in control and data packets. However it seems difficult to exactly deduce this number as soon as a carrier sensing mechanism is used. Since we don't want to use and send extra information, each node can only deduce, with these two statements, whether it shares the medium (in the general sense) with at least one another node.
If at least one of these two statements is true, then the active node sets a boolean variable, called SHARE to 1. Since the share is not permanent, this variable is updated periodically. We consider a period of Delta Slot which the value will be discussed later on. At the beginning of each Delta Slot, the SHARE variable is reset to 0. The Delta Slot period behaves as a sliding window. When SHARE is equal to 1 for one node, this node considers that it shares the medium with one or more stations and reduces its MAC throughput by 2 by introducing a waiting time before each new packet to send. The goal of this waiting time is to introduce an alternate schedule between the competing nodes. This waiting time T W AIT is equal to T DIF S + M + T p + T SIF S + T ACK , where T p is the packet transmission time of this node, T ACK is the ACK transmission time, T SIF S and T DIF S are respectively SIFS and DIFS duration and M is the mean backoff time of 802.11 (i.e. 310μs). T p can be different for each node but the waiting time introduced allows a full backoff decrementation for the other competing stations. The introduction of this waiting time should increase fairness because the sending is done alternatively. This waiting time is never stopped and is active for each packet that is not entered in the medium access process of 802.11 as soon as SHARE becomes equal to 1.
At the end of this waiting time, our algorithm uses the classical medium access algorithm of 802.11 for the packets to send, i.e DIF S plus a backoff. Note that a random access can not be removed from our algorithm because SHARE only indicates that the medium is shared but the number of competing nodes is unknown. However, since this extra waiting time should reduce collisions, we use a smaller contention window size than 802.11.
If SHARE is equal to 0, then our protocol uses the MAC protocol of 802.11. Note that this latter may change the value of SHARE, since during the backoff decrement the medium can be sensed busy or the packet can experience one or more collisions. Anyway, even if SHARE is set to 1 during this decrement, it is always the MAC protocol of 802.11 that is used to send this packet.
Collision avoidance.
To manage collisions, we use the Binary Exponential Backoff algorithm of 802.11, but we keep track of the successive collisions: we use another variable called N B COL that maintains the maximum number of successive collisions encountered by the node in a Delta Slot. This value is set to zero at each new Delta Slot.
If the node senses an activity "and" experiences one or more collisions 2 and N B COL > k (k is a parameter of our algorithm), then we consider that the node is very likely in a hidden terminal configuration (see [13] for more details). To avoid the overall throughput decrease due to collisions and the short time unfairness due to the sending of consecutive packets of the same emitter, we force the hidden nodes to emit in turn. For that, as soon as the node succeeds in transmitting the packet that has experienced at least k collisions, then we introduce another waiting time T ALT = T W AIT +T MT U for the following packets, where T MT U is the time needed to transmit a packets of MTU size. The T W AIT part in T ALT is never stopped but the T MT U part can stopped as soon as the node senses activity on the medium (like the ACK from the hidden node). At the end of T ALT , our algorithm uses the classical medium access algorithm of 802.11. Thus, the nodes in competition will alternate their emission. This process is maintained while an activity is detected. If no activity is detected, then the basic scheme is restarted.
No monopoly on the channel. In some configurations, shown in [5] , some nodes may monopolize the radio medium preventing some other stations from accessing to the channel. These nodes never experience collisions and always sense the medium free since the other competing nodes don't succeed in accessing the medium. To solve this problem after x consecutive successful packets sending with SHARE set to 0, the x + 1th and 2x + 1th packet are sent with a larger contention window. This pattern is repeated for the following packets. This process should allow other nodes to access the medium and to send a packet, which will update the SHARE variable of the monopolizing node.
Simulation Results
The proposed protocol has been evaluated by simulations using NS-2 3 . The comparison has been performed with 802.11. We have tested most of the basic scenarios presented in [5] and more complex topologies. These studies have been carried out using a constant bit rate application that saturates the medium and a packet size of 1000 kbytes. We have modified some of the NS-2 parameters such as the power and the transmission range to reflect the HR-DSSS 11 Mb/s physical layer of the 802.11b protocol. To avoid message transmission other than those created by the constant bit rate traffic, a static routing agent is used. Other sources of traffic such as those generated by the ARP protocol have also been disabled. Note that the same parameters of MadMac are used in all the presented simulations.
Performance of one-hop networks. The first simulations have been performed on the simple scenarios where communications take place between nodes that are in communication range of each other. In these scenarios there is no fairness issue and the goal is to compare the global throughput of MadMac with 802.11 in this classical configuration. The results given on Fig. 1 show that our protocol provides a higher overall throughput than 802.11. This is due to the fact that the contention window size is set to a lower value than in 802.11.
The achieved global throughput with two active nodes is also higher than with 802.11, but is smaller than with one or three active nodes. This is due to the fact that the two nodes alternate their emissions and this alternation is almost perfect. Therefore the overlapping of the backoff decrement is rare in this configuration. For scenarios with more than two stations, the last emitter is in the waiting phase while the other nodes finish their waiting phase or enter in the 802.11's process, i.e. the backoff decrement (after a DIF S). Therefore, there is an overlapping of the backoff decrement phases, which leads to a smaller time interval between two consecutive packets sent on the medium than with two nodes. Here the backoff process of 802.11 guarantee fairness on channel access. We see also that the overall throughput of MadMac decreases with the number of contending nodes (like for 802.11), but is always higher than 802.11. This decreasing is due to the increase of collisions for the two protocols. As the contention window size of MadMac is smaller than the one of 802.11, the number of collisions with MadMac is a little bit higher. But we see that it does not drastically reduce the throughput and MadMac is efficient.
Henceforth, we consider that the radio medium capacity, denoted C, obtained with MadMac (802.11 resp.), is the throughput achieved with one emitter and corresponds to 5.6 Mb/s (5.2 Mb/s resp.). We will use this value in the following to derive a metric for efficiency of the tested scenarios, as explained in the following.
Metrics.
In [14] , the authors investigate the trade-off between aggregate throughput and fairness. They show the fundamental conflict between achieving flow fairness and maximizing overall throughput: if a fairness scheme is adopted on flow rates then it may be impossible, for some configurations to maximize aggregate throughput. Then, we think that the maximum aggregate throughput (called also capacity) is not an adapted metric to evaluate the efficiency of a fair protocol. Instead, we use as a metric of efficiency the aggregate throughput that is achieved when the flow rates are allocated according to a fairness scheme. Henceafter, we call this aggregate throughput fair capacity. Note that the fair capacity depends on a fairness scheme. Like many articles that deal with fairness in ad hoc networks, we have considered the max-min fairness scheme, as it is considered as the fairer scheme 4 . To evaluate the fairness of our solution, we use the fairness index defined in [12] . Since we base our evaluation on the max-min fairness, the fairness index is the following:
where r i is the rate achieved by our solution on flow i, r * i is the rate on flow i in the max-min fairness allocation and n is the number of flows.
All the tables in the following, unless specified, give the aggregate throughput (in kb/s and with their confidence interval) and the max-min fairness index achieved with 802.11 with or without RTS/CTS and with MadMac.
The hidden terminal configuration. One tested scenario is the well-known hidden terminal problem depicted in Fig. 2 . In this scenario, nodes 1 and 2 are fully independent. The main problem with 802.11 is the high number of collisions, which leads to an increase of the contention window size that drastically reduces the throughput of nodes 1 and 2. The RTS/CTS mechanism has been proposed to increase the throughput but this solution is not so efficient and introduces a short term fairness issue.
From Table 1 , we see that these two protocols are fair compared to a maxmin fairness allocation, but MadMac is much more efficient than 802.11 since the overall throughput of MadMac is much higher than the one achieved by 802.11. Moreover the aggregate throughput of MadMac is very close to the fair capacity under a max-min fairness scheme. The fair capacity in this configuration is equal to C and corresponds to 5.6 Mb/s. This is due to the fact that, with MadMac, the hidden nodes almost perfectly alternate their emission, which does not result in many collisions. Therefore their contention window size remains low and the difference between these two sizes is also low. We can notice the short time unfairness induced by the RTS/CTS mechanism (the confidence interval is large.). An appropriate and simple scheduling, as the one achieved in MadMac, can solve the hidden terminal problem.
Another impact of the hidden terminal configuration. In the third scenario, we propose to study another impact of the hidden terminal scenario, depicted in Fig. 3 . This configuration has first been pointed out in [3] : node 1 (3 resp.) sends data to node 2 (4 resp.) and nodes 2 and 3 are in communication range, whereas node 1 (4 resp.) is independent of nodes 3 and 4 (1 and 2 resp.). In this scenario, node 3's transmission always succeeds, whereas node 1's transmission experiences collision. The only chance for node 1 to successfully transmit a packet is when its frame is sent during a silent period of node 3. The use of RTS/CTS mechanism can reduce the number of collisions in 2 because the length of the RTS frames is often smaller than the data frames, but this use is not very efficient (see Tab. 2).
From Table 2 , we see that MadMac is fairer than 802.11 with or without RTS/CTS. This is due to the introduction of T W AIT by the pair 3−4, which leads to more successful transmissions for node 1. However, the overall throughput of MadMac is smaller than the fair capacity equal to C (and corresponding to 5.6 Mb/s), even if it is higher than the one of 802.11 with RTS/CTS. This difference is due to the fact that collisions still exist since the alternation is not perfect between the two emitters and since every Delta Slot the two sources reset their SHARE variable, which leads to a direct emission of the packets without extra waiting time. Note that MadMac does not consider this configuration as a hidden node scenario since node 1 never detects activity on the medium even if it experiences collisions.
These simulations show, once more, that it is possible to replace the RTS/CTS mechanism by an appropriate MAC scheme that is more efficient and fairer.
The three pairs. The fourth studied scenario is the three pairs scenario depicted in Fig. 4 and pointed out in [6] . In this scenario, nodes 1 and 5 are fully independent and node 3 is in the carrier sensing range of nodes 1 and 5. With 802.11, the backoff decrement of node 3 can only take place when nodes 1 and 5 are in their silence period. As these two nodes are not synchronized, the silence period for node 3 is rare and the probability to node 3 to access the medium is low.
From Table 3 , we see that MadMac is much fairer than 802.11. On the other hand, MadMac is less efficient than 802.11, but its overall throughput is very close to the fair capacity equal to The performance anomaly. This well-known scenario presents a fairness issue due to different throughputs on the network (see [2] ). In this scenario, nodes in communication range are trying to send their frames at different data rate. The node sending at the lowest rate reduces the throughput of all the nodes transmitting at higher data rate to a value close to the throughput of the slowest node.
Simulations have been performed with frames of 1000 bytes and with two nodes transmitting at 2 Mb/s and 11 Mb/s. This scenario is different from the previous ones since the flow rates are different and a solution to this issue rather seeks for a time fairness. Therefore, we only investigate, here, the efficiency and the rate of each flow. From Table 4 , we can see that MadMac provides a better time sharing of the medium and slightly increases the overall throughput. This is due to the fact that the waiting time introduced by MadMac is equal to the time transmission of the packet. Thus, the waiting time for a node transmitting at a low data rate is greater than for the node transmitting at a high data rate. This difference between the waiting times allows a node with smaller waiting time to send more packets.
Other simulations. We have evaluated more complex topologies. Due to space limitation, we only give the results of two scenarios, depicted on Figures 5 and 6. They are interesting because they combine different issues with the presence of multiple basic configurations (as the ones of Figures 2, 3 and 4) . From Table 5 , we see that MadMac is fairer than 802.11 with and without RTS/CTS, and less efficient than 802.11 without RTS/CTS, but more efficient than 802.11 with RTS/CTS. Once more, our solution gives more good results than 802.11 with RTS/CTS, since MadMac achieves a better fairness and a better overall throughput that is not so far from the fair capacity equal to 5C 3 (corresponding to 9.3 Mb/s).
From Table 6 , we see that MadMac is much fairer than 802.11 but less efficient. This topology is a typical example where the trade-off is very difficult to find because MadMac achieves a high aggregate throughput compared to the fair capacity equal to C (and corresponding to 5.6 Mb/s). The fairness is difficult to obtain and some flows are penalized, like the flows between nodes 7 and 3 and nodes 2 and 3. These flows are in a configuration that combines multiple issues (the hidden station problem, two problems of Figure 3 and the three pairs problem).
Conclusion
In this paper, we have proposed a new MAC protocol based on 802.11, called MadMac, that provides more fairness than 802.11 while maintaining a good aggregated throughput in the network. We have compared MadMac with 802.11 from fairness and efficiency points of view. These comparisons have been carried out in many basic scenarios that are known to lead to fairness issues and in more complex topologies. Results, from these simulations, show that, in most of the cases, MadMac is close to the fair capacity while ensuring fairness among the flows.
MadMac is based on several parameters that can be fine tuned to improve its performances. We have started to study these parameters, like for instance, the values to give to the parameters Delta Slot, k, x and the use of different packet sizes [18] . The obtained results are very promising, but the main problem with fine tuning these parameters is that the modification of one parameter value can improve the protocol performance on only specific scenarios while the performance decreases on other configurations. A very careful analysis should have to be carried out to select the best values to give to the parameters, i.e. the values that will lead to the better performances in most of the cases.
Future works would be to investigate other ad hoc topologies like random topologies. We also plan to compare MadMac to other fair protocols such as PNAV [4] or EHATDMA [9] .
Our initial assumptions are very restricting since MadMac considers very limited information (the carrier sensing and the number of collisions). The fairness and the efficiency of our protocol can clearly be enhanced with extra information. In the future, we plan to add in MadMac information from other layers of OSI model such as neighbors table from routing layer for instance, in order to measure the impact of such information on the performances.
