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Re´sume´
En planification on distingue les plans optimaux en
le nombre d’e´tapes (plans paralle`les) et les plans opti-
maux en le nombre d’actions (plans se´quentiels). Il est
ge´ne´ralement admis que le calcul d’un plan se´quentiel
est plus couteux que le calcul d’un plan paralle`le. Bu¨tt-
ner et Rintanen ont propose´ une proce´dure de recherche
qui calcule des plans dont le nombre d’e´tapes est fixe´ et
le nombre d’actions minimal. Cette proce´dure est utili-
se´e pour le calcul d’un plan se´quentiel optimal partant
d’un plan paralle`le optimal. Nous de´crivons dans cet ar-
ticle une approche de ce type, de´veloppe´e a` partir du
syste`me de planification FDP. L’ide´e consiste a` mainte-
nir deux structures, l’une repre´sentant le plan paralle`le
et l’autre le plan se´quentiel, en re´percutant les choix
effectue´s pendant la recherche simultane´ment dans les
deux structures. Les techniques de´veloppe´es dans FDP
pour le calcul de plans se´quentiels ou de plans paralle`les
permettent de de´tecter les e´checs dans les deux struc-
tures. Les re´sultats expe´rimentaux montrent que cette
approche est tre`s compe´titive compare´e au calcul de
plans se´quentiels optimaux obtenus avec FDP.
1 Introduction
Lors de la compe´tition de planificateurs IPC5 en
2006 un nouveau planificateur, FDP [4], est apparu.
Ce planificateur a la particularite´ de produire des plans
se´quentiels optimaux. On admet ge´ne´ralement que le
calcul de tels plans est plus couˆteux que le calcul
de plans paralle`les optimaux. Les plans paralle`les ont
moins d’e´tapes, et sont donc plus contraints, ce qui
tend a` aider la recherche. Comme beaucoup d’autres
planificateurs optimaux la preuve d’optimalite´ vient de
la de´monstration qu’il n’existe pas de plans en moins
d’e´tapes ou d’actions. Ainsi le syste`me cherche des
plans en une e´tape, puis deux,. . . tant qu’un plan so-
lution n’est pas trouve´ et qu’une borne sur le nombre
d’e´tapes ou d’actions n’est pas atteinte. La simplicite´
du planificateur FDP vient du fait qu’il imple´mente
sa propre proce´dure de recherche, de type recherche
en avant en profondeur : la proce´dure tente de toutes
les fac¸ons possibles d’e´tendre le plan partiel courant.
Le principe ge´ne´ral est donc d’effectuer des recherches
en profondeurs borne´es en augmentant la borne ite´ra-
tivement (IDDFS [6] : Iterative Deepening Depth First
Search).
FDP a obtenu des re´sultats honorables dans la ca-
te´gorie des planificateurs optimaux (la plupart pro-
duisent des plans paralle`les). Ce succe`s tient beaucoup
a` l’efficacite´ de la proce´dure de recherche qui utilise de
nombreuses techniques pour e´viter des traitements re-
dondants de diffe´rents types. Notamment, un ordre a
priori sur les actions, similaire a` l’e´lagage de la com-
mutativite´ [5], permet d’e´viter la construction de se´-
quences d’actions redondantes, ce qui est inutile lors de
la recherche de plans paralle`les. La proce´dure fait aussi
appel a` des e´valuations grossie`res du nombre d’actions
pour atteindre les buts qui sont utilise´es pour aban-
donner la recherche de fac¸on pre´coce. Enfin les e´tats
dont l’invalidite´ est de´montre´e sont me´morise´s dans
une table de hashage, afin de ne pas les traiter a` nou-
veau lors d’une rencontre future.
S’il existe peu de travaux sur la recherche de plans
se´quentiels optimaux, Bu¨ttner et Rintanen [2] ont de´-
veloppe´ un syste`me pour ce calcul a` partir d’un plan
paralle`le optimal. Leur me´thode consiste a` effectuer
des recherches successives a` partir de ce plan, en di-
minuant le nombre d’actions quite a` accroˆıtre, s’il n’y
a pas de solution, le nombre d’e´tapes. La recherche se
termine lorsque le nombre d’e´tapes et le nombre d’ac-
tions sont e´gaux. On espe`re de cette fac¸on acce´le´rer
la recherche du fait que le proble`me est tre`s contraint
d’une part, et du fait qu’on a a` traiter des proble`mes
plutoˆt satisfiables d’autre part. La proce´dure de re-
cherche qui est utilise´e dans ce cadre de´termine si il
existe un plan solution en m e´tapes et contenant au
plus n actions. Remarquons que cette proce´dure en
soit est originale et permet par exemple de calculer
des plans optimaux contraints sur leur nombre d’ac-
tions (en augmentant le nombre d’e´tapes tant qu’au-
cune solution n’est rencontre´e) ou encore des plans op-
timaux contraints en leur nombre d’e´tapes (dans ce
cas en augmentant le nombre d’actions). Nous propo-
sons dans cet article, en nous appuyant sur les tra-
vaux de G. Gabriel, S. Grandcolas et C. Pain-Barre
sur la recherche de plans se´quentiels optimaux [4] et de
plans paralle`les optimaux [3], une approche originale
pour le calcul de plans optimaux contraints en leur
nombre d’actions ou d’e´tapes. Le principe consiste a`
maintenir paralle`lement deux structures repre´sentant
le plan se´quentiel en construction et le plan paralle`le
correspondant. Les techniques de´veloppe´es dans FDP
sont utilise´es ici dans les deux structures. Pendant la
recherche l’une ou l’autre provoque des e´checs. Nous
avons imple´mente´ cette approche et l’avons compare´e
aux re´sultats obtenus par FDP 1.
Dans la premie`re partie nous revenons brie`vement
sur le planificateur FDP dans sa version se´quentielle et
sa version paralle`le et sur les FDP-structures qu’il uti-
lise. Ensuite nous pre´sentons la proce´dure de recherche
d’un plan de m e´tapes et n actions. La troisie`me partie
est consacre´e au calcul d’un plan se´quentiel optimal a`
partir d’un plan paralle`le optimal comme l’ont propose´
Bu¨ttner et Rintanen. Enfin dans la quatrie`me partie
sont pre´sente´s les re´sultats expe´rimentaux que nous
avons obtenus.
2 FDP-structures
Un proble`me de planification P est un triplet
(I, G, A) ou` I est l’e´tat initial, G est l’ensemble des
buts a` satisfaire et A est l’ensemble des actions. De
P, on en de´duit l’ensemble F des fluents du proble`me.
Une action a de A a une pre´condition pre(a) et des ef-
fets eff (a). Une action ajoute un fluent f si f ∈ eff (a).
Elle le supprime si ¬f ∈ eff (a).
Fondamentalement, le cœur de FDP est une fonction
de de´cision re´pondant a` la question : existe-t-il une
solution de longueur n a` un proble`me P ? En planifi-
1. Aucun exe´cutable de Bu¨ttner et Rintanen n’e´tant dispo-
nible, nous n’avons pas compare´ notre me´thode a` la leur.
cation se´quentielle, n est le nombre d’actions que doit
comporter la solution. En planification paralle`le, c’est
son nombre d’e´tapes, ou` chaque e´tape comporte un
ensemble non vide d’actions compatibles. Pour y re´-
pondre, FDP utilise une structure de type CSP de
taille n, appele´e fdp-structure, qui repre´sente un en-
semble de plans potentiellement valides de longueur n.
La recherche consiste alors a` supprimer ou fixer des ac-
tions dans la structure, jusqu’a` ce qu’elle ne contienne
plus qu’un plan valide satisfaisant G, ou qu’un e´chec
soit de´montre´.
La fdp-structure est compose´e d’un ensemble de va-
riables soumises a` des contraintes, partitionne´es en en-
sembles de variables d’e´tat et en ensembles de variables
d’actions. Une fdp-structure de longueur n comporte
n + 1 ensembles de variables d’e´tat et n ensembles de
variables d’action. Elle peut eˆtre vue comme un graphe
nivele´, similaire a` celui de Graphplan [1], ou` un niveau
i comporte un ensemble de variables d’action Ai et un
ensemble de variables d’e´tat Fi :
FAFAF
niveau i ensembles de variables d’actions
ensembles de variables d’état
0 i i n n
L’ensemble Fi code l’e´tat apre`s i e´tapes : pour
chaque fluent f ∈ F , une 2 variable d’e´tat fi indique
s’il est vrai, faux ou inde´fini. S’il est inde´fini, l’e´tat est
lui-meˆme partiellement de´fini. Lorsqu’aucune variable
de Fi n’est inde´finie, alors Fi est un e´tat. L’e´tat initial
est code´ par F0 et est totalement de´fini, selon l’hypo-
the`se du monde clos. L’ensemble Ai code les actions
de l’e´tape i. Il diffe`re selon que la planification est
se´quentielle ou paralle`le. En planification se´quentielle,
une seule action est autorise´e par e´tape : Ai se re´duit
alors a` une seule variable ai dont le domaine est l’en-
semble A des actions du proble`me. En planification
paralle`le, plusieurs actions peuvent eˆtre exe´cute´es
dans une e´tape, et Ai contient autant de variables
d’actions que d’actions, chacune indiquant si l’action
correspondante est fixe´e, supprime´e ou possible a`
cette e´tape. On de´finit ainsi deux fdp-structures :
Sseq(n) = ({F
seq




1 , . . . , A
seq
n })
pour la planification se´quentielle et Spar(n) =




1 , . . . , A
par
n }) pour la planifi-
cation paralle`le.
2. En re´alite´, nous utilisons deux variables : fi pour le f
et ¬fi pour ¬f . Nous ferons le plus possible abstraction de la
seconde pour ne pas surcharger inutilement l’article.
Avant de commencer la recherche d’une solution de
longueur n, toutes les variables d’e´tat ont pour do-
maine {vrai, faux} (le fluent correspondant est inde´-
fini). En planification se´quentielle, toutes les variables
d’actions ont pour domaine l’ensemble des actions du
proble`me. En planification paralle`le, leur domaine est
{vrai, faux}. Dans les deux cas, toute action est donc
possible a` chaque e´tape. Ensuite, les domaines des va-
riables de F0 sont re´duits pour que F0 corresponde a`
l’e´tat initial I. De meˆme, ceux de certaines variables de
Fn sont re´duits pour correspondre aux buts G. La re´-
duction du domaine d’une variable d’e´tat s’apparente
a` la suppression d’un litte´ral : enlever vrai pour fi si-
gnifie que f est supprime´ de l’e´tape i, ne pouvant y
eˆtre vrai. Par abus de langage, nous dirons que fi est
vrai (faux) si vrai (faux) est la seule valeur de son
domaine.
Ces ”suppressions” rendent incohe´rentes des valeurs
dans le domaine d’autres variables, par propagation.
En effet, les variables d’une fdp-structure sont sou-
mises a` des contraintes implicites, inhe´rentes a` la pla-
nification. Par exemple, si un litte´ral est supprime´ a`
une e´tape, alors les actions qui l’ont en pre´condition
peuvent eˆtre supprime´es de l’e´tape qui suit. De meˆme,
les actions qui ajoutent ce litte´ral peuvent eˆtre suppri-
me´es de l’e´tape qui pre´ce`de. Cette propagation, simi-
laire au maintien de la consistance d’arc [7], est assu-
re´e par la fonction MakeConsistent de FDP. Elle est
appele´e a` la suite de la re´duction d’un domaine d’une
variable : a` l’initialisation de la structure, puis pendant
la recherche lorsqu’un choix est ope´re´ (ce qui se tra-
duit par la re´duction d’un domaine). Cette fonction
rend cohe´rente une fdp-structure en supprimant des
litte´raux ou des actions lorsque ceux-ci ne sont plus
cohe´rents, ainsi que les litte´raux et les actions que ces
suppressions ont rendu incohe´rents. Elle peut e´chouer,
notamment lorsqu’un litte´ral et son oppose´ sont in-
cohe´rents (tous les deux vrais ou tous les deux faux).
Une cause d’e´chec en planification se´quentielle est lors-
qu’aucune action n’est possible a` une e´tape. Dans ce
cas, la proce´dure de recherche doit remettre en cause
le choix qui a conduit a` l’e´chec.
MakeConsistent utilise les re`gles suivantes pour de´-
terminer si un litte´ral ou une action est incohe´rent.
Une seule re`gle ne s’applique qu’a` la planification pa-
ralle`le et est marque´e par (par). Une autre ne s’ap-
plique qu’a` la planification se´quentielle. Elle est mar-
que´e par (seq). Par simplicite´, on notera Ai l’ensemble
des actions possibles (et non choisies) a` l’e´tape i, et
Xi l’ensemble des actions fixe´es a` l’e´tape i. En plani-
fication se´quentielle, Xi est vide ou Ai est vide et Xi
ne peut eˆtre qu’un singleton.
Soit un fluent f ∈ F et fi sa variable associe´e a`
l’e´tape i. La valeur vrai (resp. faux) pour fi est inco-
he´rente si l’une des conditions suivantes est satisfaite :
– i > 0 et ¬fi est vrai (resp. faux)
– i > 0 et ∃a ∈ Xi t.q. ¬f ∈ eff (a) (resp. f ∈
eff (a))
– i < n et ∃a ∈ Xi+1 t.q. ¬f ∈ pre(a) (resp. f ∈
pre(a))
– i > 0, Xi = ∅ et ∀a ∈ Ai, ¬f ∈ eff (a) (resp.
f ∈ eff (a))
– i < n,Xi+1 = ∅ et ∀a ∈ Ai+1, ¬f ∈ pre(a) (resp.
f ∈ pre(a))
– i > 0, fi−1 est faux (resp. vrai) et ∀a ∈ Xi ∪
Ai, f 6∈ eff (a) (resp. ¬f 6∈ eff (a))
– i < n, fi+1 est faux (resp. vrai) et ∀a ∈ Xi+1 ∪
Ai+1, ¬f 6∈ eff (a) (resp. f 6∈ eff (a))
– i > 0,∃f ′i t.q. f
′
i est vrai et mutex(fi, f
′
i , i) (resp.
mutex(¬fi, f
′
i , i)) ou f
′
i est faux et mutex(f , ¬f
′
i ,
i) (resp. mutex(¬fi, ¬f
′
i , i)
Une action a est incohe´rente a` une e´tape i > 0 si
l’une des conditions suivantes est satisfaite :
– ∃f ∈ pre(a), t.q. fi−1 est faux
– ∃f ∈ eff (a), t.q. fi+1 est faux
– (par) ∃a′ ∈ Xi t.q. mutex(a, a
′, i)
– (seq) ∃f ∈ F t.q. fi est faux (resp. vrai), fi+1 est
vrai (resp. faux), et f 6∈ eff (a) (resp. ¬f 6∈ eff (a))
– ∃f ∈ pre(a) t.q. ¬f 6∈ eff (a) et fi+1 est faux
Cette dernie`re re`gle est nouvelle, ainsi que les re`gles
concernant les mutex. Il faut noter que les mutex ne
sont pas les meˆmes selon que la planification est se´-
quentielle ou paralle`le. Pour la planification paralle`le,
nous avons adopte´ la de´finition de Graphplan [1] mais
nous l’avons e´tendue aux litte´raux ne´gatifs : un litte´-
ral et un litte´ral ne´gatif peuvent eˆtre marque´s comme
mutex a` une e´tape, de meˆme que deux litte´raux ne´ga-
tifs. Pour la planification se´quentielle, a` notre connais-
sance, la notion de mutex n’avait pas encore e´te´ de´fi-
nie. Puisqu’il n’y a qu’une action par e´tape, toutes les
actions sont mutex entre elles. Pour les litte´raux, la
de´finition est la suivante.
Deux litte´raux l1 et l2 sont marque´s mutex a` l’e´tape
i si l’une des conditions suivantes est satisfaite :
– l1 et l2 sont deux litte´raux oppose´s
– l1 et l2 apparaissent pour la premie`re fois a` l’e´tape
i et aucune action de cette e´tape ne les ajoute tous
les deux
– l1 apparaˆıt pour la premie`re fois a` l’e´tape i et
l2 e´tait apparu a` une e´tape pre´ce´dente : aucune
action de l’e´tape i ne les ajoute tous les deux et
toute action qui ajoute l1 en i supprime l2 ou
requiert un litte´ral l ou` mutex(l, l2, i− 1)
– l1 et l2 sont de´ja` apparus a` une e´tape pre´ce´dente :
mutex(l1, l2, i − 1) et aucune action de i ne les
ajoute tous les deux, et toute action de i qui
ajoute l’un supprime l’autre ou requiert un lit-
te´ral mutex avec l’autre a` l’e´tape i− 1
Function Search(Sseq, s, n, Spar, l, m)
Data: Sseq = (A
q, F q, n) a FDP-structure of length n, the first s steps are instanciated,
Data: Spar = (A
p, F p,m) a FDP-structure of length m, the first l steps are instanciated,
Result: TRUE if there exists a plan in these structures, FALSE in the other case.
begin
if s > n or l > m then
return TRUE ;
C := Aseqs ∩A
par
l ;
for a ∈ C do
remove all actions from Aseqs but a;
if not MakeConsistent(Sseq) then
goto REVERT SEQ;




l , n− (s+ 1),m− l〉 ∈ H then
goto REVERT SEQ;
fix the action a at step l in Spar;
if MakeConsistent(Spar) then
if Search(Sseq, s+ 1, n, Spar, l, m) then
return TRUE ;
if s+ 1 ≤ n then








if l < m then
remove unfixed actions from Aparl ;
remove C actions from Aseqs ;
if MakeConsistent(Spar) and MakeConsistent(Sseq) then





3 Me´thode de recherche d’un plan m
e´tapes-n actions
La fonction Search de´termine si il existe un plan
avec n actions et m e´tapes en e´nume´rant tous les plans
possibles simultane´ment dans la structure se´quentielle
Sseq et dans la structure paralle`le Spar. Cette dernie`re
repre´sente le plan se´quentiel en construction, en re-
groupant dans chaque niveau les actions successives
qui sont inde´pendantes. Toute suppression effectue´e
dans l’une des deux structures est re´percute´e dans
l’autre. La recherche progresse de l’e´tat initial vers
l’e´tat final, ce qui signifie qu’a` tout moment les e´tats
pre´ce´dent l’e´tape courante s dans la structure se´quen-
tielle sont comple`tement de´finis, de meˆme que tous les
e´tats pre´ce´dents le niveau l dans la structure paralle`le.
La fonction est appele´e initialement avec la valeur 0
pour s et l. Dans chaque appel toutes les actions qui
apparaissent a` la fois a` l’e´tape s de la structure se´-
quentielle et au niveau l de la structure paralle`le sont
choisies tour a` tour afin de de´terminer si le plan par-
tiel courant peut eˆtre e´tendu en un plan valide avec
cette action. Si aucune solution n’est produite avec
ces actions, alors les actions qui ne figurent pas dans
la structure paralle`le sont conside´re´es. Puisque elles
n’apparaissent pas au niveau l de la structure Spar il
faut les chercher au niveau l + 1. Ce changement de
niveau signifie que toutes les actions inde´finies du ni-
veau l doivent eˆtre supprime´es. Chaque fois que des
actions sont supprime´es ou fixe´es dans une structure,
les conse´quences de ces modifications sont propage´es
a` travers la structure par filtrage, avec l’appel de la
fonction MakeConsistent qui a e´te´ pre´sente´e dans la
section pre´ce´dente. L’e´chec du choix de l’action a peut
provenir de son inconsistance dans le plan se´quentiel
ou de son inconsistance dans le plan paralle`le.
Me´morisation des e´checs
Le planificateur FDP me´morise les e´checs rencon-
tre´s pendant la recherche, afin de ne pas reproduire
ces recherches inutiles par la suite. Chaque fois que le
planificateur de´montre qu’il n’est pas possible de satis-
faire les buts a` partir de l’e´tat courant F en le nombre
d’e´tapes restant d, le couple 〈F, d〉 est enregistre´, si-
gnifiant qu’il est inutile d’essayer d’atteindre les buts
a` partir de l’e´tat F si il n’y a pas plus de d e´tapes.
Nous proposons de me´moriser les e´checs de fac¸on
similaire. Chaque fois qu’il y a un changement de ni-
veau dans la structure paralle`le, le triplet 〈F, na, ns〉
est enregistre´, dans lequel F est l’e´tat courant (c’est le
meˆme dans les deux structures), na est le nombre d’ac-
tions potentielles et ns est le nombre d’e´tapes restant
dans la structure paralle`le. Cette technique n’est pas
tre`s efficace : de nombreux choix sont effectue´s sans
qu’il y ait de changement de niveau dans la structure
paralle`le, peu d’e´tats sont me´morise´s, et il faut parfois
attendre longtemps avant de changer de niveau et de´-
tecter un e´chec. La solution consiste a` me´moriser les
e´tats a` tout moment, c’est a` dire chaque fois qu’une
action est choisie dans la structure se´quentielle. Mais
cette me´morisation invalide la recherche. Supposons
par exemple qu’en fixant l’action a dans la structure
paralle`le, une action b du meˆme niveau soit suppri-
me´e du fait qu’une pre´condition de a figure parmi ses
suppressions (voir figure 1). L’e´tat F re´sultant de l’ap-
plication de a dans la structure se´quentielle (en jaune
dans la figure) ne conduit pas aux buts, il est donc
me´morise´. Puisque l’action b a e´te´ supprime´e de la
structure paralle`le, elle ne pourra donc pas eˆtre choi-
sie dans le plan se´quentiel a` l’e´tape s + 1 bien qu’elle
soit applicable dans F . Si une solution existe avec cette
action elle ne sera jamais de´couverte.
séquentiel
plan















Figure 1 – me´morisation de l’e´tat jaune
Pour reme´dier a` ce proble`me une solution consiste a`
me´moriser avec l’e´tat F les actions qui lui sont appli-
cables dans la structure se´quentielle et qui sont inde´fi-
nies dans la structure paralle`le (voir figure 2), sous la
forme d’un quadruplet de la forme 〈F,U, na, ns〉.
Les quadruplets repre´sentant les e´checs sont me´mo-
rise´s dans la table H. Chaque fois qu’une action est
choisie dans la structure se´quentielle, avant de relan-
cer la recherche re´cursivement, on ve´rifie que l’e´tat









justification : dans la séquence bleue







mémoriser <F, {c,e}, ns, na>
Figure 2 – me´morisation de l’e´tat F et des actions
inde´finies
ensemble d’actions contenant les actions applicables
a` l’e´tape suivante qui sont inde´finies dans la structure
paralle`le et des nombres d’e´tapes et d’actions au moins
supe´rieurs, auquel cas il est inutile d’effectuer a` nou-
veau la recherche de solutions a` partir de cet e´tat.
4 Recherche d’un plan se´quentiel optimal
La proce´dure RecherchePlanOptimalSequentiel suit
le sche´ma propose´ par Bu¨ttner et Rintanen [2]. A par-
tir d’un plan paralle`le optimal, des plans avec moins
d’actions sont recherche´s, quite a` augmenter le nombre
d’e´tapes s’il n’y a pas de solution. Lorsque le nombre
d’e´tapes atteint le nombre d’actions on ne pourra pas
trouver de meilleur plan. Remarquons que l’utilite´ de
la fonction Search n’est pas uniquement de calculer
des plans se´quentiels optimaux. Il peut s’ave´rer utile
dans certains cas de chercher le nombre minimal d’ac-
tions pour un nombre d’e´tapes fixe´, et en particulier
on peut vouloir limiter le nombre d’actions pour un
nombre d’e´tapes optimal.
Si l’objectif est uniquement la recherche d’un plan
se´quentiel optimal il est inutile de parcourir tous les
plans optimaux en nombre d’actions en augmentant
le nombre de niveaux au fur et a` mesure. On peut
simplement effectuer une sorte de recherche dicho-
tomique sur le nombre d’e´tapes. En effet il arrive
souvent que la solution optimale produite par la re-
cherche d’un plan paralle`le initial soit quasiment op-
timale en le nombre d’actions, ce qui conduit en-
suite a` faire un grand nombre de recherches infruc-
teuses en incre´mentant chaque fois le nombre de ni-
veaux. La fonction RechercheDichotomiquePlanOpti-
malSequentiel permet de converger plus rapidement
vers un nombre d’e´tapes minimal, en augmentant le
nombre de niveaux plus rapidement : connaissant le
nombre de niveaux minimal mmin pour avoir un plan
Function RecherchePlanOptimalSequentiel(P)
Data: P un proble`me de planification,
Result: nopt la taille d’un plan se´quentiel optimal pour le proble`me P .
begin
soit pi un plan paralle`le optimal en m e´tapes et n actions pour le proble`me P ;
nopt := n;
n := n− 1;
while m < n do
if Search(S, 0, n, 0, m) then
nopt := n;
n := n− 1;
else




Data: P un proble`me de planification,
Result: nopt la taille d’un plan se´quentiel optimal pour le proble`me P .
begin
soit pi un plan paralle`le optimal en m e´tapes et n actions pour le proble`me P ;
nopt := n;
n := n− 1;
mmin := m;
while mmin ≤ n do
m = (mmin + n)/2;
if Search(S, 0, n, 0, m) then
nopt := n;
n := n− 1;
else
mmin := m+ 1;
return nopt;
end
en n actions, on teste le proble`me avec un nombre de
niveaux interme´diaire entre mmin et n. Si il y a une
solution le nombre d’actions est de´cre´mente´, dans le
cas contraire on a de´montre´ que le nombre de niveaux
minimal pour une solution se´quentielle avec n actions
e´tait supe´rieur a` (mmin + n)/2. Avec cette me´thode
on ne parcourt pas tous les couples (m, n) ou` m est un
nombre de niveaux et n le nombre minimal d’actions
pour ce nombre de niveaux. En particulier le plan se´-
quentiel optimal final n’a pas force´ment un nombre de
niveaux minimal.
5 Re´sultats expe´rimentaux
Nous avons imple´mente´ la fonction de recherche
d’un plan se´quentiel pre´sente´e dans le paragraphe pre´-
ce´dent, afin de la comparer avec la proce´dure de re-
cherche de plans se´quentiels fdp. La comparaison avec
les re´sultats de Bu¨ttner et Rintanen [2] n’a pas e´te´ pos-
sible du fait que les re´sultats publie´s concernent tre`s
peu de proble`mes, et que ces proble`mes sont bien adap-
te´s aux approches de type planning as satisfiability,
tandis que fdp a beaucoup de mal a` les traiter. Les re´-
sultats apparaissent dans la figure 3. Nous avons com-
pare´ les deux proce´dures sur des machines identiques,
avec des temps maximaux de calcul de 3000 secondes
(timeout). Les proble`mes sont issus des compe´titions
de planificateurs IPC-2, IPC-3, IPC-4 et IPC-5. Pour
chaque proble`me nous avons indique´ le nombre d’ac-
tions, le nombre de faits, le nombre d’actions d’un plan
se´quentiel optimal et le nombre de niveaux d’un plan
paralle`le optimal.
Nous avons compare´ diffe´rentes versions de la me´-
thode pre´sente´e pre´ce´demment. La version standard,
appele´e sps pour search parallel sequential plans, e´nu-
me`re les plans optimaux a` partir d’un plan paral-
le`le optimal. Chaque fois que le nombre d’actions est
de´cre´mente´ on cherche le nombre minimal d’e´tapes
pour avoir un plan (fonction RecherchePlanOptimal-
Sequentiel). Ainsi la proce´dure produit tous les plans
optimaux en leur nombre d’e´tapes qui ont un nombre
d’actions compris entre la valeur optimale et le nombre
d’actions du plan paralle`le optimal de de´part. La se-
conde version que nous proposons, note´e sps-dicho,
imple´mente la recherche dichotomique de la valeur mi-
nimale du plan se´quentiel (fonction RechercheDicho-
tomiquePlanOptimalSequentiel). Enfin nous avons
teste´ aussi une proce´dure de recherche plus simple,
note´e sps-ctr, qui consiste simplement a` chercher
des plans a` partir du plan paralle`le optimal en dimi-
nuant le nombre d’actions et en laissant libre le nombre
d’e´tapes. De cette fac¸on on trouve le plan se´quentiel
optimal, et on espe`re, si le nombre d’e´tapes est contrai-
gnant, rendre plus facile les premie`res recherches pour
lesquelles le nombre d’actions est important et le pro-
ble`me soluble. Pour information nous avons fait figurer
aussi les temps pour le calcul pre´liminaire d’un plan
paralle`le optimal, sous le sigle pfdp, et le temps de
calcul pour le calcul d’un plan se´quentiel optimal avec
fdp.
Les temps de calcul indique´s comprennent la lecture
du proble`me, le calcul des exclusions mutuelles et des
se´quences ordonne´es d’actions, le calcul d’un plan pa-
ralle`le optimal et enfin la proce´dure de recherche d’un
plan se´quentiel optimal a` partir du plan paralle`le.
Remarquons tout d’abord que pour beaucoup de
proble`mes le calcul d’un plan optimal paralle`le est
moins couˆteux que le calcul d’un plan se´quentiel (voir
aussi [3]). Ceci est duˆ au fait que les plans paral-
le`les sont plus courts, et donc l’espace de recherche est
moins important : les e´tats et les ensembles d’actions
sont plus proches des buts et de la partie comple`te-
ment de´finie du plan et donc plus sensibles au filtrage.
Les cas ou` fdp est plus efficace correspondent souvent
a` des proble`mes dans lesquels il n’y a qu’une action par
e´tape dans le plan paralle`le. Rappelons aussi que fdp
utilise une heuristique efficace pour e´valuer si les buts
sont atteignables avec les actions restantes, et qu’il
dispose de re`gles de consistance plus fortes.
Le calcul d’un plan se´quentiel optimal a` partir d’un
plan paralle`le optimal est rarement inte´ressant. En fait
si l’objectif est de gagner du temps il faut faire une re-
cherche dichotomique ou partir du plan paralle`le opti-
mal en de´cre´mentant le nombre d’actions, sans utiliser
la structure paralle`le (proce´dure sps-ctr). Il est natu-
rel de penser que le couˆt de recherches successives qui
terminent avec succe`s, ce qui est le cas de la recherche
sps-ctr, est moindre que le couˆt de recherches infruc-
tueuses, ce qui est le cas de fdp, puisque la premie`re
recherche qui trouve un plan produit le plan optimal.
On note dans certains cas une explosion combina-
toire pour le calcul ou simplement la preuve de l’opti-
malite´ d’un plan se´quentiel, comme pour les proble`mes
Free-Cell ou Storage. Dans d’autres cas, comme les
proble`mes PSR ou certains PipesWorld c’est l’inverse.
On pourrait donc imaginer qu’il serait utile de lan-
cer en paralle`le des proce´dures de recherches suivant
diffe´rentes strate´gies, afin de minimiser les risques de
s’engager dans des calculs interminables.
La figure 4 pre´sente les re´sultats obtenus pour une
se´lection de proble`mes Airport. Dans ce domaine par-
ticulier la proce´dure sps-dicho produit des re´sultats
meilleurs que la proce´dure fdp de´die´e au calcul de
plans se´quentiels. On remarque que plus les proble`mes
sont difficiles plus le gain est important. Ces proble`mes
ont la particularite´ d’avoir des solutions optimales avec
beaucoup d’actions. D’autre part la recherche d’un
plan paralle`le optimal produit la plupart du temps
problem act. facts act. niv. fdp sps sps-dicho sps-ctr pfdp
mprime-x-7 1728 426 5 5 11,4 19,43 19,37 19,36 19,16
mprime-x-9 1904 270 8 5 74,27 30,84 29,52 20,38 8,98
mprime-x-26 4594 287 6 5 61,52 61,34 61,33 61,4 58,27
mystery-x-2 3036 357 7 5 30,39 74,29 80,74 33,57 29,23
mystery-x-30 3357 408 9 6 87,48 113,49 109,87 79,18 71,06
Depot-7512 162 78 15 8 0,83 6,45 3,94 1,61 0,36
driverlog-2-2-3 108 57 19 9 8,23 25,87 15,04 6,06 0,08
driverlog-3-2-4 144 63 16 7 9,3 117 52,21 30,06 0,11
FreeCell3-4 1143 139 14 8 56,13 232,13 259,63 95,89 3,36
FreeCell4-4 1614 183 18 7 462,58 1813,01 2059,08 1260,91 5,79
FreeCell5-4 52 20 - 13 3022,96 3004,69 3005,11 3004,5 17,33
satellite-x-1 259 71 17 10 23,86 – 1043,52 343,86 249,33
Optical-P01-OPT2 418 282 36 13 49,57 156,89 60,23 13,05 5,79
Philosophers-P03-PHIL4 112 120 44 11 81,14 233,84 111,35 11,82 0,68
PSR-33 162 41 25 15 6,67 52,97 46,6 40,31 38,25
PSR-37 112 56 33 25 55,45 183,74 158,35 159,23 124,54
PSR-49 660 63 19 16 23,54 145,51 144,89 158,78 144,48
pipesworld-n1-14-6 632 139 13 8 77,36 496,96 438,75 175,43 20,48
pipesworld-n2-10-2 720 201 20 12 140,3 294 157,71 71,67 11,19
pipesworld-n3-12-2 1140 280 14 14 13,58 1475,4 1477,46 1478,81 1483,32
pipesworld-p04 656 154 11 6 41,73 67,14 49,47 20,76 3,61
pipesworld-p06 764 164 10 6 6,43 16,74 15,02 8,61 4,8
pipesworld-p07 2672 204 8 6 33,73 297,7 294,78 295,1 180,03
Storage-11 460 146 17 11 41,47 173,11 93,67 51,22 16,13
Storage-12 690 164 16 9 214,41 1705,17 877,45 329,35 45,87
Truck-7 1044 269 23 18 714,18 1600,07 1266 671,44 394,37
Figure 3 – temps CPU pour une se´rie de proble`mes se´lectionne´s (temps en secondes)
un plan optimal en le nombre d’actions. De ce fait la
seul chose a` ve´rifier est qu’il n’existe pas de plan avec
une action en moins, quel que soit le nombre d’e´tapes.
La proce´dure sps-ctr et dans une moindre mesure la
proce´dure sps-dicho n’ont pas a` effectuer un grand
nombre de recherches infructueuses comme la proce´-
dure sps pour trouver un plan se´quentiel optimal.
Le calcul d’un plan se´quentiel optimal a` partir d’un
plan paralle`le optimal est souvent plus rapide que le
calcul direct avec FDP. C’est le cas en particulier sur
la se´rie de proble`mes Airport ou Truck ou` certains pro-
ble`mes n’ont pu eˆtre re´solus avec FDP.
6 Conclusion
Nous avons pre´sente´ une adaptation du planificateur
FDP pour la recherche de plans dont le nombre d’ac-
tions et le nombre de niveaux sont contraints. Cette
proce´dure de recherche utilise deux fdp-structures,
l’une pour le plan se´quentiel, l’autre pour le plan pa-
ralle`le. Nous avons propose´ deux utilisations de cette
proce´dure, d’une part pour parcourir tous les plans
dont le nombre d’actions est optimal pour un nombre
de niveaux variant entre le minimum et le nombre op-
timal d’actions, et d’autre part pour calculer des plans
optimaux se´quentiels a` partir d’un plan paralle`le opti-
mal. Nous avons imple´mente´ ces me´thodes et les avons
compare´es avec FDP. Les re´sultats ne sont pas tou-
jours meilleurs que le calcul direct d’un plan se´quen-
tiel mais ils restent compe´titifs. L’inte´reˆt de cette ap-
proche est aussi de produire des plans optimaux en
le nombre d’actions (resp. le nombre de niveaux) en
contraignant le nombre de niveaux (resp. le nombre
d’actions). C’est la premie`re fois que des re´sultats de
ce type sont publie´s pour les proble`mes des compe´ti-
tions de planification IPC les plus re´centes (IPC-4 et
IPC-5 notamment).
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