Abstract-This paper presents a Priority Checking Random Early Detection (PC-RED) gateway for ensuring the Quality of Service (QoS) of high priority dataflow in IPv6 networks. A bit in the IP header is used in PC-RED to label the current status of the QoS that the dataflow is being treated in, which is determined by the difference between the packet average-dropping rate and the fixed desired limit dropping rate of the dataflow. PC-RED would perform dissimilarly to every dataflow corresponding to the different QoS status throughout congestions. PC-RED has been modeled and the parameter setting has been studied. Simulation result shows remarkable contrast between the High-Priority and Non-Priority dataflow throughput under PC-RED mechanism.
INTRODUCTION
Research on Internet congestion control comprises two main parts: TCP (Transmission control protocol) and AQM (Active Queue Management) [1] . As the most successful AQM, RED (Random Early Detection) has been widely implemented. Much research [2] [3] [4] has been done in this area. The growth of Internet urges the Internet Engineering Task Force (IETF) to produce the upgraded Internet Protocol IPv6 to satisfy the large demands of IP addresses. The flow label field, which is a new field added in IPv6 header, is used to facilitate identification of data requiring special handling, such as those involved in real-time applications, etc.
Since the Internet nowadays is expected to provide a distinct service to different users based on value, and to deliver a distinct service based on content accessed, Priority checking RED is developed to ensure the end user with higher priority gets the guaranteed QoS according to their demands by implementing a Priority Checking function in RED.
The rest of the paper is organized as follows. In Section 2, the algorithm of PC-RED is introduced. Section 3 focuses on the PC-RED parameter setting. Simulation results obtained by using Network Simulator 2 (NS2) that verify the PC-RED contribution to guaranteeing some form of QoS to particular end user with high priority is presented in Section 4. Finally, the conclusions are given in Section 5.
PRIORITY CHECKING RANDOM EARLY DETECTION
The IPv6 packets can be labelled with different priorities, so dataflows with different QoS requirements could be classified and probably stored in separate buffers before they are transmitted into the further hop [5] . But such mechanism has disadvantages as it complicates the implementation using separate buffers for different QoS levels, and there is a high probability that the buffer utilization is inferior throughout the whole transmission. Thus, PC-RED overcomes the underutilization of the queue by using one buffer for multidataflows, and a different mechanism to pick which packet to drop when there is congestion.
One bit in the IPv6 header, referred to as QOSA (Quality Of Service Alert), is used to indicate whether the dataflow has been treated worse than was expected. During the transmission, the dataflows have certain levels of packet average-dropping rate d a . If d a exceeds the desired limit L , QOSA would be set to 1 to notify PC-RED to implement some form of protection.
In the PC-RED router, an extra database is set up referred to as the Priority List. The priority list is a list containing the priority limit and the current status of every data flow passing through the router. The elements of the list are: Data flow ID, Priority limit, Last dropping time, d a and QoS Status.
The working processes of PC-RED are shown in Figure 1 . Blocks in grey illustrate the differences compared with the traditional RED. The priority list maintenance function is triggered each time the router receives a packet. When PC-RED adds a new entry to the priority list with the dataflow id as the index element, d a would be set to half of L as default, and the status would be set to zero indicating the average dropping rate is currently lower than the desired limit. In case the dataflow is switched to one route due to the transmission failure in the other routes, a higher start point of the average drop rate could help to notify the router with the QoS level more rapidly. If the flow ID is in the list, PC-RED would check the status element in the entry. If the status is one, the QOSA bit would be set to one, indicating this packet is undroppable, before adding it into the queue. While the average queue length exceeds the threshold, instead of randomly picking the victim, PC-RED only picks packets with 0 as the QOSA. And after dropping a packet, the priority list maintenance function is triggered again to update the priority list with the latest average dropping rate. In RED, the dropping probability ) (t p calculated from the average queue length ) (t q is regarded as an overall dropping probability. However, when breaking down the dataflows into high-priority ones and non-priority ones,
, the dropping probability of high-priority dataflows, and ) (t p n , the dropping probability of the non-priority ones.
Thus PC-RED can provide different levels of QoS to dataflows with different priorities by manipulating their dropping probabilities respectively.
PC-RED MODELLING
In [6] , a dynamic model of TCP behaviour was developed using fluid-flow and stochastic differential equation analysis. Based on that, [7] has presented a simplified TCP-queue dynamic model. δ , the perturbation of the packet-dropping probability of highpriority TCP sessions whose average-dropping rates d a are under the desired limits L and n p δ , the perturbation of the packet-dropping probability of non-priority TCP sessions, the TCP PC-RED Dynamics has three feed-forward channels as shown in Figure 2 . 
A. max p r and System Stability
Comprehensively consider the PC-RED algorithm and Figure 2 , it is observed that the main objective of implementing PC-RED as an AQM is to guarantee that highpriority dataflow could achieve high-level throughput, in
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2008 proceedings.
terms of manipulating 
the close loop system is stable. As we can obtain, ( ) 
Thus, from Bode Plots, a stable system is achieved. Therefore the PC-RED limits p r by embedding an advanced packet scheduling mechanism. When the mechanism detects the percentage of high-priority dataflows p N has exceeded the ideal limit max p r , it would redirect the packet to another path in the network. This algorithm will not be further discussed in the following content.
B. w and System Performance
Once the max p r is settled, by setting the parameters following (6), a stable system, relatively to both high-priority and non-priority dataflows, can therefore been constructed. However, the PC-RED is using the difference value between Take one high-priority dataflow for example, based on (7), assuming that the average-dropping rate is initially set to be half of the desired limit L , the dropped packet is fixed as X throughout the transmission and there is packet-dropping in every standard interval, thus we have: Figure 3 shows the average-dropping rate d a as the function of the weight factor w and the packet dropping counter n , when the desired limit L is converted into size and set to be 300 and X is 500. It is shown that the ascending extent of d a increases evidently to the increase of the weight factor w .
If w is too large, then the dataflow would be very sensitive to the packet dropping. Thus the probability of d a exceeding the desired limit would also increase. This might be propitious to the transmission of high-priority dataflows. However, this might also lead to a complete sacrifice of non-priority dataflows' transmission, as in equations (2), (3) and (4) a as the function of the weight factor w and the packet dropping counter n of the current dropping action, as it would respond too slowly to the dropping. In this case, the PC-RED would not be able to detect the current level of QoS the high-priority dataflows are being treated with. In the scenario presented in Figure 3 , if the PC-RED is expected to respond the dropping action within 50
to 100 standard intervals, the w should be set in the range of approximate 0.003 to 0.03.
SIMULATION
Our simulation is implemented in NS2. The experiment includes the following steps. First, we use traditional RED and PC-RED in a single bottle-link network to analysis the stability of the queue. The Network topology is shown in Figure 4 . Figure 4 Single Bottle-Link Network Topology Then we analyse the throughput of one node in two different network topologies. Network 1 is shown in Figure 4 and Network 2 is a mash network shown in Figure 5 . Both of them contain certain percentage of high-priority dataflows. We change the w in PC-RED to make the average dropping rates more or less sensitive, and study how it impacts the throughput. Finally, we simulate networks with 10%, and 30% high-priority dataflows separately to exam the effect of p r .
Experiment 1
We set a network with 20 dataflows, 100ms delay, link capacity 125 packets/s, and the router parameters as follow: . To compare PC-RED with RED, the average queue size and the throughput of one of the dataflows when the router using RED and PC-RED are shown in Table I . The queue length of RED and PC-RED are both stable. However, due to the extra operating time caused by the PCRED Priority List Maintenance Function and the special Pick Packet to Drop Mechanism, the fluctuation of queue length in PC-RED is larger than the one in RED. The throughput of high-priority dataflow increases to nearly 3 times of it in RED. Comprehensively considering the queue length and the throughput, the PC-RED performance is very satisfying.
Figure 5 Mash Network Topology Experiment 2
In Network 1, we set Table II . The desired limit L of high-priority dataflow is converted into size and set to be 70 bytes per second and the simulation duration is 3000 seconds throughout the following simulations in the rest of the paper.
When w is large, the d a is sensitive to the dropping action.
This guarantees a certain level of quality of service to highpriority dataflow, and ensures a higher rank of throughput.
When w is small, the d a responses tardily to the dropping action. And the PC-RED cannot help the high-priority dataflow to achieve a satisfying throughput in a long scale of time as well. Network 2 consists of 480 source nodes and 12 routers. We compare the throughput of the same node when w is set to 5e-3 and 3e-3 in Table III . The result also shows that the higher w can help the source to achieve a better throughput. 
Experiment 3
The comparison between the throughput of the high-priority dataflow and the throughput of the non-priority dataflow in Network 1 is shown in Table IV when p 
