Inverse filtering of room transfer functions (RTFs) is considered an attractive approach for speech dereverberation given that the time invariance assumption of the used RTFs holds. However, in a realistic environment, this assumption is not necessarily guaranteed, and the performance is degraded because the RTFs fluctuate over time and the inverse filter fails to remove the effect of the RTFs. The inverse filter may amplify a small fluctuation in the RTFs and may cause large distortions in the filter's output. Moreover, when interference noise is present at the microphones, the filter may also amplify the noise. This paper proposes a design strategy for the inverse filter that is less sensitive to such disturbances. We consider that reducing the filter energy is the key to making the filter less sensitive to the disturbances. Using this idea as a basis, we focus on the influence of three design parameters on the filter energy and the performance, namely, the regularization parameter, modeling delay, and filter length. By adjusting these three design parameters, we confirm that the performance can be improved in the presence of RTF fluctuations and interference noise.
INTRODUCTION
Inverse filtering of room acoustics is useful in various applications such as sound reproduction, sound-field equalization, and speech dereverberation. Usually, room transfer functions (RTFs) are modeled as finite impulse response (FIR) filters, and inverse filters are designed to remove the effect of the RTFs. When the RTFs are known a priori or are capable of being accurately estimated, this approach has been shown to achieve high inverse filtering performance [1] [2] [3] [4] . However, in actual acoustic environments, there are disturbances that affect the inverse filtering performance. One cause of these disturbances is the fluctuation in the RTFs resulting from changes in such factors as source position and temperature [5] [6] [7] [8] [9] . As a result, an inverse filter correctly designed for one condition may not work well for another condition, and compensation or adaptation processing may become necessary.
The sensitivity issue with inverse filtering in relation to the movement of a sound source or microphone has been addressed in several papers. In [8, 9] , the sensitivity of inverse filters is quantified in terms of the mean-squared error (MSE), defined as the power of the deviation of the equalized impulse response from the ideal impulse. This MSE is theoretically derived based on statistical room acoustics. These studies claim that the region in which the MSE is below −10 dB is restricted to a few tenths of a wavelength of a target signal, revealing a high sensitivity to small positional changes. That is, when an inverse filter designed for a certain location is applied to recover signals observed at another location, the performance easily degrades and the MSE becomes high.
Inverse filters are usually obtained by inverting the autocorrelation matrix of the RTFs. Accordingly, in order to realize stable inverse filtering, either regularization [10] or the truncated singular value decomposition method [11] [12] [13] has been applied. With the latter method, the small singular values of the autocorrelation matrix of the RTFs are treated as zeros. Both methods have been applied to a sound reproduction system, and have been experimentally verified.
The purpose of this paper is to pursue ways of designing inverse filters that are less sensitive to RTF fluctuations and interference noise. When the RTFs fluctuate, the inverse filter may amplify the small fluctuation in the RTFs and may cause large distortions in the output signal of the inverse filter. Moreover, when the microphone signal contains noise, the inverse filter may also amplify the noise. We expect the filtered signal to be less degraded when the filter energy is small. Hence, we believe that reducing the filter energy is the key to making the filters less sensitive. To confirm this belief, we focus on the influence of three parameters used in the design of inverse filters: the regularization parameter, filter length, and modeling delay. By selecting proper parameter values, we expect to reduce the filter energy, and hence make the filter more robust to RTF variations and noise.
The organization of this paper is as follows. The following section describes the acoustic system with a single source and multiple microphones considered in this paper. It then describes how inverse filters are calculated and analyzes the effect of the three design parameters on the filter energy. Section 3 reports experiments undertaken in the presence of noise. Section 4 describes experimental results for an inverse filter with RTF fluctuations caused by source position changes. Section 5 provides an analysis of the RTF fluctuations caused by source position changes. Section 6 concludes the paper.
PROBLEM FORMULATION

Acoustic system in consideration
We consider an acoustic system with a single sound source and multiple microphones as shown in Figure 1 . The source signal is represented as s(n), where n denotes a discrete time index, and the signals received by the microphones are x i (n), i = 1, . . . , P, where P is the number of microphones. Microphone signals x i (n) are given by
where * denotes the convolution operation, h i (k), k = 0, . . . , J, denotes the room impulse response between the source and the ith microphone, and w i (n) denotes noise. The RTFs are expressed as
We assume hereafter that these RTFs have no common zeros among all the channels. Equation (2) can be expressed in a matrix form as
where
. . .
and M is the block size of the microphone signals for each channel. The objective of dereverberation is to recover source signal s(n) from the received signal x(n). This is achieved by filtering the received signal with the inverse filter of room acoustic system H.
Inverse filter calculation
Generally, the inverse filter vector, denoted as g, is calculated by minimizing the following cost function:
where a denotes the l 2 -norm of vector a, where
M is the filter length for each channel, and
is the modeling delay [14] . Here, modeling delay can be selected arbitrarily. By applying this inverse filter g to the microphone signals, the filter's output signal is equivalent to the 
where A + is the Moore-Penrose pseudoinverse of matrix A [15] . The inverse filter set is calculated based on the multipleinput/output inverse theorem (MINT) [1] . The filter set with minimum length is obtained by setting M so that matrix H is square, which leads to M = M min = J/(P − 1). The filter length can be set at M > J/(P − 1) as well.
Inverse filters with disturbances
When noise is present at the microphones, distortion occurs in the output signal of the inverse filter. The larger the filter energy is, the larger the distortion can be. Thus, we introduce the filter energy into the cost function expressed in (6) . By taking the filter energy into consideration, the cost function is modified as follows:
where δ(≥ 0) is a scalar variable. This parameter determines how much weight to assign to the energy term, and thus determines a tradeoff between the filter's accuracy and the amount of distortion. The same formulation is applied as the one used in multichannel active noise control systems [14, 16] . We would like to derive a solution that minimizes this cost function. Equation (9) can be rewritten as
By taking derivatives with respect to g and setting them equal to zero, the following solution is derived:
where I is an identity matrix. This solution has a similar form to that of Tikhonov regularization for ill-posed problems [11] [12] [13] 17] . We hereafter refer to δ as a regularization parameter, and g r as an inverse filter vector with regularization. Equation (11) is an optimum solution when the interference noise is white noise with small variance δ, and the term δI corresponds to the correlation matrix of the noise. If the colored noise is considered as a more general case, its correlation matrix is replaced with term δI as
where R n is the noise correlation matrix. Then, let us consider the situation where RTFs fluctuate. Suppose fluctuated RTFs denoted as H + H, where H and H represent the mean RTF and the fluctuation from the mean RTF, respectively. In this case, we consider the ensemble mean of the total squared error,
where E · represents the expectation operation. In this derivation, we assume E H is a zero matrix. Then, the following filter minimizes the cost function expressed in (13):
where R H = E H T H . From discussions described above, we can treat the disturbances by using the filter expressed in the following form:
where H is either H or the mean RTF H, and R is the correlation matrix of either the noise R n or the fluctuation R H . If the fluctuation could be regarded as white noise, R = δI could be applied to the inverse filter. In the following experiments, we investigate the performance of the inverse filter of the form
Influence of design parameters on filter energy
Regularization parameter δ increases the minimum eigenvalue of matrix (H T H + δI) in (16), and hence reduces the norm of the inverse filter. Increasing the regularization parameter is thus believed to reduce the sensitivity to RTF variations and noise. On the other hand, increasing this parameter reduces the accuracy of the inverse filter with respect to the true RTFs. The effect of the filter length can be expected as follows. Equation (16) will give the minimum norm filter for a given length M. By increasing the filter length, we compare various filters with different lengths, and consequently expect that the filter with the smallest norm can be found.
A modeling delay d is also used to make the inverse filter stable. When a nonzero modeling delay d (d ≥ 1) is used, we also expect the filter norm to be reduced because the causality constraint is relaxed. The filter may correspond to the minimum-norm solution that could be obtained in the frequency domain [18] .
As described above, we can expect the regularization parameter, filter length, and modeling delay to be effective in reducing the filter energy. 
EXPERIMENTS ON THE EFFECT OF NOISE
Experiments were performed to verify the effectiveness of our strategy in the presence of additive white noise. Figure 2 shows the arrangement of the source and the microphones used in the experiment. Four microphones are used (P = 4), and room impulse responses between the source and the microphones are simulated by using the image method [19] . The sampling frequency is set at 8 kHz. The impulse responses are truncated to 4000 samples (J = 3999), corresponding to −60 dB attenuation (the reverberation time of the room is 500 ms). Figure 3 shows an example of the impulse response and its frequency response. We define the input and output SNRs as follows. For the ith microphone, the input SNR is defined as
Experimental setup
where y i (n) is the reverberant signal without noise, and w i (n) is the noise. In the experiment, we adjust the input SNR by controlling the amplitude of the noise signal. The output SNR is defined as
where y(n) = H T s(n) is the reverberant signal vector. This output SNR is obtained by filtering the reverberant and the noise signals separately and taking the power ratio of the output signals. 
Evaluation criteria
In order to avoid any dependency of the results on the source signal, we used uncorrelated white signals with a duration of 3 seconds for both source signal and noise rather than speech. The dereverberation performance is evaluated by using the signal-to-distortion ratio (SDR) defined as
where s(n) is the original source signal and s(n) is the output signal of the inverse filter defined as s(n) = x(n) T g r . Figure 4 shows the filter energy with various modeling delays and regularization parameters when the minimum filter length M = M min = 1333 is used, as described in Section 2.2. The energy decreases with increases in both the modeling delay and the regularization parameter, and shows the minimum value when δ = 10 −1 and d = 500. Figure 5 shows the inverse filter calculated with δ = 10 −6 and δ = 10 −1 when the modeling delay is fixed at d = 500. We clearly observed that the filter energy was reduced by increasing the regularization parameter. Figure 6 shows the performance of the inverse filter with an input SNR of 20 dB. We observed that a proper regularization parameter value of δ = 10 −2 gives the largest SDR for all the modeling delay values. This regularization parameter corresponds to the input SNR (20 dB). When the regularization parameter is smaller than 10 −2 , the performance monotonically decreased as the regularization parameter decreased, according to the increase in the filter energy. Even though the filter norm decreases with δ = 10 −1 , the performance also deteriorated because the accuracy of the filter Takafumi Hikichi et al. decreased and the deviation of the equalized response from the ideal one became large.
Results
In the second experiment, the modeling delay was fixed at d = 500, and the effect of filter length M was investigated with various regularization parameters δ. Figures 7 and 8 show the filter energy and corresponding performance in this case. In Figure 7 , the energy decreases with increases in both the filter length and the regularization parameter, although the effect of the filter length is less significant when a large regularization parameter such as δ = 10 −1 to δ = 10 −2 is used. In Figure 8 , the best performance was obtained with δ = 10 −2 for all the filter lengths used in this experiment, which corresponds to the input SNR level. The performance was also improved by using the larger filter length.
In the third experiment, we evaluated the performance for several SNR values by using modeling delay d = 500 and filter length M = 1333 (minimum case), or M = 1333 + 500 (lengthened case). Figure 9 shows the results obtained with input SNRs of 10, 20, 30, and 40 dB. As the input SNR increases, the regularization parameter that provides the best performance decreases. We observe that the best regularization parameter corresponds to the input SNR. We also observe that the performance evaluated with SDR is bounded by the input SNR level. In addition, when the input SNR is 20 dB, the output SNR defined in (19) is about 20 dB, indicating that the input noise is not amplified.
By using a proper delay and a larger filter length, the inverse filter's energy and equalization error can be reduced. Furthermore, appropriate choice of the regularization parameter is effective for reducing the equalization error. In the next section, we investigate the applicability of this strategy to the RTF fluctuations.
EXPERIMENTS FOR RTF FLUCTUATIONS
Simulations are undertaken to investigate the effect of the RTF fluctuations on the inverse filter. Here, we consider the fluctuations caused by source position fluctuations in the horizontal plane for the sake of simplicity. The more general case of three-dimensional fluctuations is not investigated in this paper.
Experimental setup
We consider the same room as in the previous experiment shown in Figure 2 . As for the source positions, we simulate the fluctuations in source position as follows. As shown in Figure 10 , we consider N equally spaced new positions placed on a circle of radius r centered at the original position. As a model of fluctuation, we assume that the source is located at each of these N positions with equal probability, and that the averaged RTF over these positions is obtained through either measurement or estimation. This averaged RTF is referred to as "reference RTF," and is used to calculate inverse filters according to (16) . In the following simulation, the number of source positons is fixed to N = 8.
Evaluation procedure
The performance of the inverse filter for fluctuations in the source position is evaluated as follows.
(1) An inverse filter set is calculated based on the reference RTFs according to (16) . (2), and the SDR values are averaged over the 8 positions to obtain the overall performance measure.
Results
The influence of the design parameters on performance is evaluated in the same manner as in the previous experiment. Figure 11 shows the performance of an inverse filter designed with various modeling delays d and regularization parameters δ with radius r = 1 cm. This radius corresponds to one eighth of a wavelength of the center frequency of signals in consideration. Conventional studies have shown considerable degradation in the performance for this displacement. In general, the performance shows a similar tendency to that obtained in the previous experiment. That is, the performance is inversely proportional to the filter energy, and improved with increases in the regularization parameter and modeling delay. We observed that the best performance was obtained at δ = 10 −2 and d = 500. However, the performance is rather flat compared with that in Figure 6 . For a change of source position of r = 1 cm, the best performance was 12 dB.
In the second experiment, the modeling delay was fixed at d = 500, and the effects of filter length M and regularization parameter δ were investigated. Figure 12 shows the performance in this case. Here also, we observed that the performance is inversely proportional to the filter energy. Furthermore, the performance depends on the regularization parameter less than in the case of additive noise. In the case of additive noise, the noise correlation matrix R n in (12) could be well approximated to δI. On the contrary, the correlation matrix of the fluctuation R H in (14) could not be correctly approximated to δI. Figure 13 shows the performance for position variations of r = 1, 2, 3, and 4 cm. The modeling delay was set at d = 500, and the filter length was set at M = 1333 (minimum case) and M = 1333 + 500 (lengthened case). In both cases, when r = 1 cm, δ = 10 −2 shows the maximum SDR value of around 12 dB. For r = 2, 3, and 4 cm, the best regularization parameter was δ = 10 −1 .
Takafumi Hikichi et al. Again, by using an appropriate delay and filter length, the inverse filter's energy could be reduced, and accordingly the inverse filtering performance could be improved. Furthermore, an appropriate choice of regularization parameter was effective. However, the effect of adjusting this regularization parameter is less obvious than with additive noise.
In the next section, we analyze the RTF fluctuations caused by position changes, and discuss the differences between the results for RTF fluctuations and additive noise.
DISCUSSION
Comparison between RTF fluctuations and noise
We compare the results for RTF fluctuations shown in Figure 9 and the results for noise shown in Figure 13 . As shown in Figure 9 , the dereverberation performance has a maximum point for a certain regularization parameter value, in consideration) as shown in Figure 13 , although the best value for the regularization parameter is almost the same, that is, δ = 10 −2 , the corresponding SDR was around 12 dB, and the curve was much broader than in Figure 9 . That is, the performance does not depend greatly on δ.
The cause of the difference between these two results is discussed here. We analyze the effect of using this filter in the fluctuation case on the performance using the fluctuation model described in Section 5.1. Let us denote the RTF matrix corresponding to each source position as H j = H + H j , where H represents the reference RTF matrix averaged over the positions, and H j represents the fluctuation between the reference RTF and the RTF for the jth new postion. If the source switches back and forth among all the possible positions with equal probability, we can consider that the periods in which the source locates at each position are rearranged and put together. Then, the total error may be calculated as the sum of errors for all the positions as
By considering sufficienty large number of N, we replace spatial averaging with an expectation,
This turns out to be (13). Let us evaluate the difference in performance between E H T H and δI. First, we compare autocorrelation traces of an example RTF fluctuation and of a random signal used in the experiment. Figure 14 shows these autocorrelations. There is a discrepancy between these two correlations. This may explain why the adjustment of the regularization parameter is of limited efficiency in the presence of RTF fluctuations.
Then, the inverse filter in (15) is used to compare the performance with H = H and regularization matrices R Takafumi Hikichi et al. 
The performance of the inverse filter calculated with (15) is shown in Table 1 . The performance with the correlation matrix in (2) 
Results of speech dereverberation
Finally, the dereverberation performance is shown using speech signals. Figure 15 shows spectrograms of the (a) original, (b) reverberant, and (c), (d) dereverberated speech signals. The reference RTFs were used to calculate the inverse filter, and the RTFs corresponding to the 5th new position in Figure 10 were used to calculate the reverberant speech and for dereverberation. The source position change is 1 cm. The filter length was set at M = 1333, and the modeling delay was d = 500. The SDR of the reverberant speech is 1.8 dB. Figure 15(c) shows a spectrogram of the dereverberated speech signal filtered by the inverse filter with the regularization parameter δ = 10 −9 . Although the figure appears less reverberant than Figure 15(b) , there is some degradation and an SDR of 10.9 dB was obtained. Figure 15(d) shows a spectrogram of the dereverberated speech filtered by the inverse filter with δ = 10 −2 . When the proper regularization parameter was used, the SDR improved by up to 17 dB. This SDR value is 5 dB higher than that obtained using a white signal as shown in Figure 13 . This difference comes from the fact that the distortion mainly occurs in the higher frequency range, where speech has low energy. Figure 16 (a) shows a spectrogram of noisy and reverberant speech. The SNR level at the microphone is 20 dB, and the SDR with respect to the source speech signal is 0.5 dB. Figure 16 (b) shows a spectrogram of the dereverberated signal when δ = 10 −9 is used. The SDR of the dereverberated speech signal is 5.1 dB. Although it appears less reverberant, the frequency components of the speech are buried in those of the noise. This is because the incoming noise was amplified by the filter. Figure 16 (c) shows a spectrogram of the dereverberated signal when δ = 10 −2 is used. When the proper regularization parameter was used, the noise became less noticeable, because the filter energy was small. As a result, an SDR of 15.9 dB was achieved while the output SNR was kept over 20 dB. 
CONCLUSION
With a view of extending the applicability of inverse-filterbased dereverberation, this paper examined a design method for an inverse filter, in which the filter design parameters were adjusted to reduce the filter energy. The regularization parameter, modeling delay, and filter length were selected to improve the performance when the RTFs fluctuated and when slight interference noise was present at the microphone signals. Simulation results showed that the inverse filtering performance could be improved by properly adjusting the design parameters, which led to a reduction in the filter energy. Consequently, this approach was shown to be effective for both RTF fluctuation and interference noise.
We discussed the differences between the results we obtained for RTF fluctuations and white noise. We observed that the performance with the regularization parameter did not improve greatly with regard to the RTF fluctuations, while the performance for the white noise showed a clear peak corresponding to the input SNR level. This is because RTF fluctuations are not random, and the regularized inverse filter implicitly assumes that the fluctuation is random. To demonstrate this, we used the autocorrelation of the fluctuation to calculate the inverse filter. The simulation result revealed that the RTF fluctuation had time structures. Future work thus includes finding ways to incorporate such fluctuation's time structures into the filter design process.
Systematic determination of the design parameters also remains as future work. Among the design parameters, a proper choice of the regularization parameter was important for the improvement in the performance, and the choice of the filter length and the modeling delay was less crucial than the regularization parameter. In the noisy case, the optimum regularization parameter that provides the best performance corresponds to the input SNR level, as shown in Figure 9 . Thus, one way to determine the parameter is through the estimation of the input SNR [20] . For the RTF fluctuations, on the other hands, automatic determination of the parameter may not be simple. However, we observed from the results shown in Figure 13 that a relatively large value such as δ = 10 −1 was effective in avoiding the degradation for small positional changes. Thus, using such a large value may be one solution for the RTF fluctuations.
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