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Delay functional differential equations are essentially different from ordinary differential
equations because their phase space is inﬁnite dimensional. We ﬁrst establish a suﬃcient
condition for delay functional differential equations with bounded lag to be dissipative.
Then we construct a one-leg θ-method to solve such dissipative equations and prove that
it is dissipative if θ = 1. One numerical example is given to conﬁrm our theoretical result.
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1. Introduction
Many interesting problems in physics and engineering are modeled by dissipative dynamical systems where an energy
loss mechanism is presented. These systems are featured by possessing a bounded absorbing set that all trajectories enter in
a ﬁnite time and thereafter remain inside. Since there is sometimes a memory or delayed effect, delay functional differential
equations (DFDEs) have frequently appeared in areas of application such as, biology [10], neural networks [9] and control
theory [4].
We denote by C ≡ C([−τ ,0],Rp) the Banach space of all continuous functions mapping [−τ ,0] into Rp , where τ is
a positive constant. For any φ ∈ C , the norm is deﬁned as ‖φ‖C = sup−τs0‖φ(s)‖, where ‖ · ‖ is a norm in Rp . For t ∈R,
χ ∈ C([t−τ , t],Rp), we deﬁne a new function χ t : [−τ ,0] →Rp by χ t(s) = χ(t+ s) for −τ  s 0. Then a DFDE is deﬁned
as follows{
y′(t) = F (yt), t > 0,
y0 = ϕ ∈ C, (1)
where y and F are p-vector-valued functions.
DFDEs are essentially different from ordinary differential equations because they are inﬁnite dimensional in the sense
of their phase space. They comprise ordinary differential equations (ODEs), delay differential equations (DDEs) and integro-
differential equations (IDEs). For example, consider the following DDE
y′(t) = f (y(t), y(t − τ (t))), (2)
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H. Tian et al. / J. Math. Anal. Appl. 355 (2009) 778–782 779where 0 τ (t) τ ∗ . If we deﬁne F (ψ) := f (ψ(0),ψ(−τ (t))), then DDE (2) can be written in the form of DFDE (1). If we
deﬁne F (ψ) = ∫ 0−τ ψ(s)ds, then the integro-differential equation
y′(t) =
t∫
t−τ
y(s)ds
can also be written as DFDE (1).
We refer the reader to the book by Hale and Verduyn Lunel [5] for results on existence, uniqueness and continuous
dependence of solution of DFDE (1). We assume that F is completely continuous and satisﬁes Lipschitz condition on any
bounded set throughout the paper.
The concept of dissipativity is a natural generalization of the deﬁnition of stability for which all trajectories are asymp-
totic to a unique equilibrium point. The asymptotic behavior of dissipative systems is conﬁned to some bounded set, but the
dynamics within this set may be extremely complicated. Most previous works on dissipativity analysis of ODEs and DDEs
are based on one-sided Lipschitz condition [6,11,12]. However, Humphries and Stuart [8] proved that the dissipative Lorenz
system does not satisfy a one-sided Lipschitz condition. In [11], the authors proved that if there exists a constant R > 0 such
that 〈
f (w),w
〉
< 0, ∀w ∈Rp, ‖w‖ > R, (3)
then ODE y′(t) = f (y(t)) is dissipative.
In general, the analytic solution of DFDE (1) cannot be expressed explicitly so that we must rely on numerical methods
to provide an approximation. Runge–Kutta and linear multi-step methods are often used to obtain a numerical solution of
ODEs and DDEs [1]. Humphries and Stuart [8] ﬁrst studied the numerical dissipativity of Runge–Kutta methods for ODEs.
Huang [6,7], Tian and his co-authors [2,13], Tian [12], Gan [3] discussed the numerical dissipativity of Runge–Kutta and
multi-step methods for DDEs based on one-sided Lipschitz conditions. Recently, Wen, Yu and Wang [15] and Tian [14] have
also studied the dissipativity of general functional differential equations.
This paper is organized as follows. In Section 2, a suﬃcient condition for the system (1) to be dissipative is given. In
Section 3, we construct a one-leg θ -method to solve (1) and show that it is dissipative if θ = 1. A numerical experiment is
given in Section 4.
2. Dissipativity
In this section, we study the analytic dissipativity of DFDE (1). We ﬁrst introduce the following deﬁnition of positive
invariance.
Deﬁnition 2.1. A set B ⊆ C is said to be positively invariant if solution yt of Eq. (1) subject to the initial function ϕ ∈ B
stays in B for all t  0.
The dissipativity of DFDE is deﬁned as follows.
Deﬁnition 2.2. The delay functional differential equation (1) is said to be dissipative if there is a positively invariant bounded
set W ⊆Rp such that for all bounded sets E ⊆ C , there is a time t∗ = t∗(W , E) such that for any initial function ϕ ∈ E the
corresponding solution y(t) ∈ W for all t  t∗ . The set W is called an absorbing set.
Deﬁne B(ρ) = {w ∈Rp: ‖w‖ < ρ} for any positive ρ . The result of dissipativity for ODEs satisfying condition (3) can be
generalized to DFDEs.
Theorem 2.3. Suppose that the right-hand side function F satisﬁes the following structure assumption
∃R > 0: 〈F (w),w(0)〉< 0, ∀w ∈ C, ∥∥w(0)∥∥> R, (4)
where ‖ · ‖ is the induced norm of an inner product 〈·,·〉 in Rp . Then the system (1) is dissipative with an absorbing set B(R + 	) for
any 	 > 0.
Proof. For any initial function ϕ ∈ C , the solution y(t) satisﬁes
d
dt
∥∥y(t)∥∥2 = 2〈y′(t), y(t)〉 = 2〈F (yt), yt(0)〉,
which implies that B(R + 	) is positively invariant (since the solution segment yt is continuous with respect to t).
Consider any bounded set E of initial functions with ‖ϕ(0)‖ R+	 . Deﬁne r = supw∈E‖w‖C and E∗ = {y ∈ C: ‖y‖C  r}.
Thus r  R + 	 and E ⊆ E∗ . The set
M∗ = {yτ ∈ C: ϕ ∈ E∗}
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function F is completely continuous, then there exists some constant γ > 0 such that ‖F (yt)‖ γ for any yt (0 t  τ ).
Then for any s1, s2 ∈ [−τ ,0]
∥∥yτ (s1) − yτ (s2)∥∥
τ+s2∫
τ+s1
∥∥F (yt)∥∥dt  γ |s1 − s2|,
which implies that yτ is equi-continuous. It follows from Arzelà–Ascoli theorem that the set M∗ is compact in C .
Denote D = {v ∈ C: ‖v(0)‖ < R + 	}. If M∗\D = ∅, then all solutions corresponding to the initial functions in E stay in
the positively invariant B(R + 	). Otherwise, due to the compactness of M∗\D , there exists a constant δ > 0 such that
sup
w∈M∗\D
〈
F (w),w(0)
〉
< −δ.
For t > τ and ‖y(t)‖ R + 	 , we have
d
dt
∥∥y(t)∥∥2 = 2〈y′(t), y(t)〉 = 2〈F (yt), yt(0)〉−2δ,
which implies ‖y(t)‖2  ‖y(τ )‖2 − 2δ(t − τ ). We deduce that y(t) will come back to the positively invariant set B(R + 	)
after at most
t∗ = (e
Lτ r)2 − (R + 	)2
2δ
+ τ .
Therefore the system (1) is dissipative with an absorbing set B(R + 	). This completes the proof. 
Remarks.
1. If τ = 0, then DFDE (1) reduces to an ODE and the result of Theorem 2.3 is same as that in [8].
2. If the right-hand side function F satisﬁes F (0) = 0 and the structure assumption (4) holds for all R > 0, then the trivial
solution y(t) ≡ 0 is asymptotically stable.
Example 2.4. Consider the following delay functional differential equation
y′(t) = F (yt) = yt(0)(1− ∥∥yt∥∥C) = y(t)(1− maxs∈[t−1,t]∣∣y(s)∣∣
)
. (5)
F is completely continuous. For ∀y(t) ∈R with ‖y(t)‖ > 1, we have〈
F
(
yt
)
, yt(0)
〉 = y2(t)(1− max
s∈[−1,0]
∣∣y(s)∣∣) = (yt(0))2(1− ∥∥yt∥∥C)< 0.
It follows from Theorem 2.3 that the delay functional differential equation (5) is dissipative.
3. One-leg θ -method
In order to numerically solve the delay functional differential equation, we propose the following numerical scheme{
yn+1 = yn + t F (Yn),
Yn(s) = (1− θ )˜yn(s)+ θ y˜n+1(s), s ∈ [−τ ,0], n = 0,1,2, . . . , (6)
where
y˜ j(s) =
{
ϕ(t j + s), t j + s ∈ [−τ ,0],
t j−i+s
t yi+1 + ti+1− j−st yi, t j + s ∈ [ti, ti+1], i = 0,1, . . . ,
j = 0,1, . . . . (7)
Here t is a uniform step size, tn = nt , τ = mt with some positive integer m  1, and yn is the numerical solution of
y(nt).
For suﬃciently small step size t the implicit equation (6) has a solution by the famous Schauder ﬁxed-point theorem.
The continuous numerical solution u(t) is deﬁned as
u(tn + t) = yn + (1− )yn+1, ∀ ∈ [0,1]. (8)
In the following, we study whether the continuous numerical solution u(t) preserves the dissipativity of the underly delay
functional differential equation (1). Accordingly, we introduce the following deﬁnition.
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for all bounded sets Φ ⊆ C , there is a time t∗ = t∗(Ω,Φ) such that for any initial function ϕ(t) ∈ Φ the numerical solution
u(t) ∈ Ω for all t  t∗ . The set Ω is called an absorbing set.
Theorem 3.2. Suppose that F satisﬁes the condition (4) in Theorem 2.3. Then the numerical system (6)–(7) generated by the one-leg
θ -method is dissipative if θ = 1.
Proof. We deduce from (6) that
‖yn+1‖2 =
〈
yn + t F (Yn), yn + t F (Yn)
〉
= ‖yn‖2 + 2t
〈
yn, F (Yn)
〉+ t2∥∥F (Yn)∥∥2.
Since yn = yn+1 − tθ F (Yn) and θ = 1, we have
‖yn+1‖2 = ‖yn‖2 + 2t
〈
yn+1 − t F (Yn), F (Yn)
〉+t2∥∥F (Yn)∥∥2
= ‖yn‖2 + 2t
〈
yn+1, F (Yn)
〉− t2∥∥F (Yn)∥∥2
 ‖yn‖2 + 2t
〈
yn+1, F (Yn)
〉
. (9)
From the deﬁnition of u(t) in (8) and the second equality of (6), it follows that Yn(0) = yn+1 = u(tn+1), and Yn = utn+1 . If
‖yn+1‖ > R + 	 , then 〈yn+1, F (Yn)〉 = 〈Yn(0), F (Yn)〉 < 0, and thus ‖yn+1‖ < ‖yn‖. Otherwise, we have ‖yn+1‖ R + 	 . This
shows that the closed ball B(R + 	) is positively invariant.
Consider any bounded set Φ ⊆ C of initial functions. Deﬁne K = supw∈Φ‖w‖C and X = {ω ∈ C: ‖ω‖C  K}. We ﬁrst
prove that the closed and bounded set N ∗ = {uτ ∈ C: ϕ ∈ X} is compact. For any ξ1, ξ2 ∈ [−τ ,0] satisfying |ξ1 − ξ2| < t ,
we denote γ1 = τ + ξ1 and γ2 = τ + ξ2. Then there are two possibilities:
Case 1. γ1 and γ2 are in the same integration step. Assume that γ1, γ2 ∈ [tn, tn+1] for some positive integer n. From (7) we
have ∥∥uτ (ξ1) − uτ (ξ2)∥∥ = ∥∥u(γ1) − u(γ2)∥∥
=
∥∥∥∥γ1 − tnt yn+1 + tn+1 − γ1t yn − γ2 − tnt yn+1 − tn+1 − γ2t yn
∥∥∥∥
= 1
t
‖yn+1 − yn‖|ξ2 − ξ1|
 2
t
·max{R + 	,K} · |ξ1 − ξ2|.
Case 2. γ1 and γ2 are in two successive steps. Assume that γ1 ∈ (tn−1, tn) and γ2 ∈ (tn, tn+1). So there must exist some
η ∈ (ξ1, ξ2) such that τ + η = tn . Therefore∥∥uτ (ξ1) − uτ (ξ2)∥∥ = ∥∥u(γ1) − u(γ2)∥∥

∥∥u(γ1) − u(τ + η)∥∥+ ∥∥u(τ + η)− u(γ2)∥∥
=
∥∥∥∥γ1 − tn−1t yn + tn − γ1t yn−1 − τ + η − tn−1t yn − tn − τ − ηt yn−1
∥∥∥∥
+
∥∥∥∥τ + η − tnt yn+1 + tn+1 − τ − ηt yn − γ2 − tnt yn+1 − tn+1 − γ2t yn
∥∥∥∥
= 1
t
‖yn − yn−1‖|ξ1 − η| + 1
t
‖yn+1 − yn‖|ξ2 − η|
 2
t
max{R + 	,K} · |ξ1 − ξ2|.
Thus we have∥∥uτ (ξ1) − uτ (ξ2)∥∥ 2
t
max{R + 	,K}|ξ2 − ξ1|,
which implies that uτ is equi-continuous and thus N ∗ is compact.
Denote G = {v ∈ C: ‖v(0)‖ < R + 	}. If N ∗\G = ∅, then all solutions corresponding to the initial functions in Φ stay
in the positively invariant B(R + 	). Otherwise, there exists a constant δ > 0 such that supw∈N ∗\G 〈F (w),w(0)〉 < −δ. It
follows from (9) that ‖yn+1‖2  ‖yn‖2 − 2δt. We deduce that u(t) will come back to the positively invariant set B(R + 	)
after at most n =m + K2−(R+	)22δt steps. This completes the proof. 
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4. Numerical example
We solve Example 2.4 numerically by the one-leg θ -scheme (6)–(7). In Fig. 1, we plot numerical results obtained by the
backward Euler method (i.e. θ = 1) with step size t = 1100 . In the left picture, the initial function is φ(t) = 2 + sin(2πt),
t ∈ [0,1], while in the right one, φ(t) = −2 + sin(2πt), t ∈ [0,1]. The numerical results show that the backward Euler
method is dissipative which agrees with our theoretical result.
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