The goal of non-parametric regression is to estimate an unknown function f * based on n i.i.d. observations of the form
I. INTRODUCTION
The phenomenon of overfitting is ubiquitous throughout statistics, and is particularly problematic in nonparametric problems. For estimating regression functions and other infinite-dimensional quantities, some form of regularization is essential: it prevents overfitting, and thereby improves the prediction accuracy for future (unseen) samples. The most classical form of regularization is based on adding a penalty to the objective function, such as the least-squares loss, that measures fit to the data. An alternative and algorithmic approach to regularization is based on early stopping of an iterative algorithm, such as gradient descent, applied to the loss function. Such approaches are often referred to as boosting algorithms in the statistics literature. In practice, early stopping of gradient descent and other iterative algorithms has been found to improve prediction performance for many problems-for instance, see the papers [1] , [2] , [3] , [4] , [5] , [6] , [7] and references therein. Developing theoretical bounds for early stopping of iterative methods is beneficial for two reasons. First, iterative algorithms present quite a natural regularization path indexed by iteration number t. Second, early stopping has the potential to yield improvements in both statistical performance (reduced prediction error) and computational complexity (reduced number of iterations).
In this paper, we study these issues in the context of a standard non-parametric regression model, in which we make observations of the form y i = f * (x i ) + w i , for i = 1, 2, . . . , n.
(1)
Here {w i } n i=1 is an i.i.d. sequence of standard normal N (0, 1), and {x i } n i=1 is a sequence of design points in X ⊂ R, sampled i.i.d. according to some unknown distribution P. The function f * is fixed but unknown, and assumed to belong to some reproducing kernel Hilbert space H. Our main contribution is a precise analysis of a simple estimator that runs a form of gradient descent on the least-squares objective
and to exploit this analysis to derive a simple datadependent stopping rule. For various kernel classes, we show that the function estimate obtained by this stopping rule has a prediction error that, with high probability, achieves the statistically optimal rates for non-parametric regression. In past work, Bühlmann and Yu [2] have analyzed the 2 -boosting procedure, corresponding to early stopping of a gradient descent method applied to the objective function (2) . They provided explicit bounds on the prediction error for the case of non-random {x i } n i=1 , and also established certain minimax-optimality results for 2 -boosting for Sobolev spaces. In subsequent work, Yao et al. [6] analyzed the case of random design, and provided probabilistic bounds on L 2 (P) error when H is a Sobolev space. In this paper, we provide rates that are substantially sharper than the rates in Yao et al. [6] , achieving the minimax-optimal rates for Sobolev spaces and finite-rank kernel classes.
In more detail, our main result (Theorem 1) provides probabilistic upper bounds on both the empirical L 2 (P n ) error and population L 2 (P) error for a certain form of gradient descent. Based on these bounds, we establish a data-dependent stopping rule T that is easy to compute. In rough terms, this stopping rule is based on the first time that a running sum of the step sizes in gradient descent increase above a critical threshold determined by the eigenvalues of the empirical kernel matrix for the underlying RKHS. For the case of finite-rank kernel classes and Sobolev spaces, we prove that the function estimate f T produced by our stopping rule has a statistical error that is within constant factors of the minimax optimal rates. Consequently, apart from constant factors, the bounds from our analysis are unimprovable. our bound can Our proof is based on a combination of analytic techniques from past work [2] with methods from empirical process theory (e.g., [8] ); this combination allows us to derive sharp probabilistic upper bounds.
The remainder of this paper is organized as follows: In Section II, we introduce some background on reproducing kernel Hilbert spaces, and describe the form of gradient descent that we analyze in this paper. Section III is devoted to a statement of our main result (Theorem 1), as well as the exploration of some of its consequences for particular types of Hilbert spaces. Finally, Section IV is devoted to the proof of Theorem 1, with certain more technical aspects deferred to the appendices.
II. BACKGROUND AND PROBLEM FORMULATION
In this section, we provide some background on reproducing kernel Hilbert spaces (RKHSs), the problem of non-parametric regression, and the iterative updates for gradient descent.
A. Reproducing kernel Hilbert spaces
Given a subset X ⊂ R and a probability measure P on X , we consider a Hilbert space H ⊂ L 2 (P), meaning a family of functions g : X → R, with g L 2 (P) < ∞, and an associated inner product ·, · H under which H is complete. The space H is a reproducing kernel Hilbert space (RKHS) if there exists a symmetric function K : X × X → R + such that: (a) for each x ∈ X , the function K(·, x) belongs to the Hilbert space H, and (b) we have the reproducing relation f (x) = f, K(·, x) H for all f ∈ H. Any such kernel function must be positive semidefinite; under suitable regularity conditions, Mercer's theorem [9] guarantees that the kernel has an eigen-expansion of the form
where λ 1 ≥ λ 2 ≥ λ 3 ≥ . . . ≥ 0 are a non-negative sequence of eigenvalues, and {φ k } ∞ k=1 are the associated eigenfunctions, taken to be orthonormal in L 2 (P). The decay rate of the eigenvalues will play a crucial role in our analysis.
Since the eigenfunctions {φ k } ∞ k=1 form an orthonormal basis, any function f ∈ H has an ex-
The first is the usual inner product in the space L 2 (P)namely, f, g L 2 (P) : = X f (x)g(x) d P(x). By Parseval's theorem, it has an equivalent representation in terms of the expansion coefficients-that is,
The second inner product, denoted f, g H , is the one that defines the Hilbert space; it can be written in terms of the kernel eigenvalues and generalized Fourier coefficients as
Using this definition, the Hilbert ball of radius 1 for the Hilbert space H with eigenvalues λ k and eigenfunctions φ k (·), is:
For more background on reproducing kernel Hilbert spaces, we refer the reader to various standard references [10] , [11] , [12] , [13] , [14] . Throughout the paper, assume that all functions are uniformly bounded. That is
This boundedness condition (4) is satisfied for Sobolev spaces, as well as Hilbert spaces with eigenfunctions based on trigonometric functions.
B. Our gradient descent method on least-squares objective
For i = 1, 2, . . . , n, let (x i , y i ) be a collection of n i.i.d. samples, and consider the empirical least-squares risk:
Furthermore, we define the empirical kernel matrix K ∈ R n×n with entries
Using the representer theorem [15] , any f that minimizes R(f ) can be expressed as
Using the change of variable b ∈ R n = K 1/2 γ, the objective can be expressed in terms of b, K and Y ∈ R n = [y 1 , y 2 , ..., y n ] as follows:
The gradient of R(b) with respect to the vector b is:
The gradient descent update is therefore
.
Recalling that f (X) = √ n K 1/2 b (with subscripts and superscripts of b being applied to f ),
Hence the gradient descent iteration for f (X) depends only on the step-size α t and the empirical kernel matrix K.
We assume that f 0 (X) = 0.
III. MAIN RESULT
We are now ready to state our main result, and to derive some of its consequences for specific cases of reproducing kernel Hilbert spaces. Our main result provides a stopping rule, or more precisely, a procedure by which to select an iteration number T at which the gradient descent procedure should be halted. The stopping rule depends on the running sum of the stepsizes η t : = t−1 k=0 α k , as well as the eigenvalues of the empirical kernel matrix.
Given the function f T obtained after T rounds, we provide upper bounds on the L 2 (P n ) error
as well as the error
A. Data-dependent stopping rule
The empirical kernel complexity is defined in terms of the function
, which depends on the eigenvalues { λ j } of the empirical matrix. Note that this matrix (and hence these eigenvalues) are easily computed from the data. Given a set of positive stepsizes {α k }, we consider a stopping rule of the form:
where η t : = t k=0 α k is the running sum of the step sizes. Note that the stopping rule (7) is computable and data-dependent since it depends only on the eigenvalues of the empirical kernel matrix K.
Throughout our analysis, we focus on valid sequences of stepsizes, meaning that they are strictly positive and non-increasing, with initial stepsize α 1 chosen such that α 1 K I , and t k=0 α k → ∞ as t → ∞.
B. Bounds on squared L 2 (P) error
In order to relate our bounds to the optimal statistical rates, we define a second function that measures the complexity of the kernel operator underlying the RKHS. In particular, recalling that the kernel operator has a nonnegative sequence {λ k } of eigenvalues, we define the population kernel complexity
Using this complexity measure, the critical rate δ 2 n is defined via the equation
As will be clarified, for various kernel classes, this quantity corresponds to the statistically optimal rate. Theorem 1. Under the observation model (1), suppose that we apply the gradient descent iteration (6) with a valid sequence of stepsizes, starting at f 0 = 0. Then there are universal constants c i , i = 0, 1, 2 such that all of the following events hold with probability at least 1 − c 1 exp(−c 2 nδ 2 n ): (a) For all iterations t ≤ T ,
(b) At the stopping time T , we have
Note that the stopping rule (7) is explicit, and only requires knowledge of the n eigenvalues of the kernel matrix K. The step-size condition α 1 K I, combined with the non-increasing condition, ensures that for all none of the step-sizes are larger than the inverse of the Lipschitz constant of the least-squares loss. Theorem 1 is a general result that applies to any reproducing kernel Hilbert space. Let us now illustrate some of its consequences for special choices of RKHSs that are of interest in practice. We begin with the class of finite-rank kernels, which includes (among other examples) linear functions, as well as polynomial functions of any fixed degree.
Corollary 1. Consider any kernel class H with finite rank m. Then using the function estimate obtained by the stopping rule (7),
It is worth noting that for a rank m-kernel, the rate m n is minimax optimal in terms of squared L 2 (P) error (e.g., see the paper [16] for details).
Proof: Using Theorem 1, it suffices to show that the stopping rule (7) satisfies the scaling 1 η T = O(m/n). For a finite-rank kernel, we have
from which the claim follows by the definition (7).
Next we present a result for the RKHS's with infinitely many eigenvalues, but whose eigenvalues decay at a rate λ k (1/k) 2ν for some parameter ν > 1/2. Among other examples, this type of scaling covers the case of Sobolev spaces, say consisting of functions with ν derivatives (e.g., [17] , [18] ). Corollary 2. Consider the kernel class H with eigenvalue decay λ k (1/k) 2ν for some ν > 1/2. Then the function estimate f T obtained by the stopping rule (7) satisfies the bound
with probability greater than 1 − c 1 exp(−c 2 n 1 2ν+1 ).
Proof: As in the previous corollary, we need to compute the critical rate 1 η T . Given the assumption of polynomial eigenvalue decay, a truncation argu-
√ n . Consequently, we have the scalings 1 η T
, which establishes the result.
C. Comments on results
The interpretation of Theorem 1 is as follows. While the sum of the step-sizes η t remains below the threshold defined by (7), applying gradient descent reduces the L 2 (P) error. However, as soon as η t increases beyond the threshold defined by (7), taking more steps of the gradient descent no longer reduces the L 2 (P) error up to constant. Note that for classes with a larger Gaussian complexity, the critical threshold for η T defined by (7) is smaller, since for larger classes of RKHSs, there is a greater risk of overfitting.
For Sobolev kernels with smoothness ν, past work by Yao et al. [6] established upper bounds on the squared L 2 (P) error that scale n − 2ν−1 2ν+2 ) for Sobolev spaces. Note that this is slower than the n − 2ν 2ν+1 rate that follows from our analysis. The improvement is likely due to greater care in controlling the estimation and approximation error terms, using techniques from empirical process theory (see e.g. [8] ).
In both of the previous results, our stopping rule yielded minimax-optimal rates-more specifically, m n for m-rank kernel classes and n − 2ν 2ν+1 for Sobolev spaces (see e.g. [19] ). Corollary 2 provides the parallel result in the random design case to the fixed design case in Theorem 3 of Bühlmann and Yu [2] . Although these are two interesting classes of kernels, it would be interesting to show that the stopping rule (7) yields minimax optimal rates for general RKHSs with arbitrary eigenvalue decay.
IV. PROOF OF THEOREM 1
At a high-level, the proof consists of the following main steps. Lemma 1 provides an upper bound on the L 2 (P n )-error of the estimate after t steps; this upper bound has a natural decomposition into a squared bias term and a variance term. The remainder of the proof consists in controlling these two terms, with the bias term treated in Section IV-A and the variance term in Section IV-B.
In order to derive an upper bound on the L 2 (P n )-error, let us recall the gradient update
where f 0 (X) = 0. Letting r = rank( K), we write the eigenvalue decomposition of K as
where U ∈ R n×r is a matrix of eigenvectors guaranteed to be orthogonal (so that U U T = I n×n and U T U = I r×r ), and Λ : = diag( λ 1 , λ 2 , ..., λ r ) is the diagonal matrix of eigenvalues. Provided that the step-size α t is less than 1/([ Λ] ii ) for all i, it is convenient to define a sequence of shrinkage matrices S t as follows:
The matrix S t indicates the extent of shrinkage towards the origin; it is a matrix that is sandwiched (in the positive semidefinite ordering) between the all-zeros matrix and the identity matrix. In particular, the matrix S t ranges from I to 0 as the iteration number t increases 0 to ∞.
In terms of these shrinkage matrices, we have the following result:
Lemma 1 (General upper bound on prediction error).
For gradient descent after t iterations with f 0 = 0, the mean-squared prediction error f t − f * 2 n is upper bounded as
See Appendix A for the proof. In order to interpret the bound (11), we note that the first term is a bias (or approximation error) term that shrinks to zero as t increases. The second term corresponds to estimation error, and tends to increase as t increases. This bound captures the intuition that a judiciously chosen stopping time t can be used to balance the contribution of these two terms. We note that a similar result was proven in Theorem 2 of Bühlmann and Yu [2] , expect that their result applies to fixed design, and involves taking an expectation over the noise terms.
A. Bounding the bias
In this section, we provide an upper bound for the bias term 2 n r i=1 S 2 t,ii [U T f * (X)] 2 i from the upper bound (11) . Throughout this argument, we use A B to mean that the matrix B − A is positive semidefinite.
We then begin by observing that
where bound (i) follows from the spectral mapping theorem, combined with the elementary inequality 1 − t ≤ exp(−t). We then note that
Therefore, the quantity 2
Similarly, we define a (diagonal) linear operator Λ : 2 (N) → 2 (N) with entries [Λ] ii = λ i and [Λ] ij = 0 for i = j. The vector f (X) ∈ R n can be expressed in terms of some sequence a ∈ 2 (N) in the form
where Φ * X is the adjoint operator, and similarly f * (X) = Φ * X Λ 1/2 a * . Note also that by the definition of K and the singular value decomposition of Hilbert space operators, we can write
where U ∈ R n×r and Λ ∈ R r×r are the matrix of eigenvectors and eigenvalue of K respectively, and V : 2 (N) → R r is an orthogonal linear operator such that V * V = I r×r , and V V * = I 2 (N)→ 2 (N) . Using this notation, we have
Since V is an orthogonal operator, we have V * a * 2 2 = a * 2 2 = f * 2 H ≤ 1, and hence 2 n
B. Bounding the variance
We now turn to bounding the variance term
i from the upper bound (11) . We have
where the min operator applies to each diagonal entry of the two diagonal matrices. Consequently, we obtain the upper bound
The following result, proved in Appendix B, provides bounds on sums of chi-squared random variables:
denote a sequence of nonnegative real numbers where σ i ≤ 1 for all i and (w i ) n i=1 is a sequence of standard Gaussian random variables. Then
Applying this lemma with σ i = min(1, η t λ i ), we find that
Recalling the definition of the function Q n (δ, H). If we choose δ = 1 √ η t , then together with the fact that ( t k=0 α k ) −1 ≥ 1 4 R K (( t k=0 α k ) −1/2 , H) for all t ≤ T , we obtain that the variance term is upper bounded as
C. Completing the proof
Combining our upper bounds on both the bias and variance terms with the upper bound from Lemma 1
for t ≤ T where T was previously defined (7) . This completes the proof of equation (9) in Theorem 1. For t = T , clearly
Let us define δ such that
The following result relates the quantity 1 η T to the critical rate δ 2 n previously defined (8): Lemma 3. For any δ > 0 such that Q n (δ, H) ≤ 4δ 2 , we have Q n (δ, H) ≤ δ 2 256 , with probability greater than 1 − c 1 exp(−c 2 nδ 2 ).
We refer the reader to the paper [16, p. 31] for the details of this proof. Consequently, the upper bound
holds with probability greater than 1 − c 1 exp(−c 2 nδ 2 n ), which completes the proof of the bound (9) .
We next require a result that relates the L 2 (P) norm in terms of the L 2 (P n ) norm. For a radius t, we define the event
Lemma 4. Suppose that g ∞ ≤ 2 for all g ∈ B H (2). Then there exists universal constants (c 1 , c 2 ) such that for any t satisfying t 2 ≥ 256Q n (t, H)., P E(t) ≤ c 1 exp(−c 2 nt 2 ).
Moreover, we have
for all g ∈ B H (2) with g 2 ≥ t with probability at least 1 − c 1 exp(−c 2 nt 2 ).
For a proof of Lemma 4, we refer readers to p. 31 of our earlier paper [16] . Applying Lemma 4 with the choice g = f t − f * , we conclude that f t − f * 2 2 ≤ 4 f t − f * 2 n , which completes the proof of part (b).
V. DISCUSSION
In this paper, we analyzed an early stopping approach to gradient procedures for non-parametric regression. Under a standard observation model (1) for nonparametric regression over a reproducing kernel Hilbert space, we derive a data-dependent stopping rule that is simple to implement, and derived upper bounds on both the L 2 (P) and L 2 (P n ) error. We demonstrated in Corollaries 1 and 2 that our stopping rule yields minimax optimal rates for both finite-rank kernel classes and Sobolev spaces. Hence, apart from constant factors, our bounds cannot be improved in general.
Theorem 1 may be extended in a number of ways. First, it would be interesting to see whether similar bounds hold for more general classes than RKHSs, such as various Banach spaces. It would also be interesting to use similar techniques for analyzing early stopping of gradient descent for different loss functions, or for other iterative methods such as mirror descent. . In order to establish this fact, note that for |λ| ≤ min 1≤i≤n
Note that since σ i ≤ 1, min 1≤i≤n 1 σ 2 i ≥ 1, and Z is sub-exponential with parameter ( n i=1 σ 2 i , 1). Now we exploit the sub-exponential tail bound
from Buldygin and Kozachenko [20] .
