The accurate modelling of geometallurgical data can significantly improve decision-making and help optimize mining operations. This case study compares models for predicting copper recovery from three indirect test measurements that are typically available, to avoid the cost of direct measurement of recovery. 
Introduction
In this paper we compare the use of D-vine copula, generalized least squares (GLS), and ordinary least squares (OLS) for modelling geometallurgical data from an orebody in South America. The first objective is to construct models for predicting copper recovery (Rec) from the Bond mill index test (BWi); resistance to abrasion and breakage index (A*b); and semi-autogenous grinding (SAG) power index test (Spi). This involves fitting a D-vine copula and regression models fitted by OLS and GLS. The second objective is to investigate the performance of the fitted models for predicting Rec (Willmott and Matsuura 2005) .
Traditional resource model approaches either ignore the mineral processing characteristics of extracted tonnages or treat processing as an independent component of a mining operation. The net present value (or any other objective) can be truly optimized only by considering the mining operation as an integrated system in which net value is defined as the end-product that the company sells. This approach requires the resource model to be extended to include all relevant rock properties and processing responses.
Comminution performances and mineral processing recovery factors have a substantial effect on production and the final value of the product. Hence their prediction in the early stages of a mining operation is crucial. The accurate and precise prediction of these variables is important for mine planning and project risk assessment. Commonly used tests for determining comminution performances are BWi, Spi, and A*b. Better understanding of the physical and chemical principles on which these performance indices are based has contributed to the acceptance and use of geometallurgy in resource modelling, referred to in a wider context as grade engineering. Lishchuk et al. (2015) define geometallurgy as a multidisciplinary approach that integrates geology, mineralogy, mineral processing, and metallurgy to create spatially based models for production and operational decisions. The primary geological rock properties (e.g., grade, alteration, texture, and grain size) are proxies for predicting metallurgical responses (e.g., type of processing, throughput, recovery, energy consumption, reagent usage, and grindability) (Coward et al. 2009; Dowd, Xu, and Coward, 2016) . Incorporating these variables into the resource model in a way that can be used effectively in mine planning poses a challenge to geostatisticians and resource modellers. In most projects, the lack of appropriate geometallurgical data collection and analysis leads to unreliable metallurgical response models.
The relatively large difference between the number of samples recorded in the geological database (logging, assays etc.) and the relatively few metallurgical test work samples further hinders the integration of metallurgical responses into the resource model using existing geostatistical methods (Hunt, Kojovic, and Berry, 2013) . Also, there is often the problem of missing values of metallurgical variables, which may not be measured at all locations. Retaining only data where all variables are sampled could result in removing a large amount of data from the geometallurgical programme (Deutsch, 2013) , which can lead to poor geostatistical modelling in areas where more data (of some variables) is actually sampled.
In addition, most geological and geometallurgical variables have complex multivariate relationships that are the result of a succession of several chaotic, nonlinear natural processes which are often not well modelled by parametric multivariate probability distribution (Deutsch 2013) . Moreover the nonadditive and compositional nature of geological/geometallurgical variables makes their modelling more difficult (Walters and Kojovic 2006; Williams and Richardson, 2004 ). An alternative modelling strategy that can capture all these complex multivariate relationships is crucial for successful modelling of geometallurgical variables. Multivariate D-vine copulas are ideal for modelling complex multivariate relationships, skewed distributions, and tail-dependent distributions. Moreover, the D-vine copula models encompass all multivariate distribution, including the multivariate Gaussian distribution (MVG).
This paper is comprised of three main sections. The 'Method' section describes the theory of copulas, pair copulas, and vine copulas (D-vine) construction models. The 'Application' section describes data imputation, modelling of copper recovery in terms of A*b, BWi, and Spi, and finally the prediction of copper recovery from A*b, BWi and Spi. This is followed by the 'Discussion and Conclusion'.
Method
This section gives an overview and summarizes the principles of copulas, pair copulas (D-vine) construction for four variables. Further details about the concept of copulas can be found in Joe (1996) and Nelsen (2006) . In addition, more detailed explanation of the pair copula and vine copula models can be found in Aas et al. (2009), Bedford and Cooke (2002) , and Kurowicka and Cooke (2006) . Spatial applications of pair copulas can be found in Gräler and Pebesma (2011), Gräler (2014) , Musafer et al. (2013) , Musafer and Thompson (2016) , and Addo, Chanda, and Metcalfe (2018) .
Theory of copulas
A copula is a multivariate uniform distribution. It follows that any multivariate distribution has a copula form because the marginal cumulative distribution functions (cdfs) can be transformed to uniform distributions. Conversely, the uniform margins of any copula can be transformed to any continuous probability distributions, which can differ for different margins. Therefore copulas provide a very flexible approach in modelling multivariate data. Consider a random variable Z= (z 1 ,…,z d ) and define u i =F(z i ). We can define a copula by its cdf C(u 1 ,u 2 ,…,u d ) and the corresponding probability density function (pdf) is
The copula pdf links the marginal pdfs to the multivariate pdf:
Generally, we often require multivariate distributions of more than two variables. The elliptical copulas (i.e. Gaussian and Student-t copula) can easily be extended to more than two variables, but this is not generally the case for the Archimedean copulas (i.e. Clayton, Frank, and Gumbel copula). A more flexible approach to modelling such multivariate distributions is the paircopula D-vines as described by Aas et al. (2009) , Bedford and Cooke (2002) , and Kurowicka and Cooke (2006) .
Pair copula
Any multivariate distribution can be factorized in different ways using its conditional distributions. Specifically, a copula can be factorized as a product of the marginal distributions and the bivariate conditional copulas. We often term such factorization 'pair-copula models'. Joe (1996) presented a construction for a pair-copula model for a multivariate copula based on the distribution functions. After Joe's construction of a copula based on the distribution functions, Bedford and Cooke (2002) also presented a construction in terms of the densities. In their work, they organized the constructions in a graphical way involving a sequence of nested trees, which they refer to as 'regular vines'. They defined two popular classes of pair-copula construction (PCC) models, which they refer to as the D-vines and canonical (C) vines. Their work was further developed by Kurowicka and Cooke (2006) . The derivation of a D-vine model, which is used in this application, is outlined below.
D-vines
Generally the pair copula can be seen as a multivariate copula that aims to approximate the target copula, since not all copulas can be expressed as a vine copula (Haff, Aas, and Frigessi, 2010) . This decomposition is, however, not unique; for example, a five-dimensional density can have about 240 different constructions. In the D-vines, the decomposition of the joint density consists of the pair-copula densities evaluated at conditional distributions functions and for specified indices and marginal densities (Bedford and Cooke 2002; Czado 2010 and Gräler 2014) . Figure 1 , which is reproduced from Aas et al. (2009) , shows the graphical model used to demonstrate the D-vines for four variables. This consists of three trees: T j j=1,2,3. Tree T j has n+1-j nodes, where n is the number of variables. Using the decomposition shown in Figure 1 and Equation [3] , the joint density function of four random variables can be expressed using the D-vines asw
As shown in Equation [3] , the D-vine distribution requires the computation of several conditional distribution functions and conditional bivariate copulas. From Joe (1996) and Aas, Frigessi, and Bakken (2009) , the conditional distribution functions F(z|v) The bivariate copula function is also specified by
that is needed as an argument for C 14|23 in a four-dimensional D-vine copula density using Equation [4] . From Figure 1 Tree 3 (T3) the argument C 14|23 , namely F 1|23 (x 1 | x 2 ,x 3 ), can be evaluated using the h function (Kraus and Czado 2016) associated with C 13,2 ,C 12 ,and C 23 from the first two trees T 1 and T 2 as
[5]
D-vine copula-based conditional forecasting model
With the defined conditional distributions function in Equation [5] , the inverse forms can also be defined, and can be used in forecasting. Using the bivariate case, the conditional distribution function of two random variables z 1 and z 2 is h(u 2 |u 1 ). The main goal is to be able to obtain u 2 based on the information available at u 1 . Given some fixed probabilities , we can derive u 2 from C(u 2 |u 1 )using an explicit function u 2 = u 2 = C -1 u2|u1
is the inverse of the copula function known as the quantile curve of the copula (Xu and Childs, 2013) . The th copula-based conditional quantile function of variable z 2 is [6] where F -1 is the inverse of u 2 . For the four-dimensional case, the th conditional quantile function of z 4 , Q x4 ( |z 1 ,z 2 ,z 3 ) can be deduced by the recursive computation
Hence we can forecast z 4 based on the variables z 1 ,z 2 , and z 3 . Moreover, Q z4 ( |z 1 ,z 2 ,z 3 ) is monotonically increasing in so the crossing of quantile functions corresponding to different quantile levels is not possible. Bernard and Czado (2015) proved that linear regression quantile functions may cross if a non-Gaussian data is modelled.
In general, the multivariate D-vine copula model for the fourdimensional vine model can be implemented by following the steps below. Further details of the method can be found in Kraus and Czado (2016) and Liu et al. (2015) .
1. Fit an appropriate marginal distribution to each of the variables, z 1 ,z 2 ,z 3 , and z 4 , where z 4 is the predicted variable and all the others are the explanatory variables. 2. Model the joint dependence structure of all the four variables using Equation [5] for the D-vine model. 3. Estimate all the appropriate bivariate copula for each pair copula using the R library VineCopula ( Schepsmeier et al., 2015) . 4. Estimate the conditional distribution function of variable z 4 conditioned on the given variables z 1 ,z 2 ,z 3 using Equation [5] . 5. Finally, generate the predicted values of z 4 based on the given variable, z 1 ,z 2 ,z 3 using the copula-based quantile function as given in Equation [7] .
Performance of models
The mean absolute error (MAE) and root mean square error (RMSE) have been used to assess the prediction performance of the models.
[8]
where A i is the observed recovery, and Â i is the predicted recovery obtained using a fitted model to all N =930. So, the performance measures are calculated within the entire sample.
Application
Nine hundred and thirty (with some missing values) drill core samples with an average length of 19 m from a mine in South America were sampled for geometallurgical attributes of copper recovery (Rec), Bond mill index test (BWi), resistance to abrasion and breakage index (A*b), and semi-autogenous grinding power index test (Spi). Typical of most geometallurgical data-sets, there are missing values that have not been sampled at some locations. There are 299 non-missing data-sets that are sampled at all locations. To be able to use all 930 georeferenced drill core samples for the analysis, we employed a data imputation algorithm to predict missing values at some locations.
Data imputation
The data-set has 930 georeferenced samples with four attributes of interest: Rec, BWi, Spi, and A*b. The histogram function used for the imputation was denoted by H(X), and used 21 regular bins or class intervals. The correlation is given by [10] where x -,y -,S x , and S y are the mean and standard deviation of x and y, and n is the sample size.
The optimization problem for the data imputation was formulated as follows.
Decision variables
As the main objective is to impute values to all missing values, the decision variables correspond to the set {M 1 ,…,M D }. According to Table I , there are 1481 missing values to impute.
Objective function
Minimization of the mean quadratic error between the histogram of each variable with and without imputed data and the mean quadratic error between the correlations of each pair of variables with and without the imputed data.
[11]
Constraints
The only imposed constraint is the lower and upper bounds for each attribute, for which the minimum and maximum values are observed from the samples.
[12]
This formulation is nonlinear and may have no unique solution. Metaheuristics are optimization methods that can deal with these kinds of problems successfully. We therefore solved the optimization formulation by genetic algorithm (GA) metaheuristics due to its flexibility and good performance (Whitley, 1994) . The GA is a stochastic method, hence different seeds of random number generator may generate different solutions. In this application, our experiments show that the imputed values change slightly in response to varying the seed, but the histograms and correlations are very stable. We use one representative set of imputed data found by one execution of GA. Table III shows the parameters used in the GA for data imputation. The Pearson's correlation computed for imputed and nonmissing samples shows that the correlations were perfectly reproduced. Figure 2 (upper and lower panel) shows the histogram of the imputed data and with non-missing values respectively. Figure 3 also shows all four non-missing variables (i.e., Rec, BWi, Spi, and A*b) in space. We discuss Figure 3 under the 'Discussion and Conclusion' section.
Analysis
The imputed data, consisting of 930 drill core samples for four variables (Rec, BWi, Spi, and A*b), was used for the analysis, the explanatory variables being Spi, BWi, and A*b. The hypothesis of stationarity was tested by fitting a regression of recovery on the mean corrected eastings (x), mean corrected northings (y), mean corrected elevations (z), x 2 , y 2 , and the cross-product xy in Equation [13] . This model, referred to as Model1, is [13] where is the random error, which is expected to be spatially correlated, with mean of zero and standard deviation o . Model1 was initially fitted by OLS. Then, a spherical variogram was fitted to the residuals and the variogram parameters were used for fitting with a GLS function gls( ) in the R library nlme (Pinheiro and DebRoy, 2016) . The fitted spherical variogram and model parameters are shown in Figure 4 . The estimated coefficients for the GLS fit to Model1 are shown in Table IV .
The standard deviation of the residuals is 14.26 on 923 degrees of freedom, which is smaller than the standard deviation of the recovery data (15.02). While this reduction in standard deviation is small, the sample size is relatively large and two of the coefficients in the fitted quadratic surface are highly significant statistically. We then assume the residuals from the GLS regression are a realization of a stationary spatial process.
The residuals from the model res (Rec) were taken as the response variable for recovery (Rec) and were used together with the BWi, Spi, and A*b (referred to as B,C, and D respectively) to fit the D-vine copula. Variables B,C, and D were mean-corrected to avoid the excessively large values of quadratic terms and illconditioned matrices that would result if the original data was used. Quadratic terms and interactions between the explanatory variables included were BD, CD, B 2 , C . In the following, the res(Rec) will be referred to as A. We fitted an appropriate kernel marginal distribution to each of the mean-corrected variables. After obtaining well-fitted marginal distributions, a 10-dimensional D-vine copula was used to join the margins and model the joint dependence structure. To be able to establish the 10-dimensional D-vine copula, we fitted the best fitting bivariate copula for each pair copula using the R library CDVine developed by Schepsmeier and Brechman (2015) . The fitting was done by equating the Kendall's tau to the value of Kendall's tau implied by the dependence parameter ( 1 , 2 , and ), which is referred to as the 'method of moments'. A limitation of the method of moments is that it does not lead easily to a criterion for choosing between the copula forms. Therefore, the method of maximum likelihood was used for choosing between the copula forms, the form with the highest likelihood being chosen. The rotated version of the bivariate copulas (i.e., BB6, BB7, and BB8) with angles 90°, 180°, and 270° was selected by maximum likelihood. In addition, Student-t, normal, and Frank copulas were also selected using maximum likelihood for some trees. Figure 5 illustrates the fitted bivariate copulas and their fitted dependence parameters ( 1 , 2 , and df) for the 10-dimensional D-vine model. The final forecasting performance of the 10-dimensional D-vine copula model was calculated using a 10D version of Equation [7] . The predicted values were back-transformed to the original unit (recovery per cent, Rec) by adding the predicted values from the 10D model to the predicted values from Model1.
We compared the predicted recovery from the 10-dimensional D-vine copula with an OLS regression and a GLS regression model. The residual from model, referred to in this application as A, which is the response variable, was regressed on the explanatory variables B, C, D The GLS model was used to make predictions of recovery at each point, and the predicted value was back-transformed to the original unit (recovery per cent Rec) by adding the predicted values from Model1. A summary of the cross-validation results using all three models is presented in Table VII . There is little difference between the GLS and OLS fits. The D-vine performs better according to the MAE but not according to RMSE. We discuss this in the next section. Figure 6 illustrates a scatter plot of the observed versus predicted recoveries from the GLS, D-vine, and OLS models. Further comparisons were made by making out-of-sample predictions. Proportions of 10% and 30% were removed at random locations from the 930 complete geometallurgical data. The models (OLS, GLS and D-vine) were fitted to the remaining 90% and 70% of the data.
Out-of-sample predictions were generated and compared with the known values of the data removed. Figure 7 shows box plots of the removed CuRec (A) and the out-of-sample predictions using OLS (B), GLS (C) and D-vine (D), for 90% and 70% data used for predictions. Summary statistics are given in Table VIII .
The D-vine performs best in terms of MAE, and GLS regression is an improvement on OLS regression, in terms of MAE for both 10% and 30% data removed. However, OLS regression is slightly better than both the D-vine copula and GLS regressions in terms of RMSE.
Discussion and conclusion
Data on four variables (Rec, BWi, Spi, and A*b) from 930 drill core samples at know locations was available. Two hundred and ninety-nine drill cores had a complete record, but there were some missing items from the other 631 cores. In order to use all 930 drill core samples, a genetic algorithm (GA) was used to impute missing items at these locations. The objective function formulated in this case study was designed to reproduce precisely the individual histograms and the linear correlations between pairs of variables. This criterion is, however, subjective and in cases when missing data comes from preferential sampling, the histogram of the imputed data may differ from the actual underlying distribution. For example, it is common to perform metallurgical test work only in ore zones with a high grade profile, hence recovery for low-grade zones will not be well represented in the distribution. The objective function in the data imputation method should be adjusted according to the knowledge of the data-sets. The recovery (Rec), the response in this application, shows a slight, but statistically significant, nonstationarity. The nonstationarity of Rec has been accounted for by fitting a quadratic trend regression surface by the GLS model, with a spherical variogram to approximate the spatial correlation. The residuals from the GLS model were considered as a realization of a stationary process. The residuals from the model and the mean corrected values for BWi, Spi, and A*b, together with two variable interactions and squares for the three variables, were used to fit a 10-dimensional D-vine copula model. The fitted 10-dimensional D-vine copula model was used to predict recovery, and MAE and RMSE were calculated. These predictions were compared with predictions from regressions fitted by OLS and GLS. The D-vine copula model had the smallest MAE. However, the regression models had lower RMSE. A comparison of the scatter plots suggests that the D-vine gives more accurate and precise predictions for high levels of copper recovery. However, the D-vine appears to overestimate the copper recovery at low levels rather more than the regression models. Out-of-sample predictions using the three models were compared as a further check on the D-vine copula regression model. A proportion of the data (i.e. 10% and 30%) was removed at random locations from the complete geometallurgical datasets. The models were fitted to the remaining 90% and 70% of the data, and out-of-sample predictions were estimated and compared with the known values of 10% and 30% data removed.
Results from the analysis shows that the D-vine model had the least MAE for both 90% and 70% data, although OLS regression was slightly better on RMSE. An explanation for the finding that the D-vine copula is better on MAE yet slightly worse on RMSE is that the D-vine copula is less affected by outliers. The outliers will make a major contribution to the RMSE, and regression fits the coefficients by minimizing the RMSE. This has the effect that outlying observations are highly influential in the fitting process, drawing the fitted surface towards them and so reducing the RMSE. For this reason the MAE is considered more useful in the mining industry, where outlying values are common and the implicit assumption of a Gaussian distribution, under which GLS would be optimum, is not realistic. The D-vine copula is preferable to capping, which introduces a downward bias. Moreover, the D-vine will generally produce more accurate prediction intervals than a regression model, because it allows for a general form of the distribution of the errors. Generally, geometallurgical tests are expensive and a modelling approach that can provide accurate and precise predictions of some variables from others will save money.
