We investigate the stochastic modified equation which plays an important role in the stochastic backward error analysis for explaining the mathematical mechanism of a numerical method. The contribution of this paper is threefold. First, we construct a new type of stochastic modified equation, which is a perturbation of the Wong-Zakai approximation of the rough differential equation. For a symplectic method applied to a rough Hamiltonian system, the associated stochastic modified equation is proved to have a Hamiltonian formulation. Second, the pathwise convergence order of the truncated modified equation to the numerical method is obtained by techniques in the rough path theory. Third, if increments of noises are simulated by truncated random variables, we show that the one-step error can be made exponentially small with respect to the time step size. Numerical experiments verify our theoretical results.
Introduction
In the study of a numerical method for a deterministic ordinary differential equation, the modified equation whose solution coincides with the numerical solution is crucial in the backward error analysis. It gives a lot of insights into the numerical method, especially for illustrating the long time superiority of symplectic methods for Hamiltonian systems. More precisely, the modified equation associated to a symplectic method 5 is proved to be a perturbed Hamiltonian system, which reveals the mechanism of the symplectic method over long time simulation. The readers are referred to the monograph [10] for a detailed review.
For the stochastic differential equation (SDE) driven by the standard Brownian motion
there exist various types of stochastic modified equations in different senses of convergence. In view of the weak convergence, adding the modified coefficient with powers of the time step size h to the original SDE yields a modified equation of the form
which fits the numerical method to a higher weak order. The modified coefficientṼ can be determined by the weak Taylor expansion [21] or by the expansion of the backward Kolmogorov equation [24] . As an application, the first order integrated Euler method is proposed for the stochastic Langevin equation in [24] to preserve the mean of a modified Hamiltonian. Another application of this kind of modified equations is to construct high weak order methods; see [1, 12] . The modification is also considered at the level of the generator associated with the process solution of the SDE instead of at the level of the SDE, which leads to the modified Kolmogorov equation
Based on the modified Kolmogorov equation, [4] proves that the numerical solution obtained by the Euler method for SDEs on the torus is exponentially mixing up to negligible terms. The results are extended to implicit methods for SDEs on R m in [2, 15, 16] . With respect to strong convergence, using multiple Stratonovich integrals J α,t , [5] defines the modified equation
for the Euler method, and the optimal truncation of the above series is studied.
As fundamental models in many physical and engineering sciences, such as the passive tracer model and the Kubo oscillator, the phase flows of stochastic Hamiltonian systems preserve the symplectic structure 10 pathwisely and there have been a great amount of work about the construction of stochastic symplectic methods after the pioneering articles [19, 20] . Lots of numerical simulations have shown that the stochastic symplectic methods are superior over long time computation to non-symplectic ones. From the perspective of the stochastic modified equation to investigate the superiority of the stochastic symplectic methods, it is natural to ask: This problem is partially solved by [22, 23] . As far as the weak convergence is concerned, for the cases of that the Hamiltonians in diffusion parts do not depend on the generalized coordinate and momenta 20 simultaneously, the modified equations in form of (1) for stochastic symplectic methods are derived in [22] via the generating function. These modified equations are perturbed stochastic Hamiltonian systems with respect to the original systems. In [23] , the modified coefficient in (1) is deduced for a symplectic splitting method applied to separable Hamiltonian systems with additive noises, and the flow of the corresponding modified equation preserve the symplectic structure.
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In this article, we investigate Problem 1 for stochastic symplectic methods applied to stochastic Hamiltonian systems driven by Gaussian rough paths proposed in [11] :
where X is more general than standard Brownian motions. The numerical study of the rough differential equations has drawn a lot of attentions (see e.g., [6, 13, 14, 17] ). Given the time step size h and the numerical solution {Y h n } N n=1 , denoting by x h the piecewise linear approximation of X, we present a new type of stochastic modified equation Using the Itô-Lyons map in the rough path theory, we obtain the pathwise convergence rate of the exact solutionỹÑ of truncated modified equation to the numerical solution Y h , that is,
whereÑ is the truncation number and p depends on the regularity of the driving signal. This convergence result answers Problem 2. For Problem 3, we focus on the case for the standard Brownian motion where the increments of noises are simulated by truncated random variables proposed in [19] . Due to the lack of explicit expansion formulas of implicit numerical methods, we use the analytic assumption to estimate the numerical solution, the modified equation and the truncated modified equation, successively. Combining the estimates yields that there exists some truncation numberÑ =Ñ(h) such that the one-step error is exponentially small with respect to the time step size:
The rest of this article is organized as follows. In Section 2, we introduce the basic results in the rough path theory. In Section 3, for Problem 1, we illustrate the procedure in constructing stochastic modified equations based on the Wong-Zakai approximation and prove that stochastic modified equations associated 35 to stochastic symplectic methods are Hamiltonian systems as well. In Section 4, we prove the pathwise convergence rate of the error between the numerical solution and the exact solution of truncated modified equation, and give the exponentially convergence for one-step error in the case of truncated noises, which answers Problems 2-3. Numerical experiments are presented in Section 5 to support theoretical results.
Preliminaries
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In this section, we review the well-posedness of stochastic differential equations in the sense of rough path theory ( [8, 18] ).
Consider the stochastic differential equation driven by multi-dimensional Gaussian signal
For a convenient notation involving the drift term, we define V :
X 0 t := t and then an equivalent form of equation (3) is
In this article, we focus on the case that the driving signal X satisfies the following assumption.
be independent centered Gaussian processes with continuous sample paths. There exist some ρ ∈ [1, 2) and K ∈ (0, +∞) such that the covariance of X satisfies . Since the Kolmogorov continuity theorem shows that the trajectory of the fractional Brownian motion has (H − ε)-Hölder regularity with ε being an arbitrarily small positive number, the well-posedness of equation (4) fails to be established in the Riemann-Stieltjes integral sense. Hence we interprete (4) in the rough path sense. To this end, we introduce some basic concepts in the rough path theory (see [8] for more details).
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Let p ∈ [1, ∞) and [p] be the integer part of p, i.e., [p 
is the set of dissections of [0, T ]. Furthermore, we say that X is of Hölder-type if
is a function of bounded variation and x 0 = 0, the corresponding rough path can be defined by
It is a canonical lift for x in the sense that the projection of S [p] (x) onto R d+1 coincides with x.
Moreover, the Gaussian process X under Assumption 2.1 can be lifted to a Hölder-type p-rough path
, which is defined by the limit of {S 3 (x n )} ∞ n=1 with {x n } ∞ n=1 being a sequence of piecewise linear or mollifier approximations to X. As a consequence, the well-posedness of equation (4) is given by that of the rough differential equation (RDE)
In the sequel, we introduce the definition of the solution of equation (5) and state the condition for the existence and uniqueness of the solution. Throughout the rest of this paper, we denote by · the Euclidean norm and by C a generic constant which may be different from line to line. 
where I m is the identity matrix. 
Construction of the stochastic modified equations for general methods
Fix the time step size h = T /N, N ∈ N + . Let Y h n be the numerical solution given by certain numerical method, which is an approximation for Y t n , where t n = nh, n = 0, · · · , N. Our main assumption on the numerical method is that Y h n+1 can be expanded as an infinite series of functions of Y h n :
where
In addition, for |α| = 1 with α l = 1, we define V α (y) := V l (y). A necessary the condition for that Y h n converging to Y t n pathwisely is that there exists some α l ∈ {1, · · · , d} with α l = 1 and |α| = 1 such that
A typical example is the s-stage Runge-Kutta (RK) method
Then the Taylor expansion produces that for
Here V ′ 0 (y)V 0 (y) denotes that the derivative of V 0 (y) acts on V 0 (y), and
Other operators are defined similarly. Substituting them into (8), we get
To search the modified equation such that Y h n solves exactly at t n , we start from the Wong-Zakai approximation of equation (4)
) is the piecewise linear approximation to X with
Based on the fact that the Wong-Zakai approximation (9) is also a random differential equation
we define the modified equation for a general method satisfying (6) by the form
The modified equation can be rewritten in terms of a stochastic equation driven by x h with the modified vector fieldsV :
It remains to determine the coefficients f α . Using the Taylor expansion and the chain rule, we havẽ
Introducing the notation (
and
we obtainf
To ensure Y h n+1 =ỹ t n+1 , comparing (6) and (14) we need
Therefore, the stochastic modified equation is given by the recursion
We note that f α is determined by the coefficients d α and f α ′ with |α ′ | < |α|.
Stochastic modified equation of stochastic symplectic method for stochastic Hamiltonian system
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We consider the stochastic Hamiltonian system in the rough path sense (rough Hamiltonian system for short):
One characteristic property of the rough Hamiltonian system is that its phase flow preserves the symplectic structure. More precisely, the differential 2-form dP ∧ dQ is invariant under the phase flow. Here the differential is made with respect to the initial value (p, q), which is different from the formal time derivative in (16). 
Denote by
, we obtain a compact form as equation (4) . Thus the stochastic modified equations of numerical methods satisfying (6) for (16) are constructed similarly as in subsection 3.1.
Since the symplectic numerical method is implicit in general, the truncation technique with respect to the increments of X are proposed in [19] for the case that X is the standard Brownian motion to avoid the explosion of the moments of the numerical solution. More precisely, the increment X l t n ,t n+1 is substituted by ∆ n+1,l , which is defined by
with
, are independent and identically distributed standard normal random variables, and A h = k| ln h| is the threshold with k large enough such that the convergence order of the numerical method does not decrease. For instance, for numerical methods of strong order 1, one can choose k = 4. In this case, the expansion of the numerical solution becomes
and then the stochastic modified equation is
whereỹ t is continuous on [0, T ] and f α are defined by (15) .
Based on (19), we prove in the following that the stochastic modified equation associated to a stochastic symplectic method is still a Hamiltonian system, which gives a positive answer to Problem 1 in the 80 introduction. 
Proof. From condition (7), we have immediately that (20) holds for |α| = 1. Define θ (α) : 
Denote by π r (z) t the flow of this truncated modified equation. Together with the assumptions, the recursion (15) implies that there exists a random variable
Moreover, the Jacobian of the flow satisfies that
Since the method is symplectic, we have
Substituting the expressions of the Jacobian
∂ z into the above equality, we obtain
Together with the induction assumption and the definition (17) of
Noticing that ζ 1,l , l = 1, · · · , d are truncated normal distribution random variables, we deduce that the left side of the above equality converges to
in L 2 (Ω) sense as h goes to 0. On the other hand, the fact that h
In [9, Theorem 1.6], it is proved that there exists a unique monic orthogonal polynomial sequence
with respect to the measure induced by ξ 1,1 , i.e., the Hermite polynomials. We rewrite (21) as
where we have used the fact that p α 1 , · · · , p α d are monic. Similar arguments lead to
For any α satisfying θ (α) = (r + 1)/2 and (α 1 + · · · + α d )/2 = θ (α), multiplying the above equation by
) and taking the expectation, we deduce from the independency of ξ 1,1 , · · · , ξ 1,d and the
Plugging it into (21) and rewriting it as before, we have
Then we also have for any α satisfying θ (α) = (r + 1)/2 and
Repeatly using previous arguments, we finally have for any α satisfying θ (α) = (r + 1)/2, 
Convergence analysis
In general, the stochastic modified equation is a formal one, i.e., the series given in (12) may not converge. We consider theÑ-truncated modified equation (Ñ ≥ 1)
In subsection 4.1, we give the convergence analysis on the error between Y h n andỹÑ t n for the case that X is a general Gaussian rough path satisfying Assumption 2.1, which answers Problem 2. As for Problem 3, we focus on the case that X is the standard Brownian motion and the numerical method is obtained via the 100 truncated increments in (17) . We provide an approach to optimizingÑ such that the error is exponentially small with respect to h, in subsection 4.2. 
The general rough case
whereỹÑ is the solution of (22) and Y h 1 is defined by a numerical method satisfying (6) . 
Proof. Consider the expansionỹÑ
whereỹÑ is the solution of (22) and Y h n is defined by a numerical method satisfying (6) .
Proof. Similar to (13), we rewrite the truncated modified equation (22) into
This shows that (22) is equivalent to a rough differential equation with vector fieldVÑ driven by x h t . Denoting by π(t 0 , y 0 , x h ) t , t ≥ t 0 its flow with the initial value y 0 at time t 0 , we have
According to the Lipschitz continuity of the Itô-Lyons map (see e.g. [8, Theorem 10 .26]), we get
Recall that for almost all ω ∈ Ω,
is uniformly bounded with respect to h (see [8, Theorem 15 .28]). We derive by Theorem 4.1 that
In case of additive noise, since the diffusion part can be simulated exactly, the assumptions (6)- (7) on the numerical method degenerate to
Consequently, the convergence rate of the error between Y h n andỹÑ t n is improved, which is stated in the following corollary. 
whereỹÑ is the solution of (22) and Y h n is defined by a numerical method satisfying (23) .
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Proof. Combining (23) with (15), we have that the leading term of the local error betweenỹÑ t 1 and Y h 1 is involved with h α 0 (X 1
from which we conclude the result by using the same arguments as in the proof of Theorem 4.2.
The standard Brownian case
In this subsection, we assume that X l , l = 1, · · · , d are independent standard Brownian motions. For convenience, we illustrate our idea by the RK method
where ∆ n+1,l is defined in (17) . We also stress that the procedure does not rely on the special structure of RK methods and is avaliable for a large class of numerical methods.
We first show that the method containing ∆ n+1,l also fits into the previous convergence analysis when the stochatic modified equation is (19) . Then it sufficies to prove that the processx h = (
can be lifted to a p-rough path with [p] = 2 almost surely.
Proposition 4.1. Let 2 < p < 3. Then it holds that there exists some random variable C(ω) := C(ω, p, T )
independent of h such that
we have
Combining the above estimates, we obtain
For iterated integral, letting t i−1 < s < t i < t j < t < t j+1 and l 1 , l 2 ∈ {1, · · · , d}, we derive
Besides,
Similarly, it holds that
Therefore, we obtain
For any p such that 2 < p < 3, i.e., 
Taking the expectation on both sides, we obtain
This yields thatx h can be lifted to a p-rough path almost surely, and that there exists some random variable
For theÑ-truncated modified equation
we prove that there exists some truncated numberÑ =Ñ(h) such that the local error is exponentially small with respect to the time step size h, which answers Problem 3. 
Then for sufficiently small h, there existsÑ =Ñ(h) such that
ỹÑ t 1 − Y h 1 ≤ Che −h 0 /h 1 2 −ε ,
whereỹÑ t 1 is the solution of (25) and Y h 1 is defined by the one-step numerical method (24)
Before proving Theorem 4.3, we recall the Cauchy's estimate for analytic functions, and give four lem-120 mas about estimates for the truncated increments, the numerical solution, the modified equation and the truncated modified equation, respectively.
Lemma 4.1. (Cauchy's estimate) Suppose that f is analytic on a neighbourhood of the closed ball B(y * , R)
and 
Proof. Consider the function
. Combining the fact that v 1 (h) ≥ 0 as h → 0, we obtain that there exists a constant C = C(ε, k) such that
which implies (26). 
then it holds that
where the coefficient d α is defined by the expansion
Proof. For any y ∈ B 3 2 R (z) and ∆y
For any y ∈ B R (z), define a map F : C m×s → C m×s by
We claim that F is a contraction on the closed set B :
Indeed, for any 0 < γ < 1 and
Besides, (28) yields
which leads to
Therefore, there exists a unique fixed point g * for F on the set B.
Repeatly applying Cauchy's estimate, we have 
Proof. For J = 1, it follows from Lemma 4.3 that
For J ≥ 2, we consider α ∈ N d+1 such that 1 ≤ |α| ≤ J. Define
. 
Combining with (15), we have
We introduce the notation Fα := ∑ |α|=α f α |α| and Gα := ∑ |α|=α d α |α| , thus the above inequality yields
Notice that Lemma 4.3 implies
which is defined for allα ∈ N + . According to (30), we know that Fα ≤ δ βα ifα ≤ J. In order to estimate
To apply Cauchy's estimate for analyzing β J , we give a bound on b(ξ ). Notice that the definition of βα leads to
Consider the function
= e b − 2 = 0 (i.e., b = ln 2 + 2kπi), the implicit function theorem is applicable, and indeed, the relationship between b and ξ is exactly given (31). Since c 1 , c 2 > 0, we know that for any ξ ∈ R such that ξ ∈ [0, (2 ln 2 − 1)/(c 1 + c 2 (2 ln 2 − 1))), the function Since Cauchy's estimate is applicable, we derive
and then
2 R (z).
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In order to estimate the exact solution of theÑ-truncated modified equation (25), we consider the infinite expansion for its solution with respect to the initial value z: 
then there exists a constant C such that
Proof. For simplicity, we let ε = 
, we know
Then a sufficient condition for {ỹÑ t :
In this case, it has
Combining the conditions (29) and (33) on h together, we obtain that there exists a sufficently large C such that
, we use Cauchy's estimate to get
. Now we can proceed to the proof of Theorem 4.3.
Proof of Theorem 4.3. We know that d α = fÑ α with 1 ≤ |α| ≤Ñ, then it remains to estimate the terms for |α| ≥Ñ + 1. For simplicity, we let ε = 1 4 , since the proof is similar for 0 < ε < 1 2 .
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For the numerical solution given by (24) , Lemma 4.3 yields that the sum of remainder terms is bounded
The last inequality holds if h
For the exact solution of theÑ-truncated modified equation (25), Lemma 4.5 leads to that the sum of remainder terms is bounded by
The last inequality holds if
, we chooseÑ for the largest integer under this condition and then
.
Due to h 0 h
Therefore, when h is sufficiently small, the local error is
Numerical experiments
Numerical experiments are carried out based on three rough Hamiltonian systems in this section. Based Example 5.1.
where X 1 and X 2 are independent fBms with Hurst parameter H ∈ (1/4, 1/2]. The Hamiltonians are 
where X 1 and X 2 are independent fBms with Hurst parameter H ∈ (1/4, 1/2]. The Hamiltonians are
We consider the midpoint scheme
whose 2-truncated and 4-truncated modified equations are defined via the following formulas for the coeffi-
We apply the midpoint scheme to Example 5.1 with the initial datum (p, q) = (1, 0) and the time interval Step size Step size 
where X 1 and X 2 are independent standard Brownian motions. The Hamiltonians are
Note that H (P t , Q t ) = P 2 t + Q 2 t is an invariant. The exact solution reads
We compare the midpoint scheme (34), which is symplectic and energy-preserving, with the following two numerical methods. One is an explicit RK method defined by
which is neither symplectic and nor energy-preserving. The associated 2-truncated and 4-truncated modified equations are defined through the formulas for the coefficients:
Another one is a symplectic partitioned RK method which is not energy-preserving. Applying it to Example 5.3 leads to (see also [19, Section 5 
The coefficients of the associated modified equations for 1 ≤ |α| ≤ 3 are calculated as follows. Denote Noting that the energy-preserving method (34) is also a symmetry method, we have that f α (y) = 0 for any |α| = 2k, k ∈ N + . Therefore, what we observe is that the energy error is almost zero for method (34) and its truncated modified equations. As to the other two 170 methods, the energy is not preserved, but the energy error is generally controlled better by the symplectic method (36) than by non-symplectic method (35). 
