Blind image deblurring plays a very important role in many vision and multimedia applications. Most existing works tend to introduce complex priors to estimate the sharp image structures for blur kernel estimation. However, it has been verified that directly optimizing these models is challenging and easy to fall into degenerate solutions. Although several experience-based heuristic inference strategies, including trained networks and designed iterations, have been developed, it is still hard to obtain theoretically guaranteed accurate solutions. In this work, a collaborative learning framework is established to address the above issues. Specifically, we first design two modules, named Generator and Corrector, to extract the intrinsic image structures from the data-driven and knowledge-based perspectives, respectively. By introducing a collaborative methodology to cascade these modules, we can strictly prove the convergence of our image propagations to a deblurring-related optimal solution. As a nontrivial byproduct, we also apply the proposed method to address other related tasks, such as image interpolation and edgepreserved smoothing. Plenty of experiments demonstrate that our method can outperform the state-of-the-art approaches on both synthetic and real datasets.
On the bottom row, the regions above and below diagonal are the input and output of GCM for these problems, respectively.
INTRODUCTION
Blind image deblurring is a fundamental component in many multimedia and computer vision applications. This problem involves the estimation of latent sharp image and blur kernel from a blurry observation. The most commonly used formulation for the blurry phenomenon can be given as follows:
where ⊗ denotes the convolution operator, y, u, k, and n are the blurry observation, latent clear image, unknown blur kernel, and noises, respectively. This problem is highly ill-posed, thus the main attention of most existing researches [5, 19, 37, 39] focuses on introducing various priors to regularize the solution space, which naturally suggests the Maximum a Posteriori (MAP) [30, 32, 37] methodology for latent image estimation. Although straightforward, there are many problems with existing MAP-based deblurring approaches. For example, poor priors may lead to ineffective global minimum [9] and the standard optimization process can only obtain the suboptimal local solutions [39] . Therefore, generating useful solutions requires a delicate balancing of various factors such as dynamic noise levels, trade-off parameter values, and heuristic regularizations. Variational Bayesian (VB) [1, 2, 19] strategy that marginalizes over the whole image space can lead to more accurately focus on the kernel estimation process. Unfortunately, these VB models often involve integrals and hidden variables, thus their inferences are more challenging and time-consuming.
Recently, some works try to train deep networks to directly estimate the clear images from blurred observations [28, 29, 36] . It can be seen that these methods completely discard the physical principles from models. So they are completely dependent on the training data. However, it is indeed difficult to collect or generate sufficient clear/blur image training pairs in real-world scenarios. Besides, the current end-to-end network learning strategies can only be used to remove small blurs and are sensitive to corrupted observations.
In this work, we develop a novel collaborative learning framework, named Generation Correction Module (GCM), to integrate the advantages but avoid limitations of the MAP methodology and deep networks for blind image deblurring. Indeed, there are two fundamental building-blocks, (i.e., Generator and Corrector) in GCM. As for the Generator, we implement it with convolutional network architectures and learn parameters on collected training data to extract the latent sharp image structures. On the other hand, we also design a Corrector based on the mathematical image modeling to navigate our image estimation. By introducing a principled strategy to cascade these modules, we finally obtain a convergent image propagation for blind image deblurring. Thanks to the high flexibility of our framework, it is also feasible to apply GCM to other related vision and multimedia applications, such as image interpolation, edge-preserved smoothing, and pencil sketch rendering. Fig. 1 shows the performance of GCM on various applications.
Our contributions can be summarized as follows:
• We establish two fundamental propagative modules (i.e., Generator and Corrector) to respectively learn latent image structures from training data and investigate principled mathematical rules for image propagation navigation. • We provide a collaborative methodology to cascade our Generators and Correctors and prove in theorem that the image sequences generated by GCM can converge to our desired latent solution. We emphasize that our analysis actually also provides a new perspective to design feedforward propagations for deep models.
• Extensive experiments demonstrate that GCM not only obtains state-of-the-art results on the problem of blind image deblurring, but also achieves very good performance on a series of other related vision and multimedia applications.
RELATED WORKS
In this section, we briefly review some related works on the prior models and the existing inference strategies for blind image deblurring. Specifically, the most commonly used deblurring formulation is the following regularized variational minimization model
where and are the fidelity and prior terms, respectively. In general, is defined based on the convolution model in Eq. (1) as (u) = 1 2 ‖u ⊗ k − y‖ 2 , where y denotes our observations 1 . Then to alleviate the intrinsic indeterminacy, some prior assumptions are necessary to constrain the space of our candidate solutions.
Image Prior Models: In existing literatures, different types of image priors (i.e., in Eq. (2)) have been developed to regularize the solution space. Most MAP approaches focus on designing explicit prior formulations to fit the latent image distributions. For example, Fergus et al. [9] introduced the heavy-tailed distribution prior on image gradient domain. Perrone et al. [32] used the Total Variation (TV) prior as the regularization. Sun et al. [37] aimed to learn patch priors from natural images which can choose the sharp image from blurry ones. In [30] , Pan et al. adopted a simple ℓ0 prior on both intensity and gradient to handle text images. As for VB, the work in [19] took all possible latent images into consideration and tried to select the best kernel by marginalizing all of them. Babacan et al. [1] used super-Gaussian sparse image prior to build a general and flexible method for blind image deblurring. In fact, these manually designed priors often require additional and delicate efforts to balance their tradeoff parameters, correct the iteration errors and dynamic noise levels. Very recently, some plug-and-play and networkbased priors [3, 22, 23, 44, 45] have also been introduced to iteratively regularize the latent image estimation process. However, these existing implicit priors can only be used for non-blind image restoration tasks.
Heuristic Inference Strategies: As mentioned above, due to the ill-posedness and complex regularization strategies, standard optimization schemes are indeed not efficient for blind image deconvolution problem. For example, it has been proved in [19] that the exact optimization strategy with poor priors may lead to degenerate global solutions (a.k.a, no-blur solution). Therefore, different heuristic reformulations of subproblems and additional regularizers with turning parameters are introduced for the inference process. For example, some works adjust the trade-off parameters [6, 31] or iteratively change the prior terms [48] based on experiences to manually control the optimization process to avoid trivial solutions. Very recently, the learnable strategies [4, 16, 24, 26, 35, 44, 45] have also been introduced to help estimate the sharp image structures. However, both the manually designed tricks and trained networks will break the convergence guarantees of the standard optimization schemes. Thus we cannot obtain any theoretical guarantees for existing blind image deblurring methods. Moreover, designing/training these heuristic strategies need extremely delicate skills and extensive experiences.
Other Related Applications: It should be noticed that the schematic variational energy in Eq. (2) can also be utilized to formulate other computer vision and multimedia tasks. For example, by defining with physical rules of different problems and enforcing other task-related priors for , a variety of applications, such as image interpolation and edgepreserved smoothing, can all be formulated by Eq. (2).
THE COLLABORATIVE MODULES
In this section, we propose a collaborative framework to learn Generation and Correction Modules (GCM) for latent image propagation. The strict theoretical analysis on GCM is also established at the end of this section.
Generator with Fidelity Warm Start
Inspired by the success of deep networks in visual processing areas, we would like to first establish our Generator as a parameterized network architecture (denoted as ), i.e., at -th stage, we consider
where is the learnable parameters, u +1 0 andũ +1 are the input and output of the -th Generator (the left zone of the top row in Fig. 2 ), respectively. As for the structure of , we just adopt a residual CNN module, which consists of seven cascaded "Convolution+ReLU" blocks. Following each convolutional layer, a batch normalization trick is also introduced for a stable training process.
Rather than directly considering the output of the last state (i.e., u ) as u +1 0 , here we design a fidelity based warm start technique to initialize it as follows
where > 0 is a parameter. It is easy to understand that Eq. (4) actually provides a trade-off between the last updated variable (i.e., u ) and the physical rules of the task (i.e., ), thus provide a nice guidance for image propagation. By calculating the closed-form solution of Eq. (4) with Fast Fourier Transform (FFT) [30] , we can also consider the warmstart process as our first model-based layer of the Generator.
Corrector by Proximal Prior Descent
Since generating the latent image structure is a highly illposed problem, only performing Generator may not guarantee the exact recovery of our desired optimal solution. Moreover, no prior knowledge is enforced into the current scheme, thus it is natural to introduce another module to incorporate our prior assumptions of the latent image structure into the propagation. Thus we aim to design an architecture to correct the propagation error of the Generator.
Specifically, our Corrector is designed based on the general variational energy in Eq. (2) and a monotony-based criterion on the propagated image sequence. That is, we first formulate our prior as in Eq. (2) 2 . Then by checking the objectives ofũ +1 , we define a monitor variable v +1 as v +1 =ũ +1 if Ψ(ũ +1 ) ≤ Ψ(u ) and v +1 = u otherwise. Then the formal updating of u +1 can be obtained by optimizing Eq. (2) with v +1 by the following proximal-gradient scheme
where prox denotes the proximal operation 3 of with step size > 0. Intuitively, we first have that the proposed Corrector actually provides a simple methodology to navigate the image propagations to guarantee the monotony of our objectives. More importantly, we will demonstrate in the following that thanks to the proposed Corrector, we can obtain strictly proved nice convergence properties of our GCM.
GCM with Theoretical Guarantee
We first summarize the complete GCM framework in Alg. 1 and express the pipeline of GCM in Fig. 2 . Please notice that due to the CNN-based Generator, GCM is indeed not a standard optimization scheme. Thus existing convergence analysis is not available for the propagations generated by our GCM. But fortunately, we will demonstrate in the following theorem that even with the inexact and learnable architectures, the convergence of GCM can still be strictly guaranteed.
Theorem 1. Let {u } be the image sequence generated by our GCM (i.e., Alg. 1). Then we have that the objectives (i.e., Ψ(u )) are non-increasing, i.e., Ψ(u +1 ) ≤ Ψ(u ) for = 0, 1, · · · . Moreover, any accumulation point of {u } is just the critical point of Ψ (i.e., it satisfies the first-order necessary optimal condition of Eq. (2)). 4 Remark 1. First, it should be emphasized that Theorem 1 actually reveals that even with the CNN-based Generator, we can still obtain some nice convergence guarantees to GCM. Please notice that our results are even no less than these mathematically designed first-order numerical algorithms in nonconvex optimization areas (e.g., [20, 21] ).
On the other hand, from the deep learning perspective, our GCM actually provides a simple and generic methodology to guide the design of network architectures to obtain the convergent feedforward variable propagations. Thus our above theoretical results should also provide insights to other related learning, vision and multimedia areas.
APPLICATIONS
Now we demonstrate how to apply our GCM to address blind image deblurring. Thanks to the flexibility of our Generation and Correction modules, GCM indeed can also be applied to address other related multimedia applications.
Blind Image Deblurring
As discussed in Sec. 2, generating latent image with rich salient edges and sharp structures often plays important role in blind image deblurring. Therefore, we would like to train our Generator in image gradient domain as follows. We first calculate the warm start with the fidelity (u) = ‖u⊗k−y‖ 2 , where y denotes the observation in gradient domain. Then we train the network architectures using the solution of % Corrector (i.e., Steps 7-12):
)︀ . 13: end for the warm start process (as input) and the gradient of clear images (as output). As for Corrector, we adopt the nonconvex ℓ0.8-norm as our prior term since it can properly preserve the rich structure information of the latent image.
Then it is natural to nest our GCM based image propagation into the kernel estimation process. Here we just follow the most commonly used strategies (e.g., [30, 39] ) to update k at -th stage as follows
where ∆ = {k|1 k = 1, [k] ≥ 0} denotes the unit simplex, is a trade-off parameter and u +1 is the output of the -th Corrector. The most widely used coarse-to-fine strategy [30, 31, 37] is also adopted to improve the robustness of the deblurring process. Finally, the latent image can be obtained by any given non-blind deconvolution method with the final estimated kernel.
Byproduct Applications
As nontrivial byproducts, we would also like to demonstrate how to apply GCM to other image related vision and multimedia applications.
Image Interpolation: The purpose of this task is to remove corrections (e.g., text, blocking or mask) from the partially invisible observation. When using GCM to deal with this problem, the main difference with deblurring is the fidelity model. That is, we just set the fidelity as (u) = 1 2 ‖u ⊙ M − y‖ 2 for Generator. Here ⊙ denotes the pixel multiplication, M is the mask matrix and y is the observation in the image domain. Please notice that the training phase is also performed on the original image domain for this task.
Edge-preserved Smoothing: This is a fundamental image preprocessing step, which aims to remove the redundant textures and noises while preserving the main structures. Many multimedia applications, such as texture and edge extraction [42] and pencil sketch rending [27] are based on the results of edge-preserved smoothing. As for this task, we just 
DISCUSSIONS
Here we would like to discuss and highlight some important aspects of GCM.
Theoretically Convergent Ensemble Framework for Image Modeling
Indeed, our GCM can be viewed as a general framework to integrate deep network architectures (i.e., Generator) and physical principles (i.e., Corrector) to address not only blind image deblurring, but also other related vision and multimedia tasks. The main advantage against existing heuristic ensemble strategies (e.g., [16, 45] ) is that we can strictly prove the convergence of the hybrid propagations in GCM (i.e., Theorem 1), while till now no theoretical guarantees can be provided for these naive combinations in existing works.
Analogy to Adversarial Learning Methodology
Since there exist two cascaded modules in our GCM (i.e., Generator and Corrector), which is similar to that in the popular adversarial learning methods (i.e., Generator and Discriminator in Generative Adversarial Network, GAN for short), we would like to provide some brief comparisons between these two learning methodologies. First, there exists a network-based Generator in both GCM and GAN. But as for the other module, one may just adopt a heuristic classification network as the Discriminator in GAN, while we design our Corrector based on the physical rules (with optimization issue) for the given task. More importantly, different from the adversarial criterion in GAN, there actually exists an implicit collaborative relationship between our Generator and Corrector. Finally, till now it is also difficult to analyze the intrinsic properties of the feedforward propagation generated by GAN. In contrast, we have strictly proved the convergence of our proposed collaborative GCM image propagation .
EXPERIMENTAL RESULTS
We first conduct experiments to verify the mechanism of GCM. Then a range of results are demonstrated to evaluate GCM on blind image deblurring. Finally, we show the performance of GCM on other related applications, such as image interpolation and edge-preserved smoothing.
Experimental Setup
To provide fair comparisons on the blind image deblurring problem, we adopt [46] as the final non-blind deconvolution process for all the compared methods. We also execute these approaches with their default parameter settings. For the training data of GCM, we randomly select 800 natural images from the training set of the ImageNet database [7] . Then we crop these images into small patches with the size 35 ability of our network. Finally, Adam [13] is performed to train our Generator. As for the other algorithmic parameters of GCM, we empirically set = 4 − 3, = 1 − 6, and = 2. We perform all the experiments on a PC with 8 cores Intel i7 CPU, NVIDIA GTX 1060 GPU and 32 GB RAM.
Model Verification
To verify the efficiency of our proposed collaborative learning strategies, we first compare the deblurring performance of GCM with different settings on an example image. In Fig. 3 , we denote the naive cascade of the designed Generator and Corrector as "Generator" and "Corrector", respectively. While "GCM" denotes our principled ensemble of these two modules as that in Alg. 1. It can be seen in Fig. 3 (a)-(b) that the Corrector almost failed on the blind deblurring problem (i.e., the lowest quantitative scores). This is because that we may not obtain the intrinsic sharp image structures only using the model-based iterations. The Generator obtained a better performance than the Corrector. However, there always exist oscillations at the first several stages. In contrast, we can observe that the ensemble of Generator and Corrector (i.e., GCM) obtained the best quantitative performance. The visual comparisons of the finally restored images in Fig. 3 (c)-(e) also verified that our collaborative learning strategy obtain much better results than the naive cascade of either Generator or Corrector. 
Blind Image Deblurring
We then evaluate GCM on blind image deblurring problem.
Synthetic Dataset.
We first consider synthetic test data and compare GCM with several state-of-the-art blind deblurring methods (e.g., [15, 19, 32, 37, 43] ) on widely used Levin et al.'s dataset [18] , including 32 blurry images with size 255 × 255, which are produced by 4 clear images and 8 blur kernels. Quantitative scores (e.g., PSNR, SSIM, Error Ratio (ER) and the average time) are reported in Table. 1. It is easy to see that our GCM achieves the best quantitative performance among all the compared methods.
In Fig. 4 , we plot the visual results of our method together with the top 3 compared approaches (in Table 1 ) on two more challenging blurry examples (collated by Lai et al. [17] ). Notice that the sizes of these images and the blur kernels are much larger than that in Levin et al.'s dataset. We observe that even performed well in Levin et al.'s dataset, Sun et al.'s method cannot obtain good deblurring results on this experiment. This is mainly because that the patch prior in that method is sensitive to image contents thus with less robustness [17] . In contrast, our collaborative GCM can successfully extract the latent sharp structure, so that achieves the best quantitative and qualitative results. 
Real Blurry Images.
We also evaluate the compared methods on real-world blurry images (collected by [17] ) in Fig. 5 . We can see on the top row that GCM can recover more details (e.g., the tail of bird with legible), compared with other methods. On the bottom row, it is also easy to observe that the numbers in license plate have been successfully recovered by GCM, while the visual quality of other results are bad for recognition.
Detection by Deblurring.
It is known that motion blurs caused by the shaking of capture device often reduce the performance of detection algorithm. See Fig. 6 (b) for an example. Thus a natural strategy to evaluate the effectiveness of deblurring algorithms is just to perform object detection on the restored images. In this experiment, we adopt the well-known YOLO object detection system [33] on the test image taken from the GoPro dataset [28] . Specifically, we first take the manually labeled result on the clear image as ground truth, then treat the blurry image and various deblurring results as the inputs of YOLO. The detection results are visualized in Fig. 6 . We can observe that some overlapped and partially occluded small-size cars cannot be found in other methods. In contrast, the most car objects had been detected in our method. This is because GCM can suppress most artifacts and recover more details in the results. In Table. 2, we report the number of detected cars (Detected Cars for short), recall values, precision values and F1 scores as quantitative metrics to measure the performance of these deblurring methods. We can see that our GCM obtains the highest scores in all metrics. Since the performance of detection is tightly related to the deblurring performance, this experiment actually indicates that our method has the ability to improve the performance of real-world tasks.
Other Applications
To verify the flexibility of our collaborative modules, we also express the performance of GCM on other applications, including image interpolation and edge-preserved smoothing.
Image
Interpolation. The purpose of image interpolation is to recover an image in which some pixels are lost or deteriorated. To evaluate the performance of our method in this task, we compare GCM with other state-of-the-art image interpolation methods [10] [11] [12] 34] on both text and random missing pixels masks. The test images are randomly chosen from ImageNet dataset [7] . As shown in Fig. 7 , our method achieves a better performance than all these compared methods on both visual effects and quantitative metrics (PSNR / SSIM). On the top row of Fig. 7 , one can see that ALOHA [12] and FoE [34] failed on this test image. ISDSB [11] and TV [10] can recover most missing regions. But their results are blurred and there still exist some missing pixels. In contrast, our method fills all the missing regions and the result looks more realistic. On the second row of Fig. 7 , we can see that GCM actually obtains a much clearer image with richer details than other compared methods. [12] (c) FoE [34] (d) ISDSB [11] (e) TV [10] (f) Ours Figure 7 : Image interpolation results with different masks (i.e., text and 60% random missing pixels). Quantitative metrics are reported below each image.
(a) Input (b) BLF [38] (c) WLS [8] (d) 0 [40] (e) RTV [41] (f) Ours removal [40] . Here we compare our method with state-ofthe-art image smoothing approaches, including the classic BLF [38] , WLS [8] and recently proposed 0 [40] , RTV [41] . Fig. 8 illustrates the results on an example image collected by [41] . It can be seen that GCM removes most of the horizontal shutter door textures, while there still exists some horizontal lines in the results of other methods. To further illustrate the efficiency of our edge-preserved smoothing results, we also employ the method in [27] to perform pencil sketch rendering based on the smoothed results of GCM. In Fig. 9 , we compare the sketching results based on the original image and our results. It can be seen that GCM suppresses low-amplitude details and enhances high contrast edges, resulting to much better pencil sketch rendering . 
CONCLUSIONS
This paper proposed GCM, a collaborative learning framework to estimate the latent image structures. By integrating the learnable-architecture-based Generator and the modeldriven Corrector in a principled manner, we obtained a convergent image propagation, which can promote kernel estimation for blind image deblurring. As a nontrivial byproduct, we also extended GCM to address other related vision and multimedia applications. Experimental results demonstrated that GCM achieved better performance than other state-of-the-art approaches on all the test applications.
