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ABSTRACT
The first part of this work is concerned with the application of stochastic dimensional reduc-
tion to a twelve-dimensional aeroelastic model (i.e., two degrees of freedom that characterize
the aerodynamics, two auxiliary degrees of freedom, and a four dimensional real noise pro-
cess). The entire analysis is done in the vicinity of a critical parameter (here the mean wind
velocity) that exhibits flutter in the structure. The homogenization procedure yields a two
dimensional Markov process characterized by its generator. Further simplification yields a
one dimensional stochastic differential equation that characterizes the critical modes of the
original system (i.e., this stochastic differential equation physically captures the essential
stochastic dynamics during flutter instability). Numerical results show the convergence in
law of the critical modes of the original system to the critical modes resulting from the ho-
mogenized one-dimensional stochastic nonlinear system for both parametric and combined
excitations; in turn revealing the weak convergence of this homogenization procedure. Ad-
ditionally, the top Lyapunov exponent of the homogenized system is found analytically and
compares well with the exponent obtained by numerically simulating the critical modes of
the original system for the case of pure horizontal turbulence. This analysis provides a
transparent medium for applying the homogenization procedure that may be of particular
interest to the Aerospace community when analyzing flutter instability in aircrafts.
The second part of this work provides a means of assessing a ship’s stability criterion in
irregular waves, namely through the Mean First Passage Time (MFPT) formulation. A
comprehensive description of the mathematical theory involved is presented and is applied
to the ship dynamics problem. This work extends the use of the Langevin equation to
encapsulate the cubic damping term and provides a Large Deviations result; this allows a
vulnerability criterion to be formulated that can be used to determine the circumstances
under which extreme vessel dynamics occur, and therefore, these adverse conditions can be
thwarted by changing the ship’s operational parameters.
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CHAPTER 1
INTRODUCTION
1.1 Purpose
The purpose of this work is two-fold:
1. To discuss and explain a method of homogenization that is transparent and applicable
to multi-degree of freedom systems that are excited by real noise and have both rapidly
oscillating and decaying components, and
2. To investigate an engineering problem that exhibits rare events within a Large Devia-
tions mathematical framework, which is one of the pre-eminent modern platforms for
understanding “rare” events.
To this end, we consider two problems, namely,
1. The pitch-heave motion of a Theodorsen [6] two-dimensional airfoil in turbulent flow,
and
2. The mean first passage time of large-amplitude ship rolling in random seas.
We apply and explain the technique of stochastic dimensional reduction to a non-trivial
aeroelastic problem to address the first problem above. Then, we consider a nonlinear second
order oscillator forced by white noise in analyzing the rolling behavior of ship dynamics.
1.2 Mathematical Preliminaries
We now elaborate on some relevant definitions that would facilitate the ensuing work.
1.2.1 Random Dynamical System
Both the aeroelastic and ship dynamics problems constitute to systems that are respectively
perturbed by noise. Therefore, the notion of a random dynamical system is in order.
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The formal definition of a random dynamical system is the abstraction of a system corrupted
by random perturbations and is tailor-made to cover random and stochastic difference and
differential equations [15]. A random dynamical system consists of two “ingredients”:
• A model of the noise (see for example section 2.1.3), and
• A model of the system perturbed by noise (typically a continuous or smooth dynamical
system on a topological space or manifold).
The model of the noise is characterized by a probability triple (Ω,F ,P) and a flow of trans-
formations θt : Ω→ Ω. We note that Ω is the sample space and it consists of all the possible
outcomes of the noise process ω. Furthermore, F denotes the event space (or σ-algebras)
and it is the set of subsets of the elements in Ω. Finally, P is a probability measure that
assigns a real number between 0 and 1 to each of the events in F . The flow θt specifies
the rate of change of the outcomes of the noise process. This driving system θt, which is
an ergodic one-parameter group provides the parametrization of realizations ω. The flow
satisfies: 1. θ0 = Id, 2. θt+s = θt ◦ θs, and it is invariant to the probability measure (i.e.,
θtP = P). In other words, θt is a measure preserving flow.
A smooth mapping ϕ : R × Ω × Rd → Rd, (t, ω, x) 7→ ϕ(t, ω)x gives the dynamics in state
space of a system perturbed by noise. In the case of a system that is not perturbed by noise,
the dynamics is also given by a smooth function, hence (t, x) 7→ ϕ(t, ω)x should be both
continuous in (t, x) and smooth in x. Furthermore, the map ϕ satisfies the following prop-
erties: 1. ϕ(0, ω) = IdRd and 2. the cocyle property: ϕ(t+ s, ω) = ϕ(t, θsω) ◦ ϕ(s, ω). Thus,
ϕ is called a cocycle over θ. The skew product flow corresponding to ϕ, which represents the
dynamics of the noise process on Ω× Rd is given by Θt(ω, x) def= (θtω, ϕ(t, ω)x). Figure 1.1
gives a good illustration of the dynamics associated with the noise process when viewed on a
“probability × state” space, Ω×Rn, called the bundle, and the cocycle property enables one
to treat trajectories as flows on this bundle. A path of the stochastic process corresponds to
a selection of points in each fiber of the resulting bundle. These fibers are “glued together”
by noise. Thus, the cocycle provides a fiber-by-fiber view of the associated dynamics.
Now, let µ be a probability measure on Ω× Rd. This measure changes with time according
to Θt. Furthermore, for each time t,
∫
A
µ represents the probability that the system is in
a set A ⊂ Ω × Rd. The measure µ is called invariant if Θtµ = µ for all t ∈ R. Addition-
ally, the marginal of µ on Ω is the probability measure P. The latter follows from the fact
that the noise process is defined apriori. We note that the random dynamical system has
2
Figure 1.1: The bundle and the cocycle: the stochastic dynamics as a flow
a θ−invariant probability measure P, but does not in general need to have an associated
invariant measure. Additionally, an invariant measure need not be a product measure.
We now note that an invariant measure can be uniquely factorized in the following fashion:
µ(dω, dx) = µω(dx)P(dω), where (ω,B) 7→ µω(B) is a probability measure on Rd for each
fixed ω. For all measureable sets A ⊂ Ω× Rd, we have
µ(A) =
∫
Ω
∫
Rd
1A(ω, x)µω(dx)P(dω).
For a random dynamical system whose one-point motions R+ 3 t 7→ φ(t, ω)x are Markov
processes with transition probability P (t, x, B) and generator L, a measure ρ on Rd is called
stationary if it satisfies,
ρ(·) =
∫
Rd
P (t, x, ·)ρ(dx), ∀t
and equivalently, if it solves the Fokker-Planck equation L∗ρ = 0.
Let us now consider a random dynamical system perturbed by real noise ξt and depends on
a parameter α:
x˙ = f(x, α + ξt).
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We now refer to the theorem of Arnold (1994), which states that the above random differential
equation has a unique solution x 7→ ϕ(t, ω)x (for f smooth and having a local compact
support) that is by itself a smooth random dynamical system. The Jacobian of ϕ(t, ω) at x
is
Dϕ(t, ω, x)
def
=
(
∂ (ϕ(t, ω, x))i
∂xj
)
,
which is a matrix cocycle over the skew product Θt and differentiating the cocycle property
yields
Dϕ(t+ s, ω, x) = Dϕ(t,Θs(ω, x))Dϕ(s, ω, x).
(i.e., Dϕ is a linear cocycle over Θ ).
We now define two points: a point x ∈ Rd, and any point v in the tangent bundle TxRd, of
Rd with Rd ×Rd, centered around x. Then, the initial separation between the two points is
given by
λ(ω, x, v)
def
= lim
t→∞
1
t
log ||Dϕ(t, ω, x)v||,
which is referred to as the Lyapunov exponent of v 6= 0 (or more precisely, 0 6= v ∈ TxRd ∼=
Rd). This Lyapunov exponent gives the rate of separation of trajectories starting from x
with initial separation v.
Now, from the Multiplicative Ergodic Theorem, there exists a list of fixed numbers λ1 >
. . . > λp with multiplicities di ,
∑p
i=1 di = d, such that the tangent space TxRd ∼= Rd at any
x splits into a direct sum of measurable subspaces (i.e., Oseledets spaces):
TxRd ∼= Rd = E1(ω, x)⊕ . . . Ep(ω, x)
which are invariant (i.e., Dϕ(t, ω, x)Ei(ω, x) = Ei(Θt(ω, x))), with dimEi(ω, x) = di.
The splitting can be characterized as follows: if v ∈ Ei(ω, x), then the separation between
trajectories that start from x with initial separation v and initial noise ω increases at the rate
λi. Also, if v = ⊕pi=1vi, with vi ∈ Ei(ω, x), then the separation grows at the rate λi0(ω, x, v)
where i0 = min{i : vi 6= 0}. The Lyapunov exponents and the subspaces described depend
on ϕ as well as on µ. If the top Lyapunov exponent λ1 < 0, then the flow ϕ is stable under µ
(i.e., the distance between trajectories that are intially close goes to zero exponentially fast
at a rate λ1). For the aeroelastic problem that will be considered, we are interested in the
stability and hence in the top Lyapunov exponent.
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1.2.2 Stochastic Dimensional Reduction
The “critical” modes, which are a subset of the evolution of the possible modes of a system,
capture the essential dynamic behavior of the associated large dimensional system when in
the vicinity of the critical airspeed. The trajectories of the modes that are “heavily damped”
are attracted to some low-dimensional invariant manifold. This manifold is parameterized
by the amplitudes of the “critical” modes. Knowledge of this geometrical picture is crucial
for the application of the center manifold reduction to the rational construction of low-
dimensional models in nonlinear deterministic systems. For the aeroelastic problem under
consideration, we are concerned with certain methods of dimensional reduction of noisy non-
linear systems with rapidly oscillating and decaying components. Homogenization theory
allows one to exchange an intricate system by a simpler one (i.e., a lower dimensional one)
in some limiting regime. Homogenization is in essence a problem of weak convergence of
stochastic processes, or more precisely, a weak convergence of the laws of Markov processes.
Weak convergence can be thought of as convergence in distribution.
The principle of homogenization, in the present setting, relies on the separation of time scales
where there is a coordinate that varies quickly and the other coordinate varies slowly. As
the difference in the speed between the two coordinates increase, it becomes possible to fix
the slowly varying component and carry out a long-term homogenization in the fast vary-
ing coordinate. We are primarily concerned with two processes, namely, the state and the
noise processes. The noise process varies rapidly and drives the slowly varying state process.
The mathematical problem then becomes to rigorously characterize the limiting dynamics
of the state process as the fluctuations of the noise process becomes rapid. Asymptotically,
the state process becomes both diffusive and Markovian, while the noise process becomes
unimportant and in turn allows for the dimensional reduction of the complicated system to
the dimension of the state. The prior is true under strong mixing conditions imposed on
the input noise process. We remark that this truncated system (i.e., normal form) retains
the essential bifurcation characteristics of the original system and hence the motivation for
employing such a technique. In turn, the stability and bifurcation chacateristics of the lower
dimensional system can be readily examined to reflect the results of the cumbersome system
in the vicinity of the critical bifurcation parameter.
The analysis of a class of non-conservative systems with ‘odd’ nonlinearities has been done in
previous works (see [4] and references therein). In the absence of noise, these non-conservative
systems with ‘odd’ nonlienarities exhibit flutter instability and therefore we shall adopt a
similar principle in analyzing the aeroelastic problem. It is expected that this work will
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enable practitioners to readily apply the method of homogenization to large dimensional
systems, near bifurcation points, by following the similar lucid methodology presented. In
particular, it is expected that practioners may use the results derived here when dealing with
similar problems.
1.3 Overview of the aeroelastic problem
We address the first purpose of this thesis in three segments. Firstly, we adopt the governing
two-degree of freedom ordinary differential equation for a two-dimensional airfoil, originally
derived by Theodorsen [6] and extensively discussed by Fung [1], and rigorously explain
the associated aerodynamic forces. The latter entails consideration of the displaced mass
and circulatory terms from aerodynamics. The circulatory terms are modified to account
for the effect of both horizontal and vertical components of gust as done by many authors
(see [3] for example). The power spectral densities of the widely used Dryden Model [2] are
used to model the two gust components and a complete description is provided. It is found
that the ciculatory terms comprise of exponential kernels, which makes the ongoing analysis
mathematically intractable and hence two auxiliary second order oscillators are adopted to
overcome this hurdle. Augmenting these auxiliary oscillators in turn increases the net di-
mension of the system. Then, the state space model is appropriately manipulated for the
stochastic dimensional reduction to be carried out subsequently.
Secondly, the theory of stochastic dimensional reduction is explained and applied. This
entails appropriate scalings to be introduced (i.e., for spatial, time, nonlinearities) so that the
stochastic dynamics of the overall system (including noise processes) can be characterized
by slow, intermediate, and fast generators. The dynamics of the “citical” and “stable”
modes of the system are incorporated in these generators. Then, it is required that the
noise processes satisfy certain mixing conditions (i.e., Doeblin’s condition) so that ergodicity
can be used to facilitate the ensuing homogenization. The separation of time scales in
homogenization involves the convergence of a sequence {xε(t)} of processes parameterized
by ε to a limit process in some specific sense. It is important that the limit process x0(t)
obtained by this procedure be much more mathematically tractable than the true physical
process, and the parameter value ε, corresponding to the physical process, be small enough
to yield a good approximation. In essence, the problem boils down to solving a homological-
type equation with the right hand side being in the range space of the generator of the
associated Markov process. Application of the solvability condition by using the invariant
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measure, obtained from the fast components, on this Poisson equation yields the homogenized
equation and hence allows for the homogenized drift and diffusion coefficients to be obtained
explicitly. Lastly, results from numerical experiments of the reduced system and the original
system are presented. For instance, the top Lyapunov exponent for both the reduced and
original systems for the case of pure parametric excitation are calculated and the bifurcation
characteristics are explored.
This section of the work is motivated by closely examining the theory behind flutter
characteristics of a turbulent excited airfoil, which is modeled as a rigid flat plate. Turbulence
is a common factor in airplane accidents; in particular, loss of control in-flight is often
associated with wind gusts, including turbulence. In addition to loss of control in-flight,
turbulence contributes to accidents by causing substantial damage to aircraft and injuries
to crew and passengers, sometimes fatal. Although the effects of turbulence on aircraft
depends on the size of aircraft, we consider a simple, nontrivial classical model to develop a
unified framework to consider both nonlinear and noise effects of a multi-dimensional system
exhibiting flutter instability. The homogenized result derived proves to be an accurate and
computationally efficient model that captures the effect of turbulence on the airfoil close to
criticality; we also furnish with the destabilizing airspeed due to the effects of turbulence.
1.4 Overview of the ship dynamics problem
To address the second purpose of this thesis, we model the roll motion of ships as a spring-
type Duffing oscillator with an additional cubic damping that is excited by a white noise
stochastic process. This study is carried out through the use of the modified Langevin equa-
tion that describes the escape dynamics from the domain of attraction of a stable state.
The approach used for the present problem is based on Kramer’s work and a direct singu-
lar perturbation analysis is carried out for the Fokker-Planck equation for a process with
absorption at the boundary and an attractor at the source. This analysis allows the con-
struction of the solution to the stationary Fokker-Planck equation. The exit density and the
mean first passage time (MFPT) to the boundary can then calculated from the stationary
solution to the Fokker-Planck equation as the probability current density and as the inverse
of the total flux on the boundary, respectively. These results allow for a vulnerability cri-
terion to be formulated for the occurrence of parametric roll in modern ships (e.g., RoRo
ferries) in terms of the MFPT. This vulnerability criterion can serve as an integral piece
of information for ship designers in quantifying the stability criteria for complex ship dy-
namics arising from the fluid-structure interaction in random seas, hence preventing large
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roll amplitudes or capsizing of ships (i.e., the MFPT time serves as a measure for the se-
curity level of the ship design). Finally, the results obtained for the MFPT in the present
work are a Large Deviations result and differs from its forebears’ (see [20]), where a first
passage time (FPT) analysis was carried out through another methodology, namely stochas-
tic averaging, to analyze the instability near the critical energy through the addition of noise.
We first provide the theoretical foundations for an elastic system’s motion on which the
present study is carried out. Within this theoretical frame-work, expressions for the prob-
ability distribution of escape points on the boundary and the MFPT are derived. The
theoretical tools developed are applied to the ship dynamics problem to determine expres-
sions for the mean time to reach limiting roll amplitudes. The prior tantamounts to solving
the FPT problem. This piece of the work aims to answer the following important question:
How long does it take on average for a specific ship to capsize or reach critical roll amplitudes
that lead to shift of load or to danger for passengers and crew?
1.5 Outline of the thesis
In Chapter 2, we rigorously characterize the models for both the aeroelastic and ship dy-
namics problems. In doing so, we first present relevant background material for both of
these problems and then provide the associated mathematical details. In particular for the
aeroelastic problem, we give details associated with the modeling of the aerodynamic forces,
modeling of the gust (specified by the Dryden Model) and further characterize this stochastic
model with appropriate scalings. For the ship dynamics problem, we provide the mathemat-
ical details involved in calculating the probability density of exit points and the MFPT.
In Chapter 3, we explain stochastic dimensional reduction and apply it to the aeroelastic
problem. We provide expressions for the normal forms of the drift and diffusion coefficients
for the homogenized system. In Chapter 4, we present numerical results for the aeroelastic
problem. In particular, we present numerical results that reveal the weak convergence of the
critical modes of the reduced system to the critical modes of the full system when excited
parametrically and combined (i.e., both multiplicative and additive) via real noise. Further-
more, we numerically calculate the top Lyapunov exponent for the aeroelastic system for the
case of pure parametric excitation and compare it with the analytical solution. In Chapter 5,
we provide an analytical expression for the MFPT by applying the relevant theory presented
in Chapter 2 pertaining to the ship dynamics problem. We also explain our results through
Large Deviations Theory. Finally, in Chapter 6 we make relevant conclusions.
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CHAPTER 2
MODELING
In this section, we shall carefully model and explain the various fluid-structure interaction
that exist, first, in the aeroelastic problem and, secondly, in the ship dynamics problem.
Caveat: The notations used for each problem are independent of one another.
2.1 Modeling of the aeroelastic problem
2.1.1 Nomenclature
We first introduce the relevant nomenclature that will be used extensively for the present
problem.
b− semichord
ah − non-dimensional distance between elastic axis (EA) and semichord
Kh, Kα − linear heave and pitch stiffnesses
K3 − cubic pitch stiffness
k3 − non-dimensional cubic pitch stiffness,K3
Kα
m− airfoil mass per unit length
IEA − airfoil moment of inertia about elastic axis
rα − non-dimensional radius of gyration, IEA
mb2
xα − non-dimensional distance between elastic axis and center of mass
µ− non-dimensional airfoil mass, m
ρpib2
ρ− density of air
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L− scale of turbulence
σ2T − turbulence velocity variance
ωh, ωα − radial frequncies in heave and pitch
ω¯ − non-dimensional radial frequency, ωh
ωα
2.1.2 The nonlinear aeroelastic dynamical system
We consider a strip of unit width of a two-dimensional flat plate airfoil that has two degrees
of freedom: pitch, α, motion (positive nose-up) which is equivalent to the angle of attack
since no angle of incidence is considered and heave, h, motion (positive downward measured
to the elastic axis).
Figure 2.1: Two-Dimensional Airfoil
The equations of motion that govern the dynamics for the two degrees-of-freedom system
are given by,
mxαbα¨ +mh¨+Khh = −L(t)
IEAα¨ +mxαbh¨+Kαα +K3α
3 = MEA(t),
(2.1)
and the overdots represent derivative with respect to the physical time t.
The above equations are derived by considering the balance of inertia, elastic, aerodynamic,
and exciting forces. Furthermore, the above equations are a result of modifying the equations
that govern the dynamics of a two-dimensional airfoil [1] to include a nonlinear hardening
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cubic torsional stiffness. The terms on the right hand side of (2.1) represent the aerodynamic
loads: the lift force and the aerodynamic moment about the elastic axis, respectively. We
now briefly review the historical development of the lift force.
Firstly, Wagner [5] developed a model, characterized by Wagner’s function, for the unsteady
lift acting on a two-dimensional airfoil for arbitrary pitching motion. Wagner analytically
computed the effect of an idealized planar wake vorticity on the circulation around the airfoil
in response to a step input for the angle of attack. Then, Theodorsen [6] derived a model to
study flutter instability. Both Wagner’s and Theodorsen’s theories were derived analytically
for an idealized two-dimensional flat plate airfoil moving through an inviscid, incompress-
ible fluid. The motion of the flat plate was assumed to be infinitesimal, leaving behind an
idealized planar wake. Both of these theories modify the quasi-steady theory (i.e., the quasi-
steady theory which ignores the unsteady effects around the airfoil) by including the effect
of the wake history on the induced circulation around the airfoil. We note that the effect of
the wake can be quite significant as it effectively reduces the magnitude of the aerodynamic
forces acting on the airfoil. This reduction can have a significant effect on the flutter velocity.
Theodorsen’s model is an unsteady extension of the quasi-steady thin airfoil theory to in-
clude the added-mass forces and the effect of wake vorticity. Thin airfoil theory assumes that
the pitch, α, and heave, h, motions of the airfoil are relatively small. Thus, the effects of
α˙, h˙ appear as an effective angle of attack and an effective camber, respectively, which may
be combined into a total effective angle of attack for the entire airfoil. Thin airfoil theory,
however, breaks down for rapid maneuvers and therefore it becomes necessary to to include
the added-mass and circulatory terms. Theodorsen’s model includes the added-mass forces
and multiplies the quasi-steady lift from thin airfoil theory by Theodorsen’s function, C(k),
to account for the lift attenuation by the wake vorticity.
In light of the above, the lift force acting on a strip of unit span can be derived:
L(t) = LD(t) + LC(t) = ρpib2
{
h¨− ahbα¨ + Uα˙
}
︸ ︷︷ ︸
Displaced−Mass
+ 2pibρUw 3
4
(t)︸ ︷︷ ︸
Quasi−Steady
C(k)
︸ ︷︷ ︸
Circulatory
(2.2)
where C(k) is expressed in terms of Hankel functions whose real and imaginary components
are Bessel functions of the first and second kind, respectively. We note that the above
equation is well-defined only for sinusoidal airfoil motion with a reduced frequency k. The
circulatory forces, given by LC(t), models the effects of the boundary vorticity and the shed
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wake convecting downstream at a constant velocity U . Furthermore, LC(t) has been derived
on the physcial assumption that the velocity of the fluid at the trailing edge is finite. Now,
from the theory of oscillating airfoils (see Fung [1] and references therein), it can be shown
that for bending and pitching oscillations the circulation about the airfoil is determined by
the downwash velocity acting at the 3
4
-chord point from the leading edge of the airfoil. Thus,
the downwash at the 3
4
-chord is given by
w 3
4
(t) = h˙(t) + Uα(t) + bα˙(t)(
1
2
− ah), (2.3)
where the first term on the right hand side of (2.3) represents a uniform downwash due to
the vertical translation of h˙, the second term represents a uniform downwash corresponding
to a pitching angle α (i.e., U sinα = Uα for α infinitesimal), and the last term represents a
non-uniform downwash due to α˙.
Let us now decompose LD(t) = LD1 (t) + L
D
2 (t), which constitutes to non-circulatory forces
that are associated with the fluid inertia (i.e., apparent mass forces) with
LD1 (t) = ρpib
2(h¨− ahbα¨), LD2 (t) = ρpib2Uα˙.
More precisely, LD1 (t) is the lift force with the center of pressure at the mid chord and is equal
to the apparent mass ρpib2 times the vertical acceleration at the mid-chord point (i.e., the
reaction forces due to the accelerated motion of the airfoil). LD2 (t) represents the damping
term and is a lift force of centrifugal nature with center of pressure at the 3
4
-chord point.
We now note that Theodorsen’s transfer function and Wagner’s indicial response function,
Φ(t), are related via the Laplace transform and Wagner’s function (instead of Theodorsen’s
function) will be used to model the circulatory part of the lift force so that the analysis can
be conducted in time domain. In view of the previous arguments, (2.2), and definitions of
LD1 (t), L
D
2 (t), we obtain the lift force per unit span as
L(t) = LD1 (t) + L
D
2 (t) + 2pibρU w 3
4
(t)Φ(t)︸ ︷︷ ︸
term 1©︸ ︷︷ ︸
LC(t)
and Φ(t) = 0, t < 0, (2.4)
and the corresponding moment generated about the elastic axis of the airfoil is given by
MEA(t) = (
1
2
+ ah)bL
C(t) + ahbL
D
1 (t)− (
1
2
− ah)bLD2 (t) +
−ρpib4
8
α¨, (2.5)
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where the last term in (2.5) represents a nose down couple that is equal to the apparent
mass times the angular acceleration.
We now work on term 1© of LC(t) in (2.4). We note once again that Φ(t) is called Wagner’s
function and it represents the growth of circulation about a thin airfoil at an angle of attack
stating impulsively from rest to a uniform velocity U . This function also represents the
impulse response function for the airfoil subjected to an impulsive downwash at the 3
4
-chord.
This function’s approximation is given by
Φ(t) = 1− 2
4 + τ
≈ 1− A1e−b1τ − A2e−b2τ , τ is an explicit function of t, t > 0,
and this approximation (given by Jones [11]) is found after a nonlinear least squares fit to
the exact form of the Wagner function given by Garrick [12]. This fit produces values of
A1 = 0.165, A2 = 0.335, b1 = 0.0455, b2 = 0.3. We shall obtain the explicit form of τ from
the analysis that follows. Let us now note that the downwash w 3
4
(τ0) increases by
dw 3
4
(τ0)
dτ0
dτ0 over an interval (τ0, τ0 + dτ0),
and with dτ0 small, the above quantitiy represents an impulsive increment in the downwash.
Now, by the principle of superposition (i.e., only valid when w 3
4
(t) is small) for an arbitrary
time history of w 3
4
(t), we have the circulatory lift per unit span as
LC(t) = 2piρbU
∫ t
−∞
Φ(t− τ0)
dw 3
4
(τ0)
dτ0
dτ0 = 2piρbU [
∫ 0
−∞
Φ(t− τ0)
dw 3
4
(τ0)
dτ0
dτ0︸ ︷︷ ︸
∆
+
∫ t
0
Φ(t− τ0)
dw 3
4
(τ0)
dτ0
dτ0︸ ︷︷ ︸
Γ
],
for t ≥ τ0. We now remark that with w 3
4
being a step function at τ0 then
dw 3
4
(τ0)
dτ0
= δ(τ0), the previous equation yields Φ(t) =
LC(t)
2piρbU
,
which means that Φ(t) physically represents a fraction of the circulatory lift produced when
the airfoil is subjected to a unit downwash at the 3
4
-chord. Now, integrating ∆ by parts gives
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∫ 0
−∞
Φ(t− τ0)
dw 3
4
(τ0)
dτ0
dτ0 = Φ(t− τ0)w 3
4
(τ0)|0−∞ −
∫ 0
−∞
dΦ(t− τ0)
dτ0
w 3
4
(τ0)dτ0
If the motion starts at t = 0, w 3
4
(t) = 0 for t < 0, then the above expression simplifies to
Φ(t)w 3
4
(0) which gives the effect of the initial disturbance. Combining the prior result and
integrating Γ of LC(t) by parts, we obtain
LC(t) = 2piρbU [Φ(t)w 3
4
(0) + w 3
4
(t)Φ(0)−
∫ t
0
w 3
4
(τ0)
dΦ(t− τ0)
dτ0
dτ0]. (2.6)
We now briefly review the extension of arbitrary airfoil motion (i.e., equation (2.2)) for
the case of time-varying airspeed, U(t). This was based on developments in helicopter
aerodynamics theory, more specificaily on the works of Friedmann [7, 8, 9]. Friedmann
extended Greenberg’s theory, originally derived to capture unsteady aerodynamics for simple
harmonic motion of both the airfoil and airspeed, to the general case of arbitrary airfoil
motion and time-varying velocity. Friedmann obtained an expression for the circulatory lift
very similar to the one for pure arbitrary motion (2.6) with the difference being that the
airspeed terms are now time dependent:
LC(t) = 2piρbU(t)[Φ(t)w 3
4
(0)︸ ︷︷ ︸
Λ
+w 3
4
(t)Φ(0)−
∫ t
0
w 3
4
(τ0)
dΦ(t− τ0)
dτ0
dτ0]
= 2piρbU(t)[w 3
4
(t)Φ(0) + %W ],
(2.7)
with
%W
def
= Λ−
∫ t
0
w 3
4
(τ0)
dΦ(t− τ0)
dτ0
dτ0, w 3
4
(t) = h˙(t)+U(t)α(t)+bα˙(t)(
1
2
−ah), U(t) = U?m+uT (t),
which is comprised of a constant part U?m (i.e., the mean freestream velocity) and a time
varying part uT (t) that will be characterized in detail in the next section. We further note
that the displaced mass components of the lift LD1 (t), L
D
2 (t) in (2.4) now have time varying
airspeed and this is a good model for low frequency excitations. This is justified by Fung [1]
who points out that the apparent mass terms become important primarily at high frequency,
but they still exhibit similar qualitative behavior when the structure is excited at low fre-
quency. For our purposes, the longitudinal turbulence velocity spectrum is concentrated in
the low frequency regime as will be discussed in the sequel. Thus, we shall adapt this result
for modeling purposes in the present work. Additionally, Van der Wall and Leishman [10]
have further justified this reasoning by showing, via numerical experiments, that the fore-aft
movement aerodynamics is equivalent to the unsteady free-stream problem.
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The integral term in (2.7) (or in %W ) represents a memory term:
∫ t
0
w 3
4
(τ0)
dΦ(t− τ0)
dτ0
dτ0 = −A1b1
∫ t
0
w 3
4
(τ0)e
−b1(τ−τ0)dτ0 − A2b2
∫ t
0
w 3
4
(τ0)e
−b2(τ−τ0)dτ0
(2.8)
and needs to converted to an equivalent differential equation for the ensuing analysis to be
carried out. Since the memory term is given in terms of an exponential kernel, it is possible
to represent (2.8) as an output of a forced oscillator. In this spirit, let us consider an auxiliary
oscillator:
%¨+ (b1 + b2)(
U?m
b
)%˙+ b1b2(
U?m
b
)2% = w 3
4
(t), (2.9)
which is forced by the downwash at the 3
4
-chord and can be represented in state space as(
%˙1
%˙2
)
=
(
0 1
−b1b2(U?mb )2 −(b1 + b2)U
?
m
b
)(
%1
%2
)
+
(
0
w 3
4
(t)
)
(2.10)
and % represents an additional degree-of-freedom conferred upon the overall system. The
solution of the homogeneous part of (2.10), via modal decomposition, is given as(
%c1
%c2
)
=
(
1 1
−b1U?mb −b2U
?
m
b
)
︸ ︷︷ ︸
[P ]
(
%1(0)e
−b1U?mt
b
%2(0)e
−b2U?mt
b
)
where %1(0), %2(0) are constants that are to be determined. We now find the particular
solution of (2.10) by substituting(
%p1
%p2
)
= [P ]
(
η1(t)e
−b1U?mt
b
η2(t)e
−b2U?mt
b
)
, (2.11)
into the left hand side of (2.10). Then η1(t), η2(t) are found, via variation of constants, to
be
(
η1(t)
η2(t)
)
=
b
U?m(b1 − b2)
− ∫ t0 e b1U?msb w 34 (s)ds∫ t
0
e
b2U
?
ms
b w 3
4
(s)ds

and hence the particular solution of (2.10) is found to be
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[
%p1
%p2
]
=
b
U?m(b1 − b2)
 − ∫ t0 e b1U?m(s−t)b w 34 (s)ds+ ∫ t0 e b2U?m(s−t)b w 34 (s)ds
b1
U?m
b
∫ t
0
e
b1U
?
m(s−t)
b w 3
4
(s)ds− b2U?mb
∫ t
0
e
b2U
?
m(s−t)
b w 3
4
(s)ds
 .
The complete solution of (2.9) is the sum of the homogeneous and particular solutions (i.e.,
% = %c + %p). We now note that appropriate linear combinations of the states of % yields
both the Λ and integral term of (2.7). Thus, let us consider %W in terms of the solution of
equation (2.9)
%W
def
= %W,c + w 3
4
(0) + %W,p = −b1b2
2
(
U?m
b
)2%1 − (A1b1 + A2b2)U
?
m
b
%2 + w 3
4
(0)
to be the output for the circulatory part of the lift due to arbitrary airfoil motion.
A straightforward computation reveals that
%W,p = −b1b2
2
(
U?m
b
)2%p1 − (A1b1 + A2b2)
U?m
b
%p2
is indeed equivalent to the right hand side of (2.8). We note that A1 +A2 =
1
2
and a change
of variables from t, s to τ, τ0 via τ =
U?mt
b
, τ0 =
U?ms
b
has been used. We refer to [1] and we
note that we need to work in non-dimensionalized time to analyze the circulatory lift given
by (2.7) (i.e., the Wagner problem) and hence this justifies the use of the transformations
for the resulting aeroelastic model. Thus, let us introduce the non-dimensional time τ = U
?
mt
b
where τ = (τ, τ0) is the non-dimensional time and t = (t, s) represents the physical time in
view of the previous definitions. Ultimately, we will need to express (2.1) in terms of τ for
the analysis to be carried out. Consequently, the definition of Φ(t) in this setting becomes:
Φ(t) = 1− 2
4 + U
?
mt
b
≈ 1− A1e−b1
U?mt
b − A2e−b2
U?mt
b , t > 0,
where it has been assumed that the airspeed in Φ(t) is a constant and has been set as the
mean airspeed, U?m. Van der Wall and Leishman [10] justify this reasoning for the case of
combined low frequency and small amplitude airspeed variations. From a physical perspec-
tive, this reasoning is valid considering, in these conditions, that the distance covered by
shed vorticies is determined primarily by the mean air flow speed. We also note that this
definition of Φ(t) is consistent with the definition of Wagner’s function and will be employed
for the ongoing analysis.
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Let us now consider the complementary solution of (2.10) in %W :
%W,c + w 3
4
(0)
= −b1b2
2
(
U?m
b
)2%c1 − (A1b1 + A2b2)
U?m
b
%c2 + w 3
4
(0)
= −b1b2
2
(
U?m
b
)2(%1(0)e
−b1U?mt
b + %2(0)e
−b2U?mt
b )−
(A1b1 + A2b2)
U?m
b
(−%1(0)b1U
?
m
b
e
−b1U?mt
b − %2(0)b2U
?
m
b
e
−b2U?mt
b ) + w 3
4
(0)
= (
U?m
b
)2[
%1(0)b1
2
(b2(2A2 − 1) + 2A1b1)e
−b1U?mt
b +
%2(0)b2
2
(b1(2A1 − 1) + 2A2b2)e
−b2U?mt
b ]
+ w 3
4
(0)
Equating the above equation to Λ in (2.7) gives
(
U?m
b
)2
%1(0)b1
2
(b2(2A2 − 1) + 2A1b1)e
−b1U?mt
b + (
U?m
b
)2
%2(0)b2
2
(b1(2A1 − 1) + 2A2b2)e
−b2U?mt
b
+w 3
4
(0) = −A1e
−b1U?mt
b w 3
4
(0)− A2e
−b2U?mt
b w 3
4
(0) + w 3
4
(0)
Finally, equating the coefficients of the respective exponentials on both sides of the above
equation gives
%1(0) = (
b
U?m
)2
−2A1w 3
4
(0)
b1(b2(2A2 − 1) + 2A1b1) = (
b
U?m
)2
w 3
4
(0)
b1(b2 − b1)
where we have used A1 + A2 =
1
2
to arrive at the second equality. Similarly,
%2(0) = (
b
U?m
)2
w 3
4
(0)
b2(b1 − b2)
and hence the complementary solution of (2.10) is completely determined. We note that
w 3
4
(0) can be found in the view of (2.3) once appropriate forcing functions for h and α have
been defined. Furthermore, we remark that we have determined the above initial conditions
in terms of w 3
4
(0) and this is physically justified from (2.7) at t = 0, which gives the initial
condition for the circulatory part of the lift as a factor of the initial condition of downwash
at the 3
4
-chord.
A simple simulation reveals that %W,c has minimal effect on the overall %W for all time in
view of the above initial conditions. Furthermore, the exponentially decaying structure of
%W,c asserts that the effect of this term at steady state is negligible. Therefore, %W inherently
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represents the effect of %W,p + w 3
4
(0) when modeled in the overall system.
Now combining (2.1), (2.4), (2.5), and the previous results gives
mxαbα¨ +mh¨+Khh = −[ρpib2(h¨− ahbα¨ + U(t)α˙) + 2piρbU(t)[w 3
4
(t)Φ(0)︸ ︷︷ ︸
?
−%W ]],
IEAα¨ +mxαbh¨+Kαα +K3α
3 = ρpib2(h¨ahb− b(1
2
− ah)U(t)α˙− b2(a2h +
1
8
)α¨)+
2piρb2U(t)(ah +
1
2
)[w 3
4
(t)Φ(0)︸ ︷︷ ︸
?
−%W ],
(2.12)
and hence the model is characterized. It is clear that the first and third terms of (2.7):
Φ(t)w 3
4
(0)−
∫ t
0
w 3
4
(τ0)
dΦ(t− τ0)
dτ0
dτ0,
are represented in physical time t by %W in (2.12). We note that ? in (2.12) is a differential
equation in itself and does not need to be treated further.
We note that (2.12) at equilibrium produces heqlbm., αeqlbm. which are functions, respectively,
of a constant (i.e., w 3
4
(0)). This in turn means that the system oscillates about heqlbm., αeqlbm.
when subjected to external excitations and hence the natural frequency of the overall system
has been slightly affected. Since we are interested in analyzing the dynamic behavior of the
system, this change in natural frequency does not affect the ongoing analysis. In other words,
we assume that the excitations have been operative for a long time and that the response
of the system has already reached steady state. If the system is stable then the effect of the
initial disturbance will die out as time increases. In view of the previous argument, we can
set w 3
4
(0) = 0 and hence the overall system is characterized by
mxαbα¨ +mh¨+Khh = −[ρpib2(h¨− ahbα¨ + U(t)α˙) + 2piρbU(t)[w 3
4
(t)Φ(0)− %¯W ]],
IEAα¨ +mxαbh¨+Kαα +K3α
3 = ρpib2(h¨ahb− b(1
2
− ah)U(t)α˙− b2(a2h +
1
8
)α¨)+
2piρb2U(t)(ah +
1
2
)[w 3
4
(t)Φ(0)− %¯W ],
(2.13)
with
%¯W = %W − w 3
4
(0) = −b1b2
2
(
U?m
b
)2%1 − (A1b1 + A2b2)U
?
m
b
%2.
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With appropriate forcing functions defined for h(t) and α(t), the initial conditions h(0), h˙(0),
α(0), α˙(0),w 3
4
(0) can be readily determined. If we consider the forced oscillation of the two-
dimensional airfoil in a flow, under harmonic forcing, then, the external force and moment
per unit span in equation (2.1) is given by
L(t) = L0e
iωt, MEA(t) = M0e
iωt,
where L0,M0 are complex constants. If we assume that this excitation has been operative
for a long time and the response of the system has reached a steady state, then, the motion
of the airfoil must be periodic and of the same period as the exciting force. This is true in
the absence of the cubic nonlinearity since the response must be harmonic if the exciting
force is. Thus, we have
h(t) = h0e
iωt, α(t) = α0e
iωt
where h0, α0 are complex constants, the absolute values of which represent the amplitudes,
and the arguments represent the phase angles.
2.1.3 Gust Modeling
It is of great importance to accurately model the transient loads that occur in aircrafts
through external excitations such as gusts (or turbulence). The fidelity of the prescribed
modeling dictates the critical design conditions required of aircraft structures when flying
through a turbulent atmosphere. From an analytical perspective, it is assumed that the
nonuniformity in the flow is a result of small disturbances superimposed on a uniform steady
flow. The disturbing velocities that are normal to the flight path are termed gusts and
these influence the circulatory terms, defined by the downwash at the 3
4
-point from the
leading edge of the airfoil, which in turn accounts for the arbitrary motion of the airfoil in
the aerodynamic loads. The turbulence is decomposed into a longitudinal component uT (t)
that results in parametric noise and a vertical component wT (t) that acts as an external
forcing when introduced in the overall system. These components are separated by α. The
longitudinal turbulence enters the equations of motion as part of the freestream velocity:
U(t) = U?m + ζ(t), where ζ(t) = εuT (t), ε representing a small scalar, and hence
U(t) = U?m(1 + 
?uT (t)), where 
? def=
ε
U?m
.
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We remark that the unsteady effects due to the longitudinal component of turbulence are
modeled by Wagner’s function as is apparent from the discussion in the previous section
while Ku¨ssner’s gust penetrating function accounts for the unsteady effects due to the ver-
tical component of turbulence. We shall elaborate upon Ku¨ssner’s function in the sequel.
We now briefly discuss the methodology in choosing a model that accurately depicts gust
loads for the two-dimensional airfoil model. Along with the assumptions used for the re-
sponse of an aircraft subjected to gust loading Fung [1], it is worthwhile to highlight that
the pitching motion has been neglected and hence no turbulence model will be adopted to
characterize this degree of freedom. The uncertainity in choosing an accurate forcing func-
tion for the gust profile given the load-time history of an aircraft in turbulent flow reveals
the statistical nature of this problem. The random nature of the atmospheric turbulence is
due to influences in the viscosity, pressure, density, temperature, and humidity of the air
that all vary in a complicated manner and hence make any prediction based on the hydro-
dynamic equations extremely difficult. Therefore, stationarity of the statistical properties of
the observations of the gust profile has been assumed in aeroelastic problems. Stationarity
means that the ensemble (i.e., a set of observations) average is equivalent to averaging one
observation over a large time interval. This simplifying assumption allows the correlation
of an observation at two different times to be defined in terms of their time difference and
furthermore this correlation function is an even function of this time difference. Now for
an ensemble of observations, there exist an ensemble of correlation functions that can be
averaged over the entire ensemble. Taking the Fourier cosine transform of the averaged cor-
relation defines the spectral density or the power spectrum of the stationary random process.
Another simplifying assumption - isotropic (i.e., spatial invariance) turbulence field - is
used for the present aeroelastic problem and this allows for the turbulence flow field to be
represented by two principal velocity correlation functions (i.e., horizontal and vertical com-
ponents). The prior simplification was motivated by wind tunnel experiments where it was
observed that a large number of space and time correlation functions can be defined among
various velocity components, which makes the problem intractable. By superimposing the
fluctuations on the mean flow velocity and neglecting higher order terms, it is possible to
interchange time and spatial variables. It has been shown by wind tunnel experiments that
the turbulences are nearly isotrpoic and that the velocity correlation functions have expo-
nentially decaying structures. Thus, the corresponding correlation function and spectral
densities can be found. The spectral densities are found in terms of the scales of turbulence,
L, which represent the area under the respective normalized correlation functions.
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The respective components of gust for the present problem are given in terms of two simi-
lar power spectral densities (see [3]). The continuous Dryden model [2] provides a realistic
depiction of the effect of turbulence on the overall system. As discussed above, the power
spectral densities are given in the frequency domain and the overall characteristics are gov-
erned by the scale of turbulence, L, and intensity, σ2T , that are common to both components.
The two-sided power spectral densities for the horizontal and vertical components of gusts
are, respectively, given by
SuT =
σ2T τu
pi
1
1 + (τuω)2
, SwT =
σ2T τw
2pi
1 + 3(τwω)
2
(1 + (τwω)2)2
.
After transforming the above two turbulence spectra into the time domain via the inverse
Laplace transform (with Gaussian white noise as input and the respective turbulence velocity
as the output), we arrive at the following set of stochastic differential equations:
duT (t) =
−1
τu
uT (t)dt+ σT
√
2
τuTu
dW1,
which represents an Ornstein-Uhlenbeck process for the longitudinal component of turbu-
lence, where τu =
L
U?m
represents the time constant for the longitudinal component of turbu-
lence, Tu = pi represents the sample interval in the digital simulation of turbulence, and W1
represents a Wiener process. Therefore, the above equation becomes
duT (t) =
−U?m
L
uT (t)dt+ σT
√
2U?m
piL
dW1. (2.14)
The vertical component of turbulence is given by the following system of equations:
v¨ =
−2
τw
v˙ − 1
τ 2w
v +
σT
τ
3
2
wT
1
2
w
W˙2, (2.15)
wT (t) = v(t) + τw
√
3v˙, w˙T = v˙ + τw
√
3v¨,
where τw =
L
U?m
represents the time constant for the vertical component of turbulence, Tw = pi
represents the sample interval in the digital simulation of turbulence, and W2 represents a
Wiener process that is independent of W1. The independence is physically justified via the
isotropy assumption of the turbulence flow field as discussed previously. We further note
that W˙2 represents the generalized derivative of a Wiener process .
Let us now write the system in (2.15) as a system of stochastic differential equations by first
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introducing c = [c1, c2] = [v, v˙], which gives:
dc1(t) = c2(t)dt,
dc2(t) =
−2
τw
c2(t)dt− 1
τ 2w
c1(t)dt+
σT
τ
3
2
wT
1
2
w
dW2 =
−2U?m
L
c2(t)dt− (U
?
m
L
)2c1(t)dt+ σT
√
(U?m)
3
L3pi
dW2,
dwT (t) = c2(t)dt+ τw
√
3 dc2(t),
and upon combining the last two equations, we obtain
dwT (t) = c2(t)(1− 2
√
3)dt−
√
3
τw
c1(t)dt+
√
3σT√
Twτw
dW2 = c2(t)(1− 2
√
3)dt−
√
3U?m
L
c1(t)dt
+
√
3σT
√
U?m
Lpi
dW2. (2.16)
The next section describes the modification of (2.13) to account for the vertical component
of gust.
2.1.4 Model of the Vertical Gust
The Ku¨ssner effect [13] describes the unsteady aerodynamic forces imparted on an airfoil,
which is excited by a transverse gust equivalent to the downwash at the leading edge of the
airfoil. This is directly related to the Ku¨ssner function used in describing this effect. Ku¨ssner
derived an approximate model for an airfoil encountering a step-like change in the transverse
gust velocity or, equivalently, as seen from a frame of reference moving with the airfoil: a
sudden change in the angle of attack. For the case of a two-dimensional airfoil subjected to
vertical gust, Ku¨ssner derived the impulse response function Ψ(t) - i.e., Ku¨ssner’s function -
needed to compute the unsteady lift and moment exerted by the vertical gust on the airfoil.
The unsteady effects arise because the vertical turbulence produces aerodynamic forces and
moments that in turn change the effective angle of attack of the airfoil. Due to the finite
time associated with the penetration of a discrete gust around the airfoil, the aerodynamics
exhibit a gradual increase in magnitude that constitutes to the unsteady effects. Ku¨ssner’s
function is approximated as
Ψ(t) ≈ 1− A3e−b3τ − A4e−b4τ , τ is an explicit function of t, t > 0
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with values of A3 = 0.5791, A4 = 0.4208, b3 = 0.1393, b4 = 1.802, A3 +A4 = 1. It is clear that
there is no longitudinal turbulence under discussion in this section and hence the airspeed
is only comprised of the mean freestream velocity. Once again, the explicit form of τ will be
apparent from the ensuing analysis. Proceeding in a similar fashion to the analysis conducted
previously for Wagner’s function, we note that wT (t) increases by
dwT (τ0)
dτ0
dτ0 over an interval (τ0, τ0 + dτ0),
and with dτ0 small, the above quantitiy indeed represents an impulsive increment. Now,
by the principle of superposition (i.e., only valid when wT (t) is small) for an arbitrary time
history of wT , we have the circulatory lift per unit span due to the vertical component of
gust as
LΨ(t) = 2piρbU
?
m
∫ t
−∞
Ψ(t− τ0)dwT (τ0)
dτ0
dτ0 = 2piρbU
?
m[
∫ 0
−∞
Ψ(t− τ0)dwT (τ0)
dτ0
dτ0︸ ︷︷ ︸
∆′
+
∫ t
0
Ψ(t− τ0)dwT (τ0)
dτ0
dτ0︸ ︷︷ ︸
Γ′
].
for t ≥ τ0. We now remark that with wT being a step function at time τ0
dwT (τ0)
dτ0
= δ(τ0), the above equation yields Ψ(t) =
LΨ(t)
2piρbU?m
,
which means that Ψ(t) physcially represents a fraction of lift produced when the airfoil is
subjected to a downwash at the leading edge of the airfoil. Integrating ∆′ by parts gives∫ 0
−∞
Ψ(t− τ0)dwT (τ0)
dτ0
dτ0 = Ψ(t− τ0)wT (τ0)|0−∞ −
∫ 0
−∞
dΨ(t− τ0)
dτ0
wT (τ0)dτ0.
If the motion starts at t = 0, wT (t) = 0 for t < 0, the above expression simplifies to Ψ(t)wT (0)
which gives the effect of the initial disturbance. Combining the prior result and integrating
Γ′ of LΨ(t) by parts, we obtain
LΨ(t) = 2piρbU
?
m[Ψ(t)wT (0)︸ ︷︷ ︸
Λ′
+wT (t)Ψ(0)−
∫ t
0
wT (τ0)
dΨ(t− τ0)
dτ0
dτ0]
= 2piρbU?m[wT (t)Ψ(0) + Ξ
K ],
(2.17)
23
with ΞK
def
= Λ′ − ∫ t
0
wT (τ0)
dΨ(t−τ0)
dτ0
dτ0. The integral term in (2.17) (or in Ξ
K) represents a
memory term:
∫ t
0
wT (τ0)
dΨ(t− τ0)
dτ0
dτ0 = −A3b3
∫ t
0
wT (τ0)e
−b3(τ−τ0)dτ0 − A4b4
∫ t
0
wT (τ0)e
−b4(τ−τ0)dτ0,
(2.18)
and needs to converted to an equivalent differential equation. For this reason, let us define
an auxiliary oscillator:
Ξ¨ + (b3 + b4)(
U?m
b
)Ξ˙ + b3b4(
U?m
b
)2Ξ = wT (t), (2.19)
which can be represented in state space as(
Ξ˙1
Ξ˙2
)
=
(
0 1
−b3b4(U?mb )2 −(b3 + b4)U
?
m
b
)(
Ξ1
Ξ2
)
+
(
0
wT (t)
)
(2.20)
and Ξ represents an additional degree-of-freedom conferred upon the overall system. The
solution of the homogeneous part of (2.20), via modal decomposition, is given as(
Ξc1
Ξc2
)
=
(
1 1
−b3U?mb −b4U
?
m
b
)
︸ ︷︷ ︸
[P ′]
(
Ξ1(0)e
−b3U?mt
b
Ξ2(0)e
−b4U?mt
b
)
where Ξ1(0),Ξ2(0) are constants that are to be determined. We now find the particular
solution of (2.20) by substituting(
Ξp1
Ξp2
)
= [P ′]
(
ζ1(t)e
−b3U?mt
b
ζ2(t)e
−b4U?mt
b
)
, (2.21)
into the left hand side of (2.20). Then ζ1(t), ζ2(t) are found, via variation of constants, to be(
ζ1(t)
ζ2(t)
)
=
b
U?m(b3 − b4)
(
− ∫ t
0
e
b3U
?
ms
b wT (s)ds∫ t
0
e
b4U
?
ms
b wT (s)ds
)
and hence the particular solution of (2.20) is found to be[
Ξp1
Ξp2
]
=
b
U?m(b3 − b4)
[
− ∫ t
0
e
b3U
?
m(s−t)
b wT (s)ds+
∫ t
0
e
b4U
?
m(s−t)
b wT (s)ds
b3
U?m
b
∫ t
0
e
b3U
?
m(s−t)
b wT (s)ds− b4U?mb
∫ t
0
e
b4U
?
m(s−t)
b wT (s)ds
]
.
The complete solution of (2.19) is the sum of the homogeneous and particular solutions.
We now note that appropriate linear combinations of the states of Ξ yields both Λ′ and the
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integral term of (2.17). Thus, let us consider ΞK in terms of the solution of equation (2.19)
ΞK
def
= ΞK,c + wT (0) + Ξ
K,p = −b3b4(U
?
m
b
)2Ξ1 − (A3b3 + A4b4)U
?
m
b
Ξ2 + wT (0)
to be the output for the circulatory part of the lift for an airfoil operating in an arbitrary
gust field. A straightforward computation reveals that
ΞK,p = −b3b4(U
?
m
b
)2Ξp1 − (A3b3 + A4b4)
U?m
b
Ξp2
is indeed equivalent to the right hand side of (2.18). We note that A3 + A4 = 1 and a
change of variables from t, s to τ, τ0 via τ =
U?mt
b
, τ0 =
U?ms
b
has been used. In view of the
non-dimensional time introduced previously, we have τ = (τ, τ0)−non-dimensional time and
t = (t, s)− physical time. Thus, the definition of Ψ(t) becomes
Ψ(t) ≈ 1− A3e−b3
U?mt
b − A4e−b4
U?mt
b , t > 0
Let us now consider the complementary solution of (2.20) in ΞK :
ΞK,c + wT (0)
= −b3b4(U
?
m
b
)2Ξc1 − (A3b3 + A4b4)
U?m
b
Ξc2 + wT (0)
= −b3b4(U
?
m
b
)2(Ξ1(0)e
−b3U?mt
b + Ξ2(0)e
−b4U?mt
b )− (A3b3 + A4b4)U
?
m
b
×
(−Ξ1(0)b3U
?
m
b
e
−b3U?mt
b − Ξ2(0)b4U
?
m
b
e
−b4U?mt
b ) + wT (0)
= (
U?m
b
)2[Ξ1(0)b3A3(b3 − b4)e
−b3U?mt
b + Ξ2(0)b4A4(b4 − b3)e
−b4U?mt
b ] + wT (0)
where we have used A3 + A4 = 1 to arrive at the preceding equality. Equating the above
equation with Λ′ in (2.17) gives
(
U?m
b
)2Ξ1(0)b3A3(b3 − b4)e
−b3U?mt
b + (
U?m
b
)2Ξ2(0)b4A4(b4 − b3)e
−b4U?mt
b + wT (0)
= −A3e
−b3U?mt
b wT (0)− A4e
−b4U?mt
b wT (0) + wT (0)
Finally, equating the coefficients of the respective exponentials on both sides of the above
equation gives
Ξ1(0) = (
b
U?m
)2
wT (0)
b3(b4 − b3) , Ξ2(0) = (
b
U?m
)2
wT (0)
b4(b3 − b4)
and hence the complementary solution of (2.20) is completely determined. Furthermore, we
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remark that we have determined the above initial conditions in terms of wT (0) and this is
physically justified from (2.17) at t = 0, which gives the initial condition for the circulatory
part of the lift for an airfoil operating in an arbitrary gust field as a factor of the initial
condition of downwash acting at the leading edge of the airfoil.
Once again, a simple simulation reveals that ΞK,c has minimal effect on the overall ΞK for
all time in view of the above initial conditions. Furthermore, the exponentially decaying
structure of ΞK,c asserts that the effect of this term at steady state is negligible. Therefore,
ΞK inherently represents the effect of ΞK,p + wT (0) when modeled in the overall system.
Now, amending the respective aerodynamic loads of (2.13) with LΨ(t),MEA,Ψ(t) to account
for the vertical gust, we have
mxαbα¨ +mh¨+Khh = −[ρpib2(h¨− ahbα¨ + U(t)α˙) + 2piρbU(t)[w 3
4
(t)Φ(0)− %¯W ]
+2piρbU?m[wT (t)Ψ(0)− Ξ¯K ]],
IEAα¨ +mxαbh¨+Kαα +K3α
3 = ρpib2(h¨ahb− b(1
2
− ah)U(t)α˙− b2(a2h +
1
8
)α¨)+
2piρb2U(t)(ah +
1
2
)[w 3
4
(t)Φ(0)− %¯W ] + 2piρb2U?m(ah +
1
2
)[wT (t)Ψ(0)− Ξ¯K ],
(2.22)
with
%¯W = %W − w 3
4
(0) = −b1b2
2
(
U?m
b
)2%1 − (A1b1 + A2b2)U
?
m
b
%2,
Ξ¯K = ΞK − wT (0) = −b3b4(U
?
m
b
)2Ξ1 − (A3b3 + A4b4)U
?
m
b
Ξ2,
It is clear that the first and third terms of (2.17):
Ψ(t)wT (0)−
∫ t
0
wT (τ0)
dΨ(t− τ0)
dτ0
dτ0,
are represented in physical time t by ΞK in (2.22). Furthermore, we have set wT (0) = 0 since
it is a constant and merely changes the equilibrium position of h, α, which is not important
in amalyzing the dynamic behavior of the system as discussed previously.
The initial conditions: h(0), h˙(0), α(0), α˙(0),w 3
4
(0) can be found from a similar discussion
presented for (2.13). Furthermore, in view of the initial condition for the vertical gust
wT (0) and the initial conditions of the auxiliary oscillators (2.9), (2.19) determined previ-
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ously, (2.22) represents a well-defined problem for the present study to be conducted.
2.1.5 Equations of motion in standard form
The aeroelastic model that results in view of (2.22), (2.9), and (2.19) can be cast as a non-
dimensionalized spring-mass-damper system that has been augmented with a cubic stiffness
matrix:
[M ][z
′′
] + [D(τ)][z
′
] + [K(τ)][z] + [K3][z
3] = WT (2.23)
with {z} def= {α, h, %, Ξ }T and ′ represents derivative with respect to the non-dimensional
time τ = U
?
mt
b
. We note that α is the only state that has not been non-dimensionalized and
the others have been scaled as follows (i.e., from dimensional (t) → non-dimensional (τ)):
h→ bh, U?m → bωαUm, uT → bωαuT , c1 → bωαc1, wT → bωαwT ,
%→ b
ωαUm
%,Ξ→ b
ωαUm
Ξ, L→ bL, σ2T → (bωα)2σ2T , ? →
1
bωα
.
The relevant matrices in (2.23) and in view of the above scalings are given as (see also [3]),
[M ] =

1 +
a2h+
1
8
µr2α
xα
r2α
− ah
µr2α
0 0
xα − ahµ 1 + 1µ 0 0
0 0 1 0
0 0 0 1
 , [K3] =

k3
U2m
0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 ,
[D(τ)] =

u¯( 1
2
−ah)
µr2α
[1
2
− ah] − u¯(
1
2
+ah)
µr2α
−2u¯( 12 +ah)(A1b1+A2b2)
µr2α
−2( 12 +ah)(A3b3+A4b4)
µr2α
u¯
µ
[3
2
− ah] u¯µ 2u¯(A1b1+A2b2)µ 2(A3b3+A4b4)µ
(ah − 12) −1 b1 + b2 0
0 0 0 b3 + b4
 ,
[K(τ)] =

1
U2m
− u¯2( 12 +ah)
µr2α
0 − u¯2( 12 +ah)b1b2
µr2α
−2( 12 +ah)b3b4
µr2α
u¯2
µ
ω¯2
U2m
u¯b1b2
µ
2b3b4
µ
−u¯ 0 b1b2 0
0 0 0 b3b4
 , and WT =

0
0
0
w¯
 = 

0
0
0
wT (τ)

︸ ︷︷ ︸
N
.
where u¯ = U(t)
U?m
= U(τ)
Um
= 1 + uT (τ) (for small random perturbations from the mean:
u¯2 ≈ 1 + 2uT (τ)), and w¯ = wT (τ).
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We note that both the damping and stiffness matrices are time varying. These matrices are
comprised of parametrically excited terms that enter the problem through the aerodynamic
loads. The longitudinal turbulence acts as a linear colored noise on the damping terms via
velocity u¯. The excitation on the stiffness terms is both linear and quadratic, I.e., via u¯ and
u¯2 respectively. On the other hand, the mass and nonlinear stiffness matrices are both time
invariant. The nonlinear stiffness matrix is time invariant because it represents the nonlin-
ear torsional structural spring. Additionally, the vertical component of turbulence acts as
additive noise.
It is a widely known fact in the aeroelastic community that the physical mechanism for flut-
ter instability of the excited airfoil, for the deterministic problem, is primarily dictated by
the aeroelastic stiffness and inertia properties. Thus, it is expected that the random terms
in the damping matrices will not have a significant impact on the stability. The classical
flutter instability is characterized by the frequency coalesence of two aeroelastic modes. This
coalesence enables the transfer of energy from the airflow to the airfoil required for flutter
instability. Therefore, it is expected to observe the same relative importance of random
stiffness terms over random damping terms for stochastic flutter.
Decomposing the damping and stiffness matrices in (2.23) into their respective time invariant
and time varying components:
[D(τ)] = [D0] + uT (τ)[D1]
[K(τ)] = [K0] + uT (τ)[K1]
(2.24)
where
[D0] =

( 1
2
−ah)
µr2α
[1
2
− ah] − (
1
2
+ah)
µr2α
−2( 12 +ah)(A1b1+A2b2)
µr2α
−2( 12 +ah)(A3b3+A4b4)
µr2α
1
µ
[3
2
− ah] 1µ 2(A1b1+A2b2)µ 2(A3b3+A4b4)µ
(ah − 12) −1 b1 + b2 0
0 0 0 b3 + b4
 ,
[D1] =

( 1
2
−ah)
µr2α
[1
2
− ah] − (
1
2
+ah)
µr2α
−2( 12 +ah)(A1b1+A2b2)
µr2α
0
1
µ
[3
2
− ah] 1µ 2(A1b1+A2b2)µ 0
0 0 0 0
0 0 0 0
 ,
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[K0] =

1
U2m
− ( 12 +ah)
µr2α
0 − ( 12 +ah)b1b2
µr2α
−2( 12 +ah)b3b4
µr2α
1
µ
ω¯2
U2m
b1b2
µ
2b3b4
µ
−1 0 b1b2 0
0 0 0 b3b4
 , [K1] =

−2( 12 +ah)
µr2α
0 −2( 12 +ah)b1b2
µr2α
0
2
µ
0 b1b2
µ
0
−1 0 0 0
0 0 0 0
 .
Employing the expansions of (2.24) in (2.23) and defining {q} def= {α, h, %, Ξ︸ ︷︷ ︸
q1
, α′, h′, %′, Ξ′︸ ︷︷ ︸
q2
}T ,
we have
q′1 = q2
[M ]q′2 = −[D0]q2 − [K0]q1 − uT (τ)([D1]q2 + [K1]q1)− [K3]q31 +WT
in state-space form and can be written equivalently as
[
I 0
0 M
]
︸ ︷︷ ︸
[Z]
[
q′1
q′2
]
=
[
0 I
−K0 −D0
]
︸ ︷︷ ︸
[L]
[
q1
q2
]
+uT (τ)
[
0 0
−K1 −D1
]
︸ ︷︷ ︸
[Q]
[
q1
q2
]
+
[
0 0
−K3 0
]
︸ ︷︷ ︸
[G]
[
q31
q32
]
+
[
0
N 
]
︸ ︷︷ ︸
[N ]
.
(2.25)
We note that the identity, I, and zero, 0, matrices in the above equation are all 4× 4 square
matrices. Additionally, 0 represents a 4× 1 vector of zeros. Finally, we can represent (2.25)
as an eighth order system of differential equations
q′ = [A0]q + uT (τ)[B0]q + [C0]q3 + [Nˆ ] (2.26)
where
[A0] = [Z]
−1[L], [B0] = [Z]−1[Q], [C0] = [Z]−1[G], [Nˆ ] = [Z]−1[N ].
We now amend (2.26) as follows
q′ = [A0]q + [B0]uT (τ)q + [C0]q3 + 2℘[Nˆ ], (2.27)
and we note that the above system represents a variation of the physical problem considered.
The parameter ℘ can be tuned appropriately to observe the effect of the respective gust com-
ponents (and combinations) and hence their corresponding instabilities in the framework of
the original problem can be studied. For the subsequent analysis, (2.27) forms the basis of
the model that will be considered.
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The system (2.27) cannot be solved explicitly. However, under some assumptions made with
respect to the nonlinearities, we can obtain approximate solutions. These assumptions are
based on the physics of the problem and the phenomena that one is interested in observing.
To this end, we shall be more specific and study the effects of noise on systems that are close
to certain bifurcation points. Therefore, to analyze (2.27) in a neighborhood of a critical
system parameter, Um = U
c
m, we first introduce the following scalings as in [4]:
q → q, (Um − U cm)→ 2β
We note that the above spatial scaling is justified from the fact that we are considering
perturbations about the trivial solution in analyzing stability. Furthermore, the additive
forcing is of O(2) in (2.27) and so the system decays to the trivial solution at steady state.
Let us also consider a transformation:
q = [T ][uτ ] (2.28)
where [T ] represents a matrix of eigenvectors of [A0(U
c
m)] that have been arranged in accor-
dance to the real part of the corresponding eigenvalues sorted in descending order following
the work of [14].
We remark that we also study the unfolding of the linear critical system, [A′0(U
c
m)], to de-
termine δ′β, which represents the deviation of the eigenvalues of the system due to a change
in airspeed. Furthermore, δ′ is obtained using the perturbation lemma and it represents the
rate of crossing of the equilibrium point into the unstable region via a super-critical Hopf
bifurcation for the determinstic system.
Employing (2.28) and the above remarks in (2.27) leads to
duτ = b¯
0(uτ , U
c
m)dτ + b¯
1(uτ , uT (τ), wT (τ))dτ + 
2b¯2(uτ , U
c
m)dτ τ ≥ 0
u0 = u
(2.29)
where,
b¯0(uτ , U
c
m) = [T
−1A0(U cm)T ]︸ ︷︷ ︸
[A(Ucm)]
uτ ,
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b¯1(uτ , uT (τ), wT (τ)) = ℘ [T ]
−1[Nˆ ]︸ ︷︷ ︸
χ
+ [T−1B0T ]︸ ︷︷ ︸
[B¯]
uT (τ)u

τ
︸ ︷︷ ︸
quadratic nonlinearity
,
b¯2(uτ , U
c
m) = [Fu

τ +G(u

τ )
3]; F = β[T−1A′0(U
c
m)T ] = β[A
′(U cm)], G = [T ]
−1[C0],
(uτ )
3 def= [(
8∑
i=1
T1iu
,(i)
τ )
3, . . . , (
8∑
i=1
T8iu
,(i)
τ )
3]T ; χ = wT (τ)[S18, . . . , S88]
T ,where [S] = [T ]−1.
Due to the block diagonal form of the linear operator, A(U cm), we can write
A(U cm) =
B 0 00 R 0
0 0 C
 ,where B = [ 0 −ω0
ω0 0
]
ω0 ∈ R+, R =
[
−κ −γ
γ −κ
]
,
A′(U cm) =
[
D E
H J
]
, G(uτ )
3 =

g¯1(u

τ )
...
g¯8(u

τ )
 , [B¯] =
[
K¯ M¯
N¯ L¯
]
, and define
g¯m(x)
def
= gˆm:ijkxixjxk = gˆm:111x
3
1 + gˆm:222x
3
2 + 3gˆm:122x1x
2
2 + 3gˆm:112x
2
1x2, for m = (1, . . . , 8)
with B,R,D, K¯ being 2 × 2 matrices; E, M¯ being 2 × 6 matrices; H, N¯ being 6 × 2 matri-
ces; J, L¯ being 6 × 6 matrices, C being a 4 × 4 diagonal matrix with eigenvalues λi (i =
1, . . . , 4) that have pure negative real parts, and gˆm:ijk are constants. We note that equa-
tions (2.29), (2.14), and (2.16) characterize the overall system.
2.1.6 Dimensional Reduction
To proceed further, let: uˆτ
def
= (uτ , uT (τ), c

τ , wT (τ)) = (x

τ , y

τ , ξ

τ , c

τ , ψ

τ ) ∈ R2 × R6 × R ×
R2 × R, where xτ represents the non-dimensionalized critical modes, yτ represents the non-
dimensionalized stable modes, ξτ represents the state of the parametric noise given by the
non-dimensionalized form of (2.14), ψτ represents the state of the additive noise given by the
non-dimensionalized form of (2.16) that is characterized by the non-dimensionalized state
cτ . The time-scaled generator for the Markov process of uˆ

τ on R12 for each ϕ ∈ C2(R12)
that is crucial in investigating the convergence of the laws of various processes is given by
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Lϕ = ( 1
2
L0 + 1

L1 + L2)ϕ. (2.30)
with
L0 def= Lˆ0 +G(ξτ ) +H(cτ , ψτ ),
Lˆ0 = ω0 ∂
∂θ︸ ︷︷ ︸
1
+ (−κy1 − γy2)
∂
∂y1
+ (γy1 − κy2)
∂
∂y2
+
4∑
i=1
λiy

i+2
∂
∂yi+2︸ ︷︷ ︸
2
,
L1 def=
∑
i
bˆ1(uˆτ , U
c
m)
∂
∂uˆ
,(i)
τ
, L2 def=
∑
i
bˆ2(uˆτ , U
c
m)
∂
∂uˆ
,(i)
τ
, G(ξτ ) =
−1
L
ξτ
∂
∂ξτ
+
σ2T
piL
∂2
∂ξ2τ
,
H(cτ , ψ

τ ) = I(c

τ ) + J(c

τ , ψ

τ ), I(c

τ ) = c

2
∂
∂c1
+ [
−2
L
c2 −
1
L2
c1]
∂
∂c2
+
σ2T
2piL3
∂2
∂c22
,
J(cτ , ψ

τ ) = [(1− 2
√
3)c2 −
√
3
L
c1]
∂
∂ψτ
+
3σ2T
2piL
∂2
∂ψ2τ
, bˆi(uˆτ , U
c
m) =
[
b¯i(uτ , U
c
m)
0
]
(i = 1, 2),
and we note that 0 represents a 4× 1 vector of zeros.
We now assume that (G(ξτ ))
∗, (H(cτ , ψ

τ ))
∗, respectively, have isolated simple zero eigenval-
ues and the associated natural frequencies are noncommensurable.
Referring back to the definition of L0, we note:
• Term 1 induces an invariant probability measure of 1
2pi
,
• Term 2 induces delta invariant probability measures (i.e., deterministic), δ0(yτ ), for
the stable modes yτ
def
= (y1, y

2, y

3, y

4, y

5, y

6) - where δ0(y

τ ) is a Dirac measure centered
at zero - i.e., the stable modes spiral asymptotically towards the trivial solution, and
• G(ξτ ) induces an invariant probability measure of ν1(ξτ ).
We note that ν1(ξ

τ ) satisfies:
(G∗ν1(ξτ )) = [−
∂
∂ξτ
(
−1
L
ξτ ) +
σ2T
piL︸︷︷︸
σ˜2
∂2
∂ξ2τ
]ν1(ξ

τ ) = 0
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where G∗ is the adjoint infinitesimal generator of the Ornstein-Uhlenbeck process (2.14).
The solution to the previous equation is
ν1(ξ

τ ) =
√
1
2piLσ˜2
e
−1
2Lσ˜2
ξ2τ .
It has been verified by numerical simulation that the process generated by (H(cτ , ψ

τ ))
∗ in-
deed satisfies the Doeblin condition and let us denote the invariant probability measure
attained by the associated variables as ν2(c

τ , ψ

τ ).
Now due to the independence of the three processes that are generated by L0, we obtain the
invariant measure
p∞(yτ , ξ

τ , c

τ , ψ

τ ) =
1
2pi
∗ ν1(ξτ ) ∗ ν2(cτ , ψτ ) ∗ δ0(yτ ), which is a stationary solution of
(L0)∗p∞(yτ , ξτ , cτ , ψτ ) = 0.
Further defining,
r = R(uˆτ ) def= ‖x‖R2 , θ = Θ(uˆτ ) def= arctan
(
x2
x1
)
. (2.31)
Our goal is to study the behavior of R(uˆτ ) and show that the law of R(uˆτ ) converges to an
identifiable limit. Using the notations introduced above, we can write our main result as an
asymptotic description of the dynamics of R(uˆτ ). The law of {R(uˆτ ); τ ≥ 0} converges to
the law of {rˇτ ; τ ≥ 0}, where rˇ is the solution of the Stochastic Differential Equation:
drˇτ = bR(rˇτ ) dτ + σR(rˇτ ) dWτ
rˇ0 = R(u)
(2.32)
where bR, σR represent the homogenized drift and diffusion coefficients of R(uˆτ ) respec-
tively. It may be of interest to note that the homogenized drift coefficient contains two
distinct components: 1) the stochastic effects from the “critical” modes comprising of the
stochastic components in the stable “heavily damped” modes, and 2) the nonlinear terms.
We note that R(uˆτ ) is slow varying; therefore, we need to look on a time scale of O( 12 ) to
see any fluctuations.
We shall explain the above remarks in detail in Chapter 3, which would facilitate the sub-
sequent analysis in deriving bR(rˇτ ), σR(rˇτ ). Furthermore, we will explain and apply the
mathematical theory involved in stochastic dimensional reduction to the present problem
within the same chapter and present the associated numerical results in Chapter 4.
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2.2 Modeling of the ship dynamics problem
2.2.1 Background
The motion of a ship and the wave motion are described with respect to the coordinate
system (x, y, z), where z points perpendicular to the fluid plane. The (x, y) plane defines
the free water surface at rest, and the x-axis coincides with the average forward direction of
the ship. The center of gravity of the ship is located at the origin. Now, the modeling of a
coupled 6-degrees of freedom ship motion can be done in many ways, depending on the nec-
essary level of accuracy. During the early stages of design of ships, the leading nonlinearities
and mode coupling are primarily important and hence only these terms will be included in
the analysis that follows. The prior follows from linear ship motion analysis, for symmetric
floating bodies with respect to the x − z plane, where the surge, heave, and pitch motions
are decoupled from the sway, roll, and yaw motions. Furthermore, the coupling resulting
from the influence of ship orientation in waves on the righting lever GZ are included. This
leads to multiplicative coupling in the righting lever curve approximation. From an order of
magnitude analysis of heave-pitch-roll motions, it is common to neglect the influence of roll
on heave and pitch. Then, the heave and pitch motion statistics can be computed beforehand
and the roll motion is then obtained by including these forcing terms in the one-degree of
freedom equation of motion for roll. Additionally, higher order effects due to ship generated
waves are neglected. The restoring forces imparted by ships in waves can be determined
by the righting lever, GZ. To determine GZ, first, the center of buoyancy Z is computed
by integrating the pressure over the wetted surface, which is obtained by the forces F and
moments M acting on the hull. The righting lever is then the distance from Z to the center
of gravity G of the ship.
The rolling behavior of a ship can be represented by the following equation if heave and
pitch motions are small
(Ixx +Axx(ωn))φ¨(t) + b1φ˙(t) + b3φ˙
3(t) + g ·∆GZapp(φ(t), η(t), ψ(t)) = M(η(t), ψ(t)) (2.33)
where φ is the roll angle, Ixx is the roll moment of inertia, Axx(ωn) is the hydrodynamic
added mass evaluated at the natural frequency ωn, b1 and b3 are linear and cubic damping
coefficients, g is the acceleration due to gravity, ∆ is the displacement, and M is an additive
excitation moment, which is small, if the ship travels in about the same direction as the
waves. Here, the righting lever is a function of the roll angle φ , the wave phase ψ and the
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wave amplitude η . For further analytical analysis, GZ(φ(t), η(t), ψ(t)) is approximated by
GZapp(φ(t), η(t), ψ(t)) = q1φ+ q2φ
3 + q3ηc(t)cos(ψ)φ (2.34)
In (2.34), a cubic approximation in φ and a harmonic approximation in ψ has been used. We
further note that the approximated righting lever function is a good model for the righting
lever since the approximation error is not decreased significantly (see references in [20]). We
now set ηc(t) = 0 and approximate M by
M(η(t), ψ(t)) ≈ q4W˙t, (2.35)
where W˙t is a white noise. It is apparent that the moments due to the wave excitation are
modeled as an additive white noise for the present problem. The interested reader is referred
to [20] for further details regarding the physics of the model.
We now build a sound mathematial framework to facilitate the present analysis.
2.2.2 Mathematical Framework for ship dynamics
As a prelude to this section we refer the reader to [21] where a detailed description of the
characteristic boundaries is presented as well as other underlying theoretical foundations on
which the present work is built upon are given. We begin our discussion by considering an
elastic system’s dynamics where the instability phenomenon of a structure under dynamic
loading (e.g., “snap-through” of shells) can be investigated.
This system can be modeled:
x˙i = bi(x1(t), ..., xn(t)) + W˙i(t), for i = 1, . . . , n (2.36)
where,
x¯ = (x1(t), ..., xn(t)) ∈ state space
W˙i(t) are white noises, and
b(x (t)) is assumed to be a smooth vector field in a bounded, attractive domain D ⊂ Rn.
The random motion of (2.36) can be modeled by the system of Stochastic Differential Equa-
tion of the Itoˆ type:
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dZt = b(Zt)dt+
√
2σ(Zt)dWt (2.37)
where,
W˙ (t) is a k -dimensional Brownian motion (k ≤ n),
σ(Zt) is an n× k matrix of smooth noise coefficients, and
 measures the strength of the noise.
The solution of (2.37) is a time homogeneous Markovian diffusion process since W˙ (t) is a
stationary process and (2.37) is autonomous (i.e., b(Zt) and σ(Zt) are explicitly independent
of time). Therefore, all of its properties can be determined through its probability density
function (pdf) that describes the likelihood of the random variable Zt to take on a given
value (x, y) at a given time t:
p(x, y, t)dy
def
= Pr(x(t) ∈ y + dy|x(0) = x).
This pdf is a solution of the forward Kolmogorov equation:
L∗yp(x, y, t) def=
∂
∂t
p(x, y, t) = −
n∑
i=1
∂
∂yi
[bi(y)p(x, y, t)] + 
n∑
i,j=1
∂2
∂yi∂yj
[aij(y)p(x, y, t)] (2.38)
where a(y) = 1
2
σ(y)σT (y) is the diffusion matrix.
We surmise that the solution of the deterministic dynamics is expected to change very
slowly because of the presence of an attractor in the basin of attraction (D), hence we
consider (2.38) at steady state. Therefore, a bell shaped distribution (centred at the origin)
results and becomes invariant over time:
p(x, y)
def
=
∫ ∞
0
p(x, y, t)dt.
With the above discussion in mind, we now determine the expression for the probability
density of exit points in the next section.
2.2.3 Probability Density of Exit Points
We consider the following Elliptic Boundary Value Problem:
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Lyu(y) = 0 for y ∈ D, (2.39)
u(y) = f(y) for y ∈ ∂D,
where Ly represents the backward operator, D is an n-dimensional region of interest, and
f(y) is a smooth function on ∂D: the boundary of the domain of attraction, D.
The First Passage Time (FPT) is defined:
τ
def
= inf(t : x(t) ∈ D|x(0) = x ∈ D),
which will be elaborated upon in the sequel and the expression for the MFPT will also be
derived. We let p(x, y) represent the density of the law of the diffusion process (Zt : t ≥ 0)
starting at Z0 = x ∈ D for a p(x, y) ∈ C∞([0,∞] x Rn).
Now, multiplying (2.39) by p(x, y) and integrating over D with respect to y, yields:∫
D
p(x, y)Lyu(y)dxdy =
∫
D
p(x, y)[
n∑
i=1
bi(y)
∂u(y)
∂yi
+ 
n∑
i,j=1
aij(y)
∂2u(y)
∂yi∂yj
]dxdy = 0 (2.40)
Next, we make use of the following three identities to rewrite (2.40) in divergence form:
n∑
i=1
∂
∂yi
[bi(y)p(x, y)u(y)] =
n∑
i=1
∂
∂yi
[bi(y)p(x, y)]u(y) +
n∑
i=1
bi(y)
∂u(y)
∂yi
p(x, y)︸ ︷︷ ︸

n∑
i,j=1
∂
∂yi
[aij(y)p(x, y)
∂u(y)
∂yj
] = 
n∑
i,j=1
∂
∂yi
[aij(y)p(x, y)]
∂u(y)
∂yj
+ 
n∑
i,j=1
aij(y)
∂2u(y)
∂yi∂yj
p(x, y)︸ ︷︷ ︸
n∑
i,j=1
∂
∂yj
[
∂
∂yi
(aij(y)p(x, y))u(y)] =
n∑
i,j=1
∂
∂yi
[aij(y)p(x, y)]
∂u(y)
∂yj︸ ︷︷ ︸+
n∑
i,j=1
∂2(aij(y)p(x, y))
∂yi∂yj
u(y)
Now, we substitute the bracketed term of third identity into the first term on the right hand
side of the second identity. Then, we substitute the bracketed terms of the first two identities
into the appropriate terms of (2.40) hence obtaining:
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∫
D
[
n∑
i=1
∂
∂yi
[bi(y)p(x, y)u(y)]︸ ︷︷ ︸− 
n∑
i,j=1
∂
∂yj
[
∂
∂yi
(aij(y)p(x, y))u(y)]︸ ︷︷ ︸−
n∑
i=1
∂
∂yi
[bi(y)p(x, y)]u(y)
+
n∑
i,j=1
∂2(aij(y)p(x, y))
∂yi∂yj
u(y) + 
n∑
i,j=1
∂
∂yi
[aij(y)p(x, y)
∂u(y)
∂yj
]︸ ︷︷ ︸]dxdy = 0
We now apply the following divergence theorem to the bracketed terms of the previous
equation: ∫
D
∇.Fdv =
∮
∂D
ν.Fds
where ν is the outward normal vector of the boundary ∂D.
In view of the above, we obtain∫
D
[−
n∑
i=1
∂
∂yi
[bi(y)p(x, y)] + 
n∑
i,j=1
∂2(aij(y)p(x, y))
∂yi∂yj
]︸ ︷︷ ︸
L∗yp(x,y)
u(y)dxdy+ (2.41)
∮
∂D
n∑
i=1
[bi(y)p(x, y)− 
n∑
j=1
∂
∂yj
(aij(y)p(x, y))]︸ ︷︷ ︸
Ji(x,y)
u(y).νidSy+

∮
∂D
n∑
i,j=1
∂u(y)
∂yj
aij(y)p(x, y).νidSy = 0
where Sy is measured along the boundary ∂D and the probability current or flux at y in
direction yj is
J i(x, y)
def
= bi(y)p(x, y)− 
n∑
j=1
∂
∂yj
(aij(y)p(x, y)),
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which is a consequence of the conservation law:
∂p(x, y, t)
∂t
def
= −∇J(x, y, t).
Furthermore, we employ the use the following absorbing boundary condition in (2.41):
p(x, y) = 0 for x ∈ D y ∈ ∂D.
The above follows from the following: for t > τ , Pr(x(t) = y|x(0) ∈ D) = 0 since the
trajectories do not re-enter the domain once they hit ∂D.
Proof:
By the (strong) Markov property of x(t) and by the absorbing boundary condition, for every
y ∈ D, we have
Pr(x(t) = y|x(0) ∈ D) =
∫
∂D
Pr(x(t) = y|x(τ) = z)︸ ︷︷ ︸
Trajectory already escaped
Pr(x(τ) = z|x(0) ∈ D)dz = 0
Therefore, the probability of reaching any point y ∈ D after hitting ∂D vanishes.

Employing the above condition, (2.41) reduces to∫
D
L∗yp(x, y)u(y)dxdy︸ ︷︷ ︸
∗
+
∮
∂D
J(x, y)f(y).ν(y)dSy = 0 (2.42)
where, we have used the boundary condition of (2.39) and
J i(x, y) = −
n∑
i,j=1
∂
∂yj
[aij(y)p(x, y)].
Now, if we want to reconstruct the solution of the Boundary Value Problem of (2.39), we
need to solve for u(x). In particular, we want to get−u(x) explicitly from the ∗ term of (2.42).
Therefore, the following boundary value problem results:
L∗yp(x, y) = −δ(y − x) for x, y ∈ D (2.43)
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with boundary condition : p(x, y) = 0 for x ∈ D, y ∈ ∂D
Now, substituting (2.43) into (2.42) we have:
u(x) =
∮
∂D
J(x, y)ν(y)f(y)dSy, (2.44)
which is the solution to the boundary value problem of (2.39).
We can reconstruct the solution to (2.39) via Dynkin’s formula:
u(x)
def
= Ex[f(Zτ )|Z0 = x] =
∮
∂D
f(y)Pr(x(τ) ∈ y + dSy|Z0 = x),
where Pr(x(τ) ∈ y+ dSy|X0 = x) represents the probability distribution of escape points on
boundary ∂D at time t = τ .
Therefore, we can rewrite the above in terms of the pdf:
u(x) =
∮
∂D
f(y)p(x, y)dSy (2.45)
where p(x, y) = p(x(τ) = y|x(0) = x ∈ D) and dSy represents a surface area element on the
boundary, ∂D.
Upon careful examination of (2.44) and (2.45), it is clear that J(x, y).ν(y) = p(x, y), which
means that p(x, y)dSy represents the probability density of exit points on ∂D and it is
calculated as the probability current density on the boundary:
p(x, y)dSy = Pr(x(τ) ∈ y + dy|x(0) = x) = J(x, y)ν(y)dSy∮
∂D
J(x, y)ν(y)dSy
where the denominator on the right hand side of the above expression represents the total
number of particles hitting ∂D per unit time, and we further define the source strength:
F
def
=
∮
∂D
J(x, y)ν(y)dSy.
In conclusion, we solve the BVP (2.43) to obtain the probability density of exit points on
the boundary (i.e., p(x, y)) and this quantity also represents the green’s function of the BVP
of (2.39).
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We now derive the expression for the MFPT.
2.2.4 Mean First Passage Time, τ¯
We begin this section by assuming: Pr(τ <∞) = 1 and E(τ <∞) = 1. We also define
S(t)
def
= Pr(τ > t)
to be the survival probability (i.e., the portion of the trajectories that do not hit ∂D).
Now, let us consider
Pr(τ ∈ (t, t+ dt)) = Pr(τ > t)− Pr(τ > t+ dt) ≈ S(t)− [S(t) + ∂S(t)
∂t
+ ...]
where we have used a first order taylor expansion in evaluating the second term on the right
hand side of the first equality above.
We can now rewrite,
Pr(τ ∈ (t, t+ dt)) ≈ − ∂
∂t
Pr(τ > t) = − ∂
∂t
(1− Pr(τ < t)) = ∂
∂t
(Pr(τ < t)− 1).
Now, we evaluate
E(τ |x(0) = x ∈ D) def=
∫ ∞
0
tdt[Pr(τ < t)− 1] = [t.(Pr(τ < t)− 1)]∞0 −
∫ ∞
0
(Pr(τ < t)− 1)dt
= 0 +
∫ ∞
0
(Pr(τ > t))dt,
where we have employed the appropriate bounded assumptions given at the beginning of
this section and we have also used integration by parts in evaluating the integral on the right
hand side of the first equality above.
We also know that the survival probability can be written as
S(t)
def
= Pr(τ > t) =
∫
D
p(x, y, t|x(0) = x ∈ D)dy,
which in words means that S(t) is an agglomerate of all the trajectories that start at x and
41
end at y in time t by running many realisations of the Itoˆ SDE.
We can then write
E[τ |x(0) = x ∈ D] =
∫ ∞
0
∫
D
p(x, y, t|x(0) = x ∈ D)dydt.
And for a stationary process we have p(x, y)
def
=
∫∞
0
p(x, y, t)dt, which upon combining with
the above expression gives
E[τ |x(0) = x ∈ D] =
∫
D
p(x, y)dy,
and represents the mean time spent in D prior to absorption at the boundary by a trajectory.
Hence,
τ¯(x) = E[τ |x(0) = x ∈ D] =
∫
D
p(x, y)dy∮
∂D
J(x, y)ν(y)dy
(2.46)
where the numerator on the right hand side of (2.46) represents the total population in D.
We now extend the result for the MPFT that is valid uniformly for all non-zero damping
coefficients. First, the reader is referred to [21] and references therein where Kramer noted
that the mean time to escape the potential well is the sum of the mean time to reach EC
from the bottom of the well (i.e., starting from an initial point (x, y) ∈ D), τ1(x, y), and
the mean time to proceed from EC to the separatrix finally escaping the well. The latter
quantity is twice the MFPT, τ2(EC),to go from EC to the separatrix since trajectories that
reach the separatrix are equally likely to leave or return to E = EC .
Therefore, the MPFT can be equivalently written:
τ¯ = τ1(A) + 2τ2(EC) (2.47)
where τ1(A) is defined as the mean time to reach EC and is exponentially large in  and will
be discussed appropriately in the sequel.
We shalll apply the theoretical setup formulated here to the ship dynamics problem in
Chapter 5. Furthermore, we shall prop the results obtained via Large Deviations Theory
within the same chapter.
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CHAPTER 3
STOCHASTIC DIMENSIONAL REDUCTION
In this chapter, we present a lucid methodology to homogenize the aeroelastic problem.
3.1 Problem Formulation: Homogenization at a Diffusive time
scale
Let (Ω,F ,P) be a probability space that characterizes the process generated by (2.30) and
consider (xτ , y

τ , ξ

τ , c

τ , ψ

τ ) = (x

τ (ω˜), y

τ (ω˜), ξ

τ (ω˜), c

τ (ω˜), ψ

τ (ω˜)), ∀ ω˜ ∈ Ω.
Then, the process generated by (2.30) (for τ ≥ 0) is
dxτ =
1
2
[B]xτdτ +
1

[
bˆ11(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
bˆ12(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
]
dτ +
[
bˆ21(x

τ , y

τ )
bˆ22(x

τ , y

τ )
]
dτ, x0 = x ∈ R2 (critical)
(3.1)
dyτ =
1
2
[
R 0
0 C
]
yτdτ +
1


bˆ13(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
bˆ14(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
bˆ15(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
bˆ16(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
bˆ17(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )
bˆ18(x

τ , y

τ , ξ

τ , c

τ , ψ

τ )

dτ +

bˆ23(x

τ , y

τ )
bˆ24(x

τ , y

τ )
bˆ25(x

τ , y

τ )
bˆ26(x

τ , y

τ )
bˆ27(x

τ , y

τ )
bˆ28(x

τ , y

τ )

dτ, y0 = y ∈ R6 (stable)
dξτ =
−1
2
ξτ
L
dτ +
1

σT
√
2
piL
dW1(τ), ξ

0 = ξ ∈ R (horizontal noise)
dc1 =
1
2
c2dτ, dc

2 =
−2
2
c2
L
dτ − 1
2
c1
L2
dτ +
1

σT
√
1
L3pi
dW2(τ), c

0 = c ∈ R2 (states)
dψτ =
1
2
(1− 2
√
3)c2dτ −
1
2
√
3
L
c1dτ +
1

σT
√
3
Lpi
dW2(τ), ψ

0 = ψ ∈ R (vertical noise).
where we note that the components of the respective vector fields have been used above. To
this end, in order to analyze the asymptotic behavior of (3.1) as  ↓ 0, it is necessary to
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remove the rapidly oscillating term 1
2
[B]xτ by defining new dependent variables as follows:
xτ = e
τB
2 x˜τ , and the derivative is
x′τ = e
τB
2 x˜′

τ +
1
2
[B]xτ
and substituting the above into the critical system of (3.1) yields
dx˜τ =
1

e−
τB
2
[
bˆ11(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
bˆ12(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
]
dτ + e−
τB
2
[
bˆ21(e
τB
2 x˜τ , y

τ , τ)
bˆ22(e
τB
2 x˜τ , y

τ , τ)
]
dτ, x˜0 =
x ∈ R2
(critical)
(3.2)
dyτ =
1
2
[
R 0
0 C
]
yτdτ+
1


bˆ13(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
bˆ14(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
bˆ15(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
bˆ16(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
bˆ17(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)
bˆ18(e
τB
2 x˜τ , y

τ , ξ

τ , c

τ , ψ

τ , τ)

dτ+

bˆ23(e
τB
2 x˜τ , y

τ , τ)
bˆ24(e
τB
2 x˜τ , y

τ , τ)
bˆ25(e
τB
2 x˜τ , y

τ , τ)
bˆ26(e
τB
2 x˜τ , y

τ , τ)
bˆ27(e
τB
2 x˜τ , y

τ , τ)
bˆ28(e
τB
2 x˜τ , y

τ , τ)

dτ, y0 =
y ∈ R6
(stable)
dξτ =
−1
2
ξτ
L
dτ +
1

σT
√
2
piL
dW1(τ), ξ

0 = ξ ∈ R (horizontal noise)
dc1 =
1
2
c2dτ, dc

2 =
−2
2
c2
L
dτ − 1
2
c1
L2
dτ +
1

σT
√
1
L3pi
dW2(τ), c

0 = c ∈ R2 (states)
dψτ =
1
2
(1− 2
√
3)c2dτ −
1
2
√
3
L
c1dτ +
1

σT
√
3
Lpi
dW2(τ), ψ

0 = ψ ∈ R (vertical noise).
We now wish to remove the explicit dependence on τ in the various terms of (3.2). To
elucidate this matter further, let us first note:
e−
τB
2 =
[
cos ω0τ
2
sin ω0τ
2
− sin ω0τ
2
cos ω0τ
2
]
, e
τB
2 =
[
cos ω0τ
2
− sin ω0τ
2
sin ω0τ
2
cos ω0τ
2
]
.
Now, let us define θτ
def
= ω0τ
2
and hence θ
′
τ =
ω0
2
. Therefore,
e−
τB
2 =
[
cos θτ sin θ

τ
− sin θτ cos θτ
]
, e
τB
2 =
[
cos θτ − sin θτ
sin θτ cos θ

τ
]
. (3.3)
In view of the above, we can now eliminate the explicit dependence of the respective terms of
the critical and stable systems of (3.2) on τ by introducing θτ into the system. Therefore, we
are considering a nonlinear R2-valued critical process Xτ
def
= x˜τ , a R6-valued stable process
Y τ
def
= yτ , a S-valued θτ process and a R4-valued noise process Zτ
def
= (ξτ , c

τ , ψ

τ ) ∈ R×R2×R.
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In view of the previous arguments, (3.2) can be rewritten in a generic form as
dXτ =
1

a0(Xτ , Y

τ , θ

τ , Z

τ )dτ + a
1(Xτ , Y

τ , θ

τ )dτ, X

0 = x ∈ R2 (critical)
dY τ =
1
2
b0(Y τ )dτ +
1

b1(Xτ , Y

τ , θ

τ , Z

τ )dτ + b
2(Xτ , Y

τ , θ

τ )dτ, Y

0 = y ∈ R6 (stable)
dθτ =
1
2
ω0dτ, θ

0 = θ ∈ S
dZτ =
1
2
c0(Zτ )dτ +
1

g0(Zτ )dWτ , Z

0 = z ∈ R4 (real noise)
(3.4)
where
c0(Zτ ) =

−1
L
ξτ
c2
−2
L
c2 − 1L2 c1
c2(1− 2
√
3)−
√
3
L
c1
 , g0(Zτ ) = σT
√
1
Lpi

√
2
0
1
L√
3
 , dWτ =

dW1(τ)
0
dW2(τ)
dW2(τ)
 ,
and the forms of the other terms are apparent in the view of (3.2) and (3.3).
We asssume that the process Zτ , is exponentially mixing. The generator of Z

τ is defined
by G = G(ξτ ) + H(cτ , ψτ ) as discussed in section 2.1.5. It is known that if G is an elliptic
operator on some compact manifold, then the process Zτ has a unique unique invariant
measure µ(dz) ≡ µ=0(dz) for each initial z, and the following limit exits:
f¯(x) = lim
→0
∫
R2
∫
R4
f(x, z, )µx(dz).
It is worthwhile to point out that in this setting we need Doeblin’s condition to show that
the fast variable rapidly attains its invariant measure.
Remark 1. We assume that the transition probability measure P (z, τ) of Zx,τ [equivalently
the probability density function of the diffusion process given as the Green’s function of the
Kolmogorov-Fokker-Planck ∂p
∂τ
(z, τ |x) = G∗p(z, τ |x)], satisfies the so-called Doeblin condition
which implies the exponential convergence of P (z, τ) to µ(dz) in the sense that
P (z, τ)→ µ(dz) weakly as τ →∞,
uniformly in z. This implies that for any test function f ∈ Cb(R4) and Zτ denoting the
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process
Ez [f(Zτ )]→
∫
f(z)µ(dz) as τ →∞, (3.5)
uniformly in z in any compact set.
The generator of the signal in view of (3.4) is given by
L 
def
=
1
2
L (y,θ,z)F +
1

L (x,y)I +L
(x,y)
S , (3.6)
where the fast, intermediate and slow generators are defined as
L (y,θ,z)F
def
= b0(y)
∂
∂y
+ ω0
∂
∂θ
+ G
L (x,y)I
def
= a0(x, y, θ, z)
∂
∂x
+ b1(x, y, θ, z)
∂
∂y
,
L (x,y)S
def
= a1(x, y, θ)
∂
∂x
+ b2(x, y, θ)
∂
∂y
.
(3.7)
For every fixed  > 0, the processes (Xτ , Y

τ , θ

τ , Z

τ ) together form a Markov process that is
characterized by the infinitesimal generator L  acting on smooth functions. The main ob-
jective of the homogenization theory, in the present setting, is to show that the slow process
Xτ itself is a Markov process in its own right as → 0, and identify it’s generator L †.
To sum up, our goal is to study (3.6) and show that as  tends to zero, the dynamics of the
slowly varying quantity Xτ converges to a Markov process and to identify the generator of
the limiting law. Our aim is to do this via stochastic dimensional reduction. To this end
consider the following Cauchy problem associated with the generator L .
3.2 Theoretical Results: Stochastic Dimensional Reduction
Let L  be the operator of the aeroelastic dynamical system that is satisfied by the Markov
process (Xτ , Y

τ , θ

τ , Z

τ ).
Further, let u(x, y, θ, z, τ) be governed by the Cauchy problem:
∂u
∂τ
(x, y, θ, z, τ) = L u(x, y, θ, z, τ) (3.8)
with the initial condition
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u(x, y, θ, z, 0) = f(x). (3.9)
It is well known that
u(x, y, θ, z, τ)
def
= Ex,y,θ,z [f(Xτ )]
satisfies the Kolmogorov equation and furthermore the expectation is taken with respect to
the probability measure of the process Xτ . However, due to coupling between the stochastic
processes, Xτ depends not only on the starting point x of the process X

τ , but it also depends
on the starting points y, θ, z of the processes Y τ , θ

τ , Z

τ , respectively.
Let us now construct an expansion:
u(x, y, θ, z, τ) = u0(x, y, θ, z, τ) + u1(x, y, θ, z, τ) + 
2u2(x, y, θ, z, τ) + · · ·+ nun(x, y, θ, z, τ)
(3.10)
and upon substituting into the Cauchy problem (3.8), we obtain
(
∂
∂τ
− 1
2
L (y,θ,z)F −
1

L (x,y)I −L (x,y)S
)(
u0(x, y, θ, z, τ) + u1(x, y, θ, z, τ) + 
2u2(x, y, θ, z, τ)
)
= − 1
2
(
L (y,θ,z)F u0(x, y, θ, z, τ)
)
− 1

(
L (y,θ,z)F u1(x, y, θ, z, τ) +L
(x,y)
I u0(x, y, θ, z, τ)
)
−
(
L (y,θ,z)F u2(x, y, θ, z, τ) +L
(x,y)
I u1(x, y, θ, z, τ) +
(
L (x,y)S −
∂
∂τ
)
u0(x, y, θ, z, τ)
)
− 
(
L (y,θ,z)F u3(x, y, θ, z, τ) +L
(x,y)
I u2(x, y, θ, z, τ) +
(
L (x,y)S −
∂
∂τ
)
u1(x, y, θ, z, τ)
)
Hence the Poissons equations in increasing O() are
L (y,θ,z)F u0(x, y, θ, z, τ) = 0 with u0(x, y, z, 0) = f(x)
L (y,θ,z)F u1(x, y, θ, z, τ) = −L (x,y)I u0(x, y, θ, z, τ) with u1(x, y, z, 0) = 0
L (y,θ,z)F u2(x, y, θ, z, τ) = −L (x,y)I u1(x, y, θ, z, τ)−
(
L (x,y)S −
∂
∂τ
)
u0(x, y, θ, z, τ),
with u2(x, y, z, 0) = 0
L (y,θ,z)F u3(x, y, θ, z, τ) = −L (x,y)I u2(x, y, θ, z, τ)−
(
L (x,y)S −
∂
∂τ
)
u1(x, y, θ, z, τ),
with u3(x, y, z, 0) = 0
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· · ·
which upon employing the relevant definition becomes
L (y,θ,z)F u0(x, y, θ, z, τ)
def
= b0(y)
∂u0
∂y
(x, y, θ, z, τ) + ω0
∂u0
∂θ
(x, y, θ, z, τ) + Gzu0(x, y, θ, z, τ) = 0
L (y,θ,z)F u1(x, y, θ, z, τ) = −a0(x, y, θ, z)
∂u0
∂x
(x, y, θ, z, τ)− b1(x, y, θ, z)∂u0
∂y
(x, y, θ, z, τ)
L (y,θ,z)F u2(x, y, θ, z, τ) = −a0(x, y, θ, z)
∂u1
∂x
(x, y, θ, z, τ)− b1(x, y, θ, z)∂u1
∂y
(x, y, θ, z, τ)
−
(
a1(x, y, θ)
∂u0
∂x
(x, y, θ, z, τ) + b2(x, y, θ)
∂u0
∂y
(x, y, θ, z, τ)− ∂u0
∂τ
(x, y, θ, z, τ)
)
(3.11)
· · ·
It’s clear from the first equation of (3.11) that u0(x, y, θ, z, τ) = u(x, τ). Thus, (3.11) sim-
plifies to
L (y,θ,z)F u1(x, y, θ, z, τ) = −a0(x, y, θ, z)
∂u
∂x
(x, τ), and
L (y,θ,z)F u2(x, y, θ, z, τ) = −a0(x, y, θ, z)
∂u1
∂x
(x, y, θ, z, τ)− b1(x, y, θ, z)∂u1
∂y
(x, y, θ, z, τ)
−
(
a1(x, y, θ)
∂u
∂x
(x, τ)− ∂u
∂τ
(x, τ)
)
· · ·
(3.12)
In order to solve the first equation of (3.12), we employ the result of the Feynman-Kac
formula remarked as follows.
Remark 2. Let’s consider a Poisson equation with forcing g(x, z, s; τ) that is independent
of the time s, but parametrized by τ , that is,
∂v
∂s
(x, z, s; τ) =(L zv)(x, z, s; τ) + g(x, z; τ), s > 0, x ∈ Rn, (3.13)
and the initial condition identically zero (f = 0). Then according to the Feynman-Kac
formula, the solution v(x, z, s; τ) can be represented in the form
v(x, z, s; τ) = Ez
[∫ s
0
g(Zxσ , x; τ) dσ
]
. (3.14)
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The steady state solution, as s→∞, can be represented as
v(x, z; τ) = Ez
[∫ ∞
0
g(Zxs , x; τ) ds
]
. (3.15)
which solves the Poisson equation equation
(L zv)(x, z; τ) = −g(x, z; τ),
and furthermore the solution for v(x, z; τ), given by equation (3.15), can be represented in
terms of transition density function ps(z, z
′;x) of the Zx process as
v(x, z; τ) = Ez
[∫ ∞
0
g(Zxs , x; τ) ds
]
=
∫ ∞
0
ds
∫
R4
dz′g(z′, x; τ) ps(z, z′;x), (3.16)
where the integral is taken over all possible locations z′ in the state space that the process Zx
can take at steady state.
We now note that the coefficients a0(x, y, θ, z) and b1(x, y, θ, z) in (3.4) both comprise of zero
mean process, Zτ (ω), in their coefficients, I.e., E [a0(x, y, θ, z)] = E [b1(x, y, θ, z)] = 0. Thus,
the Fredholm alternative implies that the first equation of (3.12) has a bounded solution.
Now employing Remark 2 and defining
g(x, y, θ, z; τ)
def
= a0(x, y, θ, z)
∂u
∂x
(x, τ),
the bounded solution of the first equation of (3.12) is given by
u1(x, y, θ, z, τ) = Ey,θ,z
[∫ ∞
0
g(Y xs , θ
x
s , Z
x
s , x; τ) ds
]
=
∫ ∞
0
ds
∫
R4
∫
S
∫
R6
g(y′, θ′, z′, x; τ) ps(y, θ, z, y′, θ′, z′) dy′dθ′dz′
(3.17)
where x and τ are parameters and the transient measure doesn’t depend on x due to the fact
that the fast processes Y τ , θ

τ , Z

τ are independent of the slow process X

τ . We rewrite (3.17)
as
u1(x, y, θ, z, τ) =
∫ ∞
0
ds ps(y, θ, z, g;x, τ) (3.18)
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where
ps(y, θ, z, g;x, τ)
def
=
∫
R4
∫
S
∫
R6
g(y′, θ′, z′, x; τ) ps(y, θ, z, y′, θ′, z′) dy′dθ′dz′
=
∫
R4
∫
S
∫
R6
g(y′, θ′, z′, x; τ) [ps(y, θ, z, y′, θ′, z′)− p∞(y′, θ′, z′)] dy′dθ′dz′,
where the bracketed term after the second equality above represents the recurrent potential
kernel and we assume that this quantity exists. In arrivig at the second equation above, we
have assumed ∫
R4
∫
S
∫
R6
g(y′, θ′, z′, x; τ) p∞(y′, θ′, z′) dy′dθ′dz′ = 0,
which is referred to as the centering condition.
Now, defining
u′x(x, τ)
def
=
∂u
∂x
(x, τ),
we can redefine
g(x, y, θ, z; τ) = a0(x, y, θ, z)u′x,
therefore we can rewrite the bounded solution u1(x, y, θ, z, τ) as
u1(x, y, θ, z, τ) =
∫ ∞
0
ds
∫
R4
∫
S
∫
R6
a0(x, ζ, ξ, η)u′x(x, τ)ps(y, θ, z, ζ, ξ, η) dζdξdη, (3.19)
where we do not subtract p∞(y′, θ′, z′) from ps(y, θ, z, y′, θ′, z′) in this instance, which is jus-
tified by the centering condition remarked previously. Furthermore, we note once again that
y, θ, and z represent the starting points of the processes Y τ , θ
x
τ , Z

τ respectively. Additionally,
x and τ represent parameters, which characterize the function u.
We now rigorously investigate the deterministic dynamics of each of the processes in (3.4)
at O( 1
2
) to obtain the associated probability measures. For the results to be made more
explicit, let us denote by ψτ as the flow map induced by the deterministic vector field
b0(y), I.e., Y τ = ζ = ψτ (y). A moment of reflection reveals the existence of a transient
delta measure centered at ψτ (y), I.e., δψτ (y)(ζ) = δ(ζ − ψτ (y)). Since the vector field is
asymptotically stable, we can associate a measure defined by the following limit
δ∞(ζ) = δ0(ζ)
def
= lim
s→∞
δ
ψs(y)
(ζ),
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which means that all solutions (and for all time) that start near the deterministic trajectories
will spiral towards the equilibrium point almost surely and hence the δ-measure.
For the θxs process, all orbits live on a circle whose radius is dictated by the values of the
initial conditions x1 and x2 of the process X

τ . More precisely, contained in a closed orbit,
we can associate a measure defined by the following limit
δ∞(ξ) =
1
2pi
= lim
τ→∞
1
τ
∫ τ
0
δ
ω0s+θ
(ξ) dτ,
which means that the trajectories of the solutions, which start at initial points x1 and x2
rapidly reach a circle of radius r =
√
x21 + x
2
2 and will stay on this circle for all time (almost
surely, hence the δ measure appears in the above integrand and it is centered at some phase
shift ω0s). In turn, the invariant measure attained by this process becomes a uniform dis-
tribution that has an interval of length equivalent to the circumference of a unit circle.
For the noise process, it is natural to obtain the final results in terms of the spectral densities
of the input noise Zτ whose generator is G. To this end, we express the solution in terms of
the Green’s function g(η, τ ; z, 0) for the operator G∗(z). The Green’s function for G∗(z) is
the solution of
∂g
∂τ
= G∗g, with initial condition g(η, 0; z, 0) = δ0(z − η).
In view of the previous remarks, the transient density ps(y, θ, z, ζ, ξ, η) can be defined as
ps(y, θ, z, ζ, ξ, η) = δψs(y)(ζ) · δω0s+θ(ξ) · g(η, s; z, 0),
which follows from the independence of the three processes.
Making use of the above expression for the transient density, (3.19) can be written as
u1(x, y, θ, z, τ) =
∫ ∞
0
ds
∫
R4
∫
S
∫
R6
a0(x, ζ, ξ, η)u′x(x, τ) δψs(y)(ζ) · δω0s+θ(ξ) · g(η, s; z, 0) dζdξdη.
(3.20)
Now, let us consider the last of the Poisson equations in (3.12) more carefully with appro-
priate subscripts
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L (y,θ,z)F u2(x, y, θ, z, τ) = −a0j(x, y, θ, z)
∂u1
∂xj
(x, y, θ, z, τ)− b1j(x, y, θ, z)
∂u1
∂yj
(x, y, θ, z, τ)
−
(
a1j(x, y, θ)
∂u
∂xj
(x, τ)− ∂u
∂τ
(x, τ)
)
.
(3.21)
Consider the first two terms on the right hand side of the previous equation
− a0j(x, y, θ, z)
∂u1
∂xj
(x, y, θ, z, τ)− b1j(x, y, θ, z)
∂u1
∂yj
(x, y, θ, z, τ)
= −a0j(x, y, θ, z)
∫ ∞
0
ds
∂
∂xj
(∫
R4
∫
S
∫
R6
a0i (x, ζ, ξ, η)u
′
xi
(x, τ) δ
ψs(y)
(ζ)δ
ω0s+θ
(ξ)g(η, s; z, 0) dζdξdη
)
− b1j(x, y, θ, z)
∫ ∞
0
ds
∂
∂yj
(∫
R4
∫
S
∫
R6
a0i (x, ζ, ξ, η)u
′
xi
(x, τ) δ
ψs(y)
(ζ)δ
ω0s+θ
(ξ)g(η, s; z, 0) dζdξdη
)
It should be noted that the transient and invariant measures are not functions of the slow
variables x, but instead they are functions of the initial points y, θ and z. Keeping this in
mind, we have
− a0j(x, y, θ, z)
∂u1
∂xj
(x, y, θ, z, τ)− b1j(x, y, θ, z)
∂u1
∂yj
(x, y, θ, z, τ)
= −a0j(x, y, θ, z)
∫ ∞
0
ds∫
R4
∫
S
∫
R6
(
∂a0i
∂xj
(x, ζ, ξ, η)u′xi(x, τ) + a
0
i (x, ζ, ξ, η)u
′′
xixj
(x, τ)
)
δ
ψs(y)
(ζ)δ
ω0s+θ
(ξ)g(η, s; z, 0) dζdξdη
− b1j(x, y, θ, z)
∫ ∞
0
ds
∂
∂yj
(∫
R4
∫
S
∫
R6
a0i (x, ζ, ξ, η)u
′
xi
(x, τ) δ
ψs(y)
(ζ)δ
ω0s+θ
(ξ)g(η, s; z, 0) dζdξdη
)
Now integrating with respect to ζ(= y) and ξ(= θ) we can rewrite the Poisson equation (3.21)
in view of the above equation as
L (y,θ,z)F u2(x, y, θ, z, τ) = ϕ(x, y, θ, z, τ)
def
= −a0j(x, y, θ, z)
∫ ∞
0
ds∫
η∈R4
(
∂a0i
∂xj
(x, ψs(y), ω0s+ θ, η)u
′
xi
(x, τ) + a0i (x, ψs(y), ω0s+ θ, η)u
′′
xixj
(x, τ)
)
g(η, s; z, 0) dη
− b1j(x, y, θ, z)
∫ ∞
0
ds
∂
∂yj
(∫
η∈R4
a0i (x, ψs(y), ω0s+ θ, η)u
′
xi
(x, τ)g(η, s; z, 0) dη
)
−
(
a1j(x, y, θ)
∂u
∂xj
(x, τ)− ∂u
∂τ
(x, τ)
)
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Now applying the solvability condition yields the homogenized equation for u(x, τ), i.e., the
inner product
〈ϕ(x, y, θ, z, τ), p∞(y, θ, z)〉 = 0, (where p∞(y, θ, z) is in the kernel of L (y,θ,z)F ),∫
R6
∫
S
∫
R4
ϕ(x, y, θ, z, τ)p∞(y, θ, z)dzdθdy = 0,
which can be further re-written as
−
∫
R6
∫
S
∫
R4
a0j(x, y, θ, z)p∞(y, θ, z)
∫ ∞
0
ds(∫
η∈R4
(
∂a0i
∂xj
(x, ψs(y), ω0s+ θ, η)u
′
xi
(x, τ) + a0i (x, ψs(y), ω0s+ θ, η)u
′′
xixj
(x, τ)
)
×
g(η, s; z, 0) dη
)
dzdθdy −
∫
R6
∫
S
∫
R4
b1j(x, y, θ, z)p∞(y, θ, z)
∫ ∞
0
ds×(∫
η∈R4
∂a0i
∂ζl
(x, ζ, ω0s+ θ, η)|ζ=ψs(y)
∂ψls(y)
∂yj
u′xi(x, τ)g(η, s; z, 0) dη
)
dzdθdy
−
∫
R6
∫
S
∫
R4
p∞(y, θ, z)
(
a1j(x, y, θ)
∂u
∂xj
(x, τ)− ∂u
∂τ
(x, τ)
)
dzdθdy = 0
(3.22)
In order to simplify the calculations further, we look at b¯1(uτ , uT (τ), wT (τ)), b¯
2(uτ , U
c
m)
in (2.29) and note the change of coordinates in (3.2) that motivates an appropriate structure
for the variables
a0(x, y, θ, z)
def
= [e−
τB
2 ]
{
[K¯][e
τB
2 ]x+ [M¯ ]y
}
ϕ1(ξτ ) + [e
− τB
2 ]℘
[
S18
S28
]
ϕ2(cτ , ψτ ),
b1(x, y, θ, z)
def
=
{
[N¯ ][e
τB
2 ]x+ [L¯]y
}
ϕ1(ξτ ) + ℘

S38
...
S88
ϕ2(cτ , ψτ ),
a1(x, 0, θ)
def
= β[e−
τB
2 ]
{
[D][e
τB
2 ]x
}
+ [e−
τB
2 ]
[
g¯1(e
τB
2 x)
g¯2(e
τB
2 x)
]
,
with ϕ1(ξτ ), ϕ2(cτ , ψτ ) representing functions of the respective noise processes and upon
grouping the components in terms of S(θ), C(θ), S(2θ), C(2θ), we obtain a more explicit
form:
a0(x, y, θ, z)
def
= [(Ksin 2θ S0(2θ) +Kcos 2θ C0(2θ) +KConst.)x+ (M¯ C0(θ) + M˜ S0(θ))y]ϕ1(ξτ )
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+℘ϕ2(cτ , ψτ )(F¯ C
0(θ) + F˜ S0(θ)),
b1(x, y, θ, z)
def
= [
(
N sin θ S1(θ) + N¯ C1(θ))x+ L¯y
]
ϕ1(ξτ ) + ℘ϕ2(cτ , ψτ )F
′,
a1(x, 0, θ)
def
= (Dsin 2θ S1(2θ) +Dcos 2θ C1(2θ) +DConst.)x+
[e−
τB
2 ]
[
g¯1(x1 cos θ − x2 sin θ, x1 sin θ + x2 cos θ)
g¯2(x1 cos θ − x2 sin θ, x1 sin θ + x2 cos θ)
]
,
where
Kcos 2θ =
1
2
[
k11 − k22 k12 + k21
k12 + k21 k22 − k11
]
, Ksin 2θ =
1
2
[
(k12 + k21) −k11 + k22
−k11 + k22 −(k12 + k21)
]
,
S0(θ)
def
= S1(θ)
def
= sin θ
C0(θ)
def
= C1(θ)
def
= cos θ
, KConst. =
1
2
[
(k11 + k22) k12 − k21
k21 − k12 k11 + k22
]
with kij ∈ K¯,
M˜ =
[
m21 m22 m23 m24 m25 m26
−m11 −m12 −m13 −m14 −m15 −m16
]
with mij ∈ M¯,
F¯
def
=
[
f1
f2
]
=
[
S18
S28
]
, F˜
def
=
[
f2
−f1
]
=
[
S28
−S18
]
, F ′ =

S38
...
S88
 , N sin θ =

n12 −n11
n22 −n21
n32 −n31
n42 −n41
n52 −n51
n62 −n61

,
with nij ∈ N¯ , Dcos 2θ = β
2
[
d11 − d22 d12 + d21
d12 + d21 d22 − d11
]
, Dsin 2θ =
β
2
[
(d12 + d21) −d11 + d22
−d11 + d22 −(d12 + d21)
]
,
DConst. =
β
2
[
(d11 + d22) d12 − d21
d21 − d12 d11 + d22
]
with dij ∈ D,
and we note that the matrices K¯, M¯ , S, N¯ , L¯,D are as defined in (2.29). For the sake of
brevity, we do not use a1(x, 0, θ) in the ensuing analysis until a bit later.
Furthermore, the invariant measure is given as
p∞(y, θ, z) =
δ0(y) · ν1(ξτ ) · ν2(ψτ , cτ )
2pi
, (as discussed in section 2.1.6),
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and we further note that the transition density of the noise process can be decomposed as
g(η, s; z, 0) = g1(ξ, s; z, 0) · g2({cτ , ψτ} , s; z, 0),
which follows from the independence between the two processes. Furthermore, we treat
{cτ , ψτ} in g2({cτ , ψτ} , s; z, 0) as one quantity in the analysis that follows.
Now, taking each term at a time, the solvability condition (3.22) reduces to
−
∫
R6
∫
S
∫
R4
[[(Ksin 2θjk S
0(2θ) +Kcos 2θjk C
0(2θ) +KConst.jk )xk + (M¯jk C
0(θ) + M˜jk S
0(θ))yk]×
ϕ1(ξτ ) + ℘ϕ2(ψτ , cτ )(F¯j C
0(θ) + F˜j S
0(θ))]
δ0(y) · ν1(ξτ ) · ν2(ψτ , cτ )
2pi
∫ ∞
0
ds(∫
η∈R
(Ksin 2θij S
0(2(ω0s+ θ)) +K
cos 2θ
ij C
0(2(ω0s+ θ)) +K
Const.
ij )ϕ1(η)u
′
xi
(x, τ)g1(η, s; z, 0) dη
)
dzdθdy
−
∫
R6
∫
S
∫
R4
[[(Ksin 2θjk S
0(2θ) +Kcos 2θjk C
0(2θ) +KConst.jk )xk + (M¯jk C
0(θ) + M˜jk S
0(θ))yk]ϕ1(ξτ )
+ ℘ϕ2(ψτ , cτ )(F¯j C
0(θ) + F˜j S
0(θ))]
δ0(y) · ν1(ξτ ) · ν2(ψτ , cτ )
2pi
∫ ∞
0
ds(∫
η∈R4
[[(Ksin 2θil S
0(2(ω0s+ θ)) +K
cos 2θ
il C
0(2(ω0s+ θ)) +K
Const.
il )xl + (M¯il C
0(ω0s+ θ)+
M˜il S
0(ω0s+ θ))ψ
l
s(y)]ϕ1(η) + ℘ϕ2(η)(F¯iC
0(ω0s+ θ) + F˜i S
0(ω0s+ θ))]u
′′
xixj
g(η, s; z, 0) dη
)
dzdθdy
−
∫
R6
∫
S
∫
R4
[[(N sin θjk S
1(θ) + N¯jk C
1(θ))xk + L¯jkyk]ϕ1(ξτ ) + ℘ϕ2(ψτ , cτ )F
′
j ]
δ0(y) · ν1(ξτ )
2pi
×
ν2(ψτ , cτ )
∫ ∞
0
ds
(∫
η∈R
(M¯il C
0(ω0s+ θ) + M˜il S
0(ω0s+ θ))ϕ1(η)
∂ψls(y)
∂yj
u′xi(x, τ)g1(η, s; z, 0) dη
)
dzdθdy
−
∫
R6
∫
S
δ0(y)
2pi
(
a1j(x, y, θ)
∂u
∂xj
(x, τ)− ∂u
∂τ
(x, τ)
)
dθdy = 0
and it is clear that the argument (η) of ϕ2 inside the time integrals in the previous equation
is in R3 while the argument (η) of ϕ1 inside the time integrals is in R.
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Integrating out y in the previous expression, the solvability condition reduces to
−
∫
S
∫
R4
[(Ksin 2θjk S
0(2θ) +Kcos 2θjk C
0(2θ) +KConst.jk )xkϕ1(ξτ ) + ℘ϕ2(ψτ , cτ )(F¯j C
0(θ)
+ F˜j S
0(θ))]
ν1(ξτ ) · ν2(ψτ , cτ )
2pi
∫ ∞
0
ds(∫
η∈R
(Ksin 2θij S
0(2(ω0s+ θ)) +K
cos 2θ
ij C
0(2(ω0s+ θ)) +K
Const.
ij )ϕ1(η)u
′
xi
(x, τ)g1(η, s; z, 0)
dη
)
dzdθ
−
∫
S
∫
R4
[(Ksin 2θjk S
0(2θ) +Kcos 2θjk C
0(2θ) +KConst.jk )xkϕ1(ξτ ) + ℘ϕ2(ψτ , cτ )(F¯j C
0(θ)
+ F˜j S
0(θ))]
ν1(ξτ ) · ν2(ψτ , cτ )
2pi
∫ ∞
0
ds
(∫
η∈R4
[(Ksin 2θil S
0(2(ω0s+ θ)) +K
cos 2θ
il C
0(2(ω0s+ θ))
+KConst.il )xlϕ1(η) + ℘ϕ2(η)(F¯iC
0(ω0s+ θ) + F˜i S
0(ω0s+ θ))]u
′′
xixj
g(η, s; z, 0) dη
)
dzdθ
−
∫
S
∫
R4
[(N sin θjk S
1(θ) + N¯jk C
1(θ))xkϕ1(ξτ ) + ℘ϕ2(ψτ , cτ )F
′
j ]
ν1(ξτ ) · ν2(ψτ , cτ )
2pi
∫ ∞
0
ds(∫
η∈R
(M¯il C
0(ω0s+ θ) + M˜il S
0(ω0s+ θ))ϕ1(η)
∂ψls(y)
∂yj
|y=0u′xi(x, τ)g1(η, s; z, 0) dη
)
dzdθ
−
∫
S
1
2pi
(
a1j(x, 0, θ)
∂u
∂xj
(x, τ)− ∂u
∂τ
(x, τ)
)
dθ = 0
Taking the θ integration in the above expression, the solvability condition reduces further to
− 1
2
∫ ∞
0
[Ksin 2θij K
sin 2θ
jk C
0(2ω0s)−Kcos 2θij Ksin 2θjk S0(2ω0s) +Ksin 2θij Kcos 2θjk S0(2ω0s)+
Kcos 2θij K
cos 2θ
jk C
0(2ω0s) + 2K
Const.
ij K
Const.
jk )]xkds
∫
R
ϕ1(ξτ )ν1(ξτ )
(∫
η∈R
ϕ1(η)g1(η, s; z, 0) dη
)
×
dξτ u
′
xi
(x, τ)
− 1
2
∫ ∞
0
[Ksin 2θil K
sin 2θ
jk C
0(2ω0s)−Kcos 2θil Ksin 2θjk S0(2ω0s) +Ksin 2θil Kcos 2θjk S0(2ω0s)+
Kcos 2θil K
cos 2θ
jk C
0(2ω0s) + 2K
Const.
il K
Const.
jk )]xlxkds
∫
R
ϕ1(ξτ )ν1(ξτ )
(∫
η∈R
ϕ1(η)g1(η, s; z, 0) dη
)
×
dξτ u
′′
xixj
(x, τ)
− ℘
2
∫ ∞
0
[F¯jF¯iC
0(ω0s) + F¯jF˜iS
0(ω0s)− F˜jF¯iS0(ω0s) + F˜jF˜iC0(ω0s)]ds ×∫
R3
ϕ2(cτ , ψτ )ν2(cτ , ψτ )
(∫
η∈R3
ϕ2(η)g2(η, s; z, 0) dη
)
dcτdψτ u
′′
xixj
(x, τ)
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−
∫ ∞
0
(
[M¯ilN
sin θ
jk SC
10(ω0s) + M¯ilN¯jkCC
10(ω0s) + M˜ilN
sin θ
jk SS
10(ω0s)
+ M˜ilN¯jkSC
01(ω0s)]xk
∂ψls(y)
∂yj
|y=0
)
ds
∫
R
ϕ1(ξτ )ν1(ξτ )
(∫
η∈R
ϕ1(η)g1(η, s; z, 0) dη
)
dξτ×
u′xi(x, τ)−
(
a¯1j(x)
∂u
∂xj
(x, τ)− ∂u
∂τ
(x, τ)
)
= 0
We note that the cross terms between ϕ1(ξτ ), ϕ2(cτ , ψτ ) have been dropped in deriving the
above expression because of the independence between the horizontal and vertical noise.
Now, defining the covariances (time correlation) in terms of functions of the respective noise
processes ϕ1(ξτ ), ϕ2(ψτ , cτ ) we have
Rϕ1(s)
def
= E[ϕ1(ξτ )ϕ1(ξτ+s)]
=
∫
R
ϕ1(ξτ )ν1(ξτ )
(∫
η∈R
ϕ1(η)g1(η, s; z, 0) dη
)
dξτ ,
Rϕ2(s)
def
= E[ϕ2(cτ , ψτ )ϕ2(cτ+s, ψτ+s)]
=
∫
R3
ϕ2(cτ , ψτ )ν2(cτ , ψτ )
(∫
η∈R3
ϕ2(η)g2(η, s; z, 0) dη
)
dcτdψτ
and defining the frequency content of the power that will be tapped
SC10(ω0s)
def
=
(
1
2pi
∫
S
S1(θ)C0(ω0s+ θ) dθ
)
=
− sin(ω0s)
2
,
CC10(ω0s)
def
=
(
1
2pi
∫
S
C1(θ)C0(ω0s+ θ) dθ
)
=
cos(ω0s)
2
,
SS10(ω0s)
def
=
(
1
2pi
∫
S
S1(θ)S0(ω0s+ θ) dθ
)
=
cos(ω0s)
2
,
SC01(ω0s)
def
=
(
1
2pi
∫
S
S0(ω0s+ θ)C
1(θ) dθ
)
=
sin(ω0s)
2
,
and
a¯1j(x)
def
=
(
1
2pi
∫
S
a1j(x, 0, θ)dθ
)
.
For u2 to have a bounded solution, u0 = u(x, τ) should satisfy the following partial dif-
ferential equation.
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− u
′
xi
(x, τ)
2
∫ ∞
0
[Ksin 2θij K
sin 2θ
jk C
0(2ω0s)−Kcos 2θij Ksin 2θjk S0(2ω0s) +Ksin 2θij Kcos 2θjk S0(2ω0s)+
Kcos 2θij K
cos 2θ
jk C
0(2ω0s) + 2K
Const.
ij K
Const.
jk )]Rϕ1(s)xk ds
− u
′′
xixj
(x, τ)
2
∫ ∞
0
[Ksin 2θil K
sin 2θ
jk C
0(2ω0s)−Kcos 2θil Ksin 2θjk S0(2ω0s) +Ksin 2θil Kcos 2θjk S0(2ω0s)+
Kcos 2θil K
cos 2θ
jk C
0(2ω0s) + 2K
Const.
il K
Const.
jk )]Rϕ1(s)xlxk ds
− u
′′
xixj
(x, τ)℘
2
∫ ∞
0
[F¯jF¯iC
0(ω0s) + F¯jF˜iS
0(ω0s)− F˜jF¯iS0(ω0s) + F˜jF˜iC0(ω0s)]Rϕ2(s) ds
−
∫ ∞
0
(
[M¯ilN
sin θ
jk SC
10(ω0s) + M¯ilN¯jkCC
10(ω0s) + M˜ilN
sin θ
jk SS
10(ω0s) + M˜ilN¯jkSC
01(ω0s)]
× xk ∂ψ
l
s(y)
∂yj
|y=0
)
Rϕ1(s) ds u
′
xi
(x, τ)− a¯1j(x)u′xj(x, τ) + uτ (x, τ) = 0 (3.23)
Let us now define the various power spectral densities, which can be readily found from the
Dryden Model:
Sξτ (0)
def
= 2
∫ ∞
0
Rϕ1(s)ds, Sψτ (0)
def
= 2
∫ ∞
0
Rϕ2(s)ds,
Scosξτ (ω0)
def
= 2
∫ ∞
0
Rϕ1(s)C
0(ω0s)ds, Ssinξτ (ω0)
def
= 2
∫ ∞
0
Rϕ1(s)S
0(ω0s)ds,
Scosψτ (ω0)
def
= 2
∫ ∞
0
Rϕ2(s)C
0(ω0s)ds, Ssinψτ (ω0)
def
= 2
∫ ∞
0
Rϕ2(s)S
0(ω0s)ds,
and let us further define the (l, j)th element:
Scos,lξτ ,j (ω0)
def
=
∫ ∞
0
Rϕ1(s)C
0(ω0s)
∂ψls(y)
∂yj
|y=0 ds,
Ssin,lξτ ,j (ω0)
def
=
∫ ∞
0
Rϕ1(s)S
0(ω0s)
∂ψls(y)
∂yj
|y=0 ds.
Now, the flow map induced by the deterministic vector field b0(y) at O( 1
2
) is given by
ψs(y) = y · exp
([
R 0
0 C
]
s
)
and the (l, j)th element of the Jacobian of the flow map is given by
∂ψls(y)
∂yj
|y=0 = exp
([
R 0
0 C
]
s
)
,
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and decomposing the above expression in view of the definition of the matrices R,C gives
∂ψls(y)
∂yj
|y=0 = exp


−κ 0 . . . 0
0 −κ . . . 0
...
...
. . .
...
0 0 . . . λ4
 s
 · exp


0 −γ . . . 0
γ 0 . . . 0
...
...
. . .
...
0 0 . . . 0
 s
 ,
simplifying further, we get
∂ψls(y)
∂yj
|y=0 =


e−κs 0 . . . 0
0 e−κs . . . 0
...
...
. . .
...
0 0 . . . eλ4s

 ·


cos γs − sin γs . . . 0
sin γs cos γs . . . 0
...
...
. . .
...
0 0 . . . 1

 ,
which reduces to
∂ψls(y)
∂yj
|y=0 =

e−κs cos γs −e−κs sin γs 0 0 0 0
e−κs sin γs e−κs cos γs 0 0 0 0
0 0 eλ1s 0 0 0
0 0 0 eλ2s 0 0
0 0 0 0 eλ3s 0
0 0 0 0 0 eλ4s

.
To this end, define the various damped spectrums as follows
Scos,λiξτ (ω0)
def
= 2
∫ ∞
0
eλisRϕ1(s)C
0(ω0s)ds, Ssin,λiξτ (ω0)
def
= 2
∫ ∞
0
eλisRϕ1(s)S
0(ω0s)ds,
for i = (1, . . . , 4),
Scos,κξτ (ω0)
def
= 2
∫ ∞
0
e−κsRϕ1(s)C
0(ω0s)ds, Ssin,κξτ (ω0)
def
= 2
∫ ∞
0
e−κsRϕ1(s)S
0(ω0s)ds.
In view of the above definitions, we find Scos,lξτ ,j (ω0) to be
1
8
[Scos,κξτ (ω0−γ)+S
cos,κ
ξτ
(ω0+γ)]
1
8
[Ssin,κξτ (ω0−γ)−S
sin,κ
ξτ
(ω0+γ)] 0 0 0 0
1
8
[Ssin,κξτ (ω0+γ)−S
sin,κ
ξτ
(ω0−γ)] 18 [S
cos,κ
ξτ
(ω0−γ)+Scos,κξτ (ω0+γ)] 0 0 0 0
0 0 1
4
Scos,λ1ξτ (ω0) 0 0 0
0 0 0 1
4
Scos,λ2ξτ (ω0) 0 0
0 0 0 0 1
4
Scos,λ3ξτ (ω0) 0
0 0 0 0 0 1
4
Scos,λ4ξτ (ω0)

59
and similarly we find Ssin,lξτ ,j (ω0) to be
1
8
[Ssin,κξτ (ω0−γ)+S
sin,κ
ξτ
(ω0+γ)]
1
8
[Scos,κξτ (ω0+γ)−S
cos,κ
ξτ
(ω0−γ)] 0 0 0 0
1
8
[Scos,κξτ (ω0−γ)−S
cos,κ
ξτ
(ω0+γ)]
1
8
[Ssin,κξτ (ω0−γ)+S
sin,κ
ξτ
(ω0+γ)] 0 0 0 0
0 0 1
4
Ssin,λ1ξτ (ω0) 0 0 0
0 0 0 1
4
Ssin,λ2ξτ (ω0) 0 0
0 0 0 0 1
4
Ssin,λ3ξτ (ω0) 0
0 0 0 0 0 1
4
Ssin,λ4ξτ (ω0)

Let us now rewrite the Partial Differential Equation (3.23) in terms of the power spectral
densities and the aforementioned definitions:
{1
4
[4a¯1i (x) +K
sin 2θ
ij K
sin 2θ
jk xk Scosξτ (2ω0)−Kcos 2θij Ksin 2θjk xk Ssinξτ (2ω0) +Ksin 2θij Kcos 2θjk xk Ssinξτ (2ω0)
+Kcos 2θij K
cos 2θ
jk xk Scosξτ (2ω0) + 2K
Const.
ij K
Const.
jk xk Sξτ (0)]− M¯ilN sin θjk xk Ssin,lξτ ,j (ω0)+
M¯ilN¯jk xk Scos,lξτ ,j (ω0) + M˜ilN sin θjk xk Scos,lξτ ,j (ω0) + M˜ilN¯jk xk Ssin,lξτ ,j (ω0)}u′xi(x, τ)
+
1
4
[Ksin 2θil xlK
sin 2θ
jk xk Scosξτ (2ω0)−Kcos 2θil xlKsin 2θjk xk Ssinξτ (2ω0) +Ksin 2θil xlKcos 2θjk xk Ssinξτ (2ω0)
+Kcos 2θil xlK
cos 2θ
jk xk Scosξτ (2ω0) + 2K
Const.
il xlK
Const.
jk xk Sξτ (0) + ℘F¯jF¯iScosψτ (ω0) + ℘F¯jF˜iS
sin
ψτ (ω0)
− ℘F˜jF¯iSsinψτ (ω0) + ℘F˜jF˜iScosψτ (ω0)]u′′xixj(x, τ) = uτ (x, τ) (3.24)
The homogenized generator L †† will be a generator that depends only on the slow variables
xτ , hence the test functions associated with L †† will be of the form f(xτ ). Therefore, we
take f to be smooth function of xτ only. We note that (3.24) implies
L †† def=
2∑
i=1
b¯i(x)
∂
∂xi
+
1
2
2∑
i,j=1
aˆij(x)
∂2
∂xi∂xj
(3.25)
with
b¯i(x) =
1
4
[4a¯1i (x) +
{
Ksin 2θij K
sin 2θ
jk +K
cos 2θ
ij K
cos 2θ
jk
}
xk Scosξτ (2ω0)
+
{
Ksin 2θij K
cos 2θ
jk −Kcos 2θij Ksin 2θjk
}
xk Ssinξτ (2ω0) + 2K
Const.
ij K
Const.
jk xk Sξτ (0)]
+
{
M˜ilN¯jk − M¯ilN sin θjk
}
xk Ssin,lξτ ,j (ω0)
+
{
M¯ilN¯jk + M˜ilN
sin θ
jk
}
xk Scos,lξτ ,j (ω0), and
aˆij(x) =
1
2
[
{
Ksin 2θil K
sin 2θ
jk +K
cos 2θ
il K
cos 2θ
jk
}
xl xk Scosξτ (2ω0)
+
{
Ksin 2θil K
cos 2θ
jk −Kcos 2θil Ksin 2θjk
}
xl xk Ssinξτ (2ω0) + 2K
Const.
il xlK
Const.
jk xk Sξτ (0)
+ ℘
{
F¯jF¯i + F˜jF˜i
}
Scosψτ (ω0) + ℘
{
F¯jF˜i − F˜jF¯i
}
Ssinψτ (ω0)],
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further simplification of the homogenized coefficients gives
b¯i(x) =
(
βpiβik + (x
2
1 + x
2
2)pi
g¯
ik +
1
8
[pi1ikScosξτ (2ω0) + pi
2
ikSsinξτ (2ω0) + pi
3
ikSξτ (0)]
+
1
8
[pi4ikS
cos,κ
ξτ
(ω0 + γ) + pi
5
ikS
cos,κ
ξτ
(ω0 − γ) + pi6ikSsin,κξτ (ω0 + γ) + pi7ikSsin,κξτ (ω0 − γ)]
+
1
4
[
4∑
r=1
pisin,λrik S
sin,λr
ξτ
(ω0) +
4∑
r=1
picos,λrik S
cos,λr
ξτ
(ω0)]
)
xk, and
aˆij(x) =
x21 + x
2
2
8
[pi1ijScosξτ (2ω0) + pi
2
ijSsinξτ (2ω0)]
+
℘
2
[pi8ijScosψτ (ω0) + pi
9
ijSsinψτ (ω0)] +
Sξτ (0)
4
(
pi10ij x
2
1 + pi
11
ij x
2
2 + pi
12
ij x1x2
)
,
where
piβ =
[
δ′ γ′
−γ′ δ′
]
, pig¯ =
[
−R¯ −R˜
R˜ −R¯
]
,
pi1 =
[
κ2 0
0 κ2
]
, pi2 =
[
0 κ2
−κ2 0
]
, pi3 =
[
κ1 − κ7 2√κ1κ7
−2√κ1κ7 κ1 − κ7
]
, pi4 =
[
κ3 κ5
−κ5 κ3
]
,
pi5 =
[
κ4 κ6
−κ6 κ4
]
, pi6 =
[
−κ5 κ3
−κ3 −κ5
]
, pi7 =
[
−κ6 κ4
−κ4 −κ6
]
, pisin,λr =
[
κsin,λr κcos,λr
−κcos,λr κsin,λr
]
,
picos,λr =
[
κcos,λr −κsin,λr
κsin,λr κcos,λr
]
, pi8 =
[
κ8 0
0 κ8
]
, pi9 =
[
0 κ8
−κ8 0
]
,
pi10 =
[
κ1 −√κ1κ7
−√κ1κ7 κ7
]
, pi11 =
[
κ7
√
κ1κ7√
κ1κ7 κ1
]
, pi12 =
[
2
√
κ1κ7 κ1 − κ7
κ1 − κ7 −2√κ1κ7
]
.
3.2.1 Amplitude Process
At this point we wish to determine L † that characterizes the Markov process generated by
r
def
=
√
x21 + x
2
2 = $(x) = $(x1, x2). To this end, let us apply Itoˆ’s formula on test functions
of r: Φ($(x)) ∈ C(R2). After some work, we obtain
L †(Φ ◦$)(x) = dΦ
d$
($(x))(L ††$)(x) +
1
2
d2Φ
d$2
($(x))〈d$, d$〉(x), (3.26)
where
bR(rˇτ ) = (L ††$)(x), σ2R(rˇτ ) = 〈d$, d$〉(x), (3.27)
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and we further define the quadratic variation
〈d$, d$〉(x) def=
2∑
i,j=1
aˆij(x)
∂$
∂xi
(x)
∂$
∂xi
(x).
The homogenized coefficients given by (3.27) in view of (2.32) were calculated to be
bR(rˇτ ) = δ′βrˇ − R¯rˇ3 + rˇ
8
[κ1Sξτ (0) +
3
2
κ2Scosξτ (2ω0)]
+
rˇ
8
[κ3Scos,κξτ (ω0 + γ) + κ4S
cos,κ
ξτ
(ω0 − γ)− κ5Ssin,κξτ (ω0 + γ)− κ6Ssin,κξτ (ω0 − γ)]
+
rˇ
4
[
4∑
r=1
κsin,λrSsin,λrξτ (ω0) +
4∑
r=1
κcos,λrScos,λrξτ (ω0)] +
℘
4rˇ
κ8Scosψτ (ω0),
σ2R(rˇτ ) =
rˇ2
8
[2κ1Sξτ (0) + κ2Scosξτ (2ω0)] +
℘
2
κ8Scosψτ (ω0),
with
δ′ =
d11 + d22
2
, γ′ =
d12 − d21
2
,
which can also be obtained via the perturbation lemma and the nonlinear terms simplify to
R¯ = −3
8
{gˆ1:111 + gˆ1:122 + gˆ2:112 + gˆ2:222} , R˜ = −3
8
{gˆ1:112 + gˆ1:222 − gˆ2:111 − gˆ2:122} ,
κ1 = (k11 + k22)
2, κ2 =
{
(k11 − k22)2 + (k12 + k21)2
}
,
κ3 = (m22 −m11)(n22 − n11) + (m12 +m21)(n12 + n21),
κ4 = (m22 +m11)(n22 + n11)− (m12 −m21)(n12 − n21),
κ5 = (m12 +m21)(n22 − n11)− (m22 −m11)(n12 + n21),
κ6 = (m22 +m11)(n12 − n21) + (m12 −m21)(n22 + n11),
κsin,λr =
{−m1(r+2)n(r+2)2 +m2(r+2)n(r+2)1} , κcos,λr = {m1(r+2)n(r+2)1 +m2(r+2)n(r+2)2} ,
(r = 1 . . . 4), κ7 = (k12 − k21)2, κ8 =
{
f 21 + f
2
2
}
.
It is worth noting that the current general reduction scheme recovers the previous stochas-
tic averaging results obtained in [16] by applying Khasminskii’s averaging procedure. The
notations for the coefficients of the spectrums have been kept consistent for easy comparison.
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CHAPTER 4
NUMERICAL RESULTS FOR THE AEROELASTIC
PROBLEM
In this chapter, we present various numerical results pertaining to the aeroelastic problem.
We note that the following numerical values were used
U cm = 4.31, ah = −0.5, µ = 100, rα = 0.5, xα = 0.25, k3 = 400, L = 50, σT = 1,
in arriving at the related results (see [3]). We note that as L goes to zero, the case of White
noise results as the power spectral density becomes flat.
4.1 Power Spectral Densities
We now present the plots of the various power spectral densities that will be used for the
explicit calculation of the homogenized drift and diffusion coefficients for real noise exci-
tation. The plots can be easily generated by noting that the auto-correlation and power
spectral densities are related by a Fourier transform pair. Furthermore, the two-sided spec-
tral densities for the horizontal and vertical components of turbulence are given in section
2.1.3 and we plot in Fig. 4.2 the associated power spectral densities. We note that this plot
is consistent with that obtained in [2] for different σT , L.
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Figure 4.1: Plot of the power spectral densities for both the horizontal (Sξτ (ω)) and
vertical (Sψτ (ω)) noise from the Dryden Model
Figure 4.2: Plot of the cosine power spectral densities for both the horizontal (Scosξτ (ω)) and
vertical (Scosψτ (ω)) noise
We note that the first vertical line in each of the power spectral density plots, in this section,
is drawn at ω0
2pi
while the second vertical line is drawn at 2ω0
2pi
and we further remark that
ω = 2pif . These are where values of the various power spectral densities will be sampled
from in calculating the homogenized coefficients. Furthermore, it is clear that the frequency
axis (f) is in a log scale and has units of (1/τ) in view of (2.23).
64
Figure 4.3: Plot of the various damped power spectral densities using matrix R for
horizontal noise: Scos,κξτ (ω + γ),S
cos,κ
ξτ
(ω − γ),Ssin,κξτ (ω + γ),Ssin,κξτ (ω − γ)
Figure 4.4: Plot of the damped sinusoidal power spectral densities using matrix C for
horizontal noise: Ssin,λrξτ for (r = 1, . . . , 4)
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Figure 4.5: Plot of the damped cosine power spectral densities using matrix C for
horizontal noise: Scos,λrξτ for (r = 1, . . . , 4)
4.2 Results for the case of Parametric Excitation
We now present the results obtained from (3.27) combined with the results of the power
spectral densities in section 4.1. Figure 4.6 resulted for the CDFs of the critical modes of
the original and reduced systems for the case of pure horizontal turbulence (i.e., ℘ = 0).
Figure 4.6: CDFs of the critical modes of the original system and the reduced system for
the case of parametric excitation
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From the agreement of the plots obtained, we can assert that the dynamics of the critical
modes of the original system are indeed captured by the reduced system and hence this
one dimensional model can be used for investigating flutter further. The reduced system in
figure 4.6 is characterized by
bR = (0.0323β + 0.142336)rˇ − 0.1171rˇ3 + 3.84714℘
rˇ
σ2R = 0.14725rˇ
2 + 7.69427℘
in view of (2.32). We note that in generating figure 4.6, the reduced system was simulated
for N = 60 while the original system was simulated for N
2
. The distributions of rˇ and r
were compared at the end of the respective simulation time for each of the 8,000 particles for
each system. The full system was simulated in 8 blocks, each consisting of 1,000 particles,
via parallelization in MATLAB. The numerical integration was performed in discretizations
of 2−10. The critical and stable modes of the full dynamical system was integrated using a
combined predictor-corrector scheme for the deterministic drift and an O(2) weak stochastic
Taylor scheme, similar to that introduced in [17], for the random part of the drift com-
prising of the parametric excitation. Additionally, the reduced system was simulated using
an Euler-Murayama scheme and the Ornstein-Uhlenbeck process representing the horizontal
turbulence was simulated using a stochastic strong taylor O(1.5) scheme.
Furthemore, the scale ε was set to 0.15 and β = 0 (i.e., zero unfolding) in obtaining figure 4.6.
We remark that an appropriate conversion of airspeed should be used when simulating both
systems for the case of non-zero unfolding. It is also worthwhile to note that the initial
condition for the stable modes of the full dynamical were set to zero and this is justified
from there being a delta measure centered about the trivial solution. The previous initial
condition is also supported by numerical simulations of the r, rˇ values for only the cubic
nonlinearities of both the full and homogenized systems where the trajectories coincided.
Furthermore, the initial conditions for the Ornstein-Uhlenbeck process were sampled from
its invariant distribution given in section 2.1.6.
The chosen discretization is supported via numerical simulation of b¯0(uτ , U
c
m) of the full
system and corroborating the result obtained with the expected analytical solution (e.g.,
the simulation of the critical modes of the full system - (x1, x2) - at O(1) is supposed to
be a circle in phase space). Finally, the required number of the particles is supported by
numerical simulations to obtain the density of the reduced system and comparison with the
expected result via the analytical formula p(rˇ), presented in the sequel, at rˇ = 0.
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4.3 Stability and Bifurcation Analysis: Parametric Excitation
In investigating the stability of the critical system, the Lyapunov exponent which quantifies
the degree of “sensitivity to initial conditions” (i.e., local instability in a state space) is used.
The top Lyapunov exponent for the critical system is defined
λ
def
= lim
τ→∞
1
τ
ln |rτ | almost-surely.
The top Lyapunov exponent gives us the rate of divergence of two trajectories after a long
time. These two trajectories start at different initial conditions, which are in the vicinity
of the equilibrium point of the system that is at the critical parameter. The sign and the
magnitude of this value will allow us to comment on the overall stability of the system after
a long time since the critical sysetm captures the essential dynamics associated with flutter.
It is known from [15] that the top Lyapunov exponent obtained by linearizing the original
system and employing Oseledets Multiplicative Ergodic Theorem is equivalent to the top
Lyapunov exponent obtained from the homogenized system (2.32). To proceed with the
analysis, let us first rewrite the homogenized drift and diffusion coefficients as
bR(rˇτ ) = arˇτ +
c
2rˇτ
+ Rrˇ3τ , σ
2
R(rˇτ ) = drˇ
2
τ + c,
where
a =
β
2
(d11 + d22) +
1
8
[κ1Sξτ (0) +
3
2
κ2Scosξτ (2ω0)]
+
1
8
[κ3Scos,κξτ (ω0 + γ) + κ4S
cos,κ
ξτ
(ω0 − γ)− κ5Ssin,κξτ (ω0 + γ)− κ6Ssin,κξτ (ω0 − γ)]
+
1
4
[
4∑
r=1
κsin,λrSsin,λrξτ (ω0) +
4∑
r=1
κcos,λrScos,λrξτ (ω0)],
R =
3
8
{gˆ1:111 + gˆ1:122 + gˆ2:112 + gˆ2:222} , d = 1
8
[2κ1Sξτ (0) + κ2Scosξτ (2ω0)], c =
℘
2
κ8Scosψτ (ω0).
We now consider the case of parametric perturbations only (i.e., c = 0) in analyzing the
stability of the trivial solution. Furthermore, from a heuristic point of view on the growth of
initial perturbations in the vicinity of the trivial solution, we note that the cubic nonlinearity
should have little effect on the stability of the critical system. In light of this, we set R = 0
(and valid only when R ≤ 0 which is true for our case) for the following analysis.
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Application of Itoˆ’s formula on ρ = ln |rˇτ | gives
dρ = (
bR(rˇτ )
rˇτ
− σ
2
R(rˇτ )
2rˇ2τ
)dτ +
σR(rˇτ )
rˇτ
dWτ ,
and further simplification yields
dρ = (a− d
2
)dτ +
√
d dWτ ,
Integrating both sides, we obtain
ρτ − ρ0 = (a− d
2
)τ +
√
d Wτ , which becomes
ln |rˇτ | − ln |rˇ0| = (a− d
2
)τ +
√
d Wτ , and employing the definition of λ, we arrive at
λR1 = lim
τ→∞
1
τ
(ln |rˇ0|+ (a− d
2
)τ +
√
d Wτ ) = (a− d
2
) = 0.068711, (rˇ0 finite).
The second equality follows from the fact that the ratio of a martingale to its quadratic vari-
ation in the limit as τ →∞ is zero. Furthermore, we have calculated this value at β = 0 and
the top Lyapunov exponent of the full system is estimated as 2λR1 . The positive top Lya-
punov exponent obtained indicates that a Dynamical (D)-bifurcation has occured, which is
related to the loss of stability of the reference measure (i.e., the invariant measure associated
with the trivial fixed point of the reduced random dynamical system - with a Dirac measure
δ0 at rˇ = 0). Upon further verification of this positive sign, we can assert the almost-sure
instability of the equilibrium point of the nonlinear, dissipative dynamical system when in
the vicinity of the flutter speed (i.e., all solutions that start near the equilibrium point of
the system diverge away from each other at a rate of 2λR1 ).
The top Lyapunov exponent of the full system was numerically determined using the scheme
of [17], which ensures an accuracy of O(dτ 2) in calculating this quantity. A similar numeri-
cal scheme to that outlined in section 4.2 was used for integration up to N = 400 with ε =
0.5 and for 2, 400 realizations.
Shown in blue in figure 4.7 are the quantity 1
τ
ln |rτ | for 10 realizations while the red (bold)
line shows the mean over 2,400 realizations. The plot with 10 particles verifies the almost-
sure result of the top Lyapunov exponent since we see a higher concentration of particles
about the mean solution (i.e., shown in red) as τ → 400. A linear fit of the mean solution
is shown embedded within the same plot and its slope is the top Lyapunov exponent of
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Figure 4.7: Lyapunov Exponent of the full system for the case of parametric excitation
the full system, λF . It is clear that the actual Lyapunov exponent of the full system is
2λF = 8.6497× 10−4. Similarly, figure 4.8 resulted for the reduced system.
Figure 4.8: Lyapunov Exponent of the homogenized system for parametric excitation
The Lyapunov exponent estimated by the reduced system is 2λR2 = 9.2270× 10−4. We see
that the analytical top Lyapunov exponent, λR1 , is close to its numerical counterpart, λ
R
2 , and
hence this validates the analytical solution. Furthermore, an error of 6.19 % with respect to
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λR2 validates the numerical scheme used in calculating λ
F . Thus, we shall use the homog-
enized system in estimating the top Lyapunov exponent of the full aeroelastic system for
a range of β in the sequel after verifying the agreement of the CDFs at the particular β value.
Since the homogenized random dynamical system exhibits a S1 symmetry, the (rˇτ , θ) pro-
cesses decouple and hence the rˇτ process of the nonlinear system is by itself a Markov
diffusion process, and its non-trivial stationary density is given by
p(rˇ) =
2
Γ(ν)
(−R
d
)ν
rˇ2ν−1 exp[
R
d
rˇ2],
with ν
def
= a
d
− 1
2
. In view of the definition of rˇ, the joint stationary density is given by
p(x1, x2) =
2
Γ(ν)
(−R
d
)ν
(x21 + x
2
2)
ν− 1
2 exp[
R
d
(x21 + x
2
2)].
We now let βD (i.e., the D-bifurcation point) be the value of β for which ν = 0 and we let
βP (i.e., the Phenomenological (P)-bifurcation point) be the value of β for which ν =
1
2
.
On one hand, for β < βD, we have ν < 0 and the fixed point rˇ = 0 is asymptotically
stable (i.e., the stationary probability density p(rˇ) is a delta function at rˇ = 0). The equi-
librium point of the full system looses its stability at the airspeed Um = U
c
m + 
2βD. On
the other hand, for β > βP , we have ν >
1
2
and the density is maximum at rˇ =
√
ν− 1
2
−R
d
.
The appearance of a new peak at βP where the probability density first exhibits a crater
is called a P-bifurcation point and it occurs in the full system at the airspeed Um = U
c
m+
2βP .
In figure 4.9, we present the bifurcation diagram to illustrate better the D and P bifurcation
points. Furthermore, plots of the stationary densities of the reduced system are presented
for an 2 neighborhood of β = 0. It is clear that at the D-bifurcation point, the maximal
Lyapunov exponent λR2 of the reference measure is zero. For λ
R
2 < 0, the trivial solution is
stable and the nontrivial solution does not exist. For λR2 > 0, the trivial measure is unstable
and hence there exists a nontrivial invariant measure. The nontrivial solution can be further
examined via the two distinct growth rates of the process generated by L †† given in (3.25).
The sum of these growth rates are related through the trace formula of the Stratonovich
stochastic differential equation characterized via the Ho¨rmander equivalent of L †† as done
in [15]. In light of βD < 0, we assert that the parametric excitation destabilizes the aeroelas-
tic system since the airfoil now undergoes flutter at an airspeed less than the deterministic
71
flutter velocity, U cm. This is further justified from λ
F > 0. This stability criterion may be
enhanced, for example, by changing the design parameters of the airfoil model.
Figure 4.9: Bifurcation Diagram for the homogenized system: (L-R) Delta measure to Pole
to Crater (more precisely, a density respresentative of a random limit cycle)
We now consider the moment stability of the response, rˇτ . If E[(rˇτ )p] tends to a finite value
as τ → ∞, then the system will be stable in the p’th moment. Let us formally define the
p’th moment Lyapunov exponent for the homogenized system in the absence of nonlinearity
(i.e., R = 0) and for the case of pure horizontal turbulence
g(p)
def
= lim
τ→∞
1
τ
lnE|rτ |p for rˇ0 6= 0.
Following the work of [18] and assuming that the necessary conditions are satisfied, the
moment Lyapunov exponent for the aeroelastic system can be approximated as
g(p) = 2g2(p) +O(2), (4.1)
where
g2(p) =
p
8
[8δ′β + κ2Scosξτ (2ω0) + κ3S
cos,κ
ξτ
(ω0 + γ) + κ4Scos,κξτ (ω0 − γ)− κ5Ssin,κξτ (ω0 + γ)
− κ6Ssin,κξτ (ω0 − γ) + 2
( 4∑
r=1
κsin,λrSsin,λrξτ (ω0) +
4∑
r=1
κcos,λrScos,λrξτ (ω0)
)
]
+
p2
16
[2κ1Sξτ (0) + κ2Scosξτ (2ω0)], and p ∈ ∆ where ∆ is any compact subset in R.
In light of g(p), the maximal Lyapunov exponent λR1 can be found alternatively as λ
R
1 = g
′(0)
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where the prime denotes differentiation with respect to p. Furthermore, in light of the large
deviations result of [19], the nontrivial invariant measure undergoes a P-Bifurcation at βP
corresponding to g(−d) = 0 where d = dim Rd. In particular, the βP correspoding to
the homogenized equation (see figure 4.9) occurs when d = 1. In figure 4.10, we present
comparisons between CDFs of the critical modes of the reduced and full systems at regions of
interest, namely, 2βD, 10βP , 20βP to reveal the range of validity of the homogenized stochastic
differential equation for studying essential characteristics in the vicinity of the two bifurcation
points.
Figure 4.10: Comparison of CDFs at nonzero unfolding: (a) (b) (c) show the joint density
of the critical modes, (d) (e) (f) presents the joint density of pitch and pitch rate, (g) (h)
(i) gives the joint density of heave and its rate at 2βD, 10βP , 20βP respectively
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From the relatively good agreement of the CDFs in figure 4.10 (shown at the top), we
can assert that the one dimensional stochastic differential equation is indeed an accurate
and computationally efficient model that captures the essential flutter characteristics of the
aeroelastic model. It is evident that this one-dimensional model is valid for a large region
hence adding to the robustness of this model. Additionally, various joint probability densi-
ties of the aerodynamic states taken from the full system are presented in figure 4.10.
Figure 4.11 presents the top Lyapunov exponent obtained at various β’s from the homoge-
nized model. These values are a good representation of the original system’s result at the
prescribed β due to the agreement of the CDFs for the range 2βD through 20βP shown in
figure 4.10.
Figure 4.11: Lyapunov Exponent from the reduced model for a range of unfolding and for
the case of parametric excitation
A linear fit of the data in figure 4.11 results in λR growing at a rate of 0.0322 with re-
spect to β. This corresponds to a positive growth rate of 4.3233×10−4 in the top Lyapunov
exponent with respect to β for the full aeroelastic model for the case of parametric excitation.
We now provide a brief insight from a dynamical systems point of view that elaborates
on the crater shaped density given in figure 4.9. The goal of this discussion is to soundly
explain what the density undergoes during a P-bifurcation in the present framework and
with respect to what has been discussed previously. We first note that a random limit cycle
represents an invariant (“topological”) stable circle in phase space (see [15]) where both the
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trivial and nontrivial invariant measures associated with the trivial solution of the random
dynamical system sit on. These measures undergo hyperbolic dynamics (i.e., both attraction
and repulsion) on this circle. These hypebolic dynamics can be thought of as a result of the
presence of a “vague” attractor (i.e., cubic nonlinearity in our case), stable modes, and
critical modes (i.e., states that are on the verge of instability) when the aeroelastic system is
in the vicinity of the critical bifurcation parameter and perturbed by noise. The limit cycles
associated with the various joint densities in figure 4.10 can be easily identified by taking
the respective density’s top view projection onto the 2-D plane. It is interesting to note that
the change in the shape of the probability density occurs at the same airspeed regradless of
which states have been used to obtain these densities (e.g., x1 − x2, α− ∂α∂τ , h− ∂h∂τ ).
4.4 Vertical Excitation
In this section, we determine the stationary distribution of the joint process Zt
def
= [c1 c2 wT ]
T
so that appropriate initial conditions can be sampled for the associated states when simu-
lating the full system. The following forced oscillator from equation (2.15) constitutes the
vertical component of turbulence:
c¨1 + 2ωc˙1 + ω
2c1 = 2σζt, E[ζtζt+s] = σ2δ(s) (4.2)
where ω = U
?
m
L
, σ = σT
√
ω3
pi
. The stationary density pst(c1, c2), which satisfies the following
stationary Fokker-Planck equation:
(I(ct))
?pst(c1, c2) = [− ∂
∂c1
(c2(.)) +
∂
∂c2
({2ωc2 + ω2c1}(.)) + σ
2
2
∂2
∂c22
(.)]pst(c1, c2) = 0,
is found to be
pst(c1, c2) = C exp [−2ω
σ2
(c22 + ω
2c21)],
where the normalizing constant C can be determined by
∫∞
0
∫∞
0
pst(c1, c2)dc1dc2 = 1. Now,
writing the three-dimensional vertical turbulence stochastic differential equations as
dZt = [A]Ztdt+ [B]dWt, (4.3)
where
A =
 0 1 0−ω2 −2ω 0
−√3ω (1− 2√3) 0
 , B = σ
 01√
3
ω
 .
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We now note that the matrix [A] is singular with a zero eigenvalue (λ1 = 0) and eigenvalues
with multiplicity two that are negative and real (λ2 = −ω). In order to capture the essential
characteristics of this system, we diagonalize the system by considering a coordinate change:
Zt = [V ]Jt,
where the 3 × 3 matrix [V ] consists of eigenvectors of the matrix [A] corresponding to the
respective eigenvalue. Let us denote the eigenvector corresponding to λ1 as v1, the eigenvector
corresponding to λ2 as v2 and we obtain the generalized eigenvector v3 corresponding to the
multiplicity of λ2 as
([A]− λ2I)v3 = v2.
Thus, we have
[V ] =

...
...
...
v2 v3 v1
...
...
...
 =

1
1−√3
−√3
(
√
3−1)2ω 0
ω√
3−1
1
(
√
3−1)2 0
1 0 1
 .
In the new coordinates, equation (4.3) can be recast as
dJt = [A¯]Jtdt+ [B¯]dWt, (4.4)
where
A¯ = [V ]−1[A][V ] =
−ω 1 00 −ω 0
0 0 0
 , B¯ = [V ]−1[B] = σ

√
3
ω
1−√3
0
 .
Now, defining m¯t
def
= E[Jt], the evolution of the mean of the process Jt is given from equa-
tion (4.4) by
˙¯mt = [A¯]m¯t, m¯0 = E[J0], (4.5)
which has solution
m¯t = exp [A¯t] m¯0,
and hence the steady state mean (i.e., t→∞) of the three-dimensional process is given by
m¯∞ =
 00
E[J30 ]
 .
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The evolution of the 3 × 3 covariance matrix, P¯t def= Cov[Jt, Jt], of the three-dimensional
process is governed by the Continuous Algebraic Riccati Equation:
˙¯Pt = A¯P¯ + P¯ A¯
T︸ ︷︷ ︸
1©
+ B¯B¯T︸ ︷︷ ︸
2©
, P¯0 = Cov[J0, J0], Pij ∈ [P¯t]ij, (i, j) = 1, 2, 3 (4.6)
After noting the structures of A¯, A¯P¯ and exploiting the fact that the covariance matrix is
symmetric, it is apparent that only the top 2×2 entries of the matrix P¯t are non-zero. Thus,
recasting the non-zero entries as a vector system of first order differential equations, we have
˙¯
Pt = [A˜]P¯t + B˜, (4.7)
where P¯ = [P11 P12 P22]
T and it is clear that P12 = P21. The forms of the matrix [A˜] and
the vector B˜ from terms 1©, 2©, respectively, of equation (4.6) are given by (with σT = 1)
[A˜] = −2
ω −1 00 ω −1
0 0 ω
 , B˜ = ω
pi
 3(√3− 3)ω
(
√
3− 1)2ω2
 .
The solution of equation (4.7) is found to be
P¯t = exp [A˜t]P¯0 +
(∫ t
0
exp [A˜(t− s)]ds
)
B˜,
and hence the steady state covariance matrix is found to be
P¯∞ =
1
2ω
1
1
ω
1
2ω2
0 1 1
2ω
0 0 1
 B˜ = 1
pi
 1−ω2
2ω2
 ,
since exp [A˜t] goes to zero at steady state. In view of the original coordinates, we have at
steady state
P∞
def
= Cov[Z∞, Z∞] = E[Z∞ZT∞] = [V ]E[J∞JT∞][V ]T = [V ]P¯∞[V ]T =
1
4pi
1 0 10 ω2 √3ω
1
√
3ω 4
 ,
where we have used E[Z∞] = 0 by choosing appropriate initial conditions for the associated
states and
m∞
def
= E[Z∞] = [V ]E[J∞] = [V ]m¯∞ = m¯∞.
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The three-dimensional process Zt is linear and hence the output of equation (4.3) is gaus-
sian. Thus, the stationary distribution of this process is distributed normally with the two
statistics: m∞, P∞. The stationary joint density of Zt is found via the multivarite normal
distribution:
pst(c1, c2, wT ) =
1√
(2pi)n|P∞|
exp
(
− 1
2
(Zt −m∞)TP−1∞ (Zt −m∞)
)
,
(with n = 3) and satisfies the associated stationary Fokker-Planck equation:
(H(ct, wT (t)))
?pst(c1, c2, wT ) = [(I(ct))
? + (J(ct, wT ))
?]pst(c1, c2, wT ) = 0,
where
(J(ct, wT ))
? = − ∂
∂wT
({(1− 2
√
3)c2 −
√
3ωc1}(.)) + 3σ
2
2ω2
∂2
∂w2T
(.)
Therefore, the initial conditions for the states of the three-dimensional process Zt can now
be sampled from the previous stationary probability density and hence the simulation of the
full system can be facilitated.
4.5 Results for the case of Combined Excitation
The stationary density, pst(rˇ), of the rˇ process in this setting is given by
pst(rˇ) =
2ζ ν¯ exp (−ζ)
Γ(ν¯, ζ)
(
d
c
)
rˇ
[(
d
c
)
rˇ2 + 1
]ν¯−1
exp[
R
d
rˇ2],
with ν¯
def
=
a−d
2
d
+ ζ, ζ
def
= −Rc
d2
, ν¯ non-negative, and this density satisfies the stationary
Fokker-Planck equation:
∂
∂τ
pst(rˇ) =
(
− ∂
∂rˇ
[bR(rˇ)(.)] +
1
2
∂2
∂rˇ2
[σ2R(rˇ)(.)]
)
pst(rˇ) = 0,
with initial condition: pst(rˇτ , τ |rˇ0, τ0)→ δ(rˇτ − rˇ0) as τ → τ0. The homogenized coefficients
bR, σR are given in section 4.2. In view of the definition of rˇ, the joint stationary density is
given by
pst(x1, x2) =
2ζ ν¯ exp (−ζ)
Γ(ν¯, ζ)
(
d
c
)√
x21 + x
2
2
[(
d
c
)
(x21 + x
2
2) + 1
]ν¯−1
exp[
R
d
(x21 + x
2
2)].
In order to obtain asymptotic results, we consider the case of ℘ = 1 and hence we are
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considering the vertical component of turbulence to be at O(2) in the original aeroelastic
model given by equation (2.27). Figure 4.12 shows the plot of the CDFs of the critical modes
of the reduced and full systems at zero unfolding, β = 0.
Figure 4.12: CDFs of the critical modes of the original system and the reduced system for
the case of combined excitation
Figure 4.12 was generated with N = 60, ε = 0.15, and with 4,800 particles following the
numerical scheme outlined in section 4.2. A strong stochastic taylor O(1.5) scheme was
employed in integrating the three dimensional stochastic differential equations that charac-
terize the vertical turbulence. Furthermore, the three dimensional initial condition for each
particle was sampled from pst(c1, c2, wT ) given in section 4.4 and with E[J30 ] = 0.
From the relatively good agreement of the CDFs in figure 4.12, we can further assert the
validity of this one dimensional model in capturing the essential flutter characteristics of the
aeroelastic model in the vicinity of the flutter airspeed. The agreement of the plots can be
remedied by choosing a smaller ε value, but at the cost of much longer computation time.
Figure 4.13 presents the CDFs of the critical modes of the reduced and full systems with
ε = 0.05 and N = 40. Figure 4.14 presents the various joint probability densities taken
from the full aeroelastic system whose CDF of the critical modes is given in figure 4.13. It
has been verified for a range of nonzero unfolding (i.e., β 6= 0) that all normalizable joint
densities (i.e., probability density) exhibit a crater shape. Thus, a D-Bifurcation does not
occur in the case of combined excitation (see figure 4.9 for a lucid picture of the transition of
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the densities between bifurcation points). This result is commensurate with that obtained
by [3].
Figure 4.13: CDFs of the critical modes of the original system and the reduced system for
the case of combined excitation with smaller ε
Figure 4.14: Joint densities at β = 0 for combined excitation: (a) shows the joint density of
the critical modes, (b) presents the joint density of heave and its rate, (c) gives the joint
density of pitch and pitch rate
This homogenized model may further be used to study the effect of combined excitation on
the full aeroelastic model for a range of nonzero unfolding. Although not considered in the
present work, this homogenized model can additionally be used to accurately estimate the
top Lyapunov exponent of the full aeroelastic system when excited by both multiplicative
and additive noise.
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CHAPTER 5
SHIP DYNAMICS
In this chapter, we apply the mathematical theory developed in section 2.2 to the ship
dynamics problem, present a closed form expression for the MFPT, and finally explain the
results obtained through Large Deviations Theory.
5.1 Explicit calculation of the Boundary Layer function
We resume our discussion from section 2.2. In view of equations (2.34) and (2.35), equa-
tion (2.33) can be cast as
u¨+ α¯1u− α¯3u3 + β¯1u˙+ β¯3u˙3 = ν¯1W˙t (5.1)
And in state-space, we can write (5.1) as
u˙ = v (5.2)
v˙ = −α¯1u+ α¯3u3 − β¯1v − β¯3v3 + ν¯1W˙t
Equation (5.1) is used in conjunction with the following RoRo ship coefficients (see [20]),
RoRo ship coefficients
α¯1 = 0.265 α¯3 = 0.116 β¯1 = 0.091 β¯3 = 0.959 ν¯1 = 0.0026
The following physical assumptions are also employed:
1. The velocity of the ship is small compared to its displacement, and
2. v3 << v, which implies that we do not need to scale β¯3
In knowledge of the above, we can introduce the following scalings:
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u = x; v = y; t = t
α¯1 = 
2α1; α¯3 = 
2α3; β¯1 = 
2β1; ν¯1 = 
5/2ν1
Therefore, (5.2) can be rewritten:
dx
dt
= y (5.3)
dy
dt
= −α1x+ α3x3 − β1y − β¯3y3 +
√
ν1W˙t
Now, the modified (due to the addition of the under-braced term in the succeeding equation)
Langevin equation, considered with (2.37), which models the escape of a Brownian particle
in a field of force of a potential U(x) can be written:
x¨+ γx˙+ U
′
(x) + δx˙3︸︷︷︸ = √2σ¯kBTW˙t (5.4)
where,
kB is the Boltzmann’s constant, T is the absolute temperature, σ¯ represents a detuning
parameter that is dependent on the effect of the relationship between δ and γ on the overall
dynamics of (5.4), γ and δ represent damping coefficients of respective orders of the coordi-
nate of the particle.
In state-space, (5.4) can be equivalently written as:
x˙ = y (5.5)
y˙ = −γy − U ′(x)− δy3 +
√
2σ¯kBTW˙t
Now, comparing (5.3) and (5.5), we note:
U
′
(x) = α1x− α3x3, γ = β1, δ = β¯3,
ν1 =
√
2σ¯kBT =
√
2σ¯.
where, we define 
def
= kBT and this represents the intensity of the noise,
xC = (±
√
α1
α3
, 0): Saddle point (or local maximum) of U(x), and
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xA = (0, 0): Point of local Minimum (or attractor) of U(x).
Equation (5.3) is modeled by (2.37) with the drift vector: b(x, y) = (y,−γy−U ′(x)− δy3)T ,
and σ (x, y) =
[
0√
σ¯
]
.
The corresponding diffusion matrix, a(x, y) = 1
2
σσT (x, y), is given by a22(x, y) = 1
2
σ¯ and
aij(x, y) = 0 for (i, j) 6= (2, 2).
The boundary of the domain of attraction of the stable equilibrium of the deterministic
dynamics is a curve Γ that is an unbounded, characteristic boundary (or separatrix) and
in the limit as  → 0, this boundary becomes the stochastic separatrix. In this work, we
consider (5.3) for intermediate values of γ,δ (i.e., γ,δ =O(1)) and  << 1. The previous
constraints are good in that they signify “rare” events (i.e., ship capsizing). On the other
note, the energy at a phase point (x, y) is given by E(x, y) = y
2
2
+ U(x) and the depth of
the potential well is Emax(xC) = U(xC) (since we assume without loss of generality that
U(xA) = 0). The critical energy contour in phase plane is E(x, y) = Emax(xC) and is given
explicitly by y = yC(x) =
√
2(Emax(xC)− U(x)). Thus, the escape dynamics take place in
a potential field U(x), having maximum energy Emax(xC), at x = xC .
We know from the results presented in section 2.2 that at steady state we need to solve (2.43).
Using the conservation law presented earlier and the previous results, the associated Fokker-
Planck equation becomes:
−∇.J(x, y) = σ¯∂
2p(x, y)
∂y2
−y∂p(x, y)
∂x
+
∂
∂y
([γy+U
′
(x)+δy3]p(x, y)) = −δ(x−xA, y) (5.6)
with the current density on Γ : J |Γ = (0,−σ¯∂p(x,y)∂y ) for
J(x, y) = −(−yp(x, y), [γy + U ′(x) + δy3]p(x, y) + σ¯∂p(x,y)
∂y
)T .
We use the following ansatz to find the asymptotic structure of the solution, p(x, y), of (5.6):
p(x, y) = e
−E(x,y)
 q(x, y) (5.7)
where q(x, y) is a boundary layer type function defined:
q(x, y) = 0 for all y ∈ Γ, and
q(x, y) = const
def
= 1 for all y outside the boundary layer and for all x ∈ D outside the
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boundary layer.
The motivation for choosing the ansatz in (5.7) can be conjectured by noting that the sta-
tionary solution of the Fokker-Planck equation is e
−U(y)
 . We refer the interested reader to
[21] for a more complete description.
Now, substituting the ansatz (5.7) into (5.6) we obtain:
σ¯
∂2q(x, y)
∂y2
− y∂q(x, y)
∂x
− [y(2σ¯ − γ)− U ′(x)− δy3]∂q(x, y)
∂y
+ (5.8)
q(x, y)[γ − σ¯ + y
2σ¯

− y
2γ

− y4β¯3 + 3y2δ] = −δ(x− xA, y)e
E(x,y)

The reader is directed to (8.1) for details of the complete derivation of (5.8).
For the case of  << 1, it can be seen that q(x, y) is a large constant value in D, outside an
O() neighborhood of Γ. The sub-domain of D in which q(x, y) is nearly constant is referred
to as the outer region. We can assume:
q(x, y)→ 1 as → 0 for all fixed (x, y) ∈ D independent of .
Therefore, the leading term in the outer expansion of q(x, y) for small  is given by q0(x, y) =
1. This approximation contradicts the definition of the boundary layer function as q(x, y) is
0 for all y ∈ Γ. Therefore, this discussion motivates the need for constructing a boundary
layer expansion of q(x, y) for small .
We begin by first changing the variables in (5.8) from (x,−y) to (x, ρ), where ρ is the distance
to the boundary Γ, and introduce the stretching variable:
ζ =
ρ√

(5.9)
and we define q(x, y) := Q(x, ζ) , where Q(x, ζ) is a boundary layer function with respect
to the variable ζ. Since our problem deals with characteristic boundaries (i.e., b(x).ν(x) =
0 on Γ), we expand:
Q(x, ζ) ∼ Q0(x, ζ) +√Q1(x, ζ) + ... (5.10)
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where the leading order term, Q0(x, ζ), satisfies the boundary layer equation:
O(0) : σ¯(∂ρ
∂y
)2(x, 0)
∂2Q0(x, ζ)
∂ζ2
− yΓ(x)∂Q
0(x, ζ)
∂x
+ ζb0(x)
∂Q0(x, ζ)
∂ζ
(5.11)
−y
4
Γ
ζ
(
∂ρ
∂y
)(x, 0)
∂Q0(x, ζ)
∂ζ
+Q0(x, ζ)[γ − σ¯ − β¯3y4Γ(x) + ζ2(−γ + σ¯) + 3y4Γ(x)
β¯3
ζ2
] = 0
and we note that the right hand side is now 0 because x 6= xA since we are analyzing near
the separatrix region. Furthermore, (5.11) is valid for ζ > 0 and x < xC . The reader is
directed to (8.2) for the complete derivation of (5.11).
The function, yΓ(x), which describes the separatrix satisfies:
y
′
Γ(x) = −γ − U
′
(x)
yΓ(x)
+ 2σ¯ ; yΓ(xC) = 0, y
′
Γ(xC) = −λ, and
λ =
(2σ¯−γ)+
√
(2σ¯−γ)2+4ω2C
2
with ω2C
def
= −U ′′(xC) (Maximum)
and ωC represents the imaginary frequency at the top of the barrier.
The outer normal vector on Γ,
ν(x, yΓ(x)) = (ν1(x, yΓ(x)), ν2(x, yΓ(x)))
T
is given by
ν(x, yΓ(x)) =
(γyΓ(x) + U
′
(x)− 2σ¯yΓ(x), yΓ(x))T
y2Γ(x) + [γyΓ(x) + U
′(x)− 2σ¯yΓ(x)]2 .
Now, to discover the behavior of the vector field at the boundary, we can decompose the
flow vector:
b(x, y) = (y,−γy − U ′(x)− δy3) = b0(x)(ρ+O(ρ2))ψ + (b1(x) + O(1))φ
near ρ = 0 where O(1) → 0 as ρ → 0. We note that ψ is the unit exterior normal vector of
Γ and φ is the unit tangent vector of Γ. We note that the normal component of the drift
vanishes at the boundary because of characteristic boundaries: b(x).ψ = 0. Furthermore, if
the tangential component vanishes then it is a critical point.
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We now determine the boundary and matching conditions for (5.11):
1. The absorbing boundary condition is
p(x, y) = 0 for all y ∈ Γ ⇒ q(x, y) = 0 for all y ∈ Γ (by our ansatz given by (5.7)), and
therefore, the boundary condition:
Q0(x, 0) = 0
2. We see for → 0⇒ ζ →∞ from (5.9). Therefore the matching condition becomes:
Q0(x, ζ)→ 1 as ζ →∞
We note that (5.11) is not directly solvable, and therefore, we introduce another change of
variables: µ = γ˜(x)ζ, where γ˜(x) is a solution of the Bernoulli equation:
yΓ(x)γ˜
′
(x) + b0(x)γ˜(x) = σ¯(
∂ρ
∂y
)2(x, yΓ(x))γ˜
3(x),
and satisfies the condition:
γ˜(xC) =
√
b0(xC)
σ¯(∂ρ
∂y
)2(xC , 0)
.
The functions b0(x) and (
∂ρ
∂y
) are, respectively, given by
b0(x) =
yΓ(x)U
′(x)[1− U ′′(x)]− σ¯yΓ(x)U ′′(x)
y2Γ(x) + [γyΓ(x) + U
′(x)− 2σ¯yΓ(x)]2 ,
(
∂ρ
∂y
)2(x, yΓ(x)) =
y2Γ(x)
y2Γ(x) + [γyΓ(x) + U
′(x)− 2σ¯yΓ(x)]2 .
Therefore, after changing variables, (5.11) becomes:
∂2Q0
∂µ2
+ µ
∂Q0
∂µ
+
yΓ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
∂Q0
∂x
+ (5.12)
Q0
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
[
µ2
γ˜2(x)
(−δy2Γ(x)− γ + σ¯) + γ − σ¯ + 3y2Γ(x)δ]−
y4Γ(x)
µσ¯(∂ρ
∂y
)(x, 0)
∂Q0
∂µ
= 0
The reader is refereed to (8.3) for the complete derivation of (5.12).
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Now, defining the operator:
L def= ∂
2
∂µ2
+ µ
∂
∂µ
+
yΓ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
∂
∂x
− y
4
Γ(x)
µσ¯(∂ρ
∂y
)(x, 0)
∂
∂µ
.
Equation (5.12) can be written as
LQ0 = − Q
0
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
[
µ2
γ˜2(x)
(−δy2Γ(x)− γ + σ¯) + γ − σ¯ + 3y2Γ(x)δ],
and with the absorbing and initial conditions defned above, we have a well-posed problem.
At this point, we can choose an  so that σ¯ = γ in (5.4) for simplification and we note that
this is physically justifiable. This results in
LQ0 = Q
0β¯3y
2
Γ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
[
µ2
γ˜2(x)
− 3] (5.13)
Now, constructing an expansion:
Q0 = Q¯0 + Q¯1 + ... (5.14)
and substituting into (5.13), we get
O(0) : LQ¯0 = 0 (5.15)
O(1) : LQ¯1 = Q¯
0β¯3y
2
Γ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
[
µ2
γ˜2(x)
− 3] (5.16)
Solving (5.15) by separation of variables: Q¯0 = Π(µ)χ(x), we get:
Π′′χ
Πχ
+ µ
Π′χ
Πχ
+
yΓ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
Πχ˙
Πχ
= 0
where the overhead symbols denote the derivative with respect to the appropriate variable.
Simplifying further, we obtain
Π′′
Π
+ µ
Π′
Π
= − yΓ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
χ˙
χ
= Constant = C (5.17)
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We obtain the following first order ordinary differential equation
χ˙+
Cγ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
yΓ(x)
χ = 0. (5.18)
We also know that (∂ρ
∂y
)2(x, 0) = 0 from the expression of (∂ρ
∂y
)2(x, yΓ(x)) given previously.
Therefore, (5.18) gives us χ˙ = 0 and from (5.17) we find that C = 0⇒ χ = constant = D¯.
We also have the following ordinary differential equation from (5.17) (with C = 0),
Π′′ + µΠ′ = 0 (5.19)
let : Φ = Π′ ⇒ Φ′ + µΦ = 0⇒ dΦ
Φ
= −µ dµ
Thus,
Φ(µ) = Ee
−µ2
2 ; E = const., and Π(µ) =
∫ µ
0
Φ(s)ds = E
∫ µ
0
e
−s2
2 ds
Using the matching condition given previously, we have Q¯0(x, µ) → 1 as µ → ∞, we get
Π(∞)χ(x)→ 1 and since χ(x) = D¯ ⇒ D¯ = 1
Π(∞) =
√
2
pi
. We also note that the constant E
has been absorbed in D¯.
Therefore, the solution of (5.15) is
Q¯0 =
√
2
pi
∫ µ
0
e
−s2
2 ds = Erf(
ργ˜(x)√
2
) (5.20)
Now the solution of (5.16)
LQ¯1 = β¯3y
2
Γ(x)
γ˜2(x)σ¯(∂ρ
∂y
)2(x, 0)
[
µ2
γ˜2(x)
− 3]
√
2
pi
∫ µ
0
e
−s2
2 ds
(with Boundary Condition: Q¯1(x, 0) = 0 and matching condition: Q¯1(x, µ)→ 0 as µ→∞)
is found to be
Q¯1(x, µ) = −EZt
∫ τ
0
Erf(
ρ(t)γ˜(x(t))√
2
)
β¯3y
2
Γ(x(t))
γ˜2(x(t))σ¯(∂ρ(t)
∂y
)2(x, 0)
[
ρ2(t)

− 3]dt (5.21)
The reader is directed to (8.4) which presents the derivation of (5.21).
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The solution of (5.13) using (5.14) is found to be
Q0(x, µ) = Erf(
ργ˜(x)√
2
)− EZt
∫ τ
0
Erf(
ρ(t)γ˜(x(t))√
2
)
β¯3y
2
Γ(x(t))
γ˜2(x(t))σ¯(∂ρ(t)
∂y
)2(x, 0)
[
µ2(t)
γ˜2(x(t))
− 3]dt
(5.22)
At this point, the exit density can be determined by using the above result in (5.7) via (5.10).
The respective terms of (2.47), τ¯ , can now be calculated and will be found in the following
section.
5.2 MFPT for ship dynamics
We use the fact that τ1(x, y) is a solution of the Andronov-Pontryagin-Vitt equation:
Lxτ1 ≡ −σ¯∂
2τ1
∂y2
+ y
∂τ1
∂x
− ∂τ1
∂y
[γy + U
′
(x) + δy3] = −1 (5.23)
with the boundary condition: τ1 = 0 at E = EC .
In the limit as → 0, τ1(x, y) has the form (see [22]):
τ1(x, y) = τ1(A)u(x, y) (5.24)
where τ1(A) has been defined in (2.47) and maxDu(x, y) = 1. Employing (5.24) in (5.23),
the function u(x, y) is a solution of
Lxu(x, y) = −1
τ1(A)
, E < EC (5.25)
u(x, y) = 0, E = EC
Since 1
τ1(A)
→ 0 as → 0, we consider the asymptotic solution of Lxu(x, y) ≈ 0 for E < EC
(see Appendix 8.5 for justification). To the leading order term in , u(x, y) is a solution of
the reduced equation:
y
∂u(x, y)
∂x
− ∂u(x, y)
∂y
[γy + U
′
(x) + δy3] = 0
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that can be written as
du
dt
(x(t), y(t)) = 0
where (x(t), y(t)) is any trajectory of (5.3) with W˙t = 0. And therefore u(x, y) is constant
on each trajectory.
Since all trajectories converge to the attractor (i.e., Point A) and because u(x, y) is continuous
at A, u(x, y) is constant for E < EC . Hence u ≡ 1, E < EC (normalized value). However,
this does not satisfy the boundary condition of (5.25) and hence this normalized value
cannot be a valid approximation to u(x, y) near E = EC . Thus, we construct a boundary
layer approximation for u(x, y) near E = EC , by introducing the stretching variable:
η =
EC − E(x, y)

=
U(xc)− U(x)− y22

, U(xc) = const.
and write (5.25) in terms of η. Now, writing u(x, y) = u˜(x, η), we can constuct an expansion:
u˜(x, η) = u0(x, η) + u1(x, η) and take the following derivatives:
∂η
∂y
=
−y

;
∂u
∂y
=
−y

(
∂u0
∂η
+ 
∂u1
∂η
),
∂2u
∂y2
=
−1

(
∂u0
∂η
+ 
∂u1
∂η
− y2∂
2u1
∂η2
− y
2

∂2u0
∂η2
).
Then, substituting the above and (5.24) into (5.23), the leading term of the boundary layer
expansion is a solution of the boundary layer equation:
∂2u0
∂η2
+
∂u0
∂η
= 0, 0 < η <∞ (5.26)
subject to Boundary Condition: u0 = 0 for η = 0, and
satisfies the Matching Condition: u0 → 1 as η →∞
The solution of the boundary value problem (5.26) is:
u(x, y) = u0(x, y) = 1− e−η. (5.27)
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Employing (5.24) in (8.5.4) (with f(x, y) = u(x, y)) we get the following:
τ1(A) =
− ∫
D
e
−E(x,y)
 dxdy

∮
Γ
γ ∂u
∂y
e
−EC (x,y)
 .ν2dΓ
(5.28)
where the solution of u(x, y) is given by (5.27).
We now calculate the MFPT, τ2(EC), for the trajectories to go from E = EC to the separatrix
Γ. To begin, we first introduce the MFPT, τ2(x, y), to reach Γ starting inside or on E = EC .
It can be shown that:
τ2(x, y) = τ1(x, y) +
∮
Γ
p(x, y; ξ, ι)τ2(ξ, ι) dΓξ
that holds for all points (x, y) ∈ D. Furthermore, p(x, y) is the probability density of exit
points on the boundary and it is also the green’s function of the BVP (2.39).
Proof:
Each side of the previous identity satisfies (5.23):
Lxu = −1; E < EC and u = 0; E = EC
q.e.d.
Now, as we did previously, we write τ2(x, y) = τ2(A)q(x, y) (where q(x, y) is the boundary
layer function in (5.7)) and maxD q(x, y) = 1. Employing the previous in (8.5.4) (with
f(x, y) = q(x, y)), we get
τ2(A) =
− ∫
D
e
−E(x,y)
 dxdy

∮
Γ
γ ∂Q
0
∂y
e
−EC (x,y)
 .ν2dΓ
(5.29)
where the solution of Q0(x, µ) is given by (5.22).
Finally, the MFPT using (2.47) is given by
τ¯ = −
∫
D
e
−E(x,y)
 dxdy︸ ︷︷ ︸
1
[
1

∮
Γ
e
−Ec(x,y)
 [γ ∂u
∂y
]ν2dΓ︸ ︷︷ ︸
2
+
2

∮
Γ
e
−Ec(x,y)
 [γ ∂Q
0
∂y
]ν2dΓ︸ ︷︷ ︸
3
] (5.30)
We use Laplace’s method in [23] to evaluate each term in the above expression. The approx-
imation of the first term on the right hand side of (5.30) is given asymptotically for small 
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by, ∫
D
e
−E(x,y)
 dxdy ∼ 2pi√
H(MA)
e
−E(MA)

where MA is the point of local minimum (xA, 0). The first integral is evaluated at MA
because the energy is minimal in D at the stable equilibrium. Thus, the main contribution
to the numerator comes from this point. Furthermore, the hessian H is defined:
H(MA) =
[
Exx(MA) Exy(MA)
Exy(MA) Eyy(MA)
]
≡ ω2α1ω2α2
where ω2α1, ω
2
α2 are the eigenvalues of the Hessian matrix at MA. Also, ωα1, ωα2 are the prin-
cipal frequencies at the bottom of the potential well in D.
For our case, MA = (xA, 0) = (0, 0) and therefore∫
D
e
−E(x,y)
 dxdy ∼ 2pi
ωA
since
H(0, 0) =
[
Exx(0, 0) Exy(0, 0)
Exy(0, 0) Eyy(0, 0)
]
=
[
ω2A 0
0 1
]
has eigenvalues ωA and 1. The second and third expressions of (5.30) can be approximated:
∮
Γ
e
−V (s)
 g(s) ds ∼ e−V (xC )
√
2pi
V (2)(xC)
g(xC)[1+ (5.31)

V (2)(xC)
(
5
24
(
V (3)(xC)
V (2)(xC)
)2 − V
(4)(xC)
24V (2)(xC)
− g
′(xC)
2g(xC)
V (3)(xC)
V (2)(xC)
g′′(xC)
2g(xC)
) +O()]
where V (n)(s) is the nth derivative of V with respect to s. The second and third terms of the
right hand side of (5.30) are respectively evaluated at xC since the energy on Γ is minimum
at xC ⇒ the main contribution to the line integrals come from this point. The denominator
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of the second term of equation (5.30):

∮
Γ
e
−Ec(x,y)
 [γ(
−yΓ(x)

e−η)]ν2︸ ︷︷ ︸
g(x,yΓ(x))=g(x)
√
1 + (
dyΓ(x)
dx
)2 dx︸ ︷︷ ︸
ds
(5.32)
We know that the arc-length: (ds)2 = (dx)2 + (dyΓ(x))
2 ⇒
(
ds
dx
)2 = 1 + (
dyΓ(x)
dx
)2 and 1 = (
dx
ds
)2 + (
dyΓ(x)
dx
)2.
Also, near xC , the boundary Γ is given by
yΓ(x) = −λ(x− xC) +O((x− xC)2)
⇒ dyΓ(x)
dx
= −λ (5.33)
Using the above expressions, it can be easily seen that:
dx
ds
=
1√
(1 + λ2)
and
dyΓ(x)
ds
=
λ√
(1 + λ2)
.
To approximate the line integral in (5.32) we take the following derivatives:
dg
ds
=
∂g
∂x
dx
ds
d2g
ds2
=
∂
∂x
(
∂g
∂x
)(
dx
ds
)2
and make use of (5.31). We further make use of the condition in (5.33) to obtain the following
equation that defines the separatrix near x = xC :
yΓ(x) =
U ′(x)
γ + λ
The above methodology may be repeated in evaluating the final term of (5.30). We now
present some relevant mathematical details of Large Deviations to better understand the
results obtained.
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5.3 Large Deviations Theory
We begin this section by directing the reader to [24] from which much of the material for
the present discussion has been taken from. The objectives of the present discussion are as
follows:
• To assert the fact that in a Large Deviations setting, most of the trajectories will almost
surely go to the attractor of the dynamical system from any initial point x0 ∈ D, and
• To verify that the time to go to the attractor of the dynamical system from any initial
point x0 ∈ D will be very small and negligible compared to the time required to exit
from the attractor of the dynamical system.
We let CT1,T2 = CT1,T2(Rr) to represent the set of continuous functions on the interval [T1, T2]
with values in Rr. Furthermore, in this space we define the metric
%T1,T2(φ, ψ)
def
= sup
T1≤t≤T2
|φt − ψt|.
Now, for absolutely continuous functions φt (will be precisely defined in the sequel), the rate
(or the normalized actional) functional for a family of random processes: Z˜t
 def
= Wt, defined
for t ∈ [T1, T2], is
ST1T2(φ)
def
=
1
2
∫ T2
T1
|φ˙s|2ds
where Wt is a wiener process in Rr with W0 = 0. We will make using of various theorems
and lemmas whose proof can be found in [24].
Theorem 5.3.1. For some δ, γ and K there exists an 0 such that
Pz[%0,T (Z˜t

, φ) < δ] ≥ exp[−(S0T (φ)+γ)
2
]
for  < 0, where T > 0 and φ ∈ C0T are such that φ0 = 0 and T + S0T (φ) ≤ K
The above theorem gives us a lower estimate of the probability of the noisy process, Z˜t

,
passing through a δ-tube of the function φ. On the other hand, an upper estimate of the
probability that a trajectory of Z˜t

moves far from an anomalous (or rare) trajectory φ˜
of (2.37) is given by the following theorem:
Theorem 5.3.2. For a positive number s, we define a compact set
Φ(s)
def
= (φ ∈ C0T , φ0 = 0, S0T (φ) ≤ s)
94
which represents a set of all the continuous functions φ’s such that the action functional
evaluated at each of these φ’s is less than or equal to the positive number s.
Now, for some δ > 0, γ > 0, and s0 > 0 there exists an 0 > 0 such that for 0 <  ≤ 0 and
s < s0 we have
Pz[%0,T (Z˜t

,Φ(s)) ≥ δ] ≤ exp[−(s−γ)
2
]
The above theorem tells us that the probability of the noisy process, Z˜t

, deviating outside
a δ-tube of each φ contained in Φ(s) decreases exponentially with decreasing .
On the space C0T , we define an operator Bx : ψt → Zt, where Zt is a solution of (2.37) and
ψt represents a realization of the wiener trajectory. The solution of (2.37) is given by
Zt = Z0 +
∫ t
0
b(Zs)ds+ ψt.
At this point, we can ask the question - For what particular wiener trajectory ψt, will the
solution of (2.37), Zt, represent the rare trajectory φ˜ (i.e., Zt = φ˜t)? To answer this question,
we note that since the vector field b(Zt) is bounded and Lipschitz continuous - the solution Zt
exists and is unique. Therefore, Bx has an inverse: (Bx(Zt))
−1 = ψt = Zt −Z0 −
∫ t
0
b(Zs)ds.
Differentiating the previous equation with respect to time⇒ ψ˙t = ˙˜φt−b(φ˜t). Now, employing
the definition of the action functional on the preceding equation we get:
S0T (φ˜) =
1
2
∫ T
0
| ˙˜φs − b(φ˜s)|2ds.
which effectively represents the action functional of (2.37) and is valid for any continuous
trajectory in C0T .
We now take a closer look at the interpretation of φt within the current framework. We
may be interested in computing probabilities Pz(Zt ∈ A) for sets A that do not contain the
deterministic solution of (2.37) along with its neighborhood. It can be shown that (see [24])
if the deterministic solution of (2.37) together with some neighborhood of it is not contained
in A, then Pz(Zt ∈ A) → 0 as  → 0. In this case and under certain assumptions on A,
there exists a function φt ∈ A such that the principal part of the probability measure of A
is concentrated near φt; more precisely, for any neighborhood U(φ) of φ, we have
Pz(Zt ∈ A \ U(φ)) = O(Pz(Zt ∈ U(φ)))
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as  → 0. A similar situation arises when Laplace’s method is applied to calculate the
asymptotics as  → 0 of integrals of the form as that of 5.31. We note that if smin is the
only minimum point of the continuous function V (s) on the interval [a, b] and the function
g(s) is continuous and positive, then the major contribution to this integral is given by the
neighborhood of smin. Therefore, by using the taylor expansion of V around smin, we can
obtain a more accurate description of the asymptotic formula as given by (5.31).
Having set up a workable mathematical framework above, we are now ready to address
the main objectives of this discussion. We start by assuming non-characteristic boundaries
(i.e., the domain D is attracted to O and b is directed inwards at ∂D), there exists an
asymptotically stable fixed point O ∈ D, and we start a perturbed process inside D and ask
the following question: Where on the boundary, ∂D, will the process make an exit? To do
so, we define the notion of the quasi-potential:
V (O, x)
def
= inf[ST1T2(φ) : φ ∈ CT1T2 , φT1 = O, φT2 = x]
which in words tantamounts to all the φ’s ∈ CT1T2 that start at O ∈ D (at t = T1) and end
at x ∈ D (at t = T2) such that the action functional, ST1T2(φ), is minimized. This also gives
us the path of least resistance in going from O to x.
Now suppose there exists a unique point y0 ∈ ∂D such that V (O, y0) = miny∈∂DV (O, y).
The prior statement is equivalent to asking the following question: At which exit location
(i.e., y ∈ ∂D), does the quasi-potential attain its least value? The following theorem tells us
that the exit location of the perturbed process, Zt, occurs near a δ-neighbourhood of y0 (in
an almost sure manner):
Theorem 5.3.3. For every δ > 0 and the first hitting time, τ
def
= inf[t : Zt ∈ ∂D], we have
lim→0Pz[%(Zτ , y0) < δ] = 1
We are now ready to answer the following important question: Why does the starting point of
the perturbed process not matter in the Large Deviations context? To answer this question,
we will attempt to sketch the proof involved in Theorem 5.3.3 that relies primarily on the
following epiphany:
Pz[|Zτ − y0| ≥ δ] ≤ Pz[Zτ(γ∪∂D) ∈ ∂D]︸ ︷︷ ︸
1
+Pz[Zτ(γ∪∂D) ∈ γ, |Zτ − y0| ≥ δ]︸ ︷︷ ︸
2
(*)
We remark once again that the objective of this exercise is to show that the noisy process
does not exit outside of a δ-neighbourhood of y0 and is stated with mathematical rigour in
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Theorem 5.3.3. We see from the preceding equation that there are two ways in which the
noisy process can make an exit and each would be analyzed henceforth.
We note that τ(γ ∪ ∂D) denotes the first time the noisy process hits either γ or ∂D. We
shall define γ appropriately in the sequel.
In the first term of equation (*) we have relaxed the condition that the noisy process needs to
exit within a δ-neighbourhood of y0 and hence the inequality resulted. (I.e., The probability
of the noisy process exiting the domain of attraction anywhere outside a δ-neighbourhood of
y0 is higher than the probability of the process exiting within a δ-neighbourhood of y0 and
hence the upper bound.) At this point we make use of the following Lemma, which asserts
that the probability of the noisy process deviating outside a δ-tube of the deterministic
process decays exponentially fast as → 0:
Lemma 5.3.1. Let F be a compact set and let δ and T be positive numbers, then there exists
positive numbers 0 and β such that
Pz[%0,T (Zt, z(x)) ≥ δ] ≤ exp[−β2 ]
for any x ∈ F and  < 0, where z(x) is the trajectory of the deterministic dynamics issued
from x.
We let Γ and γ represent two small spheres of radii µ and µ
2
with each sphere centered at
the attractor of the dynamical system. In discussing the second term of equation (*) - we
assume that the noisy process starts from some point on the sphere γ (i.e., Zt has travelled
from x ∈ D to some point on γ and that the past memory of the process is not important
after employing the Markov property), hence it is only necessary to record times such that
the process first hits Γ (at time σn) and then record the subsequent times the process hits
either γ or ∂D (at time τn). To this end, we introduce an increasing sequence of Markov
Times: τ0, σ0, τ1, σ1, ... with τ0 = 0 since we start at γ. The preceding discussion asserts the
fact that an initial starting point of the noisy process is not relevant in a Large Deviations
setting. This confirms that (5.30) does not need to be dependent on the initial starting point
of the noisy process.
We define more precisely, σn = inf(t > τn : Zt ∈ Γ) and τn = inf(t > σn−1 : Zt ∈ γ ∪ ∂D).
We see that the sequence Wn = Zτn forms a Markov chain on the set γ ∪ ∂D.
Caveat: In the above framework, fluctuations (or multiple crossings) of Zt around γ are not
recorded unless the process hits Γ. The same holds true for any fluctuations of Zt around Γ
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where no times are recorded unless the process hits γ or exits. Therefore, in the case that the
process behaves in the manner prescribed earlier⇒ Wn results in a nonconservative Markov
chain where all the succeeding τn = +∞. This situation may be remedied by changing the
nature of b(x) outside D.
To conclude the sketch of this proof, we make use of the following lemmas:
Lemma 5.3.2. For sufficiently small  we have
Pz[W1 ∈ ∂D] ≥ exp[−(V (O,y0)+0.45d)2 ]
for all x ∈ γ.
Lemma 5.3.3. For sufficiently small  we have
Pz[W1 ∈ ∂D \Nδ(y0)] ≤ exp[−(V (O,y0)+0.55d)2 ]
for all x ∈ γ.
The above lemmas form a lower and upper bound, respectively, (with a δ-neighbourhood of
y0 removed in this instance) for W1 (i.e., the first time the noisy process hits γ or the time
the noisy process exits the domain of attraction). Employing Bayes’s rule in the following
gives
Pz[Z1 ∈ ∂D \Nδ(y0)|Z1 ∈ ∂D] = Pz[(Z1 ∈ ∂D \Nδ(y0)) ∩ (Z1 ∈ ∂D)]Pz[Z1 ∈ ∂D]
Pz[Z1 ∈ ∂D \Nδ(y0)]
Pz[Z1 ∈ ∂D] ≤ e
−0.1d
2
That decays exponentially as → 0. Hence, (*) decays exponentially fast and therefore the
noisy process exits within a δ-neighbourhood of y0 with probability 1.
The second objective of this discussion follows from a physical reasoning (where some parts
of the reasoning are buttressed by the various lemmas discussed previously): In a heavily
damped system, most of the trajectories starting from some initial point in D will approach
the attractor since the noisy paths follow the deterministic trajectories with probability 1.
This occurs almost instantaneously in a Large Deviations context. Now, the time for the
trajectories to exit from the domain of attraction of the system (starting from the attractor)
will occur in a finitely large time as the perturbed paths will be inundated by the highly
damped system.
98
CHAPTER 6
CONCLUSION
In this work, we studied various aspects of a noisy nonlinear dynamical system via two
problems. Firstly, we considered a twelve-dimensional aeroelastic problem and extensively
characterized the modeling involved. Then, we discussed the method of stochastic dimen-
sional reduction and applied it to the aeroelastic problem when in the vicinity of the critical
bifurcation parameter. The goal of this technique was to obtain a one dimensional reduced
model that would characterize the dynamics exhibited by the critical modes of the original
system and in turn allow for aerodynamic flutter to be investigated. This technique was
facilitated by the fact that the system under consideration comprised of various components
(more precisely, those that rapidly oscillated and decayed and the noise processes satisfied
strong mixing conditions), which attained invariant measures very quickly and hence they
could be averaged out in the ongoing homogenization procedure. Furthermore, explicit for-
mulas for the homogenized drift and diffusion coefficients were derived and these quantities
were given in terms of various power spectral densities that could be readily found from the
Dryden model. Numerical experiments were then conducted for the cases of pure longitudi-
nal and combined excitations and the CDFs of the critical modes of the original and reduced
systems converged in both instances. The prior verified the results obtained from the ho-
mogenization procedure. Finally, the top Lyapunov exponent was calculated analytically for
the one dimensional system and compared with the numerical Lyapunov exponent obtained
from the nine-dimensional system for the case of parametric excitation. The exponents were
found to be relatively close to one other, thus, these results allowed us to comment on the
overall stability of the aeroelastic system when in the vicinity of the critical airspeed.
Secondly, we considered a one degree of freedom oscillator with cubic nonlinearity that was
perturbed by additive white noise, which modeled the rolling behavior of ships traversing
through random seas. We first presented and explained the relevant mathematical theory.
This theory allowed for an expression for the probability density of exit points (i.e., the
distribution that captures the possibility of ship capsizing) to be formulated that in turn
allowed for an expression for the MFPT to be explicitly obtained. The results obtained were
then discussed within a Large Deviations framework to soundly comprehend “rare” events.
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CHAPTER 8
APPENDIX: CALCULATIONS FOR SHIP
DYNAMICS
8.1 Derivation of Equation (5.8)
Using the ansatz in (5.7): p(x, y) = e
−( y
2
2 +U(x))
 q(x, y) and taking the following derivatives:
∂p
∂x
= e
−E(x,y)
 (
∂q
∂x
− U
′(x)

q)
∂p
∂y
= e
−E(x,y)
 (
∂q
∂y
− y

q)
∂2p
∂y2
= e
−E(x,y)
 (
∂2q
∂y2
− 2y

∂q
∂y
− q

+
y2
2
q)
Now, evaluating the third term of (5.6) we have
∂
∂y
([γy + U
′
(x) + δy3]e
−( y
2
2 +U(x))
 q(x, y)) = γe
−E(x,y)
 [yq(−y

) + q + y
∂q
∂y
] +
U ′(x)e
−E(x,y)
 (
∂q
∂y
+ q
−y

) + δe
−E(x,y)
 [y3q(
−y

) + 3y2q + y3
∂q
∂y
]
Substituting the above derivatives into (5.6) and simplifying the expression, (5.8) follows.
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8.2 Derivation of Equation (5.11)
We start this section with (5.9) and (5.10). Taking the following derivatives:
∂ζ
∂y
=
∂ζ
∂ρ
∂ρ
∂y
=
1√

∂ρ
∂y
;
∂q
∂x
=
∂Q
∂x
;
∂q
∂y
=
∂Q0
∂ζ
∂ζ
∂y
+
√

∂Q1
∂ζ
∂ζ
∂y
=
1√

∂ρ
∂y
∂Q0
∂ζ
+
∂Q1
∂ζ
∂ρ
∂y
∂2q
∂y2
=
1

(
∂ρ
∂y
)2
∂2Q0
∂ζ2
+
1√

∂2Q1
∂ζ2
(
∂ρ
∂y
)2
Substituting the above into (5.8), we get
σ¯[
1

(
∂ρ
∂y
)2
∂2Q0
∂ζ2
+
1√

∂2Q1
∂ζ2
(
∂ρ
∂y
)2]− [y(2σ¯ − γ)− U ′(x)− δy3]( 1√

∂ρ
∂y
∂Q0
∂ζ
+
∂Q1
∂ζ
∂ρ
∂y
)− y(∂Q
0
∂x
+
√

∂Q1
∂x
) + (Q0 +
√
Q1)[γ − σ¯ + y
2σ¯

− y
2γ

− y
4δ

+ 3δy2] = 0
After re-arranging we have
σ¯(
∂ρ
∂y
)2(
∂2Q0
∂ζ2
+
√

∂2Q1
∂ζ2
) + ζ
∂Q0
∂ζ
(−γ ∂ρ
∂y
+ 2σ¯
∂ρ
∂y
+
U ′(x)
ρ
∂ρ
∂y
)︸ ︷︷ ︸
b0(x)
+
ζ
√

∂Q1
∂ζ
(−γ ∂ρ
∂y
+ 2σ¯
∂ρ
∂y
+
U ′(x)
ρ
∂ρ
∂y
− δρ2∂ρ
∂y
)︸ ︷︷ ︸
b¯0(x)
−y(∂Q
0
∂x
+
√

∂Q1
∂x
) +
(Q0 +
√
Q1)(γ − σ¯ + ζ2(σ¯ − γ)− δy2ζ2 + 3δy2)− ζδρ2∂ρ
∂y
∂Q0
∂ζ
= 0
Finally, we obtain (5.11) and the following
O(1/2) : σ¯(∂ρ
∂y
)2(x, 0)
∂2Q1
∂ζ2
− yΓ∂Q
1
∂x
+Q1(x, ζ)(γ − σ¯ + ζ2(σ¯ − γ − δy2Γ(x)) +
3δy2Γ(x)) + ζb¯0(x)
∂Q1
∂ζ
= 0
where we have used δ = β¯3 =
ρ2
ζ2
β¯3.
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8.3 Derivation of Equation (5.12)
Using the change of variables: µ = γ˜(x)ζ and taking the derivatives:
∂Q0
∂ζ
=
∂Q0
∂µ
∂µ
∂ζ
= γ˜(x)
∂Q0
∂µ
∂2Q0
∂ζ2
=
−µ
ζ2
∂Q0
∂µ
+
γ˜(x)
ζ
∂Q0
∂µ
+ γ˜2(x)
∂2Q0
∂µ2
Substituting the above into (5.11), we obtain
σ¯(
∂ρ
∂y
)2(x, 0)(γ˜2(x)
∂2Q0(x, ζ)
∂µ2
) + (yΓ(x)
∂Q0(x, ζ)
∂µ
)[ζb0(x)− y
4
Γ(x)
ζ
(
∂ρ
∂y
)(x, 0)]−
yΓ(x)
∂Q0(x, ζ)
∂x
+Q0(x, ζ)[
µ2
γ˜2(x)
(−β¯3y2Γ(x)− γ + σ¯) + γ − σ¯ + 3y2Γ(x)β¯3] = 0
and hence (5.12) follows. It is duly noted that ζ has been replaced accordingly in (5.11) to
get the above.
8.4 Derivation of Equation (5.21)
Dirichlet’s problem in a domain D:
Lu(x) + c(x)u(x) = f(x), x ∈ D
u(x)|x∈∂D = Ψ(x)
where it is assumed that c(x), f(x) for x ∈ Rr, and Ψ(x) for x ∈ ∂D are bounded continuous
functions and c(x) ≤ 0. We also assume that the operator L is uniformly non degenerate in
D ∪ ∂D.
Under the above conditions, the solution
u(x) = −Ex(t)
∫ τ
0
f(Xt)e
∫ t
0 c(Xs)dsdt+ Ex(t)Ψ(Xτ )e
∫ τ
0 c(Xs)ds
The application of this result to LQ¯1 yields:
Q¯1(x, µ) = −EZt
∫ τ
0
f(Zt)dt
104
where
Zt
def
= [x(t), ρ(t)]T ∈ R2 and
f(Zt) = Erf(
ρ(t)γ˜(x(t))√
2
)
β¯3y
2
Γ(x(t))
γ˜2(x(t))σ¯(∂ρ(t)
∂y
)2(x, 0)
[
ρ2(t)

− 3]
Hence (5.21) follows.
8.5 Derivation of the Green’s Identity
It is well known that a solution of the adjoint equation: L∗yZ = 0, (Z ∈ C∞) is e
−E(x,y)
 .
Therefore, multiplying (5.23) with this solution and integrating over the domain, D, gives
us: ∫
D
(Lxτ)e
−E(x,y)
 dxdy = −
∫
D
e
−E(x,y)
 dxdy (8.5.1)
where we note that τ can be used as either τ1 or τ2, as required.
At this point, we integrate the left hand side of (8.5.1) by using a procedure similar to that
used in (2.40) (i.e., through the green’s formula) hence obtaining an equation similar to that
of (2.41):∫
D
(L∗ye
−E(x,y)
 )τ dxdy +
∮
∂D
J(x, y)τ.ν2dΓ + 
∮
∂D
σ¯
∂τ
∂y
e
−EC (x,y)
 .ν2dΓ (8.5.2)
where the arc-length: dΓ =
√
1 + (dyΓ(x)
dx
)2 dx.
It can be seen that the first term of (8.5.2) is zero as L∗ye
−E(x,y)
 = 0 and the second term is
a constant because of the conservation law. This constant is also zero after employing the
boundary condition of (5.6) since at Γ,we have E(x, y) = EC(x, y) = U(xC) = const. ⇒
∂p
∂y
|Γ = ∂(e
−EC (x,y)
 )
∂y
= 0. Therefore, only the third term of (8.5.2) persists and we get
(via (8.5.1)):

∮
∂D
σ¯
∂τ
∂y
e
−EC (x,y)
 .ν2dΓ = −
∫
D
e
−E(x,y)
 dxdy (8.5.3)
If we let τ(x, y) = τ(A)f(x, y), the green’s identity results:
τ(A) =
− ∫
D
e
−E(x,y)
 dxdy

∮
Γ
γ ∂f
∂y
e
−EC (x,y)
 .ν2dΓ
(8.5.4)
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where
ν2 =
yΓ(x)
y2Γ(x) + [U
′(x)− γyΓ(x)]2
with σ¯ = γ. As a side note, the  in the denominator of (8.5.4) makes physical sense since
we are interested in “rare” events (i.e., β = O(1) and  << 1) and we know that 1
τ(A)
→ 0
as → 0.
We can also re-write (5.23) as
Lxτ ≡ [y∂τ
∂x
− ∂τ
∂y
(γy + U
′
(x))]︸ ︷︷ ︸
g0
− [γ ∂
2τ
∂y2
+ β¯3y
3∂τ
∂y
]︸ ︷︷ ︸
g1
= −1
The above expression is equivalent to Lxu(x, y) = −1τ(A) since τ(x, y) = τ(A)u(x, y) and we
know 1
τ(A)
→ 0 as → 0. Therefore, we can consider the asymptotic solution of Lxu(x, y) ≈ 0,
which is given by (5.27). Hence, g0 is the leading term of the uniform expansion of (5.23)
and the solution of g0 is given by (5.27). After employing the solution of (5.27), we obtain
g0 = 0 and finally get Lxτ = −g1.
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