Abstract
Introduction
Iterative Learning Control was first proposed by Arimoto in 1984 [1] . Since then, ILC becomes a very important issue of control field. A lot of achievements have been published [2] [3] [4] . Many of the discussed systems described by ordinary differential equations. However, there are so many systems can be modeled by partial differential equations but papers are rate. On the other hand, distributed parameter system can not be approached by ordinary differential equations. So ILC of distributed parameter system is a very important research field.
During the last three decades, the research on stability analysis for time-delay systems has been widely investigated. Time-delay occurs in various physical, industrial and engineering systems such as biological systems, neural networks, networked control systems, multi-agent systems, and so on [5] [6] . It is well known that the existence of timedelay is source of proof performance and instability of dynamic systems [7] [8] .
Iterative learning control(ILC) is a branch of intelligence control which is described by accurate mathematics. It is suitable for dynamic system with repetitive trajectory [9] . The main idea of ILC is to adjust input signal with error which is produced by expected output minus current output, and to produce a new input signal for next iterative cycle and repeat the whole process to make practical output convergence to expected output.
In the realm of industrial and engineering, time-delay as presented [10] [11] and nonlinear as presented [12] are always encountered such as robotic hands with flexible nexus component, biology procedure and nuclear reactor control, etc An example is the control of density, temperature, current and momentum spatial profiles in tokamak plasmas, whose dynamics are ruled by a set of nonlinear parabolic PDEs as presented [13] [14] [15] [16] .
In order to produce the toroidal plasma current using transformer action, but at present, tokomaks operates in a pulsed mode and each pulse is called a discharge. In practice, the aim is to achieve the best possible approximate matching within a short time during the early flattop phase of the total plasma current pulse. And such matching problem can be formulated as a PDE control problem. ILC could be used to correct the control actuation discharge after discharge as to minimize nonlinear PDE process with ILC method. Xie [17] [18] [19] [20] discussed iterative learning control of uncertain distributed parameter system based on a high level P-type algorithm. The paper studied a class Lipschitz nonlinear distributed parameter system with control time delay with forgetting factor. Sufficient conditions are given for the convergence of system by employing special norm. Numerical simulation is presented for a parabolic PDE solved using ILC based on Eular difference format. The numerical example is given to illustrate the effectiveness of the proposed method.
Problem Statement
The nonlinear distributed parameter system are following:
Where
, L g , L f are constants. The boundary condition of (1) is:
where α = diag{α 1 , α 2 , ⋯ , α n }, α i ≥ 0; β = diag{β 1 , β 2 , ⋯ , β n }, β > 0,
is a out norm derivative on ∂Ω.
For the system (1), supposed its expected output is y d (x, t), its corresponding input is u d (x, t), and its output equation is
The high level control algorithm is following[10]
u m (x, t) = e m (x, t) = 0
Where k ∈ N + , e k (x, t) = y d (x, t) − y k (x, t).
And during the whole iterative course, the initial values assumed as following:
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According to (3), we have
The iterative learning law is given by the following equation:
Where r(k) is forgetting factor, r(k) ∈ [0,1) ; Γ, L are iterative learning gain matrix, Γ ∈ R m×q , L ∈ R n×q ; ėk(t + θ) is the derivative of iterative error at t + θ moment. For convenience, we mark the 
Convergence Proof

∂Q(x,t) ∂t = ẋ(t), f(t, Q(x, t), Q(x, t − θ), u(x, t)) = Ax(t) + Bu(t − θ), g(t, Q(x, t)) = Cx(t) , so according to Eq.(9), we have
Where Δu k = u d (t) − u k (t), Δx k (t + θ) = Δx d (t + θ) − x k (t + θ).
Marking G = ((1 − r(k))I − ΓCB) , H = ΓCA + LC, then the Eq.(12) is rewritten
Δu k+1 (t) = GΔu k + r(k)Δu 0 (t) + HΔx k (t + θ)
Taking the norm of Eq.(13), we have ‖Δu k+1 (t)‖ = ‖G‖‖Δu k ‖ + ‖r(k)‖‖Δu 0 (t)‖ + ‖H‖‖Δx k (t + θ)‖
Next we estimate the boundary of ‖Δx k (t + θ)‖. According to system(1) and marking, we have
dτ, then taking norm
Where a=A; b=B. By Lemma1 we know 
Using e −λt (λ > ) multiply both sides of (14) , taking the norm about λ, then substituting the Eq. 
We know the out norm of iterative error can be described as following:
We take the limit of Eq.(27), then we have 
Because of the sup t∈[0,T] { ‖e k (t)‖} ≤ e λt ‖e k (t)‖ λ , so the convergence is proofed. 
Numerical Simulation
For show the effectiveness of the proposed ILC scheme. We suppose the expected output is
Time-delay = 0.2, forgetting factor ( ) = 
Conclusions
In this paper, we have discussed a class of singular distributed parameter with state time-delay with forgetting factor, extending the high level algorithm. Meantime we give the iterative learning control algorithm of trajectory tracking and proven the error of given system convergence to 0. We expand the application of iterative learning control method to nonlinear distributed parameter with state time-delay with forgetting factor. We also use Eular forward difference format to simulate the given example and we get the expected outcome.
About the research, we have performed the results for the temperature and humidity systems. It can be easily extended to more complex systems like one-or two-link inverted pendulum. Although the research has performed some targets that we expect, from some views, It may be incomplete, so we need do more things to complete the iterative learning algorithm for singular distributed parameter.
