[1] Generalizable process knowledge on hillslope hydrological dynamics is still very poor, yet indispensable for numerous theoretical and practical applications. To gain insight into the organization of hillslope hydrological dynamics we intercompared 90 observations of shallow water table dynamics at three neighboring large-scale (33 Â 75 m) hillslopes with similar slope, aspect, curvature, geologic, and pedologic properties but differences in vegetation cover (grassland, coniferous forest, and mixed forest) over a time period of 9 months. High-resolution measurements of water table fluctuations, rainfall, and discharge in the creek at the foot of all hillslopes allowed a good system characterization. The aim of this study was to explore the spatio-temporal variability of water table fluctuations within and between hillslopes, the effect of event and antecedent characteristics on the observed dynamics, and how the hillslope subsurface flow (SSF) response is reflected in the runoff response. To intercompare the SSF behavior we conducted an event-based analysis of the percentage of well activation, several metrics characterizing the shape and timing of the water table response curves, rainfall characteristics, antecedent wetness conditions, and several runoff response metrics. The analysis reveals that there are distinct differences in SSF response between the grassland hillslope and the forested hillslopes, with a lower frequency of well activation and absolute water table rise at the grassland hillslope. Second, spatial patterns of water table dynamics differ between wet fall/winter/spring (predominantly saturation of the lower part of the hillslope, weaker water table response, and slower response times) and dry summer conditions (whole-hillslope activation but higher spatial variability, generally stronger water table dynamics, and quicker response times). The observed seasonally changing water table dynamics suggest the development of a preferential flow network during high-intensity rainstorms under dry summer conditions. Third, catchment runoff is strongly driven by hillslope dynamics, yet contrasting hydrographs during events with similar hillslope dynamics indicate the influence of additional processes. Overall, the observed high spatio-temporal variability of seemingly homogeneous hillslopes calls for rethinking of current monitoring strategies and developing and testing new conceptual models of hillslope hydrologic processes.
Introduction
[2] Hillslopes are fundamental landscape units that strongly govern the processes whereby rainfall or snowmelt are vertically and laterally transported to the stream network. Sound process knowledge of hillslope hydrological dynamics is, thus, fundamental for flood prediction and understanding transport of material, slope stability, and soil-atmosphere-vegetation exchange processes. Given the ubiquitous spatial and temporal heterogeneity of hillslope processes, deriving generalizable process understanding is not trivial. Through field experiments and numerical studies much progress has been made in the past decades. Studies characterizing the complexity of rainfall-runoff processes at individual hillslopes and catchments have provided valuable insights into runoff generation mechanisms. However, our ability to extrapolate these findings to ungauged hillslopes and catchments is still very poor [Sivapalan, 2005] .
[3] There have been many studies attempting to develop a more holistic picture of factors driving the hillslope hydrologic response (for a recent review see Bachmair and Weiler [2011] ). One approach is to intensively assess the hydrological behavior of individual well-instrumented hillslopes [e.g., Brooks et al., 2004; Graham et al., 2010; McDonnell, 2006a, 2006b; Woods and Rowe, 1996] . Another approach is hillslope intercomparison. For instance, Scherrer et al. [2007] and Naef [2008a, 2008b] conducted intercomparison studies of subsurface flow (SSF) formation at small-scale hillslope segments differing in slope, aspect, and soil type under varying rainfall intensities and antecedent wetness. There seems to be a trade-off between the size of monitored hillslope and the number of hillslopes for intercomparison due to increasing labor-intensity and costs associated with each approach. Nevertheless, for deriving generalizable process understanding both investigating larger-scale hillslopes and hillslope intercomparison seems crucial.
[4] One common observation of hillslope studies seems to be the strong nonlinearity of hillslope response to rainfall Tromp-van Meerveld and McDonnell 2006b; Uchida et al., 2005a] . Furthermore, connectivity of runoff-producing areas seems to be a key factor driving runoff [Gomi et al., 2008; Lehmann et al., 2007; Michaelides and Chappell, 2009; Ocampo et al., 2006; Stieglitz et al., 2003] . One aspect that has recently shifted into focus is the influence of vegetation on hillslope hydrological dynamics. There are numerous studies investigating the effects of tree and stand characteristics on throughfall or stemflow [e.g., Keim et al., 2005; Levia and Herwitz, 2005; Levia and Frost, 2006; Staelens et al., 2008; Zimmermann et al., 2008] , but only few studies assess how these processes may affect soil moisture and subsurface flow dynamics at the hillslope scale [e.g., Barnard et al., 2010; Keim et al., 2006; Tromp-van Meerveld and McDonnell 2006c] . Another unresolved question that remains is the link between hillslopescale heterogeneity of hydrologic processes and catchment runoff [Bonell, 1998; Detty and McGuire, 2010; Jencso et al., 2009; Sivapalan, 2003; Uchida et al., 2005b] .
[5] The aim of this work is to synthesize process understanding of subsurface flow processes at the hillslope scale with a focus on the effects of vegetation cover. We therefore intercompared the shallow water table dynamics of three adjacent large-scale (33 Â 75 m) hillslopes similar in slope, aspect, curvature, soil type, underlying bedrock, and climate, but different in vegetation cover (grassland, coniferous forest, and mixed forest) over 9 months. The study design allows exploring the following research questions:
[6] (1) Spatio-temporal trends of SSF dynamics: How does the shallow water table response within seemingly homogeneous hillslopes vary over space and time? Are spatial patterns discernible, and are they persistent or variant over time? Do rainfall characteristics and antecedent wetness explain the variability? [7] (2) Effects of vegetation cover on shallow water table dynamics: Are there distinct differences in water table response among the three hillslopes?
[8] (3) Linkage between hillslope processes and catchment runoff: Are the hillslope water table dynamics reflected by the runoff behavior in the creek at the foot of the hillslopes?
Methods

Site Description
[9] The monitored hillslopes are similar in slope, exposure, curvature, geologic, and pedologic properties but different in vegetation cover (grassland, coniferous forest, and mixed forest). They are located in a zero-order catchment at the foot of the Black Forest in southwestern Germany (47.957 N, 7 .838 E); the total catchment area is 0.21 km 2 ; elevation ranges from 340 m to 585 m above sea level (asl). The three hillslopes are situated adjacent to each other with a small creek at the foot of the hillslopes (see Figure 1 ). Each monitored hillslope covers an area of 33 Â 75 m. The hillslopes are predominantly planar, steep (mean slope at the grassland, coniferous forest, and mixed forest hillslope 25.5 [ ), there remains flow in the creek at all times.
[11] Geology is crystalline bedrock overlain by periglacial drift cover [Geologisches Landesamt Baden-Württemberg, 1996] . Periglacial drift cover evolved from a combination of solifluction, cryoturbation, and aeolian processes, and plays a major role in perched water table development [Arno et al., 1998; Chifflard et al., 2008; Nordmann et al., 2009; Völkel et al., 2001] . Stratigraphically, periglacial drift cover is composed of three lithologic units: a basal layer, an intermediate layer, and an upper layer [Arno et al., 1998; Völkel et al., 2001] . The basal layer is characterized by compaction, high bulk density, and the slope-parallel alignment of clasts; the coarse fraction in the intermediate layer displays finersized clasts of varying orientation; the upper layer is the finest-textured lithologic unit and has a lower bulk density [Arno et al., 1998; Völkel et al., 2001] . Generally, lateral subsurface flow in periglacial drift cover was observed to occur at the basal layer-intermediate layer interface, but also at the intermediate layer-upper layer interface [Arno et al., 1998; Chifflard et al., 2008; Nordmann et al., 2009] . Cambisols have developed in the periglacial drift cover. (See Table 1 for soil properties of one soil profile at the grassland and the coniferous forest hillslope.) Generally, differences in soil texture are more pronounced with depth than between hillslopes; the same sequence of horizons/lithologic units is found at the three hillslopes.
[12] In terms of vegetation, the coniferous forest hillslope is dominated by spruce (Picea abis) and fir (Abies alba), interspersed with a few sycamore maple (Acer pseudoplatanus) and ash (Fraxinus excelsior) at the lower part of the hillslope. There is dense understory vegetation and lots of deadwood ; the surface is covered with a needle layer and some deciduous leaves at the lower part of the hillslope. At the mixed forest hillslope, a mix of predominantly European beech (Fagus sylvatica) and fir is found, with some sycamore maple, ash, and spruce in between. The surface is covered by a thick layer of partly decomposed beech leaves ; there is little understory vegetation and no deadwood in contrast to the coniferous forest hillslope. Tree age at both forested hillslopes is between 70 and 100 yr. The grassland hillslope is used for sporadic sheep grazing in the summer. The conversion into grassland took place $200-300 yr ago.
Experimental Setup
[13] To monitor the internal hillslope response to rainfall or snowmelt with high-spatial and temporal resolution we installed 30 wells per hillslope. At each of the three hillslopes the 30 wells are organized in three transects of 10 wells each, laid out perpendicular to the slope gradient along the contour in the lower, middle, and upper part of the hillslope (see Figure 1) . The distance between transects is 30 m, except for the upper transect of the mixed forest hillslope, which could only be spaced 15 m from the middle transect due to a forest road intersecting the hillslope. The distance between wells on each transect is 3 m. In total, a hillslope area of roughly 33 m width and 75 m length is thereby covered. The wells were drilled with a hand-held breaker (Cobra Standard). The depth of each well depends on below-ground conditions. It was the goal to drill to a depth of 2 m; however, many wells are shallower due to resistance in the periglacial drift cover. All wells end in dense layers of periglacial drift cover; the actual bedrock is located beneath the drift cover. At each well, a PVC pipe (4 cm diameter) perforated over the entire length was inserted. The perforated PVC pipes were wrapped Figure 1 . Overview on catchment, hillslopes, and well locations (catchment area 0.21 km 2 , elevation range 340-585 m asl). Each hillslope (grassland, coniferous forest, and mixed forest hillslope) is equipped with 30 wells. Figure 2 for the maximum depth of water table measurement per well).
[14] In addition to monitoring internal water table dynamics, meteoric input to the system (rainfall) and outflow (discharge of the creek at the foot of the hillslopes) are recorded every 10 min. For discharge measurements, a small V notch weir equipped with a pressure sensor (mikromec logger 4.1, pressure probe PDCR930) was installed in the creek. A Davis weather station Vantage Pro 2 is used for collecting meteorological data. The station is located 260 m northwest of the weir outside of the catchment (316 m above sea level [asl] ). For a few events surface runoff was measured with one surface runoff collector per hillslope located at some distance above the lower transect. The surface runoff collector consists of a 1 Â 0.3 m tin plate driven into the soil a few centimeters below the soil surface and a rain gutter underneath the tin plate channeling water into a canister.
Data Analysis
[15] An event-based analysis of perched water table dynamics was conducted for the time period 31 March 2010 until 9 December 2010. The data set is composed of water level data of 90 wells (2 min resolution; a complete time series except for a few short-term probe failures), rainfall data (10 min resolution), and discharge data (10 min resolution; the time series since installation of weir on 24 April 2010). During the selected time period, 45 events were analyzed in terms of event and antecedent characteristics, and well activation. Based on the percentage of well activation a selection of 22 events was further analyzed in terms of well response characteristics and runoff. Further analyses are described below.
Event Characteristics
[16] In a first step, events were manually separated. To be as objective as possible, the following separation criteria were applied: start of event equals total rainfall >0.6 mm within 1 h, end of event equals 12 consecutive hours of no to very little rain (<0.6 mm within 12 h). Few exceptions were made when the set thresholds were only marginally exceeded or undercut. The 45 events represent predominantly rainfall events, except for two rain-on-snow events in early December. For each event rainfall characteristics (total rainfall, mean and maximum intensity) and antecedent wetness conditions (weighted sum of rainfall in the last 14 d; discharge in the creek before the start of an event) were determined (see Table 2 ). Gaps in rainfall data were supplemented with data from a nearby weather station 2.5 km north of the study site located at the state-run viticulture institute Freiburg, hereafter termed WBI station. To test the representativeness of the WBI station data for the study site, start of rainfall, duration, total rainfall, mean and maximum intensity of three events (events on 12 May, 27 August, and 5 December covering a range of rainfall characteristics) recorded by both stations were compared. The WBI data were found to be representative for the Au study site, with a mean absolute error ranging from 1.2% to 2.5% for duration, 1.8% to 12.8% percent for total rainfall, 2.9% to 14.4% for mean intensity, and 0.0% to 13.3% for maximum intensity. There was no continuous bias except for a slightly delayed start of rainfall at the study site.
Well Activation
[17] As a first step toward gaining insight into water table dynamics the number of wells that became activated during an event and the spatial distribution of activated wells were analyzed. We define well activation as a water table development in an initially dry well or a rise from a pre-existing but constant water table. Prior to all well data analyses, the time series logged under compressed mode (2 min measuring interval, yet recording only if the water level changes larger than 65 mm) was linearly interpolated for a continuous 2 min interval. Next, the absolute rise in water table was calculated for each well and event. We then applied a threshold of 2-cm absolute water level rise for a well to be considered activated during an event to exclude potential inaccuracies of measured data. The data analysis was conducted with Interactive Data Language ([IDL] ITT VIS). From this binary information (activationno activation), the percentage of well activation for all 90 wells, per hillslope (30 wells each), and per location (all wells of the lower, middle, and upper transects, respectively) were determined for each event. The percentage of well activation per event was then used to separate events with low well activation. Further analyses were only conducted for events with more than 15% well activation. This reduced the data set to 22 events. For these 22 events, the cumulative frequency of well activation was computed per hillslope and location (i.e., cumulated distribution function of frequency of activation; each well can be activated 0-22 times). Nonparametric statistical tests were then conducted to assess whether the distributions of frequency of well activation among hillslopes and among locations are statistically different. The Kruskal-Wallis test was used to test the hypothesis that three or more sample populations have the same mean; the Wilcoxon rank-sum test was used to test the hypothesis that two sample populations have the same mean. To address the research question to what extent event and antecedent characteristics determine observed hillslope hydrological dynamics, the Pearson correlation coefficient of well activation and different event and antecedent characteristics (total rainfall, mean/maximum intensity, discharge before event, antecedent wetness) was computed for all 45 events, and for the subset of 22 events.
Well Response Characteristics
[18] In addition to well activation, different well response metrics (absolute rise, mean slope, maximum slope, and lag from initial rise until peak) were determined for the subset of 22 events. First, the difference in water table between each time step (2 min) was calculated. The initial rise was identified as the time step where slope is larger than 9 mm h 1 (different thresholds were tested; 9 mm h 1 fitted best the visual observations). Mean slope is defined as mean difference in water table from initial rise to peak ; maximum slope is the maximum difference in water table between initial rise and peak. We defined peak as 95% of the maximum to give less weight to response curves that slowly reach a plateau. Each automatically generated well response metric was visually checked for agreement to assure appropriateness of the procedures. In addition, mean and standard deviation of each well response metric per hillslope and location were calculated. Note that other response metrics were computed (e.g., the area of water table response curves, lag from start of rainfall until initial rise); however, because they were either highly correlated with the selected metrics or not as robust as other metrics we did not consider them further (e.g., time to peak is more robust than time from start of rainfall until initial rise since it is calculated solely from the well response curve and not based on the start of rainfall). The Pearson correlation coefficient of different metrics and event/antecedent characteristics was determined.
Discharge Analysis
[19] Because of the installation of the weir in April 2010 and instrumentation failure in July and September, discharge data is only available for 16 out of the 22 events. For these events, start and end of event runoff were manually separated with graphical methods and event runoff was separated from base flow using a straight line [Dingman, 2002] . This simple approach was intentionally chosen over more advanced algorithms. We tested the use of a low-pass digital filter [Arnold and Allen, 1999] , but realistic hydrograph separation required adjusting the filter parameter for each event, which we believe to be more subjective. Next, peak discharge, absolute rise, runoff volume, runoff coefficient, and the time difference between center-of-mass of precipitation and center-of-mass of runoff volume were calculated per event. The time difference between center of mass of precipitation and center of mass of runoff volume indicates whether the event hydrograph is dominated by quick flow closely following rainfall (surface flow and fast responding subsurface flow) or lagged subsurface flow. Note that two consecutive December runoff events were merged together for the analysis, since there was no separation possible. We then determined the Pearson correlation coefficient for each runoff metric and event/antecedent characteristics, and different well response metrics (percentage of well activation, total absolute rise, mean/maximum slope, and time to peak).
Results
Well Activation 3.1.1. Differences Among Hillslopes
[20] The analysis shows that the grassland hillslope has a lower percentage of well activation than the forested hillslopes for the same amount of total rainfall. Figure 3b reveals that a lower percentage of well activation at the grassland hillslope is persistent over time. The differences between both forested sites are small and not continuous. The cumulative frequency of activation per hillslope (Figure 4a ) supports this finding. For instance, 33% of the wells at the grassland hillslope were never activated during the 22 events. This only applies to 13% and 0% of wells at the mixed forest and coniferous forest hillslope, respectively. Furthermore, 60% of the wells at the grassland hillslope were only activated in 9% of the events, while a similar percentage of wells at the forested hillslopes responded to between 40% and 50% of the events. The Kruskal-Wallis test revealed that the differences among the three cumulative frequency distributions are statistically significant ( p ¼ 0.005). The tests between each pair of distributions (grassland versus coniferous forest, grassland versus mixed forest, coniferous forest versus mixed forest) showed that the grassland hillslope significantly differs from both forest hillslopes ( p ¼ 0.036 and 0.037, respectively), yet the differences between the two forest hillslopes are not statistically significant ( p ¼ 0.186). A first question that may come to mind is whether the differences between hillslopes are simply a function of well depth (see well depth in Figure 2 ). However, a correlation analysis for seven selected events showed that that there is no correlation between well depth and well activation (r for events 2 April, 12 May, 12 July, 12 August, 12 September, 15 November, 5 December ¼ 0.06, 0.15, À0.03, À0.21, À0.10, 0.05, À0.12, respectively; p > 0.1 for all events except 12 August).
Seasonally Changing Spatial Patterns
[21] In terms of hillslope locations (all wells of the lower, middle, and upper transects, respectively), a distinct wet versus dry season pattern is discernible. Figure 3c clearly shows this seasonal pattern : During fall/winter/ spring (events 31 March until 12 May and 23 October until 8 December; no background color in Figure 3 ) the percentage of well activation is much higher at the lower transects than at the middle and upper transects. Contrary to that, during summer (events 16 June until 19 October ; gray background in Figure 3 ) the percentage of well activation at the middle and upper transects is similarly high or even exceeds the percentage of well activation at the lower transects. The cumulative frequency of activation (Figures 4c  and 4d ) supports this seasonal pattern of predominantly lower transect activation in fall/winter/spring versus wholehillslope activation in summer. Considering the entire time period (Figure 4b ), there are significant differences among locations ( p ¼ 0.025). However, when the cumulative frequency of activation is split into summer events versus fall/ winter/spring events (Figures 4c and 4d) , differences among distributions only occur during fall/winter/spring and are not significant during summer. The spatial distribution of well activation within hillslopes for a selection of events is displayed in Figure 7 , later. Spatial patterns change over time and different wells became activated during each event. During April and May predominantly, wells on the lower transects become activated. This pattern is not apparent in the months June through October, when well activation is spatially more variable. Saturation zones seem to extend upslope and be of limited horizontal extent during summer events. The pattern returns predominantly to activation of the lower and middle transects in November and December.
Event and Antecedent Characteristics
[22] In terms of event characteristics, the percentage of well activation during all 45 events displays a high correlation with total rainfall, an intermediate correlation with mean and maximum rainfall intensity, and no correlation with antecedent wetness (Table 3) . The results are similar for the 22 events with more than 15% activation, except that there is a weak negative correlation with antecedent wetness conditions. Differences in correlation coefficients among hillslopes are negligible. Noticeable, however, is the seasonal effect. In fall/winter/spring, the total amount of rainfall explains most of the variability of well activation. There is little to no correlation with mean and maximum rainfall intensity. In contrast, the correlation of total rainfall and percentage of well activation is low in summer. Yet, rainfall intensity has a higher explanatory power. Table Response Metrics 3.2.1. Differences Among Hillslopes
Water
[23] The mean absolute rise at the grassland hillslope is distinctly lower than at the forested sites for most events (see Figure 5a ). This does not only apply to the mean, but also to the distribution functions of absolute rise per hillslope (see example distribution functions in Figure 6 ). Hence, the wells of the grassland hillslope are not only activated less often, they also have a lower absolute rise. An exception represents the 12 July event, where the distributions of absolute rise are very similar for all hillslopes. This may be an effect of rainfall intensity. The 12 July event has the highest mean and maximum rainfall intensity of all events. Interestingly, the coniferous forest hillslope exceeds the mixed forest hillslope in terms of mean absolute rise for most events. The picture regarding the response metrics mean and maximum slope is less clear. There are no distinct differences among hillslopes that are persistent over time (see Figure 6 ).
Seasonally Changing Spatial Patterns
[24] In terms of absolute rise, there is no seasonal pattern. Instead, there is a high spatial variability of absolute rise for each event (see Figure 7) . There is no temporal trend concerning mean absolute rise and standard deviation is relatively time-invariant as well (see Figure 5a ). Opposite to that, both mean/maximum slope and time to peak show strong seasonality, supporting the wet versus dry season pattern observed for well activation: mean/maximum slope is low during spring/early summer and fall/early winter and displays low spatial variability. In contrast, mean/maximum slope is high and displays high spatial variability during summer (see mean and standard deviation in Figure 5b ). Time to peak follows the same seasonal pattern, yet opposite to the mean/maximum slope: During spring/ early summer and fall/early winter, time to peak is longer and displays high spatial variability; during summer, time to peak is short and there is low spatial variability (see Figures 5c and 8) .
Event and Antecedent Characteristics
[25] Considering all events the absolute water level rise shows a high positive correlation with total rainfall, no correlation with mean and maximum rainfall intensity, and an intermediate negative correlation with antecedent wetness (Table 3 ). This also holds true when summer and winter conditions are separated, except for maximum intensity, well activation (n ¼ 12), and all spring/fall/winter (S/F/W) events >15%
well activation (n ¼ 10). The level of significance for each correlation coefficient is indicated.
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which displays a higher correlation with absolute rise in summer. In terms of mean/maximum slope, there are differences between seasons. During summer, mean/maximum rainfall intensity is highly positively correlated with mean slope, while antecedent wetness is negatively correlated. Regarding antecedent conditions, this indicates that lower antecedent wetness index (AWI, drier conditions) results in higher mean/maximum slope (representing a quicker response). In contrast, the correlation between mean/maximum rainfall intensity and mean slope is mostly low in winter, and there is little to no correlation with antecedent wetness. The metric time to peak also shows big differences between seasons for all event and antecedent characteristics. In summer, much of the variability of time to peak among events is explained by mean/maximum rainfall intensity, whereas total rainfall is of low explanatory power. During fall/winter/spring, this is quite opposite (total rainfall explains most of the variability, low explanatory power of mean/maximum intensity). Interesting as well are the differences between the correlations of time to peak and antecedent wetness : higher AWI in summer (wetter conditions) results in a longer time to peak. To put it in reverse, the drier the antecedent conditions, the quicker the response in summer (which coincides with higher mean/maximum slope in summer). Contrary to this, there is an anticorrelation in winter, indicating that higher AWI (wetter conditions) results in a shorter time to peak.
Runoff
[26] Peak flow and absolute rise of the hydrograph considerably vary over the studied time period (Figure 9 ). In contrast, there is a clear trend of total runoff volume and runoff coefficient, with low values for all events except on 12 May, 15 November, and 5, 8 December. The time difference between center-of-mass of precipitation and center-of-mass of runoff volume (hereafter termed time difference between rainfall-runoff) is larger for the three events with high runoff volume and runoff coefficient (12 May, 15 November, and 5, 8 December). The time difference between rainfall-runoff varies for events with low runoff volume and runoff coefficient; however, there seems to be a trend of larger time difference between rainfall-runoff for events following an event or a sequence of events within a short time period (e.g., events on 23 October and16 August after one and two consecutive events within the previous week, respectively). Again, the time difference between center-of-mass of precipitation and center-of-mass of runoff volume indicates whether the hydrograph is dominated by quick flow closely Figure 5 . Mean and standard deviation for different well response metrics per hillslope for all events >15% total well activation: (a) absolute rise, (b) mean slope, and (c) time to peak. Missing bars indicate sample size <3 (less than three wells per hillslope activated). The color scheme (gray area versus no background color) represents delineation into summer versus fall/winter/spring events (see Figure 3) . following rainfall (surface flow and fast responding subsurface flow) or lagged subsurface flow. The large time difference between rainfall-runoff of the 12 May and 15 November events indicates lagged subsurface flow occurrence. This coincides with the qualitative observation of a second increase in runoff without further rainfall input (see ''lagging subsurface flow wave'' in the 12 May and 15 November hydrographs in Figure 9 ). Interestingly, similar total rainfall may result in contrasting runoff dynamics, as shown by the event pairs 12 May versus 12 August (25 mm and 25.6 mm, respectively) and 7 November versus 15 November (29.4 mm and 28.2 mm, respectively) ( Figure 9 ).
[27] Regarding correlation coefficients between runoff metrics and well response metrics, it is evident that most runoff metrics (peak flow, absolute rise, total runoff volume, runoff coefficient) are clearly a function of hillslope subsurface flow response (high correlation with a percentage of well activation and absolute water table rise considering all Figure 6 . Distribution functions of absolute rise (left) and mean slope (right) per hillslope for selected events >15% well activation. Since mean and maximum slope are very similar only the mean slope is presented.
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events as depicted in Table 4 ). In addition, seasonal patterns are discernible. For instance, while there is a high correlation between well response (well activation and absolute rise) and runoff volume/runoff coefficient in winter, there is little correlation in summer. Similarly, the long time to the peak well responses in fall/winter/spring results in higher runoff response, whereas in summer a shorter time to peak well response results in higher runoff response. The same seasonal differences apply to the lag time of subsurface flow occurrence in the hydrograph: in summer, the higher the percentage of well activation and absolute rise, the shorter the time difference between center-of-mass of rainfall and center-of-mass of runoff; in the wet seasons, higher water table response metrics result in a larger time difference between center-of-mass of rainfall and center-of-mass of runoff. The explanatory power of event and antecedent characteristics also partly follows this summer versus fall/winter/spring trend (Table 4) . Additionally, antecedent wetness seems to drive runoff dynamics to some extent (intermediate negative and positive correlation with peak flow/absolute rise and the time difference between rainfall-runoff, respectively). This matches well the finding that lagging subsurface flow occurrence in the hydrograph only occurs after a sequence of events.
Discussion
Differences Among Hillslopes
[28] Water table observations at high spatial and temporal resolution revealed distinct differences in hydrologic response between the grassland hillslope and both forested hillslopes in terms of frequency of activation and absolute water table rise despite soils having developed from similar parent material (Table 1 ). These differences are persistent over time. First, a lower percentage of wells are activated at the grassland hillslope during the majority of events. Statistical tests showed that the differences in frequency of activation are significant. Second, the absolute water table rise at the grassland hillslope is smaller than at the forested sites. There are no differences in frequency of well activation between the two forested sites; however, the absolute rise in water table at the coniferous forest hillslope exceeds the water table rise at the mixed forest hillslope for most events. The reason for the weaker water table response of the grassland hillslope (lower frequency of well activation and lower water table rise) is not clear. More research is needed in this direction. Nevertheless, it appears to be somewhat contradictory, since many studies showed an increase in water yield with a reduction in forest cover [Bellot et al., 1999; Bosch and Hewlett, 1982; Brown et al., 2005; Chen et al., 2007; Harsch et al., 2009; Zhang et al., 2001 ].
[29] One possible explanation for the weaker water table response at the grassland site is more surface runoff and less infiltration than at the forested sites, which is commonly observed [e.g., Germer et al., 2009; Zimmermann et al., 2006] . The surface flow measurements at one plot per hillslope, however, showed that there is much more surface flow at the mixed forest hillslope than at the grassland hillslope (1%-10% of the surface flow at the mixed forest hillslope depending on the event), and hardly ever any surface flow at the coniferous forest hillslope (e.g., 12 September event: 2.64 l, 0.14 l, and 0 l surface runoff at the mixed forest, grassland, and coniferous forest hillslope, respectively). Although we did not assess the spatial variability of surface runoff, we assume the general trend of measurements to be representative. These findings are in line with observations by others (i.e., high surface flow rates for areas covered by deciduous leaves acting as ''thatched roof'' [Ward and Robinson, 1990] ); there is little surface flow due to understory vegetation (dense root network) and thus high infiltration capacities as at the coniferous forest hillslope [Hiraoka and Onda, 2011] ). Surface flow thus does not explain the weaker water table response at the grassland site. Figure 8 . Time to peak of water table rise per well (h) at each hillslope and transect for selected events >15% well activation. Note that during the events 15 November and 05 December, one and 23 wells, respectively, displayed a time to peak >56 h (up to 94 h); however, for scaling purposes the displayed maximum time to peak is set to 56 h. A cross represents no water table rise (dry well or constant water table); a blank represents missing data. Event characteristics are displayed in the boxes on the right. The bars are scaled according to the maximum of each event characteristic of all events >15% well activation.
[30] Another explanation may be higher storage capacity due to slightly thicker soil at the grassland hillslope (mean well depth at the grassland hillslope is higher than at the forested hillslopes). However, well depth does not necessarily represent soil depth, since individual rocks in the periglacial drift cover may have hindered further drilling. When extracting the borehole cores, no obvious differences in parent material and soil type (sequence of horizons and lithologic units) were discernible. A reason for the drier grassland hillslope could be higher numbers of macropores and lateral soil pipes that quickly drain the soil. During recent slug tests a large number of wells at the grassland site drained so quickly that they could not be filled up with water or showed a very quick recession after they had been Figure 9 . Runoff dynamics. Top graph: different runoff response metrics (peak flow, runoff volume, time difference between center of mass of rainfall, and center of mass of runoff) and total rainfall for all events with available discharge data. Note that peak flow and absolute rise of discharge are highly correlated (r ¼ 0.99) as well as runoff volume and runoff coefficient (r ¼ 0.91); therefore, only peak flow and runoff volume are displayed. Bottom graphs: hydrographs for selected events. The event pairs 12 May versus 12 August and 07 November versus 15 November show similar total rainfall but contrasting runoff dynamics: 12 May and 15 November show a second increase in runoff without further rainfall input.
filled. This agrees well with observations of a large number of mouse holes and mole hills at the grassland hillslope. The effect of macropores and soil pipes due to faunal activity has been observed by many studies [e.g., Cammeraat, 2002; Jost et al., 2012; Tsukamoto et al., 1988; Weiler and Naef, 2003 ]. Table Dynamics [31] The water table analysis clearly indicates seasonally changing spatial patterns of water table dynamics that are determined by antecedent wetness and event characteristics. The two observed patterns suggest different runoff generation mechanisms operating in summer versus fall/winter/spring:
Seasonally Changing Spatial Patterns of Water
[32] First, during fall/winter/spring conditions with high antecedent wetness, low evapotranspiration (ET), less spatial variability of soil moisture, and long-duration low-intensity events, a rather homogenous wetting of predominantly the lower part of the hillslope occurs. If wells become activated, mainly the lower transects respond and mostly the entire transect becomes activated. In comparison to summer conditions, the water table dynamics are weak (low mean and maximum slope) and display slow response times (longer time until initial rise and longer time to peak), but the spatial variability in temporal dynamics is high.
[33] Second, under summer conditions with low antecedent wetness, high ET, higher spatial variability of soil moisture due to small-scale ET, and interception effects by vegetation, and short-duration high-intensity events, there is a shift toward spatially highly variable saturation patterns with similar water table response characteristics for activated wells. Contrary to wet fall/winter/spring conditions, there is water table development also in middle and upper transect wells but a higher spatial variability within transects. In addition, water table dynamics are strong (high mean and maximum slope) and display quick response times and low spatial variability in temporal dynamics (a similar lag time until initial rise and a similar time to peak for each activated well). We suggest that these water table dynamics result from the activation of preferential flow paths connecting into a lateral preferential flow network [Noguchi et al., 1999; Sidle et al., 2000 Sidle et al., , 2001 Tsuboyama et al., 1994] composed of upslope extending pathways of limited width. This would explain the high spatial variability within each hillslope, yet the similar temporal water table dynamics in activated wells.
[34] Seasonally changing water table dynamics and runoff generation mechanisms driven by antecedent wetness and event characteristics are coherent with previous studies, yet to some extent opposing. For instance, a recent study investigating patterns of hydrologic connectivity in a small forested catchment along topographically defined landform sequences (footslope-hillslope-shoulder) found seasonal patterns of shallow water tables: a wet state during the dormant season where shallow water tables developed at most sites and a dry state during the growing season with patchy, discontinuous water tables [Detty and McGuire, 2010] . Seasonal patterns in soil moisture states and flow paths were also described by Grayson et al. [1997] for a temperate region in Australia. They found a wet state, which is characterized by lateral water movement through both surface and subsurface paths (low ET and spatially organized soil moisture patterns), and a dry state, which is dominated by vertical fluxes and a ''shutting down'' of lateral flow (high ET and spatially more random soil moisture patterns) [Grayson et al., 1997] . Stieglitz et al. [2003] , who assessed hydrologic connectivity by modeling and field data, reached similar conclusions to Grayson et al. [1997] . They state that during much of the year, water draining through a catchment is spatially isolated; only rarely, during events with high antecedent soil moisture, midslope saturation occurs and a catchment connects from ridge to valley [Stieglitz et al., 2003] .
[35] What sets our study apart is that the observed upslope connecting pathways seem to occur especially in summer during low antecedent wetness, whereas hydrologic connectivity is commonly associated with high antecedent wetness [e.g., Kim et al., 2005; McNamara et al., 2005; Sidle et al., 2000; Stieglitz et al., 2003 ]. We do not reason that there is no preferential flow network in winter at our study site, yet due to wetter conditions flow paths are not limited to preferential flow networks. The question arises as to which factors govern the onset of lateral preferential flow paths under dry summer conditions. Many studies have provided field evidence of lateral subsurface preferential flow paths including flow through soil pipes and along roots [e.g., Anderson et al., 2008; Holden and Burt, 2002; Correlation coefficients between different runoff response metrics (peak flow, runoff volume, time difference between center of mass of rainfall and center of mass of runoff) and (1) selected event and pre-event characteristics, and (2) selected water table response characteristics (% well activation, total absolute rise, mean slope, mean time to peak) for all events >15% well activation (n ¼ 15), all summer events >15% well activation (n ¼ 8), and all fall/winter/spring events >15% well activation (n ¼ 7). Note that correlation coefficients for the runoff metrics absolute rise and runoff coefficient are not displayed since they are very similar to peak flow and runoff volume, respectively. The level of significance for each correlation coefficient is indicated.
2008a; Newman et al., 2004; Retter et al., 2006; Terajima et al., 2000; Tsukamoto et al., 1988; Uchida et al., 2002] . However, the exact mechanisms of self-organizing networks [Sidle et al., 2000 [Sidle et al., , 2001 are not known. We suggest that an interplay of generally low antecedent wetness, high spatial variability of soil moisture, and high rainfall intensities trigger network-like preferential flows under dry summer conditions.
[36] A recent review highlights that ''there are important situations where preferential flow is enhanced by relative dryness'' [Nimmo, 2012] . Dry antecedent conditions may initiate water-repellency and thus bypass flow. Ritsema et al. [1998] , for instance, found evidence of recurring preferential flow paths (finger flow) due to water-repellency. A recent study investigating subsurface flow processes in a catchment in the Chilean Andes confirms the process of self-reinforcing flow paths due to hydrophobicity [Blume et al., 2009] . In this catchment a shift in dominant processes from the dry to wet season was identified, with pronounced vertical preferential flow during a dry summer/fall in the forested part of the catchment [Blume et al., 2008] . Other studies also report on vertical preferential flow prominent under dry conditions, e.g., through the development of soil cracks [e.g., Dekker and Ritsema, 1996] . Although soil cracks were not apparent at our study site, root drying may cause preferential pathways for infiltration. We want to point out that we observed well activation within minutes after the start of rainfall in summer (e.g., 12 July event). Perched water table development in deep parts of the soil profile just minutes after the start of rainfall can only be explained by strong vertical bypassing of the soil matrix [McDonnell, 1990] . Spatially variable soil moisture may add to preferential infiltration. Teuling and Troch [2005] showed that heterogeneous transpiration of vegetation increases soil moisture variability during the growing season, unless soil moisture drops below a critical moisture content for unstressed transpiration, which results in a sharp decrease of spatial variability. According to this, high spatial variability of soil moisture can be expected at our study site in summer due to heterogeneous transpiration in combination with variable throughfall and stemflow input. Even though the catchment becomes drier in summer (base flow smaller than 1 l s À1 ), there remains flow in the creek at all times.
[37] The activation of preferential flow paths in summer likely also results from high rainfall intensities, as reported by others [e.g., Germann et al., 1983; Tymchak and Torres, 2007; Weiler and Naef, 2003] . Our analysis showed a medium to high correlation between several water table response metrics and mean/maximum rainfall intensity in summer (short-duration, high-intensity convective storms), whereas there was little to no correlation in fall/winter/spring (long-duration, low-intensity advective rainfall). Sprinkling and tracer experiments by Kienzler and Naef [2008a] at different hillslopes showed that SSF response and event to pre-event water ratio depended on whether SSF in preferential flow paths was directly fed from precipitation or indirectly from saturated parts of the soil matrix. Drawing upon this theory, we suggest that during high-intensity summer events and dry conditions precipitation feeds more directly into preferential flow paths, which would explain the observed quick response times.
[38] Although the underlying mechanisms of differences in observed water table dynamics during wet fall/winter/ spring versus dry summer events remain speculative, the seasonally changing patterns suggest considerable implications for water transit times, event to pre-event water contributions, and transport of solutes and sediments. The observed seasonal change in water table patterns also calls for rethinking of current monitoring setups. A common approach of experimental hillslope and catchments studies is high-resolution measurements along one or very few downslope transects [e.g., Detty and McGuire, 2010; Molenat et al., 2008] . However, spatially highly variable flow networks, also observed by others [Tromp-van Meerveld and McDonnell, 2006a] , are not captured with this setup. Hence, for adequately characterizing hydrologic processes and model parameterization, a monitoring setup tailored to observe network characteristics is required.
Reflection of Water Table Dynamics in Catchment Runoff
[39] One of the great challenges in catchment hydrology is how plot-and hillslope-scale heterogeneity of hydrologic processes propagates to the catchment scale [Bonell, 1998; Detty and McGuire, 2010; Jencso et al., 2009; Sivapalan, 2003; Uchida et al., 2005b] . Our analysis revealed a high correlation between several stream runoff response metrics (peak flow, absolute rise, total runoff volume, runoff coefficient) and water table response metrics (percentage of well activation, absolute water table rise). This suggests that the runoff response at our study site is strongly driven by hillslope SSF processes. Moreover, we found seasonal differences in the relation between runoff response and hillslope water table dynamics: For instance, there is a positive relation between time to peak of water table response and runoff response (peak flow, absolute rise, runoff volume, runoff coefficient) in fall/winter/spring. In contrast, there is a negative relation in summer, which indicates that a shorter time to peak of water table response leads to higher runoff response. We also observed that the stronger the SSF response in summer (high percentage of well activation and absolute rise) the shorter the lag time of subsurface flow in the hydrograph. In fall/winter/spring a strong SSF response results in a later occurrence of subsurface flow in the runoff response. Clearly, correlation coefficients do not prove causality, yet the observed inverse relations can be attributed to physical processes due to seasonally changing spatial patterns of water table dynamics.
[40] Nonetheless, different hydrographs, despite similar water table dynamics, show that the link between hillslope water table dynamics and catchment runoff is complex. Hydrographs of events with similar water table dynamics, e.g., all early May events (5, 9, 12 May) and both November events (7, 15 November) , differ in what we call ''lagging subsurface flow wave'' (second increase of runoff without further rainfall). Whereas the last event in a sequence displays a second increase in runoff without additional rainfall, the preceding event hydrograph(s) lack(s) this bi-modal peak. A pronounced second increase of runoff without further rainfall input was only found in the wet seasons (events on 12 May and 15 November). Yet, a weak ''lagging subsurface flow wave'' was also found for summer events after a sequence of events (e.g., 12, 14, 16 August and 27, 29 August). The occurrence of a second peak in runoff without further rainfall indicates a dual-flow regime: surface flow and SSF though preferential pathways, which quickly deliver water to the creek, and slower SSF through the soil matrix that occurs later in the hydrograph. The pronounced ''lagging subsurface flow wave'' may also be attributable to bedrock water [Uchida and Asano, 2010; Uchida et al., 2002 Uchida et al., , 2005b . This would reflect the findings of a recent experimental hillslope study in Japan, where most hillslope runoff was a mixture of water from shallow flow paths through the soil layer and deeper flow paths emerging from bedrock [Uchida and Asano, 2010] . The observed bi-modal runoff response may also result from other processes operating at the catchment scale including riparian zone processes; however, the riparian zone is relatively narrow (3-5 m) . Clearly, the monitored hillslopes only cover a small percentage of the catchment area. Parts of the catchment are less steep than the monitored hillslopes and have different aspect, which may also affect the hydrologic processes [Broxton et al., 2009] .
[41] Overall, the complex relation between runoff response and hillslope water table dynamics highlights the need for spatially distributed measurements of the internal catchment state, since an integrative measurement of catchment dynamics alone may not adequately characterize the internal processes.
Conclusion
[42] An event-based analysis of hydrographs and related shallow water table dynamics of 90 wells of three neighboring large-scale hillslopes differing in vegetation cover revealed the following insights:
[43] (1) There are distinct differences in shallow water table response between the grassland and both forested hillslopes; the grassland hillslope displays a significantly lower frequency of well activation and a lower water table rise for most events. Further research is needed to uncover the factors driving these differences.
[44] (2) There are seasonally changing spatial patterns of water table dynamics during wet fall/winter/spring conditions versus dryer summer conditions, assumed to result from different runoff generation mechanisms : during fall/ winter/spring predominantly lower transect wells become activated, water table dynamics are weaker, and display slower response times. In summer, middle and upper transect wells also become activated but there is a higher spatial variability within transects; water table dynamics are generally stronger and display quicker response times. The observed spatial patterns suggest the development of a preferential flow network during high-intensity rainstorms under dry summer conditions.
[45] (3) The correlation between runoff response and hillslope water table response suggests catchment runoff is strongly linked to hillslope subsurface flow processes. The seasonally changing patterns of water table dynamics are reflected in the runoff response to some extent. However, contrasting hydrographs during consecutive events with similar hillslope dynamics (occurrence of ''lagging subsurface flow wave'') show that the link between hillslope water table dynamics and catchment runoff is complex and indicate the influence of additional processes.
[46] All in all, the high spatial and temporal variability within and among seemingly homogenous hillslopes calls for rethinking of current experimental setups, in particular when preferential flow networks may play a role. We therefore suggest installing wells monitoring subsurface flow dynamics not only along downslope transects or within the lower part of the hillslope, but along the contour lines extending from the stream to the upper part of the hillslopes. Furthermore, the observed seasonally changing spatial patterns of water table dynamics likely have considerable implications for water transit times, event to pre-event water contributions, and solute transport.
