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Abstract
p-adic L-functions and the Geometry of Hida Families
by
Joe Kramer-Miller
Advisor: Krzysztof Klosin
A major theme in the theory of p-adic deformations of automorphic forms
is how p-adic L-functions over eigenvarieties relate to the geometry of these
eigenvarieties. In this talk we explain results in this vein for the ordinary part
of the eigencurve (i.e. Hida families). We address how Taylor expansions of
one variable p-adic L-functions varying over families can detect geometric
phenomena: crossing components of a certain intersection multiplicity and
ramification over the weight space. Our methods involve proving a converse
to a result of Vatsal relating congruences between eigenforms to their alge-
braic special L-values and then p-adically interpolating congruences using
formal models. These methods should extend to the entire eigencurve.
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Chapter 1
Introduction
1.1 Motivation and an informal description
of results
A central theme in number theory is to understand arithmetic information
contained in L-functions and zeta-functions. One of the earliest examples is
Dirichlet’s class number formula for a finite extension K of Q. This formula
gives an expression for the Dedekind zeta function ζK(s) at s = 1 in terms
of several important invariants of K. In this thesis we will concern ourselves
with the L-functions associated to modular forms. Let
f(z) =
∑
anq
n
1
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be a cuspidal eigenform. Then for any primitive Dirichlet character χ we
may form the Dirichlet series
L(f, χ, s) =
∞∑
n=1
χ(n)an
ns
,
which is holomorphic on the entire complex plane after analytic continuation
(cf. [22, Theorem 4.3.12]). We are interested in the arithmetic meaning of
L(f, χ, s) at s = 1. A natural first question is: how frequently does L(f, χ, 1)
vanish? There is a striking analytic result of Rohrlich for weight 2 (see [26]
and [27]), which asserts that L(f, χ, 1) vanishes finitely often when χ varies
over the Dirichlet characters whose conductor is divisible by a fixed finite
set of primes. If we assume the Birch and Swinnerton-Dyer conjecture, we
may deduce from Rohrlich’s theorem that an elliptic curve E over Q is still
finitely generated after passing to any Abelian extension K that is unramified
outside of a finite set of primes where E has good reduction.
This leads us to a more nuanced question: for a fixed prime p, how does
the p-torsion of E and the p-part of the Tate-Shafarevich group behave as we
vary over finite sub-extensions of K? Using the Birch and Swinnterton-Dyer
conjecture, we may draw the connection to modulo p vanishing results. More
precisely, for a fixed eigenform f how often does
Lalg(f, χ, 1) :=
L(f, χ, 1)
2piiΩ±f
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vanish modulo p? Here Ω±f are certain canonical periods defined up to a
p-adic unit (see Subsection 3.4). This question is much more difficult and
we cannot expect Rohrlich’s non-vanishing theorem to translate directly to
the modulo p situation. For example, if the µ invariant of an elliptic curve is
positive then Lalg(f, χ, 1) will vanish whenever the conductor of χ is a power
of p. However, it is still expected that Lalg(f, χ, 1) should vanish only finitely
often when the conductor of χ is a power of a prime ` different from p. The
best result is due to Stevens (see Theorem 2.1 in [30]). Stevens’ result shows
the non-vanishing modulo p for infinitely many χ, but it gives little control
over the conductor.
One of the main results of this thesis is concerned with an interesting
variant of the non-vanishing modulo p problem. Let f and g be eigenforms
of the same level and weight. Vatsal proved (see [31]) that any congruence
satisfied between all of the Fourier coefficients of f and g will also be satisfied
by their special values: if
f ≡ g mod pr,
meaning that there is a congruence modulo pr between each Hecke eigenvalue
of f and g, then
Lalg(f, χ, 1) ≡ Lalg(g, χ, 1) mod pr
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for all χ. We may tweak the question of vanishing modulo p and ask: how
many special values of f and g have to be congruent before we know that
the two eigenforms are congruent? A natural expectation is that if f and g
are not congruent then
Lalg(f, χ, 1) ≡ Lalg(g, χ, 1) mod pr (*)
only holds for finitely many characters whose conductor is a power of a prime
` 6= p. This question is very difficult, but we have been able to prove an
analogue of Steven’s result in this situation. We show that if the special
values are congruent for all Dirichlet characters then f and g are congruent
as well (see Theorem 14).
By the above discussion we see that special values contain enough arith-
metic information to “see” congruences. This leads us to consider how special
values should behave when considering p-adic families of eigenforms. If we
cheat a little bit, we may describe a p-adic family as a collection of eigenforms
C1 = {fα}α∈Z such that for x, y ∈ Z satisfying
x ≡ y mod pr,
we have fx is congruent to fy modulo p
r. By work of Hida, Coleman, and
then Coleman-Mazur we know that every finite slope eigenform (i.e. the p-th
Fourier coefficient is not zero) is part of such a family (see [6], [7], and [18]).
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Since the eigenforms in our p-adic family satisfy all sorts of congruences,
so do the corresponding special values. It turns out we can encapsulate all
of these special values into a p-adic analytic object Lp(C1, χ)(s) with the
following interpolation property:
Lp(C1, χ)(x) = L
alg(fx, χ, 1).
We describe the construction of this p-adic L-function in Subsection 5.5
for families of ordinary eigenforms (i.e. eigenforms where the p-th Fourier
coefficient is a p-adic unit). Now let us consider a second p-adic family
C2 = {gα}α∈Z. Under most circumstances it is impossible for the two fami-
lies to contain the same eigenform. However, it can happen that the families
cross at a p-adic limit. More precisely, let n ∈ Zp − Z and let {ni} ⊂ Z be a
sequence that converges to n. By the congruences satisfied between elements
in {fni} (resp. {gni}) we see that there exists fn, gn ∈ Zp[[q]], where q is a
formal variable representing e2piiz, such that
fni → fn, gni → gn.
Then we say that C1 and C2 cross at n if fn = gn. In this case we see that fni
and gni are very congruent for large i. A congruence between fni and gni is
equivalent to a congruence between special values, which leads us to believe
that crossings between p-adic families is closely related to the behavior of
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the Lp(C1, χ). The first main results of this thesis gives the precise nature of
this relationship for ordinary families (see Theorem 25).
Another interesting phenomenon that can occur is ramification with re-
spect to the weight space. This roughly addresses the question: how many
eigenforms of each weight occur in a family? If each weight occurs more than
once then the family is ramified. In Sections 5.3 and 5.4 we give a geomet-
ric interpretation of this phenomenon. Our second main result on ordinary
p-adic families states that ramification over the weight space is completely
determined by the functions Lp(C1, χ). This is somewhat surprising, as it
is not immediately obvious what congruences have to do with ramification.
Our result states that if for some χ the function Lp(C1, χ) acquires poles after
being hit by a certain differential operator d
dT
described in Subsection 6.2,
then the family is ramified. We can further detect the ramification degree
(i.e. exactly how many times each weight occurs) by looking at the order of
these poles.
As mentioned earlier, Stevens’ result on nonvanishing gives us little con-
trol over the conductor. Our results have similar restrictions; we know that
the p-adic L-functions Lp(C1, χ) should determine how p-adic families “look”,
but we have no control over which characters we need to consider. However,
we speculate that most Lp(Cq, χ) should reflect the shape of our p-adic fam-
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ilies. For example, let l be a prime number different than p and let X be the
set of characters whose conductor is a power of l. As explained earlier, we
expect that Lalg(f, χ, 1) vanishes modulo p for only finitely many χ ∈ X. The
same principle should carry over to the results in our thesis. If a p-adic family
behaves a certain way, then for only finitely many χ ∈ X do the functions
Lp(C1, χ) not reflect this behavior. For example, if two families do not cross
then only finitely many Lp(C1, χ) act as if there is a crossing. Additional, we
expect that if C1 is ramified over the weight space then
d
dT
Lp(C1, χ) contains
poles for almost all χ ∈ X. These are speculations, but they fall in line
with the general modulo p nonvanishing philosophy. We also predict that
our results are true for families of p-adic eigenforms with finite positive slope
(i.e. the p-th Fourier coefficient is not zero but also not a p-adic unit). One
obstruction to proving these results is the lack of a canonical integral model.
The ordinary families that Hida constructed come as geometric objects over
Spec(Zp), while the Coleman-Mazur eigencurve is an object over Spec(Qp)
(or more precisely Sp(Qp), the rigid analytic “point”). We hope to overcome
these obstacles in future work.
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1.2 Organization of this thesis
In section one we give an quick review of the classical theory of eigenforms
and Hecke operators that will be used throughout this thesis. Section two
contains an overview of Eichler-Shimura theory and the theory of generalized
modular symbols. The third section is devoted to proving Theorem 14, which
roughly states that congruences between special values implies a congruence
between eigenforms. In the fourth section we explain the main ideas of Hida
theory and p-adic L-functions. We have held out on giving precise statements
of our main theorems on p-adic families until the fifth section, due to the
background needed to give their formulation. The last three sections are
the technical heart of this thesis, where we prove our main results on Hida
families. In Chapter 7 we develop some geometric tools that will be used in
the proofs of the main theorems. Chapter 8 is dedicated to the proof of our
results on p-adic families that cross and Chapter 9 is dedicated to the proof
of our result on ramified p-adic families.
1.3 Acknowledgements
I thank my adviser Kris Klosin for introducing me to the world of automor-
phic forms and for lending me his expertise. He has been incredibly patient
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and encouraging with this project. There is no doubt that he has played a
substantial role in this thesis, despite his modest attitude. I wish to thank
Rob Pollack and Glenn Stevens at Boston University for showing enthusiasm
towards my work and for answering several technical questions. Both have
created beautiful and clear mathematics that have served as inspiration for
this thesis. I would also like to thank Ken Kramer for taking the time to
discuss mathematics with me and for answering my questions. He has been
very encouraging from the early stages of my graduate career. I’d like to
thank Brooke Feigon for serving on my doctoral committee and for being so
flexible. I’ve benefited greatly from my mathematical meetings with Joseph
Gunther. He’d listen to me stammer on about whatever paper I was trying
to suss out; it is very much appreciated. I would also like to acknowledge
Eric Urban, Johann Aise de Jong, Tian An Wong, Gautam Chinta, Jorge
Florez, Cihan Karabulut, Jim Brown, and Carl Wang Erickson for helpful
conversations.
Finally, I would like to thank my family. My parents have always sup-
ported my decision to pursue mathematics and have provided their active
encouragement. For this I am very grateful. Most of all I would like to
thank my soon-to-be wife Brittany. She has been supportive and encourag-
ing throughout my graduate career: the low points and the high points. This
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Chapter 2
Modular forms, Hecke algebras,
and congruences
In this section we will give an overview of the theory of eigenforms. We will
first recall the definition and basic properties of modular forms. Then we
will introduce the Hecke and diamond operators. Using this we introduce
our Hecke algebra. We then discuss congruences between eigenforms and
how they relate to the geometry of the spectrum of the Hecke algebra. We
also provide a quick recap of the Galois representations associated to an
eigenform. Finally we will introduce the concept of a p-ordinary eigenform
and Hida’s p-ordinary idempotent projector.
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2.1 Modular forms for Γ1(N)
For a more comprehensive exposition of the material in the next three sections
see [22] or [9]. Let N ≥ 1 and define
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(
1 ∗
0 1
)
mod N
}
,
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z) :
(
a b
c d
)
≡
(∗ ∗
0 ∗
)
mod N
}
.
There is an action of GL2(Q) on the upper half plane H given by τ → aτ+bcτ+d .
For any γ ∈ GL2(Q) we define an operator [γ]k on the space of functions
f : H→ C by
(f [γ]k)(z) = det(γ)
k−1(cz + d)−kf(γ(z)),
where γ =
(
a b
c d
)
. We can check that for γ1, γ2 ∈ SL2(Z) we have [γ1]k[γ2]k =
[γ1γ2]k, so that we have an action of SL2(Z) on the space of functions
f : H → C. A weakly modular form f of weight k for the group Γ1(N)
is a holomorphic function on H such that
(f [γ]k)(z) = f(z),
for all γ ∈ Γ1(N). Since
(
1 1
0 1
)
is contained in Γ1(N) we see that
f(z + 1) = f(z).
CHAPTER 2. MODULAR FORMS, ETC. 13
This means that f(z) has a Fourier expansion
∞∑
n=−∞
anq
n,
where q = e2piiz. We call f a modular form if all of the negative coefficients
vanish. We call f a cusp form if f is a modular form and the constant term a0
vanishes. For any ring A that is a subring of C we define Mk(Γ1(N), A) (resp.
Sk(Γ1(N), A)) to be the A-module of module forms (resp. cusp forms) whose
Fourier coefficients are contained A. Note that Sk(Γ1(N), A) is contained in
Mk(Γ1(N), A). It is known that both Mk(Γ1(N), A) and Sk(Γ1(N), A) are
finitely generated free A-modules.
2.2 Hecke algebras on Sk(Γ1(N), A)
2.2.1 Diamond operators and nebentypus
There is an isomorphism Γ0(N)/Γ1(N) with (Z/NZ)× given by(
a b
c d
)
→ d mod N.
We use this isomorphism to define an action of (Z/NZ)× on Mk(Γ1(N),C).
In particular, let f ∈ Mk(Γ1(N), A) and let γ0 ∈ Γ0(N). We claim that
f [γ0]k is again a modular form of weight k. To check this we need to show
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that f [γ0]k is invariant under the action of Γ1(N). Let γ ∈ Γ1(N). There
exists a unique γ′ ∈ Γ1(N) such that γ0γ = γ′γ0. Then we have
f [γ0]k[γ]k = f [γ
′]k[γ0]k = f [γ0]k.
If γ0 and γ1 are in the same equivalence class in Γ0(N)/Γ1(N) (i.e. their lower
right entries are congruent modulo N) then we readily check that f [γ0]k =
f [γ1]k. This gives a well defined action of (Z/NZ)× on Mk(Γ1(N), A). Explic-
itly, for d ∈ (Z/NZ)× we define the diamond operator 〈d〉 on Mk(Γ1(N),C)
by
〈d〉f → f [γ0]k, where γ0 ≡
(
d−1 ∗
0 d
)
mod N.
It can be proven that 〈d〉 preserves the cuspidal subspace Sk(Γ1(N),C).
Let χ : (Z/NZ)× → C× be a character. We say that f ∈ Mk(Γ1(N),C)
has χ-Nebentypus if 〈d〉f = χ(d)f . This gives a decomposition
Mk(Γ1(N),C) = ⊕Mk(Γ1(N),C)[χ]
Sk(Γ1(N),C) = ⊕Sk(Γ1(N),C)[χ],
where Mk(Γ1(N),C)[χ] (resp. Sk(Γ1(N),C)[χ]) is the subspace of modular
forms (resp. cusp forms) with χ-Nebentypus.
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2.2.2 Hecke operators
We will now give an overview of Hecke operators using double cosets. For
full proofs of the facts we use about double cosets see Chapter 3.1 in [29].
Let l be a prime number. Consider the double coset
Γ1(N)
(
1 0
0 l
)
Γ1(N) =
{
γ0
(
1 0
0 l
)
γ1 : γ0, γ1 ∈ Γ1(N)
}
.
When l does not divide N we can write this double coset as a disjoint union:
Γ1(N)
(
1 0
0 l
)
Γ1(N) =
l−1⋃
i=0
Γ1(N)
(
1 i
0 l
)
∪ Γ1(N)
(
l 0
0 1
)
.
We then define the Hecke operator Tl by
Tlf =
l−1∑
i=0
f
[(1 i
0 l
)]
k
+ f
[( l 0
0 1
)]
k
.
One can check that Tlf is again a modular form by observing that multiplying
on the right by γ ∈ Γ1(N) permutes the sets in the disjoint union. If l does
divide N we have the decomposition:
Γ1(N)
(
1 0
0 l
)
Γ1(N) =
l−1⋃
i=0
Γ1(N)
(
1 i
0 l
)
.
We then define the operator Tl by
Tlf =
l−1∑
i=0
f
[(1 i
0 l
)]
k
.
Once again we find that Tl acts on the space of cusp forms. When l divides
N we will sometimes write Ul to refer to Tl. We do this to emphasize the
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differences in the decomposition of the double coset Γ1(N)
(
1 0
0 l
)
Γ1(N) (in
particular when we construct our p-adic L-functions).
Theorem 1. The Hecke operators and diamond operators commute with each
other.
• TpTq = TqTp for any two primes p and q.
• Tp〈a〉 = 〈a〉Tp for a ∈ (Z/NZ)× and any prime p.
Proof. See Proposition 5.2.4 in [9].
Theorem 1 allows us to define Tn for all n. First we define Tlr recursively
by the formula
TlTlr−1 − lk−1〈l〉Tlr−2 ,
where we take 〈l〉 to be zero when l divides N . Then for a, b ∈ N with
gcd(a, b) = 1 we define Tab = TaTb. We will need the following result, which
describes how the Hecke operators interact with the Fourier expansion.
Theorem 2. Let f(z) =
∑∞
n=0 anq
n be a modular form with a1 = 1. Then
the linear term in Tnf (i.e. the coefficient of q) is an.
Proof. See Proposition 5.3.1 in [9].
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2.3 Hecke algebras and eigenforms
We define the Hecke algebra T(A) to be the A-subalgebra of endomorphisms
of Sk(Γ1(N), A) generated by the Hecke operators Tn. This Hecke algebra is
dual to Sk(Γ1(N), A) in the following sense:
Theorem 3. For f ∈ Sk(Γ1(N), A) let c(f, 1) denote the coefficient of q.
Then the pairing
T(A)× Sk(Γ1(N), A)→ A
given by (T, f)→ c(Tf, 1) is perfect.
Proof. This follows almost immediately from Theorem 2. For more details
see [13].
We say that f =
∑∞
n=1 anq
n ∈ Sk(Γ1(N), A) is an normalized eigenform
if it is an eigenvector for each Tn and if its linear term is one. One can prove
that the eigenvalues are algebraic integers by looking at the action of the
Hecke operators on the cohomology of modular curves. By Theorem 2 we
know that Tnf = anf . In particular we find that (TnTm, f) = anam. From
this we deduce that the linear map T(A)→ A given by T → (T, f) is actually
a morphism of A-algebras. Furthermore, we can deduce from Theorem 3 that
every A-algebra homomorphism from T(A) to A is induced by an eigenform.
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2.4 Congruences between eigenforms and
Spec(T(A)).
In this subsection we will introduce congruences between eigenforms and
discuss how this relates to the geometry of the prime spectrum of a Hecke
algebra. It is simpler to work locally. For this reason we fix an isomorphism
C ∼= Cp and we let A = OK , the ring of integers in a finite extension K of
Qp. We let piK be a uniformizing element of OK and we let k denote the
residue field OK/piK .
Let f and g be two eigenforms in Sn(Γ1(N),OK) with Fourier expansions
f =
∑
anq
n and g =
∑
bnq
n.
We say that
f ≡ g mod pirK
if for each n we have
an ≡ bn mod pirK .
By Subsection 2.3 these eigenforms correspond to OK-algebra homomor-
phisms
φf , φg : T(OK)→ OK ,
where φf (Tn) = an and φg(Tn) = bn. This gives the following Lemma
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Lemma 4. We have f ≡ g mod pirK if and only if the following diagram
commutes:
OK
T(OK) OK/pirK
OK
φ1
φ2
Let’s see how this relates to Spec(T(OK)). We will assume that K is
large enough so that OK contains all Fourier coefficients of the eigenforms in
Sn(Γ1(N),OK). Since Sn(Γ1(N),OK) is a finitely generated OK-module we
know from Theorem 3 that T(OK) is finitely generated as well. In particular
the structure map
pi : Spec(T(OK))→ Spec(OK)
is a finite morphism. There are two points in Spec(OK): the generic point
corresponding to the prime η = (0) and the special point corresponding to the
prime s = (piK). If p ∈ pi−1(η) is in the fiber above η, the quotient T(OK)/p
is a finite extension of OK . The homomorphism T(OK))→ T(OK)/p corre-
sponds to an eigenform. Since we are assuming that OK contains all Hecke
eigenvalues we see that T(OK)/p. In “functor of points” language this means
that
Hom(Spec(OK), Spec(T(OK))) = pi−1(η).
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Putting this together with the discussion in Subsection 2.3 we get a bijection
pi−1(η)↔ {eigenforms with coefficients in OK }.
Now consider pi−1(s). By the going down theorem (see Chapter 5 in [2]) we
know that any m ∈ pi−1(s) in the special fiber contains at least one prime
p ∈ pi−1(η) in the generic fiber. Conversely each prime in the generic fiber
only contains one prime in the special fiber (in scheme-theoretic terms this
means each point in the generic fiber specializes to exactly one point in the
special fiber).
By looking at the image of the Hecke operators Tn under composition
T(OK)→ T(OK)/p = OK → T(OK)/m = k,
we see that the points in pi−1(s) correspond to mod piK classes of eigen-
forms. In particular we find that two eigenforms are congruent modulo piK if
and only if the corresponding points in pi−1(η) specialize to the same point in
pi−1(s). Another way to view this picture is to look at the Zariski closures of
points in pi−1(η). Let p1, p2 ∈ pi−1(η). The Zariski closure pi consists of two
points: the generic point, which corresponds to an eigenform, and a special
point that will correspond to the mod piK reduction of the eigenform. Then
p1 and p2 intersect at their special points if and only if the corresponding
eigenforms are congruent. In the figure below we see that Spec(T(OK)) has
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Spec(T(OK)) Spec(OK)
η
s
f
f mod piK
g h
g ≡ h mod piK
Figure 2.1: Spec(T)
three points in pi−1(η) corresponding to eigenforms f, g, and h. The eigen-
forms g and h are congruent, so the corresponding components cross at their
special points.
It is natural to suspect that congruences between eigenforms for powers
of piK should be related to the manner in which p1 and p2 intersect. To
come up with the correct notion, we take inspiration from planar curves. For
curves in A2 we have precise notion of intersection multiplicity (see [12]). If
f(x, y) = 0 and g(x, y) = 0 are two planar curves over C that contain the
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point (0, 0), we define the intersection multiplicty to be
dimCC[x, y](x,y)/(f(x, y), g(x, y)).
For example, the axis x = 0 and y = 0 cross with multiplicity
dimCC[x, y](x,y)/(x, y) = dimCC = 1.
A more interesting example is the axis y = 0 crossing the curve y = xn,
which we would expect to cross with multiplicity n. We compute
dimCC[x, y](x,y)/(xn − y, y) = dimCC[x]/(xn) = n.
When we copy this definition into the context of Spec(T(OK)) we obtain a
geometric notion of congruences for powers of piK . That is, we define
I(p1, p2) = dimk T(OK)m/(p1 + p2),
where m is the special point of p1.
Theorem 5. Let f and g be eigenforms corresponding to pf , pg ∈ Spec(T(OK)).
Then
f ≡ g mod pirK
if and only of I(p1, p2) ≥ r.
Proof. The proof is just unwinding the definition of I(p1, p2) together with
Lemma 4.
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Spec(T(OK)) Spec(OK)
η
s
f
f mod piK
g h
g ≡ h mod piK
g ≡ h mod pirK
Figure 2.2: Spec(T) with multiplicity
The figure below demonstrates Theorem 5. Just as before we see that the
components corresponding to g and h cross at their special points. However
now we are assuming that
g ≡ h mod pirK ,
which means that the components should cross with multiplicity r. We
demonstrate the high multiplicity by having the “components” meet slightly
before the special points.
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2.5 Galois representations associated to
eigenforms
By remarkable work of Shimura and Deligne, we may associate a p-adic Galois
representation to any eigenform of weight k ≥ 2.
Theorem 6. Let f ∈ Sk(Γ1(N),OK) be an eigenform of χ-Nebentypus.
There exists an irreducible two dimensional Galois representation
ρf : GQ → GL2(K).
This Galois representation is defined by the following property: let l be a
prime that doesn’t divide Np. For any prime l ⊂ Zˆ above l the restriction
of ρf to the inertia group of l is trivial. Also the characteristic equation of
ρf (Frobl) is
x2 − alx+ χ(l)lk−1.
Proof. For weight two this is due to Shimura (see [29]). For higher weight
this is due to Deligne (see [8]).
Let V be a two dimensional K-vector space. We may let GQ act on
V through ρf . There exists a GQ invariant lattice L ∈ V , which gives a
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representation
GQ → GL2(OK).
Composition this with the mod piK reduction L → L/piK gives a mod piK
Galois representation:
ρf : GQ → GL2(OK/piK).
This mod piK representation is not unique: different GQ-invariant lattices
may yield different representations. However, the semisimplification ρssf does
not depend on L (cf. [25, Section 2]).
2.6 Hida’s p-ordinary idempotent operator
We will now summarize some facts about Hida’s idempotent operator e that
will be used throughout this thesis. For full proofs see Section 7.2 in [15].
Consider the limit of operators
e := lim
n→∞
Un!p .
Here we are taking the limit in T(OK) viewed as a topological OK-module.
This limit converges to an element of T(OK) that is idempotent (i.e e2 = e).
How exactly does e act on an eigenform f in Sk(Γ1(N),OK)? It depends on
the p-th Fourier coefficient ap. If ap is coprime to p then one can prove that
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f |e = f . In this case we say that f is p-ordinary. If piK divides ap we say
that f has positive slope. We see that the Fourier coefficients of Un!p f = a
n!
p f
all converge piK-adically to zero as n gets large. This means f |e = 0 when f
has positive slope. Therefore we may think of e as an operator that “picks
out p-ordinary eigenforms”.
For any T(OK)-module M we obtain a decomposition
M = eM ⊕ (1− e)M.
We defineM ord to be eM and we refer to this as the p-ordinary subspace ofM .
For example, since the diamond operators commute with the Hecke operators
we know that Sk(Γ1(N),OK)[χ] is a T(OK)-module for any character χ :
(Z/NZ)× → OK . Then we have a decomposition
Sk(Γ1(N),OK)[χ] = Sk(Γ1(N),OK)ord[χ]⊕ (e− 1)Sk(Γ1(N),OK)[χ].
We may also consider the ordinary Hecke algebra T(OK)ord. The geometry
of Spec(T(OK)ord) can be described exactly as in Subsection 2.4, except that
the generic points are now in correspondence to p-ordinary eigenforms.
Chapter 3
Modular symbols and the
Eichler-Shimura isomorphism
In this chapter we summarize the theory of modular symbols developed by
Manin and then generalized by Ash and Stevens (see [19] and [1]). We also
give an overview of Eichler-Shimura theory.
3.1 Modular symbols and cohomology
Throughout this section we will fix N > 3 and Γ = Γ1(N). Let D0 be the
divisors of P(Q) of degree 0. Then GL2(Q), and therefore also Γ, acts on
D0 by linear fractional transformations. For any left Z[Γ]-module E, we let
27
CHAPTER 3. MODULAR SYMBOLS, ETC. 28
Φ(E) = HomΓ(D0, E). These are modular symbols with values in E (see,
for example, [1]). When the action on E extends to GL2(Q) (resp. GL2(Z))
we may define a right action on Hom(D0, E) (resp. GL2(Z)). Explicitly, if
α ∈ Φ(E) and g ∈ GL(Q) then α|g sends (r1 − r2) to g−1α(g(r1) − g(r2)).
The Γ-invariant elements of Hom(D0, E) are precisely Φ(E).
There is a locally constant sheaf E˜ on H/Γ that is associated to E. The
sections of E˜ are sections of the E-torsor s : E×H/Γ→ H/Γ. More precisely,
for an open set U ⊂ H/Γ the sections Γ(U, E˜) are continuous functions
f : U → s−1(U) such that f ◦ s is the identity (here we give E the discrete
topology). If U is small enough to trivialize s (i.e. s−1(U) = U × E) then
Γ(U, E˜) is just isomorphic to E. It is known that Φ(E) ∼= H1c (H/Γ, E˜) (see
[1, Proposition 4.1]). We define H1! (H/Γ, E˜) to be the image of H1c (H/Γ, E˜)
in H1(H/Γ, E˜). Explicitly, we may think of H1! (H/Γ, E˜) as the cohomology
classes in H1(H/Γ, E˜) that can be represented by a 1-form with compact
support. Let [c] ∈ H1(H/Γ, E˜) and let ω be a 1-form representing [c]. Then
for any z0 ∈ H we may define a 1-cocycle on Γ with values in E:
g →
∫ g(z0)
z0
ω.
A different choice of ω or z0 will result in a 1-cocycle that differs by a 1-
boundary. When [c] is in H1! (H/Γ, E˜) we may take ω to have compact sup-
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port. This allows us to choose z0 ∈ H ∪ P1(Q). If z0 ∈ P1(Q) then the
1-cocycle is zero when restricted to the parabolic subgroup Pz0 that fixes z0.
Putting this together gives the following commutative diagram:
Φ(E) ∼= H1c (H/Γ, E˜) H1! (H/Γ, E˜) H1(H/Γ, E˜)
H1P (Γ, E) H
1(Γ, E).
Here we define
H1P (Γ, E) := ker(H
1(Γ, E)→
∏
z0∈P1(Q)
H1(Pz0 , E)).
In general, these vertical maps are isomorphisms as long as Γ contains a
torsion free subgroup of finite index that is coprime to the exponent of E.
This condition is satisfied regardless of E, since we have taken Γ to be torsion
free.
3.2 The complex conjugation involution
The involution σ of H given by z → −z induces involutions on the cohomol-
ogy groups discussed above. Consider the 1-cocycle β defined by a 1-form
ωβ. Then β
σ is the 1-cocycle
g →
∫ −g(i)
i
ωβ =
∫ g(i)
i
σ∗(ωβ).
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Thus β is sent to the 1-cocycle g → β(ξgξ−1), where ξ =
(−1 0
0 1
)
. On
deRham cohomology the 1-form ω is send to its pullback σ∗(ω) under σ. In
particular, holomorphic forms are sent to anti-holomorphic forms and vice
versa. The involution σ sends a modular symbol α ∈ Φ(E) to α|ξ.
If E is 2-divisible (i.e. E is a Z[1
2
]-module) then the cohomology groups con-
sidered in Subsection 3.1 decompose into eigenspaces of σ. For example, we
have H1(Γ, E) = H1(Γ, E)+ ⊕H1(Γ, E)−, where σ fixes the H1(Γ, E)+ and
negates H1(Γ, E)−. This yields:
Φ(E)± ∼= H1c (H/Γ, E˜)± H1! (H/Γ, E˜)± H1(H/Γ, E˜)±
H1P (Γ, E)
± H1(Γ, E)±.
3.3 The Eichler-Shimura isomorphism
For any ring A, we define Ln(A) to be the space of degree n homogeneous
polynomials in two variables with coefficients in A. Then Ln(A) comes
equipped with a left action of Γ. When k ≥ 2 there is a map from Sk(Γ,C),
the weight k cusp forms on Γ with coefficients in C, to the cohomology group
H1(H/Γ, L˜k−2(C)): the cusp form f(z) ∈ Sk(Γ,C) is sent to the 1-form
ωf = f(z)(x− zy)ndz.
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Since f(z) vanishes at cusps z0 ∈ P1(Q) we may consider the 1-cocycle:
g →
∫ g(z0)
z0
ωf .
This 1-cocycle vanishes on Pz0 , which lets us infer that
ωf ∈ H1! (H/Γ, L˜k−2(C)) ∼= H1P (Γ, Lk−2(C)).
By projecting onto the ± parts we obtain the Eichler-Shimura isomorphism
(see Chapter 8 of [29] for a full proof):
Sk(Γ,C) ∼= H1P (Γ, Lk−2(C))±.
3.4 Hecke operators and integral cohomology
We may define Hecke operators on the cohomology groups from Section 3.1
(see for example Chapter 8.3 in [29] or Section 2 in [1]). These operators are
compatible with the Eichler-Shimura isomorphism. Let f ∈ Sk(Γ,C) be a
normalized eigenform and let ω±f be the projection of the 1-form ωf onto the
± part. We define a modular symbol α±f by
α±f ({r1} − {r2}) =
∫ r2
r1
ω±f .
This gives a Hecke equivariant map s : Sk(Γ,C) → Φ(Lk−2(C))±. By a the-
orem of Shimura (see [14, Theorem 4.8]) the subspace of Φ(Lk−2(C))± that
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has the same Hecke eigenvalues as f is one dimensional.
Fix an isomorphism Cp ∼= C and let K ⊂ C be a finite extension of Qp
that contains the Hecke eigenvalues of f . Let OK be the ring of integers of K
with uniformizer piK . Since modular symbols commute with flat base change
(cf. [3, Lemma III.1.2]) we have
Φ(Lk−2(OK))± ⊗OK C ∼= Φ(Lk−2(C))±.
Therefore the subspace of Φ(Lk−2(OK)) that has the same Hecke eigenvalues
as f is a free OK-module of rank one. This follows from the general fact that
if M is an OK-module with an operator T such that v ∈ M ⊗OK C is an
eigenvector whose eigenvalue is in OK then a scalar multiple of v is in M .
From this we see that there exist periods Ω±f such that
α±f
Ω±f
∈ Φ(Lk−2(OK))±
and
α±f
Ω±f
6∈ piKΦ(Lk−2(OK))±.
These periods are unique up to multiplication by a unit in OK .
Now consider the Hecke equivarient commutative diagram
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Φ(Lk−2(OK))± H1P (Γ, Lk−2(OK))± 0
Φ(Lk−2(C))± H1P (Γ, Lk−2(C))± 0
i
i
Note that i(α±f ) = ω
±
f . In particular, we see that the subspace ofH
1
P (Γ, Lk−2(OK))±
that has the same Hecke eigenvalues as f is a free OK-module of rank one
generated by i(
α±f
Ω±f
) =
ω±f
Ω±f
. Furthermore we see that
H1(Γ, Lk−2(OK))± ∩ Cωf = OK
ω±f
Ω±f
.
Chapter 4
Congruences between cusp
forms and L-functions
The aim of this chapter is to prove that two cusp forms are congruent if and
only if the “algebraic” special values of their L-functions admit congruences
for all twists (see Theorem 14). The heart of the proof is Theorem 7, which
roughly states that the density of certain linear combinations of cycles on
H/Γ in the homology group H1(H/Γ). This type of result was first observed
by Glenn Stevens and in particular Theorem 7 was inspired by Theorem 2.1
in [30].
34
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4.1 Special values of modular symbols
For this section we will take Γ = Γ1(N0p
r), where N0 is prime to p and r ≥ 1.
We let N = N0p
r. Let OK be the ring of integers of a finite extension K of
Qp. Let piK be a uniformizing element of OK . Let s > 0 and assume pisK |pr (if
this is not the case we may replace Γ with a smaller congruence subgroup by
increasing r). The purpose of this section is to prove a nonvanishing result
for the special values of modular symbols with values in Ln(OK/pisK). We let[
x
y
]
denote the degree zero divisor {x
y
} − {∞}. For a Dirichlet character χ
of conductor mχ we define
Λ(χ) =
mχ−1∑
i=0
χ(i)
[ i
mχ
] ∈ D0 ⊗ Z[χ].
If α is the modular symbol associated to a cusp form then the first coordinate
(i.e. the coefficient of Xn) of α(Λ(χ)) is a normalized special value (see
Section 4.2). For P (X, Y ) ∈ Ln(OK/pisK) the coefficient of Xn is P (1, 0).
Therefore it makes sense if we write α(Λ(χ))(1, 0) to denote the coefficient
of Xn in α(Λ(χ)). The next theorem says that under certain conditions a
modular symbol is completely determined by its special values. For  > 0 we
define A to be the set of primes q larger than  that satisfy the congruences
q ≡ −1 mod N.
Our main result of this section is
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Theorem 7. Let α ∈ Φ(Ln(OK/pisK)). Assume the following conditions:
1. For every primitive Dirichlet character χ whose conductor is in A∪{1}
the special value α(Λ(χ))(1, 0) is zero.
2. The image of α in H1(Γ, Ln(OK/pisK)) lies in the p-ordinary subspace
H1(Γ, Ln(OK/pisK))ord (see, for example, Chapter 7 in [15]).
3. The Nebentypus of α is a Dirichlet character ψ (i.e. for γ =
a b
c d

we have α|γ = ψ(d)α). The conductor of ψ is necessarily N .
Then the image of α in H1(Γ, Ln(OK/pisK)) is zero.
The proof of Theorem 7 will be broken up into several smaller lemmas.
Lemma 8. Let c
d
be a reduced fraction whose denominator is 1 mod N .
Then there exists γ ∈ Γ0(N) such that the denominators of γ( cd) and γ(0)
are in A.
Proof. Let l1 be a prime number satisfying
l1 ≡ −1 mod N.
We may take l1 large enough to be contained in A and so that l1 6 |c. As l1
and d are both coprime to Nc, it possible to choose a prime z > l1 satisfying
z ≡ dl1 mod Nc.
CHAPTER 4. CONGRUENCES AND L-FUNCTIONS 37
Then
z ≡ −1 mod N,
since
d ≡ 1 mod N and l1 ≡ −1 mod N.
In particular z ∈ A. We have z = yNc+ dl1 for some y and we set l2 = Ny.
Note that l2 is not divisible by l1: if l1|l2 then we see that l1|z, which is
impossible as z is a prime larger than l1. Since l2z and l1 are relatively prime
we may find t2 and t1 such that
l1t2 − l2zt1 = 1.
Thus the matrix
γ =
t2 t1z
l2 l1

is in Γ0(N). We computet2 t1z
l2 l1
 cd = t2c+ t1zdz and
t2 t1z
l2 l1
 0 = t1zl1 .
The fraction t1z
l1
is reduced since l1 is coprime to t1 and z. Furthermore z
is coprime to t2c so that
t2c+t1zd
z
is also reduced. This means γ satisfies the
desired properties.
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Lemma 9. Let m ∈ A. The coefficient of Xn in α([ am ]) is zero if a prime
to m (i.e. α([ a
m
])(1, 0) = 0).
Proof. Let OKm be the ring of integers of Km = Qp(ζm−1). Recall that D0
is the group of degree zero divisors of P1(Q). Let M be the free submodule
of D0 ⊗Z OKm generated by the elements [ 1m ], ..., [m−1m ] and let M ′ be the
submodule of M spanned by each Λ(χ) for primitive χ of conductor m.
We claim that M = M ′ ⊕ OKm [ 1m ]. To see this, consider the nonprimitive
character 1d defined by 1d(a) = 1 for m 6 |a and 1d(a) = 0 otherwise. The
index of M ′ ⊕OKmΛ(1d) in M is given by the Vandermonde determinant
∏
0≤i<j≤m−2
(ζjm−1 − ζ im−1),
where ζm−1 is an m − 1th root of unity. We know that p|m + 1 so that
p 6 |m − 1. Therefore ζjm−1 − ζ im−1 is a p-adic unit whenver j > i and in
particular we find that M ′ ⊕OKmΛ(1d) = M . Now note that
Λ(1d) =
∑
prim χ
Λ(χ)− (m− 2)[ 1
m
].
From this we see Λ(1d) is contained in M
′ ⊕OKm [ 1m ] and thus
M = M ′ ⊕OKm [
1
m
].
By the first hypothesis in Theorem 7 we know that that α(t)(1, 0) is zero
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for t ∈M ′. Therefore it will suffice to show α([ 1
m
])(1, 0) is zero. We have
α(
[ 1
m
]
)(1, 0) = α(
[ 1
m
]
)(1, 0)− α([0]))(1, 0)
= α({ 1
m
} − {0})(1, 0),
where α(
[
0
]
)(1, 0) = 0 because
[
0
]
= Λ(χtriv). Let γ0 =
 1 0
−Nk 1
, where
m = Nk − 1. Then
γ0({ 1
m
} − {0}) = {−1} − {0}
=
[− 1]− [0].
There is an upper triangular matrix γ1 ∈ Γ such that γ1(
[− 1]) = [0]. The
action of an upper triangular matrix on Ln(OK/pisK) preserves the coefficient
of Xn. In particular we see that α(
[ − 1])(1, 0) is zero. Since γ0 acts on
Ln(OK/pisK) as the identity, we find
α({ 1
m
} − {0})(1, 0) = γ0(α({ 1
m
} − {0}))(1, 0)
= α(
[− 1]− [0])(1, 0)
= 0.
The result follows.
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Lemma 10. (Hida) The map from Ln(OK/piK) to L0(OK/piK) induced by
projecting onto the coordinate of Xn induces an isomorphism
H1(Γ, Ln(OK/piK))ord → H1(Γ,OK/piK)ord.
Proof. See the proof of Theorem 2 in section 7.2 of [15] for the case of OK =
Zp. To deduce the general case we first note that OK/piK is a free Zp/p-
module. Therefore the natural map
H1(Γ, Ln(Zp/p))⊗Zp/p OK/piK → H1(Γ, Ln(OK/piK))
is an isomorphism. This isomorphism commutes with the map induced by
projecting onto the Xn-coordinate. It also commutes with the Hecke oper-
ators, which includes Hida’s idempotent e. This gives a square of isomor-
phisms:
H1(Γ, Ln(Zp/p))ord ⊗Zp/p OK/piK H1(Γ, Ln(OK/piK))ord
H1(Γ,Zp/p)ord ⊗Zp/p OK/piK H1(Γ,OK/piK)ord
Lemma 11. Let m′ > m. Then
H1(Γ, Ln(OK/pimK)) = H1(Γ, Ln(OK))⊗OK OK/pimK ,
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and
H1(Γ, Ln(OK/pimK)) = H1(Γ, Ln(OK/pim
′
K ))⊗OK OK/pimK .
Furthermore, these isomorphisms commute with the Hecke operators and thus
give isomorphisms of the ordinary subspaces.
Proof. We see from (1.10a) and (1.11) of [16] that
H1(Γ, Ln(Z/pm)) = H1(Γ, Ln(Z))⊗ Z/pm.
Now consider the exact sequence
0 Ln(Zp) Ln(Zp) Ln(Zp/p) 0.
×p
The long exact sequence of cohomology groups gives the short exact sequence
0 H1(Γ, Ln(Zp))⊗Zp Zp/p H1(Γ, Ln(Zp/p)) H2(Γ, Ln(Zp))[p] 0,
whereH2(Γ, Ln(Zp))[p] is the subgroup of p-torsion elements inH2(Γ, Ln(Zp)).
However we already know that the first map is an isomorphism, which means
H2(Γ, Ln(Zp))[p] = 0. Since OK is a free Zp-module we see that
H2(Γ, Ln(Zp))⊗Zp OK = H2(Γ, Ln(OK)).
In particular, H2(Γ, Ln(OK)) has no p-torsion and consequently no piK-
torsion. Now consider the sequence
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0 Ln(OK) Ln(OK) Ln(OK/pimK) 0,
×pimK
which gives rise to the sequence of cohomology groups
0 H1(Γ, Ln(OK))⊗OK OK/pimK H1(Γ, Ln(OK/pimK)) H2(Γ, Ln(OK))[pimK ].
Since H2(Γ, Ln(OK)) has no piK-torsion we conclude
H1(Γ, Ln(OK))⊗OK OK/pimK = H1(Γ, Ln(OK/pimK)).
The second isomorphism follows from the first together with that fact that
if M is any OK-module then
M ⊗OK OK/pimK = (M ⊗OK OK/pim
′
K )⊗OK OK/pimK .
The map
H1(Γ, Ln(OK))⊗OK OK/pimK → H1(Γ, Ln(OK/pimK))
very commutes with any double coset action, which gives the Hecke equiv-
ariance.
Lemma 12. Let m > 0 such that pimK |pr. Let [c] ∈ H1(Γ, Ln(OK/pimK))ord be
a cohomology class represented by a 1-cocycle c. Assume that for all γ ∈ Γ we
have c(γ)(1, 0) = 0 (i.e. the coefficient of Xn in c(γ) is zero). Then [c] = 0.
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Proof. We will prove this lemma by induction on m. When m = 1 this
follows immediately from Lemma 10. Now let m > 1. The image of [c]
in H1(Γ, Ln(OK/piK))ord is 0 by Lemma 10. Then by Lemma 11 we know
that [c] = piK [c0] for some [c0] in H
1(Γ, Ln(OK/pimK))ord. Thus piKc0 − c is
a 1-coboundary b. There exists p(X, Y ) ∈ Ln(OK/pimK) such that b(γ) =
(1 − γ)p(X, Y ). Since pimK divides pr, we know that γ reduces to an upper
triangular matrix modulo pimK . This means that b(γ)(1, 0) = 0. Since piKc0 =
b+ c we find
piKc0(γ)(1, 0) = b(γ)(1, 0) + c(γ)(1, 0)
= 0.
Therefore c0(γ)(1, 0) is divisible by pi
m−1
K . We now use our induction hypoth-
esis to see that the cohomology class [c0] ∈ H1(Γ, Ln(OK/pim−1K )) is zero.
Since
H1(Γ, Ln(OK/pimK))ord ⊗OK OK/pim−1K = H1(Γ, Ln(OK/pim−1K ))ord,
This implies [c0] is divisible by pi
m−1
K in H
1(Γ, Ln(OK/pimK))ord. It follows that
piK [c0] = [c] = 0.
Proof. (of Theorem 7) The image of α in H1(Γ, Ln(OK/pisK)) can be repre-
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sented by the 1-cocycle that sends γ ∈ Γ to α({0}−{γ(0)}). The denominator
of x := γ(0) is 1 modulo N , so we may apply Lemma 8. That is, we may
find g ∈ Γ0(N) such that g({x}) and g({0}) have denominators in A. In
particular, we know that α(g({x})− g({0}))(1, 0) = 0 by Lemma 9. Let c be
the lower right entry of g. Then
α({x} − {0})(1, 0) = ψ(c)−1α|g({x} − {0})(1, 0)
= ψ(c)−1g−1α(g({x})− g({0}))(1, 0)
= 0
Applying Lemma 12 proves the result.
4.2 Special values of L-functions
Let f(z) ∈ Sk(Γ,OK) with k ≥ 2 be a normalized eigenform whose eigenval-
ues are contained in K. We may write f(z) = Σanq
n where q = e2ipiz and
an ∈ OK . Then L(s, f) is defined to be Σann−s. Using the Mellin transform
we may write the special values of L(s, f) as an integral (see Section 4 of [1]):
∫ i∞
0
f(z)zjdz =
j!L(j + 1, f)
(−2pii)j+1 .
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More generally, if χ is a Dirichlet character of conductor mχ we define
L(s, f, χ) as Σanχ(n)n
−s. This can be written as the integral (see [21, Equa-
tion (8.6)]):
m−1∑
a=0
χ(a)
∫ i∞
a
m
f(z)(mχz + a)
jdz = τ(χ)mj+1χ j!
L(j + 1, f, χ)
(−2pii)j+1 .
In particular, if α±f is the modular symbol defined in Section 3.4, then the co-
efficient of Xk−2 in α±f (Λ(χ)) is τ(χ)mχ
L(f,χ,1)
−2piiΩ±f
when the parity of α∗f matches
the parity of χ (when the parities are mixed the modular symbol evaluates
to zero).
Theorem 13. Let f and g be two p-ordinary cuspidal eigenforms in Sk(Γ,OK)
with the same nebentypus. Let s > 0 such that pisK |pr. If we can choose peri-
ods Ω±f and Ω
±
g (as in 3.4) such that
L(f, χ, 1)
2piiΩ±f
≡ L(g, χ, 1)
2piiΩ±g
mod pisKOK [χ]
for all primitive Dirichlet χ characters with conductor prime to p, then the
image of
α±f
Ω±f
− α±g
Ω±g
under the map
Φ(Lk−2(OK))→ H1(Γ, Lk−2(OK))
from is contained in pisKH
1(Γ, Lk−2(OK)).
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Proof. Let η denote the modular symbol
α±f
Ω±f
− α±g
Ω±g
. By the discussion above
we have
η(Λ(χ)) =
α±f (Λ(χ))
Ω±f
− α
±
g (Λ(χ))
Ω±g
= τ(χ)mχ
L(f, χ, 1)
2piiΩ±f
− τ(χ)mχL(g, χ, 1)
2piiΩ±g
,
which is contained in τ(χ)mχpi
s
KOK by our hypothesis. Since we are only
considering characters whose conductor is prime to p we have piK 6 |τ(χ)mχ.
Thus η(Λ(χ)) ∈ pisKOK for all χ whose conductor is prime to p. Then by
Theorem 7 it follows that the image of η in H1(Γ, Lk−2(OK/pisK)) is zero.
From Lemma 11 we deduce that η is contained in pisKH
1(Γ, Lk−2(OK)).
4.3 Congruences between special values
We may now prove Theorem 14 by combining Theorem 13 with a standard
congruence module argument (cf [25] and [16]). Let f and g be normalized
p-ordinary cuspidal eigenforms of weight k ≥ 2 for the congruence subgroup
Γ = Γ1(N0p
r). Assume that f(z) = Σanq
n and g(z) = Σbnq
n have Fourier
coefficients in OK . Let s > 0 such that
L(f, χ, 1)
2piiΩ±f
≡ L(g, χ, 1)
2piiΩ±g
mod pisK ,
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for all primitive Dirichlet characters χ whose conductor is prime to p. Since
f and g are also eigenforms for Γ1(N0p
r′) for r′ > r, we may replace Γ with
a smaller congruence subgroup and assume that pisK divides p
r. Let ωf and
ωg be the differential forms associated to f and g. In particular, if i de-
notes the map from modular symbols to cohomology then i(α∗) = ω∗ (see
Section 3.4). By abuse of notation, when we refer to H1(Γ, Lk−2(OK))± we
will actually mean the image of H1(Γ, Lk−2(OK))± in H1(Γ, Lk−2(C))± (i.e.
the torsion free part viewed as a “lattice” in the complex cohomology group).
Let M± be H1(Γ, Lk−2(OK))± ∩ (Cω±f ⊕ Cω±g ). Then by end of Section
3.4 we know that M± is a rank two free OK-submodule of H1(Γ, Lk−2(OK))±
fixed by the Hecke operators. Let M±∗ = M
± ∩Cα±∗ . This is the subspace of
H1(Γ, Lk−2(OK))± whose Hecke eigenvalues are the same as f . By Section 3.4
M±∗ is generated by
ω±∗
Ω±∗
as a OK-module. We also let M∗± be the projection
of M± onto Cα±∗ . Note that M±∗ ⊂M∗±. By Theorem 13 we know that
i(α±f )
Ω±f
− i(α
±
g )
Ω±g
=
ω±f
Ω±f
− ω
±
g
Ω±g
∈ pisKH1(Γ, Lk−2(OK))±.
In particular, we may find x ∈ H1(Γ, Lk−2(OK))± with pisKx =
ω±f
Ω±f
− ω±g
Ω±g
. As
x is in the OK-submodule spanned by ω
±
f
Ω±f
and
ω±g
Ω±g
we see that M± contains
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x. Thus we have a map
OK/pisKOK →
M±
M±f ⊕M±g
, defined by
1 mod pisKOK → x mod M±f ⊕M±g .
In fact this map is an injection. This is true because M±f ⊕M±g is a free rank
two OK-module generated by ω
±
f
Ω±f
and
ω±g
Ω±g
. If the map had a kernel then
pis
′
Kx = pi
s′−s
K
ω±f
Ω±f
− pis′−sK
ω±g
Ω±g
∈M±f ⊕M±g
for some s′ < s, which is impossible.
There is an equivalence of Hecke modules (see for example [13, Lemma
1]):
M f±
M±f
∼= M
f± ⊕M g±
M±
∼= M
g±
M±g
, and
M f± ⊕M g±
M±
∼= M
±
M±f ⊕M±g
.
In particular we find that
M f±
M±f
⊗OK/pisKOK ∼=
M g±
M±g
⊗OK/pisKOK ,
as Hecke modules. Since M±∗ is isomorphic to OK we know that M
∗±
M±∗
is
isomorphic to OK/pieKOK for some e ≥ 0. By the above isomorphisms there
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is an injection OK/pisK → M
∗±
M±∗
and therefore e ≥ s. Thus M∗±
M±∗
⊗OK/pisKOK is
isomorphic to OK/pisKOK . The Hecke operator Tn acts on M
f±
M±f
⊗OK/pisKOK
(resp M
g±
M±g
⊗ OK/pisKOK) through scalar multiplication by an mod pisKOK
(resp bn mod pi
s
KOK). The isomorphism of Hecke modules then implies
an ≡ bn mod pisKOK .
Putting this together gives the following theorem:
Theorem 14. Let f and g be eigenforms as above. If there exist periods Ω±f
and Ω±g (these are defined canonically up to p-adic unit) that satisfy
L(f, χ, 1)
2piiΩ±f
≡ L(g, χ, 1)
2piiΩ±g
mod pisK ,
for all primitive characters χ then f ≡ g mod pisK.
Chapter 5
p-adic families of modular
forms and p-adic L-functions
In this section we will give an overview of p-adic families of modular forms and
p-adic L-functions. We begin by giving an informal description of the p-adic
Eisenstein family. Even though this thesis is only concerned with cuspidal
eigenforms, the p-adic Eisenstein family gives a concrete example and serves
as motivation for the cuspidal families. We then introduce p-adic measures,
which introduces ideas that will be used in the rest of the section. Then we
give an overview of Hida theory, including an informal geometric discussion.
Finally we introduce p-adic L-functions that vary over Hida families, which
50
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are the central object of this thesis.
5.1 Congruences between Eisenstein series
A central theme in number theory is to understand arithmetic information
contained in L-functions and zeta-functions. One of the earliest examples is
Dirichlet’s class number formula for a finite extension K of Q. This formula
gives an expression for the Dedekind zeta function ζK(s) at s = 1 in terms of
several important invariants of K. Another pivotal observation is Kummer’s
congruence relation between values of the Riemann zeta function ζ.
Theorem 15. (Kummer) If k ≡ h mod φ(ps) then
(1− pk−1)ζ(−k) ≡ (1− ph−1)ζ(−h) mod ps.
From these relations we may hope to bundle all zeta values into a single
object that varies p-adically. The Leopoldt-Kubota p-adic zeta function ζp
accomplishes this task (see [32]). Informally we may think of ζp as a function
on the p-adic integers that interpolates the values (1 − pk−1)ζ(−k). Under-
standing how ζp and more general p-adic L-functions relate to arithmetic
objects is one of the main open problems of algebraic number theory.
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Now recall the weight k Eisenstein series, whose Fourier is expansion is
Ek(q) =
ζ(1− k)
2
+
∑
n>0
σk−1(n)qn, σk−1(n) =
∑
d|n
dk−1.
It is natural to wonder if Kummer’s congruence relation is part of a broader
phenomenon: congruences between Eisenstein series. We immediately notice
that if k ≡ h mod φ(ps) then σk−1(n) ≡ σh−1(n) mod ps, provided that n
is not divisible by p. When n is divisible by p, we are close to having the
same congruence except that there are summands in
∑
d|n d
k−1 divisible by
p that are problematic. The way around this issue is to consider a modified
Eisenstein series:
E
(p)
k (q) = Ek(q)− pk−1Ek(pq).
This is a modular form for Γ0(p). We readily compute the Fourier expansion
E
(p)
k (q) = (1− pk−1)
ζ(1− k)
2
+
∑
n>0
σ
(p)
k−1(n)q
n, σ
(p)
k−1(n) =
∑
d|n,p-d
dk−1.
Then for any n we have the congruence σ
(p)
k−1(n) ≡ σ(p)h−1(n) mod ps. Putting
this together with Kummer’s relation gives
E
(p)
k (q) ≡ E(p)h (q) mod ps.
We would like one object which captures all of the congruences between these
Eisenstein series, just as the p-adic ζ-function bundles up all of the relations
between the special values of the Riemann zeta function.
CHAPTER 5. P -ADIC FAMILIES 53
The object that captures all of these Eisenstein series should be parametrized
by a space whose points correspond to different weights. To motivate our
p-adic weight space, it is helpful to think of weights of automorphic forms for
more general groups. If G is a reductive group over Q with derived group G1
and T is a split maximal torus inside a Borel B ⊂ G1, then the weights of au-
tomorphic forms for G are determined by a cone in the character group X(T )
(specifically the characters κ such that the κ-eigenspace of the global func-
tions on G1/B is nontrivial). In our case, G = GL2(Q), G1 = SL2(Q), and
X(T ) = Hom(Q×,Q×). The weight k corresponds to the character x→ xk−2.
Our p-adic weight space should then be a p-adic version of Hom(Q×,Q×).
It turns out that the correct space is Homcont(Z×p ,C×p ). Our family of p-adic
Eisenstein series will be a formal power series
E(s, q) =
∞∑
n=0
an(s)q
n.
Here we think of s as a variable that varies over Homcont(Z×p ,C×p ) and an(s)
is a function on the space Homcont(Z×p ,C×p ) valued in Zp. If we evaluate
an(s) at the point x → xk−2 we obtain σ(p)k−1(n). That is, the function an(s)
interpolates the n-th Fourier coefficient of E
(p)
k (q) as the weight varies.
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5.2 p-adic Measures and Iwasawa algebras
In this subsection we will provide some background on p-adic measures and
Iwasawa algebras. For a more complete treatment of p-adic measures on
profinite groups see [20] and [32].
5.2.1 Basic definitions and properties
Let M be an integer coprime to p. We set Z×p,M = Z×p × (Z/MZ)×. The
group Z×p,M is profinite with
Z×p,M = lim←−
r
(Z/prMZ)×.
Let C∞(Z×p,M) be the Cp-Banach space of locally analytic functions on Z
×
p,M
endowed with the supremum norm.
Definition 1. For an open subset U ⊂ Z×p,M we let 1U denote the characteris-
tic function for U . A p-adic measure µ on Z×p,M is a bounded homomorphism
of Cp-Banach spaces from C∞(Z×p,M) to Cp such that µ(1U) ∈ OK for all
compact open subsets U ⊂ Z×p,M . We will sometimes write
∫
Z×p
fdµ to denote
µ(f) for f ∈ C∞(Z×p,M).
Definition 2. We define
Λ := lim←−
r
OK [1 + pZp/1 + prZp],
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which we will refer to as the Iwasawa algebra. Let ΛM = Λ[(Z/MpZ)×], the
group ring over (Z/MpZ)× with coefficients in Λ. There is an isomorphism
ΛM ∼= lim←−
r
OK [(Z/MprZ)×],
and a decomposition
ΛM ∼= ⊕Λχ,
where the product is taken over all characters χ of (Z/MpZ)×. Each Λχ
is isomorphic to Λ. The projection from ΛM = Λ[(Z/MpZ)×] to Λχ is the
natural map induced by χ.
Remark. Let us note that Λ1 = Λ[(Z/pZ)×]. We will occasionally write
OK [[Z×p ]] to denote Λ1, where the double brackets denotes the completion
with respect to the profinite topology.
Remark. There is an isomorphism between OK [[T ]] and Λ that sends T to
< 1 + p > (see Section 7.1 of [32]). We may regard the power series in
OK [[T ]] as analytic functions on the open unit p-adic ball. Informally we
may think of Spec(Λ) as the open unit p-adic ball.
Theorem 16. (p-adic Weierstrass preparation theorem) Let f(T ) ∈ OK [[T ]].
Then we may express f(T ) uniquely as pirKu(T )q(T ), where r ≥ 0, u(T ) is
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a unit in OK [[T ]] and q(T ) is a p-distinguished polynomial (i.e. all of the
coefficients except for the leading term are divisible by piK).
Proof. See Chapter 7.1 in [32] for a complete proof.
Lemma 17. There is a bijection between p-adic measures on Z×p,M and ele-
ments of ΛM .
Proof. See [20] for all of the details. The idea is to prove the result for finite
quotients of Z×p,M and then take inverse limits.
5.2.2 Families of Eisenstein series over Λ[(Z/pZ)×]
By a Spec(Cp)-points of a scheme X we mean we mean a map Spec(Cp)→ X.
In our specific situation, the Spec(Cp)-points of Spec(ΛM) correspond to ele-
ments of Homcont(Z×p,M ,C×p ). In general, if G is a commutative group then the
Spec(Cp)-points of Spec(OK [G]) will be the group of homomorphisms from G
to C×p . When we take the limit of group rings over finite quotients of a profi-
nite group, the Spec(Cp)-points will be restricted to the continuous homo-
morphisms. Let χ ∈ Homcont(Z×p,M ,C×p ) and let κχ : Spec(Cp) → Spec(ΛM)
be the corresponding Spec(Cp)-point. Then for a p-adic measure µ on Z×p,M
we may consider µ(χ) ∈ Cp, since a continuous homomorphism is locally
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analytic. By Lemma 17 we know that µ corresponds to fµ ∈ ΛM and we
write fµ(κχ) ∈ Cp to denote fµ evaluated at the point κχ. We have
fµ(κχ) =
∫
Zp
χdµ.
Recall from the end of Subsection 5.1 that our weight space is Homcont(Z×p ,C×p ).
It turns out that the Fourier coefficients of E(s, q) are elements of Λ[(Z/pZ)×]
(see Chapter 7 of [15] for the precise construction of these coefficients). More
precisely, E(s, q) =
∑
an(s)q
n with an(s) ∈ Λ[(Z/pZ)×]. When we evalu-
ate the function an(s) at the point of Spec(Λ[(Z/pZ)×]) corresponding to
x→ xk−2 we obtain σ(p)k−1(n), which is the n-th Fourier coefficient of E(p)k (q).
5.2.3 p-adic Measures with coefficients
Let A be a OK-module that is torsion free. We will introduce measures
on Z×p,M with values in A ⊗OK Cp. These are analogous to vector-valued
differential forms and will be used later to construct p-adic L-functions.
Definition 3. A p-adic measure µ on Z×p,M with values in A ⊗OK Cp is a
bounded homomorphism of Cp-spaces from C∞(Z×p,M) to A⊗OK Cp such that
µ(1U) ∈ A for all open compact subsets U ⊂ Z×p,M . Again we will write∫
Z×p
fdµ to denote µ(f) for f ∈ C∞(Z×p,M).
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The next Lemma says that measures can be described by elements of ΛM
after extending coefficients. It is the vector-valued counterpart to Lemma
17.
Lemma 18. There is a bijection between p-adic measures on Z×p,M with values
in A⊗OK Cp and elements of ΛM ⊗OK A.
5.3 Hida Theory
We will now summarize the main ideas of Hida theory, which was first intro-
duced in the mid 1980s by Hida (see [18] and [17]). For an accessible intro-
duction to the theory with tame level 1 see [15] and for a general overview
see [11]. Let N0 > 0 be relatively prime to p and let k ≥ 2. We define
Sk(N0p
∞,OK)ord = lim−→
r>0
Sk(N0p
r,OK)ord,
which is the space of all p-ordinary cusp forms with tame level N0. There
is a natural action of Z×p on Sk(N0pr,OK)ord given by the product of the
Nebentypus action and the character γ → γk. More precisely, a ∈ Z×p sends
an eigenform f to ak〈a〉f . These actions are compatible with the inclusion
of Sk(N0p
r,OK)ord in Sk(N0pr+s,OK)ord for any s > 0. Thus we may take
the action on the direct limit to get an action of Z×p on Sk(N0p∞,OK)ord.
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In particular Sk(N0p
∞,OK)ord is an OK [[Z×p ]]-module. Since OK [[Z×p ]] ∼=
Λ[(Z/pZ)×], as described in Section 5.2.1, we may view Sk(N0p∞,OK)ord as
a Λ[(Z/pZ)×]-module.
Let TN0 be the p-adic completion of the OK-algebra generated by the
Hecke operators and diamond operators acting on Sk(Np
∞,OK)ord. Since
OK [[Z×p ]] acts on Sk(Np∞,OK)ord via the diamond operators, we may view
TN0 as a OK [[Z×p ]]-algebra (and thus also a Λ[Z/pZ×]-algebra). In particular
there is a map pi : Spec(TN0)→ Spec(Λ[Z/pZ×]). For a prime p of Λ[Z/pZ×]
of height one we write O(p) to denote Λ[Z/pZ×]/p. When k ≥ 2 we say that
p is classical of weight k if the residue field has characteristic zero and if the
induced homomorphism κp : Z×p → C×p equals the (k− 2)-th power map on a
small enough open subgroup of Z×p . Just as before, we set O(p) := TN0/p for
a height one prime p of TN0 and define κp to be the homomorphism Z×p → Cp
induced by the ring homomorphism
OK [[Z×p ]]→ TN0 → O(p),
when O(p) has characteristic zero. We say that p is classical of weight k
if the character κp corresponds to a classical weight k point of OK [[Z×p ]].
Equivalently, p is classical of weight k if pi(p) ∈ Spec(Λ[Z/pZ×]) is classical
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of weight k. The fibers of pi above classical weight k primes of Λ recover
the Hecke algebra acting on weight k cusp forms of tame level N0. More
specifically, Hida proved the following theorem in [18].
Theorem 19. Using the above notation we have:
• The map pi : Spec(TN0)→ Spec(Λ[Z/pZ×]) is a finite morphism.
• Let p ∈ Spec(Λ[Z/pZ×]) be a classical height one prime of weight k.
Then
pi−1(p) = Spec(TN0 ⊗OK [[Z×p ]] O(p))
is equal to the full Hecke algebra acting on Sk(Np
∞,O(p))ord[κp], the
subspace of Sk(Np
∞,O(p))ord where Z×p acts via κp.
The Hecke algebra TN0 is a semi-local ring. Its maximal ideals correspond
to residual Galois representations (up to semi-simplification) that are asso-
ciated to cusp forms of tame level N0. By Theorem 19 the Spec(Cp)-points
of Spec(TN0) that map to classical points in Spec(Λ[Z/pZ×]) are in one-to-
one correspondence with p-ordinary eigenforms of tame level N0. We may
think of Spec(TN0) as a geometric object whose points interpolate normalized
eigenforms in the following way: consider the formal power series
f(q) = ΣTnq
n ∈ TN0 [[q]].
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If p ∈ Spec(TN0) is classical of weight k then the image of f(q) in O(p)[[q]]
gives the q-expansion at infinity of a weight k eigenform. Two prime ideals
correspond to congruent eigenforms if and only if they are contained in the
same maximal ideal. The minimal primes of TN0 then correspond to max-
imal irreducible families of eigenforms. We are primarily interested in the
interaction between different irreducible families.
Definition 4. A Hida family is an irreducible component of Spec(TN0).
Let C be a Hida family and recall that Spec(OK [[Z×p ]]) is isomorphic to
p − 1 copies of Spec(Λ). The image of pi|C is equal to one of these copies.
This lets us regard pi as a map from C to Spec(Λ). It is know that pi|C is a
finite morphism that is etale at all classical points (see [18]).
5.4 A picture of Spec(TN0)
Consider the figure below.
The horizontal line on the bottom is the weight space. We’re cheating a
bit, since the weight space should have p−1 parts. However, this makes sense,
as each Hida family lies above exactly one of the p−1 parts. The black curves
above are three Hida families in Spec(TN0). The map pi may be taken to be
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Homcont(Z×p ,Z×p )
Spec(TN0)
pi
κk : x→ xk
x1
x2
x3
x4 x5 x6
x7
Figure 5.1: Spec(TN)) over the weight space
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the projection onto the green line. The top and bottom components have
degree one over the weight space, while the middle component has degree two
over the weight space. We also see that the pi is etale everywhere except at
x7. We’ve picked out a weight κk, which corresponds to the homomorphism
x → xk. The fiber pi−1(κk) consists of four points: x1, ..., x4. Let pi be the
prime ideal of TN0 corresponding to xi. We will assume that each point is an
OK-point, which means TN0/pi is equal to OK . Since κk is a classical weight,
the points x1, ..., x4 all correspond to classical eigenforms
f1 =
∞∑
n=1
a1,nq
n, ..., f4 =
∞∑
n=1
a4,nq
n.
These eigenforms are all of weight k − 2. The map
TN0 → TN0/pi = OK
sends the Hecke operator Tn to the eigenvalue ai,n.
Let us assume that the points x5 and x6 are also classical points corre-
sponding to eigenforms f5 and f6. Then since x4, x5 and x6 are all on the
same component we know
f4 ≡ f5 ≡ f6 mod piK .
However, we observe that x5 and x6 are much closer together than x4 and x5.
The arithmetic significance of this is that f5 and f6 are “more congruent”
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than f4 and f5. We make this notion of “closeness” between points on Hida
families precise in Subsection 7.3. We remark that x7 cannot be a classical
point as it is not etale over the weight space.
It is entirely possible that two Hida families cross. For explicit examples
see Section 7 in [10], where two Hida families with complex multiplication
for different imaginary quadratic extensions cross at a weight one point with
real multiplication. We are interested in the behavior of p-adic L-functions
at these crossing points. The figure below shows an example of two Hida
families that cross transversally at a point x over the weight κ. As pi is etale
at all classical points we know that x does not correspond to a classical point.
However, it is possible that x is the p-adic limit of classical points. This is
the case for families that cross at weight one points. While k = 1 is not
classical, it is the limit of 1 + pr as r →∞.
5.5 p-adic L-functions
In this section we will introduce p-adic L-functions. We begin with a de-
scription of the classical p-adic L-function associated to a single eigenform f
and a Dirichlet character χ0 whose conductor is prime to p. This is a p-adic
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Homcont(Z×p ,Z×p )
Spec(TN0)
pi
x
κ
Figure 5.2: Spec(TN0) over the weight space with crossing
analytic function that interpolates the values
L(f, χ0χ, 1)
2piiΩ±f
,
where χ varies over all Dirichlet characters with p-th power conductor (i.e.
the cyclotomic variable). After this we introduce a p-adic L-function that
varies over a Hida family.
5.5.1 The one variable cyclotomic p-adic L-function
Our construction roughly follows the cyclotomic p-adic L-function described
in [21]. The only difference is that we consider p-adic L-functions that are
twisted by a Dirichlet character of level prime to p. Let f be an p-ordinary
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eigenform of weight k ≥ 2 and level N0pr. We define TN0,r,k to be the
Hecke algebra over OK generated by Tl for l - N0p, Ul for l|N0p, and the
diamond operators 〈a〉 for a mod N0 acting on the space of eigenforms in
Sk(Γ1(N0p
r),OK). Let m be the maximal ideal of TN0,r,k corresponding to
the residue class of f modulo p. We will assume that there is an isomorphism
of Hecke modules:
H1(H/Γ1(N0pr), L˜k−2(OK))m ∼= (TN0,r,k)m. (A)
For example, we say that f is p-distinguished if its residual representation has
distinct Jordan-Holder factors when restricted to the decomposition group
Gal(Qalgp /Qp). Then by Proposition 3.1.1 in [11] this isomorphism holds for
p-distinguished eigenforms.
There is a natural map δf from (TN0,r,k)m to C sending each Hecke oper-
ator to its eigenvalue on f . The image of this map lies in OK . The 1-form
ωf also induces a map from H1(H/Γ, L˜k−2(OK))m to C, which we will also
refer by ωf , by integrating along each cycle. Then we have
ωf
Ωf
= δf ,
where Ωf is a period as in Section 3.4 (see the end of Section 3.1 in [11]).
Choosing a different isomorphism for (A) results in a different choice of pe-
riod, which will differ by a unit in OK .
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For M > 0, which will correspond to the conductor of our L-function.
We define an element LM,m of ΛM ⊗OK H1(H/Γ, L˜k−2(OK))m as follows: the
open set (a + prZp, a + MZ) in Z×p ⊕ Z/MZ is sent to the homology class
U−rp
[
a
prM
] ∈ H1(H/Γ, L˜k−2(OK))m. Here we are thinking of Up as acting
on the homology class defined by the cycle [ a
prM
]
. Since f is p-ordinary we
know that Up is invertible in (TN0,r,k)m, so by (A) it makes sense to talk
of U−1p . This gives a well defined measure on Z×p ⊕ Z/MZ with values in
H1(H/Γ, L˜k−2(OK))m.
Let LM,f be the image of LM,m under the map 1 ⊗ δf . Then LM,f is an
element of ΛM . Specializing at certain Cp points of Spec(ΛM) will give us
special values of L(f, χ, s). Let us explain this interpolation property in more
detail. A Cp-point of Spec(ΛM) is defined by an element of Homcont(Z×p ⊕
Z/MZ×,C×p ). In particular any primitive Dirichlet character χ of conductor
Mpr induces a continuous homomorphism χ : Z×p ⊕Z/MZ× → C×p and thus
defines a Cp-point of Spec(ΛM). Evaluating LM,f at the point defined by χ
gives
LM,f (χ) = U
−r
p δf (
mχ∑
a=0
χ(a)
[ a
mχ
]
)
= U−rp
m−1∑
a=0
χ(a)
∫ i∞
a
m
f(z)
Ωf
dz
= a−rp τ(χ)mχ
L(f, χ, 1)
2piiΩf
,
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where ap is the eigenvalue of Up on f . Note that Spec(ΛM) is equal to φ(pM)
copies of the open unit p-adic ball: one copy for each character of (Z/pMZ)×.
For a primitive character ψ of conductor pM we let Lψ,f denote the restriction
of LM,f to the unit ball corresponding to ψ.
Theorem 20. Let f and g be two p-ordinary eigenforms of weight k ≥ 2 and
level N0p
r whose Fourier coefficients are in OK. Assume that both eigenforms
have the same residual representation and
H1(H/Γ, L˜k−2(OK))ordm ∼= (TN0,r,k)m,
where m is the maximal ideal of TN0,r,k corresponding to this residual repre-
sentation. The following are equivalent
• The forms f and g are congruent modulo pitK.
• The p-adic L-functions Lψ,f and Lψ,g are congruent modulo pitK for all
primitive Dirichlet characters ψ.
Proof. If f and g are congruent modulo pisK then we know that δf ≡ δg
mod pisK . From this it’s clear that Lψ,f ≡ Lψ,g mod pisK . This was originally
proven by Vatsal in [31] using the p-adic Weierstrass preparation theorem.
Conversely, if the p-adic L-functions are congruent then the special values
are congruent. Then from Theorem 14 we know that f ≡ g mod pisK .
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5.5.2 p-adic L-functions on Hida families
We will now construct a p-adic L-function that varies over a Hida family.
Our construction is based on the p-adic L-functions described in [11, Section
3.1]. Let m be a maximal prime of TN0 corresponding to the semi-simplified
residual Galois representation ρssm and let TN0,m be the localization of TN0
at m. The classical height one primes of TN0,m correspond to congruent
eigenforms whose semi-simplified residual Galois representation is ρssm . From
now on we will assume that ρssm is p-distinguished (see Section 5.5.1) and
irreducible. Then we have the following multiplicity one result:
Theorem 21. Let p be a maximal prime of TN0,r,k whose residual representa-
tion is irreducible and p-distinguished. Then H1(H/Γ1(N0pr), L˜k−2(OK))±ordp ∼=
(TN0,r,k)p as (TN0,r,k)p-modules.
Proof. This is [11, Proposition 3.1.1].
We define
H1(N0p
∞,OK)ordm := lim←−
r
H1(H/Γ1(N0pr),OK)ordm .
By Proposition 3.3.1 in [11], our assumptions on ρssm imply thatH1(N0p
∞,OK)±ordm
is a rank one free TN0,m-module. Fix an isomorphism
H1(N0p
∞,OK)±ordm ∼= TN0,m. (B)
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Similar to the p-adic L-function of Section 5.5.1, our p-adic L-functions will
be given by a measure on Z×p ⊕Z/MZ with values inH1(N0p∞,OK)±ordm . More
precisely, we consider the measure sending the open set (a+prZp, a+MZ) in
Z×p ⊕ Z/MZ to U−rp { aprM ,∞} ∈ H1(N0p∞,OK)±ordm . This defines an element
Lp(TN0,m,M) ∈ H1(N0p∞,OK)±ordm ⊗OK Λ[Z/MpZ×].
Using our fixed isomorphism (B), we may view Lp(TN0,m,M) as an element
of TN0,m ⊗OK Λ[Z/MpZ×]. We may view Lp(TN0,m,M) as a two variable p-
adic L-function that varies over the Hida family (i.e. Spec(TN0,m)) and the
cyclotomic variable. By specializing to a classical height one prime of TN0,m
corresponding to an eigenform f we recover the p-adic L-function LM,m,f from
Section 5.5.1. In particular, if p is the classical height one prime correspond-
ing to f then the image of Lp(TN0,m,M) in O(p)⊗OK Λ[Z/MpZ×] is LM,m,fu
where u is in O(p)×.
When we specialize the cyclotomic variable at a character we obtain a
p-adic L-function that interpolates the special values of the eigenforms in a
Hida family. More precisely, let χ be a primitive Dirichlet character whose
tame conductor is M . Then χ induces a ring homomorphism:
κχ : Λ[Z/MpZ×]→ OK [χ].
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Let Lp(TN0,m, χ) be the image of Lp(TN0,m,M) under the map 1⊗κχ so that
Lp(TN0,m, χ) is an element of TN0,m ⊗OK OK [χ] = TN0,m[χ]. We have the
following interpolation property:
Theorem 22. Let p ∈ Spec(TN0,m) be a classical height one prime corre-
sponding to the modular form f . There is a period Ω±f , not depending on χ,
such that the image of Lp(TN0,m, χ) in TN0,m/p[χ] is
L(f,χ,1)
2piiΩ±f
. That is,
Lp(TN0,m, χ) ≡
L(f, χ, 1)
2piiΩ±f
mod p.
Remark. The choice of the isomorphism in equation (B) will determine the
period Ω±f .
Chapter 6
Statements of main results
6.1 A geometric view of Theorem 14
To motivate the statements of our main results we will reinterpret Theorem
14 in terms of the picture of Spec(T(OK)) explained in 2.4 (recall that T(OK)
is the OK-algebra generated by the operators Tl acting on the space of cusp
forms of a fixed weight and level). We saw that two eigenforms f and g
are congruent modulo pirK if and only if their corresponding components in
Spec(T(OK)) intersect at their special points with multiplicity at least r.
We also know that f and g are congruent modulo pirK if and only if their
special values satisfy the same congruence. Putting this together allows
72
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us to reformulate Theorem 14 as a statement relating special values to the
geometry of Spec(T(OK)).
Corollary 23. Let f and g be eigneforms in Sk(Γ1(N0p
s),OK) with the same
Nebentypus. Let pf , pg ∈ Spec(T(OK)) be the prime ideals corresponding to
these eigenforms. Then
I(pf , pg) ≥ r
if and only if
L(f, χ, 1)
2piiΩ±f
≡ L(g, χ, 1)
2piiΩ±g
mod pirK ,
for all primitive Dirichlet characters with conductor prime to p.
This result certainly suggests that crossing Hida families should be re-
lated to the behavior of our p-adic L-functions. To strengthen the analogy
between the two situations we will resolve one major discrepancy: the p-adic
L-function Lp(TN0,m, χ) is an element of the Hecke algebra TN0,m while
L(f,χ,1)
2piiΩ±f
is only a number. However, we may find an “L-function” that is an element
of T(OK) and gives special values when evaluated at points in Spec(T(OK)).
For simplicity we will assume that our weight is two and that we have an
isomorphism
H1(H/Γ1(N0ps),OK)±ordm1 ∼= T(OK)m1 , (C)
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where m1 is a maximal ideal of T(OK). Now consider the cycle onH/Γ1(N0pr)
given by
Λ(χ) =
m−1∑
i=0
χ(i)
[ i
m
]
, (6.1)
which was first used in Subsection 4.1. Recall that when we integrate f(z)dz
along Λ(χ) we get a special value of L(f, χ, s). By the isomorphism (C) we
may view Λ(χ) as an element L(T(OK)m1 , χ) of T(OK)m1 . Then we may
regard L(T(OK)m1 , χ) as a function in Spec(T(OK)m1). This function in-
terpolates the special values of the eigenforms “on” Spec(T(OK)m1) in the
following sense: let pf ∈ Spec(T(OK)m1) be a point corresponding to an
eigenform f . Then evaluating L(T(OK)m1 , χ) at pf gives L(f,χ,1)2piiΩ±f . This gives
a reformulation of Corollary 23 that will be directly analogous to our results
on crossing Hida families.
Corollary 24. Assume that K is sufficiently large to contain all Hecke eigen-
values. Let pf and pg be two minimal primes of Spec(T(OK)m1). Let L(pf , χ)
denote the pullback of L(T(OK)m1 , χ) along the map
Spec(T(OK)m1/pf )→ Spec(T(OK)m1).
We make analogous definitions for g. There are isomorphisms
T(OK)m1/pf ∼= OK ∼= T(OK)m1/pg.
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Then pf and pg cross with multiplicity at least r if and only if
L(pf , χ) ≡ L(pg, χ) mod pirK ,
for all primitive Dirichlet characters with conductor prime to p.
6.2 Statements
Let TN0,m be a localized Hida-Hecke algebra as defined in Section 5.3 and let
pi : Spec(TN0,m)→ Spec(OK [[Z×p ]])
be the map onto the weight space. If C is a Hida family then pi(C) is equal to
one copy of Spec(Λ) and we may regard pi as a map from C to Spec(Λ). The
p-adic L-functions we will be studying will vary over the family C: we define
Lp(C, χ) to be the restriction of Lp(TN0,m, χ) to C. Equivalently, Lp(C, χ) is
the pullback of Lp(TN0,m, χ) along the map
C → Spec(TN0,m).
The interpolation is as follows: if x ∈ C corresponds to the classical eigenform
fx then
Lp(C, χ)(x) =
L(fx, χ, 1)
2piiΩ±fx
u
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for some unit u ∈ O×K . This follows from the equivalent property for Lp(TN0,m, χ)
that we prove in Subsection 5.5.
We prove that the local behavior of these p-adic L-functions around a
point x determine when two Hida families intersect. To make this precise,
we recall some definitions from algebraic geometry. Let X be any scheme
over OK . Since we are interested in local properties, we will assume that X
is affine with coordinate ring A. We denote by OX the structure sheaf on X.
Then for x ∈ X the ring OX,x is the stalk at x. Informally we think of OX,x
as all “rational functions” defined in some neighborhood of x. Since rational
functions are quotients of elements in A, an element of OX,x is a quotient of
elements in A whose denominator does not vanish at x. Therefore we find
that OX,x = Ax. This is a local ring with a maximal ideal mx. We let ÔX,x
denote the completion of OX,x along the maximal ideal mx. If x is a regular
point whose residue field is K then ÔX,x is noncanonically isomorphic to
K[[T1, ..., Tn]]. The image of f ∈ OX,x in K[[T1, ..., Tn]] may be regarded as
the Taylor series expansion of f in terms of the local parameters T1, ..., Tn.
The value of f at x is the constant term of this expansion.
When x is a smooth OK-point we may noncanonically identify ÔC,x with
K[[T0]], where T0 is a formal variable. The image of Lp(C, χ) in K[[T0]] is
just the Taylor expansion of Lp(C, χ) around the point x in terms of the
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parameter T0. We may now state our main result on crossing Hida families.
Theorem 25. Let C1 and C2 be two Hida families in TN0,m. Let xi ∈ Ci
be an OK-point such that κ = pi(x1) = pi(x2) and pi is etale at xi. We
assume that κ is a p-adic limit limit of classical weights. There are canonical
isomorphisms induced by pi:
ÔC1,x1 ∼= ÔSpec(Λ),κ ∼= ÔC2,x2 .
Let mκ be the maximal ideal of ÔSpec(Λ),κ. Then x1 and x2 are the same point
in Spec(TN0,m) (in particular, the two components cross over κ) if and only
if there exists u ∈ Λ× such that
Lp(C1, χ) ≡ Lp(C2, χ)u mod mκ,
for all primitive Dirichlet characters whose conductor is prime to p. Fur-
thermore, the crossing occurs with multiplicity at least d if and only if we can
pick u satisfying
Lp(C1, χ) ≡ Lp(C2, χ)u mod mdκ.
The value of Lp(C1, χ) at x1 is just the image of Lp(C1, χ) in
ÔC1,x1/x1 = ÔSpec(Λ),κ.
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Therefore the congruence
Lp(C1, χ) ≡ Lp(C2, χ)u mod mκ
means that Lp(C1, χ) has the same value at x1 as Lp(C2, χ) has at x2 up
to a p-adic unit that does not depend on χ. Roughly speaking, Theorem 25
states that two Hida families must cross in Spec(TN0,m) if they have the same
special values at some point up. We can further determine how these two
components cross by asking how our p-adic L-functions behave on infinitesi-
mal deformations of the point along the two families.
The pictures in Subsection 5.4 depict Hida families that are ramified over
the weight space. We prove that this only happens when the Lp(C, χ) behave
a certain way. Informally our result says that a Hida family C is etale over
the weight space if and only if no poles are introduced when we differentiate
each L-function along the weight space. Let T be any parameter for our
weight space Spec(Λ). We will assume that C is a regular scheme. Our
parameter defines a derivation on the function field of Spec(Λ) denoted d
dT
.
This derivation extends to the function field Frac(A) of C. If C is etale over
Spec(Λ) then d
dT
will give a derivation on the global functions A of C. If
for some x ∈ C there exists f ∈ A such that df
dT
has a pole at x, then x
must be ramified over the weight space. The largest order pole occurring
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will be one less than the ramification index. Our main result is that it is
enough to check if there exists a Dirichlet character such that d
dT
Lp(C, χ) has
poles. Informally, this means that a Hida family is ramified only if the p-adic
L-functions behave as if there is ramification.
Theorem 26. A regular OK-point x ∈ C that is the p-adic limit of classical
points is ramified over pi(x) ∈ Spec(Λ) if and only if there exists a Dirichlet
character χ such that d
dT
L(C, χ) has a pole at x, where T is a parameter of
the weight space. The ramification index of x over pi(x) is equal to one more
than the largest order pole occurring.
Chapter 7
Some geometric preliminaries
Let C1 and C2 be irreducible components of Spec(TN0,m) that cross at a
point x. It is often the case that the structure maps pi from Ci to Spec(Λ)
are isomorphisms. This is an ideal situation, as functions on Spec(Λ) are
understood through the Weierstrass preparation theorem. However, there are
many examples of components whose structure maps are not isomorphisms
(e.g. families of CM forms where the class number of the imaginary quadratic
field is divisible by some power of p). The solution is to take small enough
affinoid neighborhoods around x so that pi becomes an isomorphism. We
then must choose integral models of these smaller neighborhoods in a way
so that they still carry information about congruences between cusp forms.
80
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The purpose of this section is to prove some geometric theorems that allow
us to make this type of geometric simplification. We begin by giving a quick
overview of rigid analytic geometry. In the second subsection we prove a
specific form of inverse function theorem. This allows us to choose formal
models for these small affinoids in a precise manner. In the third subsection
we introduce an auxiliary p-adic metric on the set of OK-points of a scheme
over OK . The purpose of this metric is to help keep track of congruences
between eigenforms. Finally, in the fourth subsection, we give our precise
definition of intersection multiplicity and some basic properties.
7.1 Rigid analytic geometry in sixty seconds
In this section we will give a quick overview of rigid analytic geometry. For
an encyclopedic reference see [5] and for a more accessible introduction see
[4]. We define the Tate algebra
K〈T1, ..., Tn〉 =
{ ∑
ν∈Nn
aνT
ν1
1 ...T
νn
n ; aν ∈ K , lim|ν|→∞ |aν | → 0
}
.
Then K〈T1, ..., Tn〉 consists of the series in K[[T1, ..., Tn]] that converge on
the n-dimensional closed unit ball in Kalg (i.e. (b1, ..., bn) ∈ OnKalg). We let
Sp(K〈T1, ..., Tn〉) denote the maximal prime ideal spectrum of K〈T1, ..., Tn〉.
By [4, Corollary 12] we may identify Sp(K〈T1, ..., Tn〉) as Galois equivalence
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classes of elements in the n-dimensional closed unit ball of Kalg. This is
analogous to the description AnK = Specmax(K[T1, ..., Tn]) as Galois equiv-
alence classes of elements in (Kalg)n. Just as algebraic varieties are locally
isomorphic to solution sets of algebraic functions on AnK , a rigid analytic va-
riety will locally be isomorphic to the solution set of an analytic function on
Sp(K〈T1, ..., Tn〉).
An affinoid algebra is a quotient A of a Tate algebra and an affinoid
domain is Sp(A), the maximum ideal spectrum of the algebra A. Informally
we may think of Sp(A) as the subspace of Sp(K〈T1, ..., Tn〉) cut out by some
equations. We define a norm on A as follows: for f ∈ A we let
‖f‖ = sup
m∈Sp(A)
|f mod m|p.
Note that K〈T1, ..., Tn〉/m is a finite extension of K, and thus has a p-adic
absolute value | |p, which is normalized so that |p|p = 1p . If f is inK〈T1, ..., Tn〉
then ‖f‖ is the supremum of the absolute values that f takes on OKalg . If
f ∈ A = K〈T1, ..., Tn〉/I, we may view ‖f‖ as the supremum of absolute
values that f takes on the zero set of the ideal I. For f ∈ A we define
A〈f〉 = {∑
ν∈N
aνf
ν ; aν ∈ A, lim
ν→∞
‖aν‖ = 0
}
.
If K〈T1, ..., Tn〉 → A is a surjection then the map K〈T1, ..., Tn, Tn+1〉 → A〈f〉
where Tn+1 is sent to f is a surjection. Therefore A〈f〉 is again an affinoid
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algebra. Informally we think of Sp(A〈f〉) as the subset of Sp(A) where f has
absolute value less than or equal to one. We say that Sp(A〈f〉) is an affinoid
subdomain of Sp(A). For example, consider K〈T 〉, which is the set of analytic
functions on the closed unit ball. The simplest example is p−mT . Then
K〈T 〉〈p−mT 〉 is the set of functions that converge on the closed ball centered
at 0 with radius 1
pm
. Another example is the function f(T ) = 1−T
p
∈ K〈T 〉.
We find that |f(a)|p ≤ 1 if and only if p divides 1− a. That is, Sp(K〈T 〉〈f〉)
is equal to the closed ball centered at 1 with radius 1
p
. In this thesis we will
almost always consider affinoid domains, and therefore we will not consider
more general rigid analytic varieties.
Let R be an OK-algebra that is topologically finitely generated with re-
spect to the piK-adic topology. For example, any quotient of an integral Tate
algebra
OK〈T1, ..., Tn〉 =
{ ∑
ν∈Nn
aνT
ν1
1 ...T
νn
n ; aν ∈ OK , lim|ν|→∞ |aν | → 0
}
.
Then R ⊗OK K is an affinoid algebra and therefore gives rise to an affinoid
domain. IfX = Spec(R) we letXrig denote the affinoid domain Sp(R⊗OKK).
We remark that Λ is not topologically finitely generated with respect to
the piK-adic topology. For details on how to associate a (not affinoid) rigid
analytic variety to Spec(Λ) see [4, Part 2]. We only remark that the rigid
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analytic variety W associated to Spec(Λ) will be built out of the union the
affinoids Sp(K〈T 〉〈p−1Tm〉). Indeed, we expect that W should be the open
unit ball. The space Sp(K〈T 〉〈p−1Tm〉) is the closed unit ball with radius
p−
1
m , so that the union over all m should give the open unit ball.
7.2 The integral inverse function theorem
Throughout this section we let pi : X → Spec(Λ) be a finite morphism. We
will assume X is a reduced affine scheme with a local coordinate ring A. In
addition we will assume that A is m-adically complete and separated, where
m is the maximal prime of A. When f ∈ A⊗OK K we define
A〈f〉 = { ∞∑
n=0
anf
n; an → 0, an ∈ A
}
.
This is the integral analogue of “taking an affinoid neighborhood”. For ex-
ample, consider A = Λ and f = p−1T . Then A〈f〉 ⊂ K[[T ]]. More precisely
A〈f〉 are the power series that converge on the ball |x|p ≤ p−1 and take values
in OK . Whenever R is a OK-algebra, we will let R′ denote the quotient of R
by the ideal generated by piK power torsion.
By an irreducible component of X we mean a closed subscheme C =
Spec(A/a) of X where a is a minimal prime ideal of A. There is a rigid
analytic space X = Xrig associated to X = Spec(A) (see [23]). If f1, ..., fn ∈
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Γ(OX ,X ) are global functions on X we define X (f1, ..., fn) to be the affinoid
subdomain whose points are
{x ∈ X ; |fi(x)| ≤ 1 for all i}.
In particular we have
Xrig(f1, ..., fn) = Spec(A〈f1, ..., fn〉)rig.
Let C be a component of X and let x ∈ C be an OK-point at which pi
is etale at x. Since C is finite over Spec(Λ), we have C = Spec(A) where
A = OK [[T ]][T1, ...Td]/I and pi is given by projecting onto the T -coordinate.
After a change of variables, we may assume that x corresponds to the point
T = Ti = 0. We will write C for the rigid space associated to C and W for
the rigid space associated to Spec(Λ). The coordinate ring of C is
AK := A⊗OK K
.
Lemma 27. There is an affinoid neighborhood U of x in C and V of pi(x)
in W such that U and V are isomorphic as rigid varieties. For any m
sufficiently large we may find N ≥ m such that
pi : C(p−NT, p−mTi)→W(p−NT )
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is an isomorphism. Furthermore, we may choose N so that
pi : Spec(A〈p−NT, p−mT1, ..., p−mTd〉′)→ Spec(OK〈p−NT 〉)
is an isomorphism.
Proof. Being etale at x just means that the Jacobian matrix, which only has
one element, is invertible. Thus the existence of U and V is just a rigid
analytic inverse function theorem. A proof can be found in Chapter III of
[28]. It remains to prove that U and V can be written as above. We may
find n large enough so that
U ′ = C(p−nT, p−nTi)
is contained in U . The universal property of affinoid subdomains (see [4,
Definition 9]) we see that U ′ is an affinoid subdomain of U . Then V ′ = pi(U ′)
is an affinoid subdomain of W that is of the form
W(p−n0T ) ∼= Sp(K〈p−n0T 〉)
for some n0 ≥ n. With this in mind, we can rewrite U ′ as
U ′ = C(p−n0T, p−nTi).
Since U ′ ∼= V ′, we see that Ti = fi(p−n0T ) where fi(p−n0T ) ∈ K〈p−n0T 〉.
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Moreover, we know that each fi has no constant term since all of the coor-
dinates of x are zero.
Let m > n. We may find N sufficiently large so that for all i we have
|fi(a)|p < p−m, ,
whenever a ∈ OCp satisfies |a|p < p−N . This is possible because fi(0) = 0.
Then for a ∈ Sp(K〈p−N〉) the Ti coordinate of pi|−1U ′ (a) has p-adic absolute
value less than p−m (here we are using the absolute value normalized so that
|p| = p−1. Thus
pi−1U ′ (Sp(K〈p−NT 〉)) = C(p−NT, p−mTi),
from which the first claimed isomorphism follows.
For the second isomorphism, let gi ∈ K〈p−NT 〉 such that p−mTi =
gi(p
−NT ). We may assume that gi ∈ OK〈p−NT 〉 by sufficiently increasing
N . Consider the commutative diagram of coordinate rings:
OK〈p−NT 〉 A〈p−NT, p−mT1, ..., p−mTd〉′
K〈p−NT 〉 AK〈p−NT, p−mT1, ..., p−mTd〉.
The left vertical map and the bottom row map are injective so that the top
row is also injective. Since pmTi−gi(p−NT ) is zero inAK〈p−NT, p−mT1, ..., p−mTd〉
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we know that it is killed by a power of p in A〈p−NT, p−mT1, ..., p−mTd〉. In
particular pmTi − gi(p−NT ) is zero in A〈p−NT, p−mT1, ..., p−mTd〉′. Thus the
image of the morphism on the top of the diagram contains p−mTi. It follows
that the top arrow is surjective.
7.3 p-adic distances and congruences
We’ll start by giving an informal description: consider an open n-dimensional
ballB inOK centered around the origin of radius one. We think ofOK [[T1, ..., Tn]]
as the ring of bounded analytic functions on B with values in OK . The OK-
points of Spec(OK [[T1, ..., Tn]]) correspond to the points in B. If (x1, ..., xn)
and (y1, ..., yn) are two OK-points in B, a natural choice for the distance
between them is
max
i
|xi − yi|p.
It would be great to translate this definition into something more intrinsic
and algebraic. In particular, we want a definition that will work for all
quotients of OK [[T1, ..., Tn]] and OK〈T1, ..., Tn〉.
Definition 5. Let R be a ring that is a quotient of either OK [[T1, ..., Tn]]
or OK〈T1, ..., Tn〉. Let I be an ideal of R and let p be a prime ideal of R
corresponding to an OK-point. We define I(p) be the ideal I + p mod p
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in R/p. Let |I|p be the largest absolute value occurring in I(p), where the
absolute value is normalized so |p|p = p−1.
Definition 6. Let p1 and p2 be prime ideals of R corresponding to OK-points.
We define d(p1, p2) to be |p1|p2.
Lemma 28. The following properties of d(, ) hold:
1. d(p1, p2) = d(p2, p1)
2. d(p1, p1) = 0
3. Let (f1, ..., fr) be any set of generators of p1. Then d(p1, p2) = max |fi
mod p2|p.
4. Suppose R is OK [[T1, ..., Tn]] or OK〈T1, ..., Tn〉. Let p1, p2 ∈ Spec(R) be
OK-points corresponding to the coordinates (x1, ..., xn) and (y1, ..., yn).
Then
d(p1, p2) = max
i
|xi − yi|p.
5. Let R and S be rings over OK as in the Definition 5. Let f : Spec(A)→
Spec(B) be a closed embedding. Then d(p1, p2) = d(f(p1), f(p2)).
6. The non-Archemedian triangle inequality holds. That is d(p1, p3) ≤
max(d(p1, p2), d(p2, p3)).
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Proof. Statements (2), (3), and (5) are immediate. To prove (4) note that
p1 = (T1− x1, ..., Tn− xn) and p2 = (T1− y1, ..., Tn− yn). The image of p2 in
A/p1 is the ideal (x1−y1, ..., xn−yn). It follows that d(p1, p2) = max |xi−yi|p.
Statements (1) and (6) follow from (4).
Lemma 29. Let R be a ring over OK as in definition 5. Let r be an integer
with p
−r
e = d(p1, p2), where e is the ramification index of OK over Zp. Then
r is the largest integer making the following diagram commute:
A/p1
A OK/pirK
A/p2 .
Proof. Any such map A→ OK/pir′K that factors through A/p1 and A/p2 must
also factor through A/(p1 + p2). Since
A/(p1 + p2) ∼= A/p1
p2A/p1
∼= OK/pirK ,
we know that OK/pir′K is a quotient of OK/pirK . The Lemma follows.
Now consider the Hecke algebra TN0 described in Section 5.3. Let m be
a maximal ideal of TN0 . The ring TN0,m is local, reduced, finite over Λ and
m-adically complete. Let r1, ..., rn generate TN0,m as a Λ-algebra. If ri is a
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unit then ri ≡ ai mod m for some ai ∈ O×K . By replacing ri with ri − ai we
may assume that each ri is in m so the ri are topologically nilpotent. This
lets us define a surjection OK [[T1, ..., Tn]] → TN0,m by sending Ti to ri (i.e.
we have an embedding of Spec(TN0,m) into the n-dimensional open unit ball
over OK).
Lemma 30. The local big Hecke algebra TN0,m embeds into an n-dimensional
open unit ball. This mapping is “isometric” with respect to the natural p-
adic metric on the p-adic ball and the metric d(, ) defined above. Let p1, p2 ∈
Spec(TN0,m) be classical OK-points corresponding to normalized eigenforms
f1 and f2. If d(p1, p2) = p
−r
e then
f1 ≡ f2 mod pirK ,
and
f1 6≡ f2 mod pir+1K .
Informally, this means that the distance between two points in Spec(TN0,m)
tells us exactly how congruent the corresponding eigenforms are.
Proof. The map TN0,m → TN0,m/pi ∼= OK sends Tl to the l-th Fourier coef-
ficient of fi. This means that f1 ≡ f2 mod pisK if and only if the following
diagram commutes:
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TN0,m/p1
TN0,m OK/pisK
TN0,m/p2
Then the Lemma is a consequence of Lemma 29.
7.4 Intersection multiplicities
In this section we will define the intersection multiplicity of two crossing
components on a curve over OK . We let X be a scheme of finite type over
Λ or OK〈T 〉 whose rigid analytic fiber has dimension one. Let C1 and C2
be irreducible components of X and let x be an OK-point of X. There is a
natural inclusion map ji : Ci → X. We define Ii to be the OX-sheaf of ideals
that define the component Ci.
Definition 7. The intersection multiplicty I(X,C1, C2, x) of C1 and C2 at
x is the K-dimension of
(OC1/j∗1(I2))x = (OX/(I1 + I2))x = (OC2/j∗2(I1))x.
Remark. The intersection multiplicity is nonzero if and only if both C1 and
C2 contain x.
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Since this definition is Zariski local we may take an affine neighborhood
U = Spec(A) of x. Let a1 and a2 be the minimal prime ideals of A defining
the components C1 and C2. Let px be the prime corresponding to x. Then
I(X,C1, C2, x) = dimK(A/(a1 + a2))px .
Lemma 31. The following properties of intersection multiplicities are true.
1. Let X ′ be another scheme of finite type over Λ or OK〈T 〉 whose rigid
fiber is equal to Xrig. Let C ′1 and C
′
2 be the connected components of X
′
corresponding to Crig1 and C
rig
2 . These components cross at x
′ whose
image in Xrig is x. Then I(X,C1, C2, x) = I(X
′, C ′1, C
′
2, x
′). In other
words, the intersection multiplicity only depends on the rigid fiber.
2. Recall how stalks are defined for a sheaf on a rigid analytic varieties
FXrig ,x = lim−→
x∈U
U is affinoid
F(U).
Then I(X,C1, C2, x) = dimK(OXrig/(Irig1 + Irig2 ))x. In other words,
we can use the rigid analytic stalks or the Zariski stalks to compute
intersection numbers.
3. Let U be an affinoid neighborhood of x. Let U be an integral model of
U and let Ci be the integral models of U ∩ Crigi that are components of
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U. Then I(X,C1, C2, x) = I(C1,C2, x).
4. Let i : Y → X be a closed subscheme such that i(Y ) contains the
generic points of C1 and C2. Then
I(X,C1, C2, x) = I(Y, Y ×X C1, Y ×X C2, i−1(x)).
Proof. The first and third statement are immediate consequences of the sec-
ond statement. To prove the second statement, pick an affine neighbodhood
of x and use the fact that ÔX,x ∼= ÔXrig ,x, where Aˆ denotes the completion
of a local ring A along its maximal ideal (see Section 1.7 in [4]). The last
statement is easily checked by picking an affine neighborhood of x.
In the simple situation of two rational curves crossing in OK〈T, T1〉, we
can come up with a precise formula for the intersection number. Let X be
finite over Spec(OK〈T 〉) and let X → Spec(OK〈T, T1〉) be a closed embed-
ding. Let C1 and C2 be two connected components of X that are isomorphic
both Spec(OK〈T 〉). Then we have embeddings Ci → Spec(OK〈T, T1〉) that
factor through X and we see that Ci = Spec(OK〈T, T1〉/(T1 − fi(T ))) with
fi(T ) ∈ OK〈T 〉. Furthermore, we can compute the intersection number:
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Lemma 32. Let x be the point of X corresponding to T = 0 and T1 = 0.
The intersection I(X,C1, C2, x) is equal to the largest power of T dividing
f1(T )− f2(T ).
Proof. We have to compute the dimension of
OK〈T, T1〉/(T1 − f1(T )), T1 − f2(T )) ∼= OK〈T 〉/(f1(T )− f2(T )),
after localizing at x. This is the largest power of T dividing f1(T )− f2(T ).
Chapter 8
Crossing components in Hida
families
We are now ready to prove Theorem 25. Recall our definition of TN0,m from
Section 5.3 as a local component of the Hecke algebra that acts on the space
of all cusp forms of tame level N . There is a map
pi : Spec(TN0,m)→ Spec(Λ) ∼= Spec(OK [[T ]]).
We will assume that Spec(TN0,m) has at least two distinct components C1
and C2. Let κ be a OK-point of Spec(Λ) that is the p-adic limit of classical
weights and let x1 (resp x2) be a OK-point of C1 (resp. C2) with pi(x1) = κ.
After a change of variables we may take κ to be the point T = 0. We will
96
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assume that the restriction of pi to C1 (resp C2) is etale at x1 (resp x2). If C1
and C2 cross above κ then it is possible to choose x1 and x2 to be the same
point when viewed as points of Spec(TN0,m).
8.1 Reducing to the simplest geometric
situation
We may write Ci = Spec(Ai) where Ai is generated as a Λ-algebra by
Ti,1, ..., Ti,n and xi corresponds to the origin in these coordinates. By ap-
plying Lemma 27 to C1 and C2 simultaneously we know that there exists
N > m > 0 such that
Bi := Ai〈p−NT0, p−mTi,1, ..., p−mTi,n〉′ ∼= OK〈p−NT 〉.
Let Y = p−NT . Note that Spec(Bi) is a connected component of Spec(TN0,m〈Y 〉).
To see this we consider the commutative diagram
Spec(Bi) −−−→ Spec(TN0,m〈Y 〉)
pi|−1
Spec(Bi)
x y
Spec(OK〈Y 〉) Spec(OK〈Y 〉)
From this diagram we see that the generic point of Spec(Bi) must be sent
to a minimal prime in Spec(TN0,m〈Y 〉) and that the map TN0,m〈Y 〉 → Bi is
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surjective.
Let Z be the scheme-theoretic union of Spec(B1) and Spec(B2) inside of
Spec(TN0,m〈Y 〉). This means that Z satisfies the following universal prop-
erty: if X → Spec(TN0,m〈Y 〉) is a closed embedding such that both maps
Spec(Bi)→ Spec(TN0,m〈Y 〉) factor through X then Z → Spec(TN0,m〈Y 〉) fac-
tors throughX. Then Z comes naturally equipped with a map to Spec(OK〈Y 〉),
which we call pi by abuse of notation. Let B be the coordinate ring of Z,
which is a finitely generated OK〈Y 〉-module. By the structure theorem for
modules over OK〈Y 〉 we know that if B has no Λ-torsion then B is free (see
[32, Theorem 13.12]). Let b ∈ B be killed by a nonzero element f ∈ OK〈Y 〉.
Since Bi has no torsion as an OK〈Y 〉-module we know that the image of b
in Bi is zero. Thus the map B → Bi factors through B/(b). The universal
property satisfied by B then tells us that b = 0, so B has no torsion. In
particular B is a free OK〈Y 〉-module of rank two and we may write
B = OK〈Y 〉[X]/f(X, Y ),
where X is some indeterminate and f is monic of degree two in X. As pi
admits two sections (one for each Spec(Bi)) the polynomial f factors into
linear terms, i.e.
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f(X, Y ) = (X − g1(Y ))(X − g2(Y )). (C)
Here we have gi ∈ OK〈Y 〉 and gi corresponds to the closed subscheme
Spec(Bi). The points x1 and x2 are the same if and only if g1 and g2 have
the same constant term.
The advantage of working with Z is that both components are isomorphic
to a p-adic ball. We still need to understand what happens to the p-adic
distances introduced in Section 7.3. Let y1, y2 ∈ Z be OK-points of equal
weight (i.e. pi(y1) = pi(y2)). Consider the closed embedding
s : Z → TN0,m〈Y 〉.
By Lemma 28 closed embeddings are compatible with our p-adic distances,
so we know that d(y1, y2) = d(s(y1), s(y2)). Now consider the map t :
Spec(TN0,m〈Y 〉) → Spec(TN0,m). Let T,X1, ..., Xd be topological generators
of TN0,m as an OK-algebra. This means Y = p−NT,X1, ..., Xd are topological
generators for TN0,m〈Y 〉. In terms of these coordinates the map t is given by
(y, x1, ..., xd)→ (pNy, x1, ..., xd).
In particular, write s(y1) = (a, a1, ..., ad) and s(y2) = (b, b1, ..., bd) in terms of
these coordinates. Then a = b since both points have the same weight. Thus
CHAPTER 8. CROSSING COMPONENTS IN HIDA FAMILIES 100
by Lemma 28 we have
d(s(y1), s(y2)) = max(|ai − bi|p),
which does not change after applying t.
Lemma 33. Assume that the images of y1 and y2 in Spec(TN0,m) correspond
to eigenforms fy1 and fy2. Then d(y1, y2) ≤ p
m
e if and only if
fy1 ≡ fy2 mod pimK .
Informally this states that the distance between y1 and y2 tells us exactly how
congruent the corresponding forms are.
Proof. This follows from the above discussion and from Lemma 30.
8.2 An ideal of differences of L-values
Recall that for a Dirichlet character χ with conductor prime to p there is
a one variable p-adic L-function Lp(TN0,m, χ) ∈ TN0,m[χ]. Let Lp(Bi, χ) be
the image of this function induced by the map Spec(Bi[χ]) → Spec(TN0,m).
Then for x ∈ Spec(Bi) corresponding to a classical modular form fx we see
that Lp(Bi, χ) evaluated at x is equal to the algebraic part of L(fx, χ, 1).
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The isomorphism pi : Spec(Bi[χ]) → Spec(OK [χ]〈Y 〉) allows us to regard
Lp(Bi, χ) as a power series in OK [χ]〈Y 〉. In particular, let κ ∈ Spec(OK〈Y 〉)
be an OK-point corresponding to an element in piKOK (which we refer to as κ
by abuse of notation). Let yi = pi
−1(κ) ∈ Spec(Bi[χ]). Then the evaluation of
this power series at κ is equal to the evaluation of Lp(Bi, χ) at yi. Informally
we write Lp(Bi, χ)(κ) = Lp(Bi, χ)(yi).
Definition 8. Let u(Y ) be a unit in OK〈Y 〉 and let OnrK be the ring of
integers of the maximal unramified extension of K. Then we define Iu to be
the ideal of OnrK 〈Y 〉 generated by the elements Lp(B1, χ)− u(Y )Lp(B2, χ) for
all Dirichlet characters χ whose conductor is prime to p.
Lemma 34. Suppose that κ ∈ Spec(OK〈T 〉) corresponds to a classical weight.
Then |Iu(κ))|p is greater than or equal to |g1(κ)−g2(κ)|p (recall that |Iu(κ))|p
is the supremum of the absolute values of the elements in Iu evaluated at κ).
Proof. Let yi be the point of Spec(Bi) lying above κ. From equation C
we may view yi as being in the XY -plane with coordinates (gi(κ), κ). In
particular we find that d(y1, y2) = |g1(κ) − g2(κ)|p. Assume |Iu(κ)|p = p−ne .
This means
Lp(B1, χ)(κ) ≡ Lp(B2, χ)(κ)u(κ) mod pinK
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for all χ. Let fyi be the eigenform corresponding to yi. The interpolation
property of our p-adic L-function gives
L(fy1 , χ, 1)
2piiΩfy1
≡ L(fy2 , χ, 1)
2piiΩfy2
u(κ) mod pinK .
Since u(κ) is a unit in OK we know by Theorem 14 that fy1 ≡ fy2 mod pinK .
From Lemma 33 we conclude
|g1(κ)− g2(κ)|p = d(y1, y2) ≤ p−ne = |Iu(κ)|p.
8.3 Proof of Theorem 25
We are now ready to prove Theorem 25 by comparing g1(Y )−g2(Y ) with the
ideal Iu. The proof involves using Lemma 34 to see how congruences behave
as we approach the crossing point at classical weights.
Lemma 35. The largest power of Y dividing the ideal Iu is at most I(TN0 , C1, C2, x1).
Proof. Let n = I(TN0 , C1, C2, x) and let m be the largest power of Y dividing
Iu. Since OKnr〈Y 〉 is Noetherian we may find χ1, ..., χd such that
Iu = (Lp(B1, χ1)− u(Y )Lp(B2, χ1), ..., Lp(B1, χd)− u(Y )Lp(B2, χd)).
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The Weierstrass preparation theorem allows us to write
Lp(B1, χi)− u(Y )Lp(B2, χi) = Y mχiPχi(Y )uχi(Y )pirχiK ,
where Pχi(Y ) is a polynomial not divisible by Y and uχi(Y ) is a unit in
OKnr〈Y 〉. Similarly, we may write
g1(Y )− g2(Y ) = Y nP (Y )u(Y )pirK ,
where P (Y ) is a polynomial not divisible by Y and u(Y ) is a unit in OK〈Y 〉.
Pick a sequence tk of points in Spec(OK〈Y 〉) that converge to zero p-
adically such that each tk corresponds to a classical weight. By picking the
tk close enough to zero we may assume that c = vp(P (tk)) is constant. By
Lemma 34 we know that
min
i
vp(Lp(B1, χi)(tk)− u(tk)Lp(B2, χi)(tk)) ≤ vp(g1(tk)− g2(tk)).
Then since min(mχi) = m we find
mvp(tk) ≤ min
i
vp(Lp(B1, χi)(tk)− u(tk)Lp(B2, χi)(tk))
≤ vp(g1(tk)− g2(tk))
= nvp(tk) + r + c.
Letting k go to infinity (so vp(tk) gets large) we see that m ≤ n.
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Proof. (Of Theorem 25)
Let us first assume that x1 ∈ C1 and x2 ∈ C2 are equal to the same point
x in Spec(TN0,m) and that the two components cross at x with multiplicity
d. Let ai be the minimal prime ideal of B such that B/ai = Bi. Consider
the commutative diagrams obtained by localizing and completing the rings
B,Bi, B/(a1 + a2) and OK〈Y 〉 at x.
B̂2,x2
T̂N0,m,x K[[Y ]] B̂x/(a1 + a2)
B̂1,x1
Here the vertical arrows are isomorphisms. The K-dimension of B̂x/(a1 +a2)
is d by our definition of intersection multiplicity (see Section 7). Furthermore,
since the arrows into B̂x/(a1 + a2) are surjective, we see that B̂x/(a1 + a2) =
K[Y ]/Y d. Following Lp(TN0,m, χ) along the top and bottom of the diagram
shows us that
Lp(B1, χ) ≡ Lp(B2, χ) mod Y d,
when we view both L-functions as elements of K[[Y ]]. Since Y generates the
maximal ideal of K[[Y ]], we have proven one direction of the theorem.
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Conversely, assume that there exists u(Y ) ∈ OK〈Y 〉× such that
Lp(B1, χ) ≡ u(Y )Lp(B2, χ) mod Y d,
for all χ. This means the ideal Iu is divisible by Y
d and then Lemma 35 tells
us that the two components intersect with multiplicity at least d.
Chapter 9
Ramification over the weight
space
In this section we describe how p-adic L-functions behave when a Hida family
is ramified over the weight space. Let C be a Hida family in Spec(TN0). Then
C is affine and we let A be the coordinate ring. For a Dirichlet character
χ whose conductor is prime to p, we let Lp(C, χ) denote the restriction of
Lp(TN0,m, χ) to C. Informally, the main result of this section says that C has
ramified points over Spec(Λ) if and only if there exists an L-function Lp(C, χ)
that acquires singularities after being hit with the differential operator d
dT
(recall that Λ = OK [[T ]]). The singularities will be at ramified points.
106
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We begin by making some geometric simplifications similar to those in
Section 6.1. Let x ∈ C be a regular OK-point that is the p-adic limit of
classical points. Assume that pi is ramified at x. The ring Ax is a discrete
valuation ring since x is a regular point of codimension one. Let X be a
uniformizing element of Ax. We may assume that X is in A by clearing any
denominators. Since X is topologically nilpotent in A we have a map
g : C = Spec(A)→ Spec(OK [[X]])
Let Y1, ..., Yd be generators of A as an OK [[X]]-algebra. We will assume that
x is the origin in terms of these coordinates. Then Lemma 27 says that there
exists m large enough and N > m such that the map
g : Spec(A〈p−NX, p−mY1, ..., p−mYd〉 → Spec(OK〈p−NX〉)
is an isomorphism. If we let X0 = p
−NX, we can write T = fX0) where
f(X0) ∈ OK〈X0〉. Define B to be OK〈X0, T 〉/(T − f(X0)) and note that
B ∼= A〈p−NX, p−mY1, ..., p−mYd〉.
There is a natural map
h : Spec(B)→ Spec(TN0,m),
and we let Lp(B,χ) denote the image of Lp(TN0,m, χ) under this map. We
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have the following lemma, which relates distances in Spec(B) to our p-adic
L-functions and may be thought of as a counterpart to Lemma 34
Lemma 36. Let a1, a2 ∈ Spec(B) be OK-points such that h(a1) and h(a2)
correspond to classical eigenforms of the same weight (i.e. they have the
same T -coordinate). Assume that
min
χ
vp(Lp(B,χ)(a1)− Lp(B,χ)(a2)) = r
e
.
Then
d(a1, a2) ≤ p−re +N .
Equivalently,
− logp d(a1, a2) ≥ min
χ
vp(Lp(B,χ)(a1)− Lp(B,χ)(a2))−N.
Proof. Let fa1 and fa2 be the eigenforms corresponding h(a1) and h(a2). The
interpolation property of Lp(B,χ) gives
L(fa1 , χ, 1)
2piiΩfa1
≡ L(fa2 , χ, 2)
2piiΩfa2
mod pirK .
Applying Theorem 14 and Lemma 30 gives
d(h(a1), h(a2)) ≤ p−re .
We need to relate d(h(a1), h(a2)) to d(a1, a2). To do this, we note that C is a
subscheme of Spec(OK〈X, Y1, ..., Yd〉) and Spec(B) is a closed subscheme of
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Spec(OK〈p−NX, p−mY1, ..., p−mYd〉). In terms of these coordinates, the map
h is given by
(x, y1, ..., yd)→ (pNx, pmy1, ...pmyd).
By Lemma 28 we may compute distances with these coordinates. Since
N > m we see that d(a1, a2) ≤ pNd(h(a1), h(a2)). We conclude
d(a1, a2) ≤ pNd(h(a1), h(a2)) ≤ p−re +N .
Lemma 37. Let s ∈ A be a function on C such that the image of s in
OK〈X0〉 has a nonzero linear term. Let r be the ramification index of pi at
x. Then d
dT
(s) has a pole at x of order r − 1.
Proof. Recall that T = f(X0) in B. The ramification r is equal to the power
of X0 dividing f(X0). In particular f(X0) = p(X0)X
r
0 , where p(X0) is not
divisible by X0. Differentiating the equation
T − p(X0)Xr0 = 0
with respect to T yields
dX0
dT
=
1
Xr−10
1
X0p′(X0) + ep(X0)
.
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This shows that dX0
dT
has a pole at X = 0 of order e − 1. By viewing s as a
power series in OK〈X0〉 and differentiating term by term, we see that s has
a pole of order r − 1 if it has a nonzero linear term.
Proof. (Of Theorem 26) First lets assume that pi is etale at x. Informally,
this means that a small neighborhood of x looks just like part of Spec(Λ), so
taking the derivative with respect to T should not introduce any poles. More
precisely, let Âx be the completion along the maximal ideal of the stalk of
OC at x. Define Λ̂K,pi(x) to be the completion along the maximal ideal of the
stalk of OΛ at pi(x). The natural map from Λ̂K,pi(x) → Âx is an etale mor-
phism of complete local rings with isomorphic residue fields. This means the
two rings are isomorphic. This isomorphism commutes with the differential
operator d
dT
. In particular there is a map A → Λ̂K,pi(x) such that commutes
with d
dT
and the maximal ideal of Λ̂K,pi(x) pulls back to x. It is then clear
that for any f ∈ A the function d
dT
f does not have a pole at x.
The converse is slightly more difficult. By Lemma 37 it suffices to show
that there exists a primitive Dirichlet character χ, whose conductor is prime
to p, such that Lp(B,χ) has a linear term when viewed as a power series in
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X0. Assume the contrary. We may write
Lp(B,χ) =
∞∑
i=0
ci,χX
i
0,
where ci,χ ∈ OK and c1,χ is zero. Now let x1 = (α, a1) and x2(α, a2) be
two distinct OK-points in Spec(B), where α is the T -coordinate and ai is
the X0-coordinate. We take both points to correspond to eigenforms, which
have the same weight since they have the same T -coordinate. Since x, which
is given by the coordinates (0, 0), is the limit of classical points, we may let
α be arbitrarily close to zero. Then we may also take a1 and a2 to be close
to zero, since a1 and a2 are roots of α−f(X0). In particular, we may assume
that vp(a1) and vp(a2) are both greater than N . This gives
vp(a
j
1 − aj2) = vp(a1 − a2) + vp(aj−11 + ...+ aj−12 ) > vp(a1 − a2) +N,
whenever j ≥ 2. We then apply Lemma 36 to get
vp(a1 − a2) = − logp d(a1, a2)
≥ min
χ
vp(Lp(B,χ)(a1)− Lp(B,χ)(a2))−N
≥ min
χ
vp(
∞∑
i=0
ci,χa
i
1 −
∞∑
i=0
ci,χa
i
2)−N
= min
χ
vp(
∞∑
i=2
ci,χ(a
i
1 − ai2))−N
> vp(a1 − a2),
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which gives a contradiction.
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