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Abstract
We establish the existence of a local smooth solution of the stochastic Euler equations in R3. Probabilistic
estimate of the random time interval for the existence of a local solution is expressed in terms of expected
values of the initial data and the random noise. There are numerous works on the stochastic Euler equations
in a two-dimensional domain. Even for the deterministic Euler equations in a three-dimensional domain,
the only results are concerned with the local existence of smooth solutions. Our goal is to extend such local
existence result to the stochastic equations.
© 2009 Elsevier Inc. All rights reserved.
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0. Introduction
In this paper, we study an initial value problem for the Euler equations with random noise
in R3. We formulate the problem as follows.
ut + (u · ∇)u+ ∇p =
∞∑
j=1
gj
dBj
dt
, (x, t) ∈ R3 × (0, T ), ω ∈ Ω, (0.1)
∇ · u = 0, (x, t) ∈ R3 × (0, T ), ω ∈ Ω, (0.2)
u(x,0,ω) = u0(x,ω), x ∈ R3, ω ∈ Ω, (0.3)
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sure, gj = gj (x, t,ω), j = 1,2, . . . , are given random functions, and {Bj }∞j=1 is a sequence of
mutually independent standard Brownian motions over a given sample space Ω . For the deter-
ministic equations
ut + (u · ∇)u+ ∇p = h, (x, t) ∈ R3 × (0, T ), (0.4)
where h = h(x, t) is a given function, the only known existence results are concerned with the
local existence of smooth solutions. See [10–12,17]. Also, see [14] for comments on the known
results for the Euler equations, and an extensive list of references.
For the stochastic Euler equations in a two-dimensional domain, there are numerous works.
We cite only some of them. The existence of martingale solution was proved in [1] and [3], while
[2] and [13] obtained strong solutions in the probabilistic sense. In [4], nonstandard analysis
was used to obtain solutions on a Loeb space with prescribed Winer process. [6] employed an
approach of geodesics on an infinite dimensional Riemannian manifold.
But for a three-dimensional domain, there seems to be only one work [15], which discussed
ut + (u · ∇)u+ ∇p =  dB
dt
, (x, t) ∈ Rd × (0, T ), ω ∈ Ω, d  2, (0.5)
where  is a constant, and B = (B1(t), · · · ,Bd(t)) is a d-dimensional standard Brownian motion.
The solution of the initial value problem for (0.5) can be represented by
u(x, t) = uˆ
(
x − 
t∫
0
B(η)dη, t
)
+ B(t) (0.6)
where uˆ = uˆ(x, t) is the solution of the deterministic equation with  = 0 and the same initial
condition. This was derived in [15] and the solution was obtained in the Hölder spaces with
weights. Obviously the formula (0.6) is not valid if the random noise depends on the space
variables. We note that this formalism is different in spirit from Feyman–Kac representation
of solutions of deterministic equations. Recently, [5] discussed representation formula for the
deterministic Navier–Stokes equations in terms of a stochastic process.
One of the well-known results for the deterministic equations (0.4) is that if u0 ∈ Hs(R3)3, for
some s > 5/2, ∇ ·u0 = 0, and h ∈ L1(0, T ;Hs(R3)3)∩C([0, T ];Hs−1(R3)3), there is a unique
solution u ∈ C([0, T˜ ];Hs(R3)3) ∩ C1([0, T˜ ];Hs−1(R3)3), for some 0 < T˜  T . Here our goal
is to obtain a similar result for the problem (0.1)–(0.3). The main result is Theorem 1.2 below. The
method of proof is based on the information from the deterministic case. For the deterministic
Euler equations in R3, it is known that the existence of a smooth solution is guaranteed on the
time interval where the L∞-norm of the velocity gradient is finite. This information motivates
our method to control the nonlinear convection term in (0.1). Our main tool consists of a cut-off
function and a stopping time, which also leads to the definition of a local solution of (0.1)–(0.3)
in a natural way. See Definition 1.1 below. Our procedure to construct a solution is classical; see
the outline given at the end of Section 1.
At present, we can handle only additive noise. The case of multiplicative noise is still an open
question. In view our assumption on gj ’s in (0.1), our result could be a basis for the standard
iteration scheme for the case of multiplicative noise. But it is interesting to note that the cut-off
function has both positive and negative effect on the iteration scheme.
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For any nonnegative number s, Hs(R3) denotes the usual Sobolev space{
f ∈ L2(R3) ∣∣ (1 + |ξ |2)s/2fˆ (ξ) ∈ L2(R3)}
where fˆ (ξ) is the Fourier transform of f . We denote by 〈·,·〉s and ‖ · · · ‖s the inner product and
the norm of Hs(R3)3, respectively.
We define, for s  0,
H sσ =
{
f ∈ Hs(R3)3 ∣∣∇ · f = 0}
which is a closed subspace of Hs(R3)3. The symbol Π stands for the projection
Hs
(
R3
)3 → Hsσ .
In fact, Π can be explicitly expressed by means of the Fourier transform. For each h =
(h1, h2, h3) ∈ Hs(R3)3,
(Πh)ˆj = hˆj −
ξj
|ξ |2
3∑
k=1
ξkhˆk, j = 1,2,3.
For h = (h1(x), h2(x), h3(x)), we write
‖∇h‖L∞(R3) =
3∑
i,j=1
‖∂ihj‖L∞(R3).
We also write
∇h ∈ Hs(R3), if ∂hi
∂xj
∈ Hs(R3), for all i, j = 1,2,3,
and
‖∇h‖s =
3∑
i,j=1
∥∥∥∥ ∂hi∂xj
∥∥∥∥
Hs(R3)
.
Throughout this paper, a stochastic basis (Ω,F , {Ft },P ) is given and fixed, where {Ft } is a right
continuous filtration over the probability space {Ω,F ,P } such that F0 contains all P -negligible
subsets of Ω . {Bj }∞j=1 is a sequence of mutually independent standard Brownian motions on
(Ω,F , {Ft },P ). We assume that gj , j  1, is Hα(R3)3-valued progressively measurable for
some α > 5/2 such that
∞∑
j=1
T∫
0
E
(∥∥gj (t)∥∥2α)dt < ∞, for each T > 0. (1.1)
For the general information on stochastic analysis, see [7] and [9].
We propose the following definition of a local smooth solution of (0.1)–(0.3).
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conditions are satisfied.
(i) X = X(t,ω) is a Hασ (R3)-valued right continuous stochastic process adapted to {Ft }, for
some α > 5/2.
(ii) τ is a stopping time with respect to {Ft } such that
τ(ω) = lim
N→∞ τN(ω), for almost all ω (1.2)
where we define
τN(ω) =
{
inf{0 t < ∞ | ‖∇X(t,ω)‖L∞(R3) N},
∞, if the above set {· · ·} is empty. (1.3)
(iii) X(·,ω) ∈ C([0, τ (ω));Hασ ), for almost all ω, and
X(t ∧ τN) = u0 −
t∫
0
Π
(
X(s) · ∇)X(s)χ[0,τN ](s) ds
+Π
∞∑
j=1
t∫
0
gj (s)χ[0,τN ](s) dBj (s), (1.4)
for all 0 t < ∞, and all N  1, for almost all ω, where χ[0,τN ] denotes the characteristic
function for the interval [0, τN ].
This is analogous to Definition 5.1 [9, p. 329]. By virtue of (1.2) and (1.3), it holds that
τ = τ(ω) > 0, for almost all ω.
Our main result is the following.
Theorem 1.2. Suppose that u0 is Hασ -valued F0-measurable for some α > 5/2 such that u0 ∈
L2(Ω;Hασ ), and that gj , j  1 satisfies (1.1) with the same α. Then, there is a unique local
smooth solution of (0.1)–(0.3). Furthermore, we have the following estimate of τ .
P {τ > δ} 1 −Cδ2
(
E
(‖u0‖2α)+
∞∑
j=1
δ∫
0
E
(∥∥gj (t)∥∥2α)dt
)
(1.5)
for all 0 < δ < 1, where C denotes a positive constant independent of u and δ.
In the above statement, the uniqueness of a solution holds in the following sense. Suppose
(X, τ) and (X˜, τ˜ ) are solutions of (0.1)–(0.3). Then, for almost all ω,
τ(ω) = τ˜ (ω), X(t) = X˜(t), for all t ∈ [0, τ (ω)).
We now outline the strategy of proof of Theorem 1.2.
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ize the initial data and the random noise with respect to the space variables so that the problem
can be reduced to essentially a deterministic problem. We then apply Kato’s method [11] to
obtain a smooth global solution for each sample point ω.
Step 2. Fix T > 0, and obtain energy estimates of approximate solutions on the time interval
[0, T ]. By means of these estimates which depend only on the original regularity of the initial data
and random noise before approximation, we can construct a pathwise solution of (0.1) modified
by a cut-off function. We introduce a stopping time whose ultimate goal is to remove the cut-off
function later on.
Step 3. Pass T → ∞, and then, pass N → ∞ where N is a parameter in the cut-off function
such that N = ∞ makes the cut-off function an identity map. The limit function will be a desired
solution.
We will present complete details of the proof in the remaining sections.
2. Construction of pathwise approximate solutions
We assume the same conditions on u0 and gj ’s as in Theorem 1.2 with fixed α > 5/2.
Let ρ = ρ(x),  > 0, be the Friedrich mollifier, and define
u0, = u0 ∗ ρ, (2.1)
M(t) = Π
∞∑
j=1
t∫
0
gj (s) ∗ ρ dBj (s) (2.2)
where the convolution is taken with respect to the space variables. Then, M is a Hmσ -valued
continuous square integrable martingale for every m 1. For each integer N  1, define ψN on
R such that
ψN(ξ) =
⎧⎨
⎩
1, ∀ξ N,
1 +N − ξ, for N  ξ N + 1,
0, ∀ξ N + 1.
Let us fix N  1,  > 0, and ω ∈ Ω at which u0, ∈ Hα+1σ and M ∈ C([0,∞);Hα+2σ ). We then
define the nonlinear operator
A(t, v) = ψN
(∥∥∇(v +M(t))∥∥L∞(R3))Π((v +M(t)) · ∇)
and the function
f (t, v) = −ψN
(∥∥∇(v +M(t))∥∥L∞(R3))Π((v +M(t)) · ∇)M(t).
We will apply Kato’s result [11] to the following initial value problem.
dv
dt
+A(t, v)v = f (t, v), (2.3)
v(0) = u0, . (2.4)
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Λ = (I −)1/2
where  is the Laplacian in R3.
We now list various properties of Λ, A(t, v), and f (t, v), where β = β(r, T ), λi = λi(r, T ),
i = 1,2, and μi = μi(r, T ), 1  i  4, are certain nonnegative functions defined for r  0 and
T > 0 which are nondecreasing in r and T . Here we borrow notation from [11].
(I) Λ is an isomorphism of Hα+1σ onto Hασ .
(II) For each v ∈ Hα+1σ with ‖v‖α+1  r , and each t ∈ [0, T ], A(t, v) + β(r, T ) is m-accretive
in Hασ .
(III) For each v ∈ Hα+1σ and t  0, there is a bounded linear operator B(t, v) on Hασ such that
ΛA(t, v)Λ−1 = A(t, v)+B(t, v),∥∥B(t, v)∥∥
L(Hασ )
 λ1(r, T )
and
∥∥B(t, v)−B(t,w)∥∥
L(Hασ )
 μ1(r, T )‖v −w‖α+1
for all v,w ∈ Hα+1σ with ‖v‖α+1,‖w‖α+1  r , and all t ∈ [0, T ], where ‖ · · · ‖L(Hασ ) de-
notes the operator norm of bounded linear operators on Hασ .
(IV) For each v ∈ Hα+1σ and t  0, A(t, v) is a bounded linear operator from Hα+1σ into Hασ
such that
∥∥A(t, v)−A(t,w)∥∥
L(Hα+1σ ,Hασ )
 μ2(r, T )‖v −w‖α
for all v,w ∈ Hα+1σ with ‖v‖α+1,‖w‖α+1  r , and all t ∈ [0, T ], where ‖ · · · ‖L(Hα+1σ ,Hασ )
denotes the operator norm of bounded linear operators from Hα+1σ to Hασ .
(V) For each v ∈ Hα+1σ with ‖v‖α+1  r and t ∈ [0, T ], f (t, v) is Hα+1σ -valued and∥∥f (t, v)∥∥
α+1  λ2(r, T ),
and the map
t → f (t, v)
is continuous from [0, T ] into Hασ . Also, for all v,w with ‖v‖α+1  r and ‖w‖α+1  r ,
∥∥f (t, v)− f (t,w)∥∥
α
 μ3(r, T )‖v −w‖α,∥∥f (t, v)− f (t,w)∥∥
α+1  μ4(r, T )‖v −w‖α+1.
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∥∥ψN (∥∥∇(v +M(t))∥∥L∞(R3))Π((v +M(t)) · ∇)
−ψN
(∥∥∇(w +M(t))∥∥L∞(R3))Π((w +M(t)) · ∇)∥∥L(Hα+1σ ,Hασ )
 C
∥∥∇(v −w)∥∥
L∞(R3)
(‖v‖α + ∥∥M(t)∥∥α)+C‖v −w‖α
 C
(‖v‖α + ∥∥M(t)∥∥α +C)‖v −w‖α
for some positive constants C independent of v,w, and M .
Properties (II) and (III) were established in [12] when ψN ≡ 1 and M ≡ 0. But ψN(· · ·) is
independent of space variables, and 0ψN(· · ·) 1. Also, we note that M ∈ C([0,∞);Hα+2σ ),
is a given function, and it plays the same role as v in Π((v + M) · ∇). Hence, the proof in [12]
can be applicable to our case for (II) and (III). Property (V) also follows from the fact M ∈
C([0,∞);Hα+2σ ).
Under the above properties (I) through (V), we can borrow a result from [11] for the following
existence result.
Proposition 2.1. For fixed N  1,  > 0, and ω ∈ Ω at which u0, ∈ Hα+1σ and M ∈
C([0,∞);Hα+2σ ), there is a unique solution
v ∈ C([0,∞);Hα+1σ )∩C1([0,∞);Hασ )
of (2.3)–(2.4).
According to [11], we first have a unique local solution
v ∈ C([0, T ];Hα+1σ )∩C1([0, T ];Hασ )
for some T > 0. This local solution can be extended to a global solution in time through some
estimates. For this, we will need some technical lemmas.
The proof of the following version of the Friedrichs lemma can be found in [8].
Lemma 2.2. Let w be a Lipschitz continuous function in R3 and v ∈ L2(R3). Then, it holds that
∥∥(w∂jv) ∗ ρδ −w(∂jv ∗ ρδ)∥∥L2(R3)  C‖∇w‖L∞(R3)‖v‖L2(R3)
for some constant C > 0 independent of δ > 0, w and v. For each fixed v and w, the left-hand
side tends to zero as δ → 0.
The following commutator estimate is a special version of the estimate proved in [12].
Lemma 2.3. Let f,g ∈ Hs(R3), for some s > 5/2. It holds that
∥∥Λs(fg)− f (Λsg)∥∥
L2(R3)  C
(‖∇f ‖L∞(R3)‖g‖Hs−1(R3) + ‖f ‖Hs(R3)‖g‖L∞(R3))
for some constant C > 0 independent of f and g.
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 C‖∇w‖L∞‖v‖α+1 +C‖w‖α+1‖∇v‖L∞(R3), (2.6)∥∥Π((w · ∇)Λα+1v) ∗ ρδ −Π((w · ∇)(Λα+1v ∗ ρδ))∥∥0
 C‖∇w‖L∞(R3)‖v‖α+1, (2.7)
and
lim
δ→0
∥∥Π((w · ∇)Λα+1v) ∗ ρδ −Π((w · ∇)(Λα+1v ∗ ρδ))∥∥0 = 0 (2.8)
where C denotes positive constants independent of v,w, and δ > 0.
Let v be the solution on the interval [0, T ] in Proposition 2.1. For each δ > 0, it holds that
∂
∂t
v ∗ ρδ +ψN
(∥∥∇(v +M)∥∥L∞(R3))Π(((v +M) · ∇)v) ∗ ρδ
+ψN
(∥∥∇(v +M)∥∥L∞(R3))Π(((v +M) · ∇)M) ∗ ρδ = 0 (2.9)
for all t ∈ [0, T ]. By virtue of (2.5)–(2.7), we have
∣∣〈Λα+1(((v +M) · ∇)v) ∗ ρδ,Λα+1v ∗ ρδ 〉0∣∣
 C
(‖v‖α+1 + ‖M‖α+1)(‖∇v‖L∞(R3) + ‖∇M‖L∞(R3))‖v‖α+1 (2.10)
for some positive constants C independent of v, M , and δ > 0. On the other hand, we can
directly estimate
∣∣〈Λα+1(((v +M) · ∇)M) ∗ ρδ,Λα+1v ∗ ρδ 〉0∣∣
 C‖M‖α+2
(‖v‖α+1 + ‖M‖α+1)‖v‖α+1 (2.11)
for some positive constant C independent of v, M , and δ > 0. By passing δ → 0, it follows from
(2.9)–(2.11) that
∥∥v(t)∥∥2
α+1 
∥∥v(0)∥∥2
α+1 +
(
C +C sup
0st
∥∥M(s)∥∥α+2)
×
( t∫
0
∥∥v(s)∥∥2
α+1 ds +
t∫
0
∥∥M(s)∥∥2α+1 ds
)
(2.12)
for all t ∈ [0, T ], for some positive constants C independent of T . This yields that ‖v(t)‖α+1
is bounded on each bounded time interval. Hence, the solution v can be extended to a global
solution.
Next we establish the measurability of the above v as a function of ω ∈ Ω .
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measurable.
Proof. Let us first consider continuous dependence of v on u0, and M . Suppose that as n → ∞,
un0 → u0, in Hα+1σ
and
Mn → M in C
([0, T ];Hα+2σ ), for each T > 0.
Let us define the nonlinear operator
An(t, v) = ψN
(∥∥∇(v +Mn(t))∥∥
L∞(R3)
)
Π
((
v +Mn(t)) · ∇)
and the function
fn(t, v) = −ψN
(∥∥∇(v +Mn(t))∥∥
L∞(R3)
)
Π
((
v +Mn(t)) · ∇)Mn(t).
We also define Bn such that
ΛAn(t, v)Λ
−1 = An(t, v) +Bn(t, v).
Then, An, Bn and fn satisfy all the above properties uniformly in n, and
An(t, v) → A(t, v) strongly in L
(
Hα+1σ ,Hασ
)
,
Bn(t, v) → B(t, v) strongly in L
(
Hασ ,H
α
σ
)
,
fn(t, v) → f (t, v) in Hα+1σ
for each v ∈ Hα+1σ and t  0.
Let vn be the solution of
dvn
dt
+An(t, vn)vn = fn(t, vn),
vn(0) = un0 .
According to Theorem 7 in [11], there is some T > 0 such that
vn → v in C
([0, T ];Hα+1σ ).
For any arbitrary T > 0, {vn}∞n=1 is uniformly bounded in C([0, T ];Hα+1σ ), and {Mn}∞n=1 is
uniformly bounded in C([0, T ];Hα+2σ ). So we can partition [0, T ] into a number of smaller
subintervals to establish the continuous dependence of v on u0, and M on the interval [0, T ].
Now the map
ω → (u0, ,M)
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(u0, ,M) → v
is continuous from Hα+1σ ×C([0, T ];Hα+2σ ) into C([0, T ];Hα+1σ ). Thus, the map
ω → v
from Ω into C([0, T ];Hα+1σ ) is FT -measurable for each T > 0. 
3. Proof of Theorem 1.2
We will construct a solution by means of approximate solutions in the previous section. For
clarity, we divide the construction procedure into three steps.
3.1. Fix N  1 and T > 0
We fix any N  1 and any T > 0 throughout this subsection. Recalling (2.1) and (2.2), we can
choose a sequence {m} of decreasing positive numbers such that
u0,m → u0 in Hασ
and
Mm → M in C
([0, T ];Hασ )
as m → 0, for almost all ω, where we write
M(t) = Π
∞∑
j=1
t∫
0
gj (s) dBj (s).
Let um be defined by
um = vm +Mm, m = 1,2, . . . ,
where vm is the solution in Propositions 2.1 and 2.4 with  = m. Then,
um ∈ C
([0,∞);Hα+1σ ), for almost all ω,
and it is Hα+1σ -valued progressively measurable.
It holds that
∂um
∂t
+ψN
(‖∇um‖L∞(R3))Π(um · ∇)um = ∂Mm
∂t
(3.1)
in the sense of distributions over R3 × (0,∞), for almost all ω.
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Tm,K =
{
inf{0 t  T | ‖um‖α K},
T , if the set {· · ·} is empty.
By Ito’s formula, we derive from (3.1)
∥∥um(t ∧ Tm,K)∥∥2α
= ∥∥um(0)∥∥2α − 2
t∧Tm,K∫
0
ψN
(∥∥∇um(s)∥∥L∞(R3))〈(um(s) · ∇)um(s), um(s)〉α ds
+ 2
∞∑
j=1
t∧Tm,K∫
0
〈
um(s), gj (s) ∗ ρm
〉
α
dBj (s) +
∞∑
j=1
t∧Tm,K∫
0
∥∥Πgj (s) ∗ ρm∥∥2α ds (3.2)
for all t  0, for almost all ω. It is easy to find that
∣∣ψN (∥∥∇um(s)∥∥L∞(R3))〈(um(s) · ∇)um(s), um(s)〉α∣∣ CN∥∥um(s)∥∥2α (3.3)
for some positive constant CN independent of m and s. By the Burkholder–Davis–Gundy in-
equality,
E
(
sup
0ηt
∣∣∣∣∣
∞∑
j=1
η∧Tm,K∫
0
〈
um(s), gj (s) ∗ ρm
〉
α
dBj (s)
∣∣∣∣∣
)
 CE
( ∞∑
j=1
t∧Tm,K∫
0
∣∣〈um(s), gj (s) ∗ ρm 〉α∣∣2 ds
)1/2
 CE
(
sup
0st
∥∥um(s ∧ Tm,K)∥∥α
( ∞∑
j=1
t∧Tm,K∫
0
∥∥gj (s) ∗ ρm∥∥2α ds
)1/2)
(3.4)
where C denotes positive constants independent of m,K and t . Combining (3.2)–(3.4), we arrive
at
E
(
sup
0tT
∥∥um(t ∧ Tm,K)∥∥2α) CN,T
where CN,T is a constant independent of m and K . By passing K → ∞, we obtain
E
(
sup
∥∥um(t)∥∥2α) CN,T . (3.5)0tT
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Ω1 =
∞⋃
L=1
∞⋂
k=1
∞⋃
m=k
(‖um‖C([0,T ];Hασ )  L).
By (3.5), we see that P(Ω1) = 1. Let Ω2 be the set of all ω for which, as m → ∞,
Mm → M in C
([0, T ];Hασ ),
u0,m → u0 in Hασ ,
and
(3.1) holds in the sense of distributions over R3 × (0,∞), for all m 1.
We then define
Ω∗ = Ω1 ∩Ω2.
Then, P(Ω∗) = 1. For convenience of notation, we write
Mˆm = Mm
and fix any
ω∗ ∈ Ω∗.
Then, there is some L = L(ω∗) 1, and a subsequence denoted by {umj } such that
‖umj ‖C([0,T ];Hασ )  L, for all mj . (3.6)
The choice of such a subsequence may depend on ω∗.
Since it holds that
∂
∂t
(umj − Mˆmj ) = −ψN
(‖∇umj ‖L∞(R3))Π(umj · ∇)umj ,
in the sense of distributions over R3 × (0, T ), it follows from (3.6) that
∥∥∥∥ ∂∂t (umj − Mˆmj )
∥∥∥∥
C([0,T ];Hα−1σ )
 C‖umj ‖2C([0,T ];Hασ ), (3.7)
where C is a positive constant independent of umj and ω∗. We now fix a positive number β such
that
5/2 < β < α. (3.8)
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for some function u,
umj → u weak star in L∞
(
0, T ;Hασ
) (3.9)
and
umj → u strongly in C
([0, T ];Hβ(G))3 (3.10)
for every bounded open ball G in R3, as mj → ∞. Here we have used Corollary 8 in [16].
Next we will show that
∇umj → ∇u strongly in C
([0, T ];Hβ−1(R3)). (3.11)
For this, choose a function Θ ∈ C∞(R3) such that
Θ(x) = 1, for |x| 2, and Θ(x) = 0, for |x| 1.
and define
ΘR(x) = Θ(x/R), for R  1. (3.12)
We will need the following fact.
Lemma 3.1. Let s > 0. For all h ∈ Hs(R3), it holds that
‖ΘRh‖s  C‖h‖s
and
∥∥(∇ΘR)h∥∥s  CR ‖h‖s
for some positive constants C independent of h and R  1.
This can be easily shown when s is an integer. For general s > 0, the above inequalities follow
through interpolation.
Since the interaction of ΘR with the projection operator Π is not easy to handle for our
purpose, we remove Π by considering the vorticity. Let
wm = ∇ × um.
By (3.1), it holds that
∂
∂t
(ΘRwm −ΘR∇ × Mˆm)+ψN
(‖∇um‖L∞(R3))(um · ∇)ΘRwm
= ψN
(‖∇um‖L∞(R3))(um · ∇ΘR)wm +ψN (‖∇um‖L∞(R3))(ΘRwm · ∇)um. (3.13)
J.U. Kim / Journal of Functional Analysis 256 (2009) 3660–3687 3673By means of (3.6) and Lemma 3.1, we derive from (3.13)
∥∥ΘRwmj (t)−ΘR∇ × Mˆmj (t)∥∥20  ∥∥ΘRwmj (0)∥∥20
+C
t∫
0
∥∥ΘRwmj (s)∥∥20 ds +C
t∫
0
∥∥ΘR∇ × Mˆmj (s)∥∥0 ds
+ C
R2
+C
t∫
0
∥∥ΘR∇ × Mˆmj (s)∥∥20 ds (3.14)
for all t ∈ [0, T ], where C denotes positive constants independent of mj , R  1, and t ∈ [0, T ].
Since
wmj (0) → ∇ × u0 in Hα−1σ
and
Mˆmj → M in C
([0, T ];Hασ ), as mj → ∞,
we see that
ΘRwmj (0) → 0 strongly in L2
(
R3
)3
and
ΘR∇ × Mˆmj (t) → 0 strongly in L2
(
R3
)3
as R → ∞ uniformly in mj and t ∈ [0, T ]. It follows that
∥∥ΘRwmj (t)∥∥20  R +C
t∫
0
∥∥ΘRwmj (s)∥∥20 ds, ∀t ∈ [0, T ], (3.15)
where R → 0 as R → ∞ uniformly in mj and t ∈ [0, T ]. By Gronwall’s inequality, it follows
from (3.15) that∥∥ΘRwmj (t)∥∥0 → 0, as R → ∞, uniformly in mj and t ∈ [0, T ].
On the other hand, by (3.6) and Lemma 3.1, there is a positive constant C independent of mj ,
R  1, and t ∈ [0, T ] such that ∥∥ΘRwmj (t)∥∥α−1  C.
By the interpolation inequality
‖h‖β−1  C‖h‖1−λ‖h‖λ , ∀h ∈ Hα−1
(
R3
)3
, for some constant C with λ = β−1 ,0 α−1 α−1
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Again by Lemma 3.1 and the identity
∇ × (ΘRumj ) = ΘR∇ × umj + ∇ΘR × umj
we can infer from (3.16) that ∥∥∇ × (ΘRumj (t))∥∥β−1 → 0 (3.17)
as R → ∞ uniformly in mj and t ∈ [0, T ]. We note the identity
3∑
i=1
−1∂j ∂i(∂ivk − ∂kvi) = ∂j vk −−1∂j ∂k(∇ · v) (3.18)
for j, k = 1,2,3, and v = (v1, v2, v3) ∈ H 1(R3)3, and that∥∥(∇ΘR) · umj ∥∥β−1 → 0 (3.19)
as R → ∞, uniformly in mj and t ∈ [0, T ]. Since the Riesz transform is continuous from Hs(R3)
into itself for any s, it follows from (3.17)–(3.19) that
∇(ΘRumj (t))→ 0 in Hβ−1(R3) (3.20)
as R → ∞ uniformly in mj and t ∈ [0, T ]. Now (3.11) follows from (3.10) and (3.20). Thus, we
see that
ψN
(‖∇umj ‖L∞(R3))→ ψN (‖∇u‖L∞(R3)) strongly in C([0, T ]).
This, together with (3.10), yields that
∂u
∂t
+ψN
(‖∇u‖L∞(R3))Π(u · ∇)u = ∂M
∂t
, (3.21)
holds in the sense of distributions over R3 × (0, T ), at ω∗. We now show that
u ∈ C([0, T ];Hβσ ) at ω∗. (3.22)
By virtue of (3.9) and (3.21), we have
∂
∂t
(u−M) ∈ L∞(0, T ;Hα−1σ ),
which, combined with u0 ∈ Hασ and M ∈ C([0, T ];Hασ ), yields
u ∈ C([0, T ];Hα−1σ ). (3.23)
Since α − 1 > β − 1, (3.11) and (3.23) imply (3.22).
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the same fixed ω∗ ∈ Ω∗. Define
τˆN,i =
{
inf{0 t  T | ‖∇ui(t)‖L∞(R3) N},
T , if the set {· · ·} is empty, i = 1,2.
Assume τˆN,1 ∧ τˆN,2 > 0. Since
ui ∈ C
([0, T ];Hβσ ), i = 1,2,
and
∂
∂t
(u1 − u2)+Π(u1 · ∇)u1 −Π(u2 · ∇)u2 = 0
in the sense of distributions over R3 × (0, τˆN,1 ∧ τˆN,2), we have
∥∥u1(t)− u2(t)∥∥20  C
t∫
0
∥∥u1(s) − u2(s)∥∥20 ds
for all t ∈ [0, τˆN,1 ∧ τˆN,2], for some constant C, which yields
u1(t) = u2(t), for all t ∈ [0, τˆN,1 ∧ τˆN,2].
Thus, τˆN,1 = τˆN,2. If τˆN,1 ∧ τˆN,2 = 0, then τˆN,1 = τˆN,2 = 0 is obvious.
Hence, for each ω ∈ Ω∗, τˆN associated with a limit function u (through the above procedure)
of a certain subsequence {umj } is determined uniquely, and also the limit function u itself is
unique on the interval [0, τˆN ]. Next we will show that τˆN is a stopping time, and that u(· ∧ τˆN )
is measurable.
Lemma 3.2. τˆN is a stopping time.
Proof. Choose any 0 t < T . We claim that
{τˆN > t} ∩Ω∗
= Ω∗ ∩
∞⋃
L=1
∞⋃
ν=1
∞⋂
k=1
∞⋃
m=k
{
‖∇um‖C([0,t];L∞(R3)) N −
1
ν
}
∩ {‖um‖C([0,t];Hασ )  L}. (3.24)
To see this, let ω belong to the left-hand set. Then, according to the above procedure, there is a
certain subsequence {umj } such that (3.6), (3.9)–(3.11) hold for some function u. We know that
τˆN can be defined in terms of this limit function u. Since τˆN > t , it must hold
‖∇u‖C([0,t];L∞(R3)) N − δ
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‖∇umj ‖C([0,t];L∞(R3)) N −
δ
2
for all sufficiently large mj . Thus, ω belongs to the right-hand set. Next let ω belong to the right-
hand set. Since ω ∈ Ω∗, there is a subsequence {umj } as above satisfying (3.6), (3.9)–(3.11) for
some u, and τˆN can be defined by this u. There must be also another subsequence {u˜mj } such
that for some L 1 and ν  1,
‖u˜mj ‖C([0,t];Hασ )  L, for all mj
and
‖∇u˜mj ‖C([0,t];L∞(R3)) N −
1
ν
, for all mj . (3.25)
By repeating the above procedure on the interval [0, t], we can further extract a subsequence still
denoted by {u˜mj } which satisfies (3.6) and (3.9)–(3.11) for some function u˜ with T replaced by t .
By (3.25), it holds that
‖∇u˜‖C([0,t];L∞(R3)) N −
1
ν
. (3.26)
Since u˜ ∈ C([0, t];Hβσ ), u ∈ C([0, T ];Hβσ ), and
∂
∂t
(u− u˜)+Π(u · ∇)u−Π(u˜ · ∇)u˜ = 0 (3.27)
holds in the sense of distributions over R3 × (0, t ∧ τˆN ), we have
u ≡ u˜ on [0, t ∧ τˆN ],
Hence, it follows from (3.26) that τˆN > t . So ω also belongs to the left-hand set, and (3.24) is
valid. Since the right-hand set of (3.24) is Ft -measurable, the set
{
τˆN > t} is Ft -measurable for
0 t < T . For t  T , the left-hand set of (3.24) is empty, and it is Ft -measurable. Thus, τˆN is a
stopping time. 
Lemma 3.3. u(· ∧ τˆN ) is Hασ -valued progressively measurable.
Proof. For each ω ∈ Ω∗, u(· ∧ τˆN ) is well-defined, and belongs to C([0,∞);Hβσ ). Using ΘR ,
defined by (3.12), we define
φR(x) = 1 −ΘR(x), for all x.
Then, for all ω ∈ Ω∗,
φRu(· ∧ τˆN ) → u(· ∧ τˆN ) in C
([0,K];Hβ(R3)3), as R → ∞, for every 0 <K < ∞.
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Br(p) be the closure of an open ball Br(p) with radius r > 0 and center p in C([0, t];Hβ(R3)3).
We will show that
{
φRu(· ∧ τˆN ) ∈ Br(p)
}∩Ω∗ = Ω∗ ∩ ∞⋃
L=1
∞⋂
ν=1
∞⋂
k=1
∞⋃
m=k
{
φRum(· ∧ τˆN ) ∈ Br+ 1
ν
(p)
}
∩ {∥∥um(· ∧ τˆN )∥∥C([0,t];Hασ )  L}. (3.28)
Suppose ω belongs to the left-hand set. By the same argument as above and by (3.10), ω must
belong to the right-hand set. Next let ω belong to the right-hand set. Since ω ∈ Ω∗, u(· ∧ τˆN (ω))
is well-defined. At the same time, there is some L  1 such that for each ν  1, there is a
certain subsequence {umj } which satisfies (3.6) and (3.9)–(3.11) for some u˜ with T replaced by
t ∧ τˆN (ω). Let
τ ∗N =
{
inf{0 s  t ∧ τˆN (ω) | ‖∇u˜(s)‖L∞(R3) N},
t ∧ τˆN (ω), if the set {· · ·} is empty.
Suppose τ ∗N > 0. Then, u(·) and u˜(·) satisfy
∂
∂t
(u− u˜)+Π(u · ∇)u−Π(u˜ · ∇)u˜ = 0
in the sense of distributions over R3 × (0, τ ∗N). It follows that
u ≡ u˜ on [0, τ ∗N ],
and hence,
t ∧ τˆN (ω) = τ ∗N. (3.29)
If τ ∗N = 0, (3.29) is still valid because u(0) = u˜(0). Thus,
u ≡ u˜ on [0, t ∧ τˆN (ω)].
Since φRumj (·) → φRu˜(·) in C([0, t ∧ τˆN (ω)];Hβ(R3)3), we find that
φRu˜
(· ∧ τˆN (ω)) ∈ Br+ 1
ν
(p)
and thus,
φRu
(· ∧ τˆN (ω)) ∈ Br+ 1
ν
(p).
But this is true for all ν  1, and ω belongs to the left-hand set. Thus, (3.28) is valid.
Since τˆN is a stopping time, the right-hand set of (3.28) belongs to Ft . Consequently, the map
from [0, t] ×Ω into Hβ(R3)3 defined by
(s,ω) → φRu(s ∧ τˆN )
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(s,ω) → u(s ∧ τˆN ).
For each ω ∈ Ω∗,
u(· ∧ τˆN ) ∈ C
([0, T ];Hβσ )∩L∞(0, T ;Hασ )
and thus, u(t ∧ τˆN ) ∈ Hασ for all 0 t < ∞, for each ω ∈ Ω∗. Meanwhile, every Borel subset of
Hασ is also a Borel subset of H
β
σ . So u(· ∧ τˆN ) is Hασ -valued progressively measurable. 
Next we will show that
E
(∥∥u(· ∧ τˆN )∥∥2L∞(0,T ;Hασ )) CN,T (3.30)
where CN,T is the same constant as in (3.5). Let us choose any constant K > 0. We claim that
for each ω ∈ Ω∗,∥∥u(· ∧ τˆN (ω))∥∥L∞(0,T ;Hασ ) ∧K  limm→∞
∥∥um(·)∥∥L∞(0,T ;Hασ ) ∧K. (3.31)
Fix any ω ∈ Ω∗. If the right-hand side is equal to K , then (3.31) holds. Suppose
lim
m→∞
∥∥um(·)∥∥L∞(0,T ;Hασ ) ∧K = γ <K.
Then, there is a subsequence {umj } such that
lim
mj→∞
∥∥umj (·)∥∥L∞(0,T ;Hασ ) = γ.
By repetition of the same procedure as above, we can further extract a subsequence still denoted
by {umj } such that
umj → u˜ weak star in L∞
(
0, T ;Hασ
)
, (3.32)
u˜(·) ∈ C([0, T ];Hβσ )∩L∞(0, T ;Hασ ) (3.33)
and
u
(· ∧ τˆN (ω))≡ u˜(· ∧ τˆN (ω)) (3.34)
for some function u˜. Meanwhile, (3.33) implies that ‖u˜(t)‖Hασ is lower semicontinuous in t .
Thus, we have ∥∥u˜(· ∧ τˆN (ω))∥∥L∞(0,T ;Hασ )  ∥∥u˜(·)∥∥L∞(0,T ;Hασ )
which, combined with (3.32) and (3.34), yields∥∥u(· ∧ τˆN (ω))∥∥ ∞ α  γ.L (0,T ;Hσ )
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E
(∥∥u(· ∧ τˆN )∥∥2L∞(0,T ;Hασ ) ∧K) limE(∥∥um(·)∥∥2L∞(0,T ;Hασ ) ∧K) CN,T
for all K > 0. By passing K → ∞, we arrive at (3.30).
Using this, we will improve the time regularity of u(· ∧ τˆN ).
Lemma 3.4. It holds that
u(· ∧ τˆN ) ∈ C
([0, T ];Hασ ) (3.35)
for almost all ω.
Proof. As above, let ρδ be the Friedrichs mollifier in the space variables. It holds that
u(t ∧ τˆN ) ∗ ρδ = u0 ∗ ρδ −
t∫
0
Π
(
u(s) · ∇u(s)) ∗ ρδχ[0,τˆN ](s) ds
+Π
∞∑
j=1
t∫
0
gj (s) ∗ ρδχ[0,τˆN ](s) dBj (s)
for all 0 t < ∞ and all δ > 0, for each ω ∈ Ω∗. Hence, by Ito’s formula,
∥∥u(t2 ∧ τˆN ) ∗ ρδ∥∥2α − ∥∥u(t1 ∧ τˆN ) ∗ ρδ∥∥2α
= −
t2∫
t1
2
〈(
u(s) · ∇u(s)) ∗ ρδ,u(s) ∗ ρδ 〉αχ[0,τˆN ](s) ds
+
∞∑
j=1
t2∫
t1
2
〈
gj (s) ∗ ρδ,u(s) ∗ ρδ
〉
α
χ[0,τˆN ](s) dBj (s)
+
∞∑
j=1
t2∫
t1
∥∥Πgj (s) ∗ ρδ∥∥2αχ[0,τˆN ](s) ds (3.36)
for all 0  t1 < t2 < ∞, and δ = δn = 1n , n = 1,2, . . . , for each ω ∈ Ω˜ , where Ω˜ ⊂ Ω∗ with
P(Ω \ Ω˜) = 0.
3680 J.U. Kim / Journal of Functional Analysis 256 (2009) 3660–3687By virtue of (2.5)–(2.7) with α + 1 replaced by α, we see
lim
δn→0
∣∣∣∣∣
t2∫
t1
〈(
u(s) · ∇u(s)) ∗ ρδn, u(s) ∗ ρδn 〉αχ[0,τˆN ](s) ds
∣∣∣∣∣
 CN
t2∫
t1
∥∥u(s)∥∥2
α
χ[0,τˆN ](s) ds (3.37)
for all 0 t1 < t2 < ∞, and all ω ∈ Ω˜ , for some constant CN > 0.
By the Burkholder–Davis–Gundy inequality and the identity
〈gj ∗ ρδ,u ∗ ρδ〉α = 〈gj ∗ ρδ ∗ ρδ,u〉α
we have
E
(
sup
0tT
∣∣∣∣∣
∞∑
j=1
t∫
0
2
〈
gj (s) ∗ ρδ,u(s) ∗ ρδ
〉
α
χ[0,τˆN ](s) dBj (s)
−
∞∑
j=1
t∫
0
2
〈
gj (s), u(s)
〉
α
χ[0,τˆN ](s) dBj (s)
∣∣∣∣∣
)
 CE
(
sup
0tT
∥∥u(t ∧ τˆN )∥∥α
( T∫
0
∥∥gj (s) ∗ ρδ ∗ ρδ − gj (s)∥∥2α ds
)1/2)
→ 0, as δ → 0, by (1.1) and (3.30).
Therefore, there is a subsequence of {δn} still denoted by {δn} and a subset Ω† ⊂ Ω˜ such that
P(Ω \Ω†) = 0, and
∞∑
j=1
(·)∫
0
2
〈
gj (s) ∗ ρδn, u(s) ∗ ρδn
〉
α
χ[0,τˆN ](s) dBj (s)
→
∞∑
j=1
(·)∫
0
2
〈
gj (s), u(s)
〉
α
χ[0,τˆN ](s) dBj (s) (3.38)
in C([0, T ]), as δn → 0, for each ω ∈ Ω†. By virtue of (3.37), (3.38) and the fact that
u(t ∧ τˆN ) ∈ Hασ , for all 0  t < ∞, for each ω ∈ Ω∗, we can pass δ = δn → 0 in (3.36) to
arrive at
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t2∫
t1
∥∥u(s)∥∥2
α
χ[0,τˆN ](s) ds
+
∣∣∣∣∣
∞∑
j=1
t2∫
t1
2
〈
gj (s), u(s)
〉
α
χ[0,τˆN ](s) dBj (s)
∣∣∣∣∣
+
∞∑
j=1
t2∫
t1
∥∥gj (s)∥∥2αχ[0,τˆN ](s) ds (3.39)
for all 0  t1 < t2 < ∞, and all ω ∈ Ω†. Since u(· ∧ τˆN ) ∈ C([0, T ];Hβσ ) ∩ L∞(0, T ;Hασ ) for
each ω ∈ Ω∗, (3.39) implies (3.35). 
We now summarize what we have achieved so far.
With fixed N  1 and T > 0, there is a stopping time τˆN and a function u with the following
properties.
(i) u(· ∧ τˆN ) ∈ C([0, T ];Hασ ), for almost all ω, and it is Hασ -valued progressively measurable.
(ii) It holds that
u(t ∧ τˆN ) = u0 −
t∫
0
Π
(
u(s) · ∇)u(s)χ[0,τˆN ](s) ds
+Π
∞∑
j=1
t∫
0
gj (s)χ[0,τˆN ](s) dBj (s),
for all 0 t < ∞, for almost all ω.
(iii) For almost all ω,
τˆN =
{
inf{0 t  T | ‖∇u(t)‖L∞(R3) N},
T , if the set {· · ·} is empty.
Remark. In the above procedure, the uniqueness of u(·) on the whole interval [0, T ] is not
known. We showed the uniqueness on the subinterval [0, τˆN ]. The technical obstruction is the
presence of the cut-off function ψN(· · ·). However, if α > 75 , then we can easily show the
uniqueness on the whole interval [0, T ], because we can work with the Hα−1σ -norm of u which
dominates ‖∇u‖L∞(R3).
3.2. Fix N  1 and pass T → ∞
Let uκ be the solution obtained above with T = κ , κ = 1,2, . . . . Let τˆN,κ be a stopping time
defined by
τˆN,κ =
{
inf{0 t  κ | ‖∇uκ(t)‖L∞(R3) N},
κ, if the set {· · ·} is empty.
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(i)–(iii) for all κ = 1,2, . . . , for each ω ∈ ΩN . It is easy to see that for κ1 < κ2,
uκ1(t) = uκ2(t), for all t ∈ [0, τˆN,κ1 ∧ τˆN,κ2],
for each ω ∈ ΩN , and hence, it follows that for all ω ∈ ΩN ,
τˆN,κ1  τˆN,κ2,
and
uκ1(· ∧ τˆN,κ1) ≡ uκ2(· ∧ τˆN,κ1).
Thus, we can define, for each ω ∈ ΩN,
τ˜N = lim
κ→∞ τˆN,κ
and
u(t ∧ τ˜N ) = lim
κ→∞uκ(t ∧ τˆN,κ )
for all 0 t < ∞. Here we note that if τ˜N < ∞, then there is some κ∗ such that τˆN,κ∗ < κ∗, and
it holds that for all κ  κ∗,
τˆN,κ∗ = τˆN,κ = τ˜N ,
and
uκ∗(t ∧ τˆN,κ∗) = uκ(t ∧ τˆN,κ ) = u(t ∧ τ˜N ), for all 0 t < ∞.
It follows that
∥∥∇u(t)∥∥
L∞(R3) < N, if t < τ˜N
and
∥∥∇u(τ˜N )∥∥L∞(R3) = N.
On the other hand, if τ˜N = ∞, it holds that for all κ = 1,2, . . . ,
τˆN,κ = κ
and
∥∥∇u(t)∥∥
L∞(R3) = lim
∥∥∇uκ(t ∧ τˆN,κ )∥∥L∞(R3) < N, for all 0 t < ∞.κ→∞
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τ˜N =
{
inf{0 t < ∞ | ‖∇u(t)‖L∞(R3) N},
∞, if the set {· · ·} is empty. (3.40)
We also find that for each ω ∈ ΩN,
u(· ∧ τ˜N ) ∈ C
([0,∞);Hασ ) (3.41)
and
u(t ∧ τ˜N ) = u0 −
t∫
0
Π
(
u(s) · ∇)u(s)χ[0,τ˜N ](s) ds
+Π
∞∑
j=1
t∫
0
gj (s)χ[0,τ˜N ](s) dBj (s), (3.42)
holds for all 0 t < ∞.
3.3. Pass N → ∞
For each N = 1,2, . . . , let uN be the solution obtained in Section 3.2, and let τ˜N be the
stopping time associated with uN by (3.40). Let
Ω0 =
∞⋂
N=1
ΩN
where ΩN is the same as in Section 3.2 for each N .
Then, for any N1 <N2, it holds that
uN1(t ∧ τ˜N1 ∧ τ˜N2) = uN2(t ∧ τ˜N1 ∧ τ˜N2), for all 0 t < ∞
for each ω ∈ Ω0. It follows that if N1 <N2,
τ˜N1  τ˜N2, (3.43)
and
uN1(t ∧ τ˜N1) = uN2(t ∧ τ˜N1), for all 0 t < ∞. (3.44)
By (3.43), we can define
τ = lim τ˜N
N→∞
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u(t) = lim
N→∞uN(t ∧ τ˜N ), for each 0 t < τ
for all ω ∈ Ω0. In fact, if t < τ˜N∗ , for some N∗  1, at some ω∗ ∈ Ω0, then it holds that
u(t) = uN∗(t ∧ τ˜N∗) = uN(t ∧ τ˜N )
for all N N∗, and
∥∥∇u(t)∥∥
L∞(R3) < N
∗ (3.45)
at ω∗. On the other hand, if τ˜N∗ < ∞, at ω∗,
u(τ˜N∗) = uN∗(τ˜N∗) = uN(τ˜N∗) (3.46)
for all N N∗, at ω∗. It is easy to see that
u(·) ∈ C([0, τ );Hασ ), for each ω ∈ Ω0.
We set
u(t) = 0, if t  τ.
Then, u(·) is right continuous on [0,∞), and u(t) is Ft -measurable for each 0 t < ∞. Conse-
quently, it is Hασ -valued progressively measurable. We now define
τN =
{
inf{0 t < ∞ | ‖∇u(t)‖L∞(R3) N},
∞, if the set {· · ·} is empty.
By (3.45) and (3.46), τN = τ˜N , for all N = 1,2, . . . , for each ω ∈ Ω0. Thus, it follows from
(3.42) that
u(t ∧ τN) = u0 −
t∫
0
Π
(
u(s) · ∇)u(s)χ[0,τN ](s) ds
+Π
∞∑
j=1
t∫
0
gj (s)χ[0,τN ](s) dBj (s), (3.47)
for all 0  t < ∞, and all N  1, for each ω ∈ Ω0. This (u, τ ) is a local smooth solution of
(0.1)–(0.3) according to Definition 1.1. The uniqueness can be easily shown by the same argu-
ment as in the previous section.
It remains to establish (1.5).
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Let (u, τ ) be the solution obtained in Section 3.3, and fix any 0 < δ < 1. Choose an integer N
such that
1
N + 1  δ <
1
N
.
It holds that
P {τ > δ} P {τN > δ} P
{
sup
0tδ
∥∥∇u(t ∧ τN)∥∥L∞(R3) < N}
 P
{
sup
0tδ
∥∥u(t ∧ τN)∥∥α <KN}
where K is a positive constant defined by
K = sup{C ∈ R ∣∣ C‖∇v‖L∞(R3)  ‖v‖α, ∀v ∈ Hασ }.
Since u(· ∧ τN) ∈ C([0,∞);Hασ ), for almost all ω, we can define for 0 <L< ∞,
TL =
{
inf{0 t < ∞ | ‖u(t ∧ τN)‖α  L},
τN , if the set {· · ·} is empty.
Then, TL is a stopping time, and
τN = lim
L→∞TL, for almost all ω.
By means of (2.5)–(2.7) with α + 1 replaced by α, we can derive from (3.47) that
∥∥u(t ∧ TL)∥∥2α  ‖u0‖2α +CN
t∫
0
∥∥u(s ∧ TL)∥∥2αχ[0,TL](s) ds
+ 2
∞∑
j=1
t∫
0
〈
u(s ∧ TL), gj (s)
〉
α
χ[0,TL](s) dBj (s)
+
∞∑
j=1
t∫
0
∥∥gj (s)∥∥2αχ[0,TL](s) ds (3.48)
for all 0  t < ∞, for almost all ω, where C is a positive constant independent of u,L,N, t,
and ω. By the Burkholder–Davis–Gundy inequality,
3686 J.U. Kim / Journal of Functional Analysis 256 (2009) 3660–3687E
(
sup
0ηt
∣∣∣∣∣
∞∑
j=1
η∫
0
〈
u(s ∧ TL), gj (s)
〉
α
χ[0,TL](s) dBj (s)
∣∣∣∣∣
)
 CE
( ∞∑
j=1
t∧TL∫
0
∥∥u(s ∧ TL)∥∥2α∥∥gj (s)∥∥2α ds
)1/2
 1
4
E
(
sup
0st
∥∥u(s ∧ TL)∥∥2α)+CE
( ∞∑
j=1
t∧TL∫
0
∥∥gj (s)∥∥2α ds
)
(3.49)
for all 0 t < ∞, where C is a positive constant independent of u,L,N, and t . By the Gronwall
inequality, it follows from (3.48) and (3.49) that
E
(
sup
0tδ
∥∥u(t ∧ TL)∥∥2α) C
(
E
(‖u0‖2α)+E
( ∞∑
j=1
δ∫
0
∥∥gj (s)∥∥2α ds
))
eCNδ
where C denotes positive constants independent of u,L,N and δ.
By passing L → ∞, we arrive at
E
(
sup
0tδ
∥∥u(t ∧ τN)∥∥2α) C
(
E
(‖u0‖2α)+E
( ∞∑
j=1
δ∫
0
∥∥gj (s)∥∥2α ds
))
eCNδ
where C denotes positive constants independent of u,N and δ.
Thus, we have
P
{
sup
0tδ
∥∥u(t ∧ τN)∥∥α <KN}
 1 − 1
K2N2
CeCNδ
(
E
(‖u0‖2α)+E
( ∞∑
j=1
δ∫
0
∥∥gj (s)∥∥2α ds
))
 1 −Cδ2
(
E
(‖u0‖2α)+E
( ∞∑
j=1
δ∫
0
∥∥gj (s)∥∥2α ds
))
where C denotes positive constants independent of u and δ.
Now the proof of Theorem 1.2 is complete.
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