Abstract: In the financial industry, face-to-face conversation is an essential for sales. Similar to call-center monitoring, there is a significant need to monitor the conversation for compliance checks. In certain business scenarios, there is a need to record an employee's speech while protecting the customers' confidentiality and privacy. In this paper, we propose a small-scale microphone array system specially designed to record only the agent's speech. For the suppression of the customer's speech, we used CSP-based post-filtering. However, using small number of microphones, it is difficult to suppress unwanted speech completely. Because post-filtering using correlations of the multiple channels often affected by the spatial aliasing between speakers. We introduced the weighted-CSP to attenuate susceptible bins to the interfering speaker. Also we introduced flooring after the post-filtering to mask residuals. This combination helps prevent the customer's speech to be transcribed.
INTRODUCTION
Automatic speech recognition (ASR) is now being widely used by consumers, since most smartphones have voice assistance. Also in business, there are tremendous needs for speech-based solutions. Call-center monitoring is a good example. In most systems, the agent's speech and the customer's speech on the telephone line are recorded separately by a logger and also transcribed separately. This is because primary purpose of this solution is a compliance check, to detect agents saying something inappropriate. A secondary purpose is to detect unhappy customers who should be brought to a supervisor's attention.
In the financial industry, the face-to-face interaction with an agent at a teller-counter is a main sales channel. Similar to call-center monitoring, there is a need to monitor these conversations. Unfortunately, it is impractical to obtain customer's approval before recording the conversation, so we started this study based on our assumption that we could avoid seeking the customer's approval if the recording device does not record the customer's speech, but only the agent's speech.
The simplest method for this type of recording is to use a close-talk microphone positioned next to the agent's mouth, but this can leave customers with a negative impression of the interaction. Also, it will still pick up small amount of the customer's speech. A directional pinmicrophone worn on the agent's clothing may not show a negative impression, but a pin-microphone will pick up the customer's speech considerably.
We explored beamformer technology to satisfy the requirements defined as, 1. The customer's speech must be blocked almost completely. It should not be transcribed by ASR, as well as being inaudible for human. 2. The agent's speech must be well recognized by ASR. 3. The microphone array needs to be small scale such as two-microphone. In general, the more microphones installed, the higher performance the beamformer has. However, it may require special hardware. That could end up with unacceptable cost if they were deployed to all branch offices. Therefore, our assumption uses two microphones only, so that we can use inexpensive audio devices. Another benefit of the two microphone approach is that the computational cost can be reduced, so that the algorithm can be implemented as software in a personal computer in a branch office or in a cloud server. This paper focuses on speech suppression and proposes an improved post-filtering that is designed to minimize the interference from the customer's speech. Another claiming point of this paper is to place the post-filtering between spectral subtraction (SS) and flooring. In this way, the residual sound may become less audible by the flooring.
PRIOR ARTS
Many researches have been made for two-microphone approaches using a near-end microphone and a far-end microphone to a subject speaker.
One approach is binary-masking [1] [2] [3] . It performs a component selection per DFT bin for each frame. It uses inter-microphone level difference (ILD) or inter-microphone phase difference (IPD) as a clue to determine which speaker occupies the bin based on the sparseness assumption.
We have a specific geometry in this study shown in Fig. 1 . Unidirectional microphones are suitable to observe the power difference. However, there is a problem that they do not work as a phased array in this configuration, because a sound wave coming from the back-side generates a flipped phase with a unidirectional microphone.
On the other hand, omnidirectional microphones can observe IPD correctly, although ILD is not available in this configuration. It should be noted that there is a restriction that the distance between microphones needs to be small so to secure IPD information. Many previous attempts used a narrow array with a few centimeters spacing or a lower sampling frequency such as 8 kHz so to avoid spatial aliasing. As binary-masking approach is often combined with beamformer technologies [1, 3] , the limitation of the distance is an issue for the total performance. For our proposed system, larger distance is applied with upper bound frequency for the binary-masking.
As regards beamformers, various technologies have been studied in the past. A delay and sum beamformer focuses in a target direction by synchronizing the channels. A minimum variance beamformer [4] minimizes the ambient noise by maintaining constant gain in the target direction. For extra noise reduction, subtraction of estimated noise by a sub-beamformer was explored by the Griffiths-Jim beamformer [5] and Spatial Spectral Subtraction [6] . For decomposition, the profile fitting method [7] uses multiple directional templates to work with directional and non-directional (diffusive) sound sources. Nonnegative Matrix Factorization (NMF) [8] was enhanced as multi-channel NMF [9] .
These speech separation methods have various pros and cons in adaptation speed and timing, computational costs, processing delays, etc. However one shared aspect that none of them completely eliminate sounds from an antitarget direction, especially with small numbers of microphones. They often have small residual components from other directions than the target. Unfortunately, ASR is often more sensitive to such residual speech than humans, allowed recognition of some of these words, and so we need to completely suppress this residual component.
For noise suppression, post-filtering is often added. The basic form is Zelinski's post-filter [10] and it has been extended in many ways [11] [12] [13] . However, Zelinski's postfilter assumes noise is uncorrelated between channels. Therefore, it cannot efficiently suppress directional noise we are tackling. If it is used at larger microphone distance, it has substantial amount of residual noise, because it designs the filter at each frequency bin regardless to the spatial aliasing. On the other hand, Nagata used GCC-PHAT as the metric of the correlation between channels in order to suppress directional noise [14] . Unlike Zelinski's post-filter, it designs a single filter for all the frequency bins. Therefore, it is essentially a gain control function. It can efficiently suppress directional noise in a noise-only segment, while it does very little when a subject speaker and directional noise are both active. However, it should be noted that it still keeps the suppression in short pauses when a subject speaker talks. This is unlike a simple segmentation approach based on DOA or power. Actually, it significantly contributes ASR accuracy.
In this paper, we used GCC-PHAT-based post-filter for the starting point of our improvement, because it better performed in our experiments than Zelinski's one.
In this paper, we call GCC-PHAT-based post-filter for CSP-based post-filter (CSP PF), because Cross Spectrum Phase (CSP) [15] is equivalent to GCC-PHAT and our proposed post-filter uses weighted version of CSP. We call it for weighted-CSP-based post-filter (w-CSP PF). It should be noted that weighted-CSP has been studied mainly in sound source localization area [16, 17] . However, this paper investigated a new weighted-CSP for the postfiltering. For the sound source localization, a standard CSP was used.
In the situation we assume in this paper, an agent and a customer basically speak alternately. Mixed speech is rarely observed. Therefore, if we can completely suppress the output by post-filtering when the unwanted speaker solely speaks, most of our cases are solved. For mixed speech segments, an existing beamformer technology can help to attenuate unwanted speaker's voice. Even though it is not completely eliminated, the attenuated speech in a mixed speech segment is hard to perceive.
PROPOSED SYSTEM

Overview
As stated in Sect. 1, our objective is to block customer's speech almost completely while it retains agent's speech in the face-to-face configuration using small number of microphones such as two. In order to achieve this goal, we combined our new technology components and existing components listed below;
. New components 1. Weighted-CSP-based post-filter (w-CSP PF).
2. Flooring placed after post-filter. . Existing components 1. Minimum Variance beamformer. 2. DOA-based binary mask. New component 1 is the main contributor. It significantly extends the suppression capability of CSP PF. New component 2 was also effective to mask residual noise with a scaled stationary noise.
Microphone Installation
As shown in Fig. 1 , the agent and customer are usually seated face-to-face across a counter. Our approach is to place two omnidirectional microphones between them on a line parallel to both participants. This is because the CSP index corresponding to the sound source direction (DOA) has a lower resolution along the array lines shown in Fig. 2 , which makes it significantly easier to track the speakers' positions. Our system has a DOA tracking mechanism, but it also works well with the fixed DOA indices such as +7 and À7, allowing for some postural shifts by the speakers [18] .
The placement of the microphone pair allows for some flexibility. As shown in Fig. 1 , it can be placed on the counter or on the partitioning wall of a booth. Please note that the wall case (Type 2) still has a geometry requirement for pointing to the speakers.
When the sampling frequency is set to 22.05 kHz, the distance between the two microphones should theoretically be less than 1.5 cm so to avoid spatial aliasing. However, such a narrow array causes poor performance in noise reduction, especially for lower frequencies. Therefore we used a separation distance around 12 cm with some risk of spatial aliasing. The spatial aliasing occurs at lower frequencies when the two participants are widely separated, as in this situation. The CSP coefficient used in our postfiltering was affected by spatial aliasing, which will be discussed in Sect. 3.5. BeamFormer (MVBF) is used. In a quiet environment, this should form a directional null for the interfering voice. In this study, the interfering speaker is the customer. The MVBF output is also processed with Spectral Subtraction (SS) to reduce the stationary ambient noises such as air conditioners or personal computers. In each frame, a CSP analysis is also done with the two channel inputs to find the peak index of the DOA for the MVBF beamformer. The CSP coefficient at that peak index is also used for the post filtering. It is extended to weighted-CSP in Sect. 3.5. In this paper, (weighted) CSP coefficient to the target direction is written as CSP-target. When the target speaker does not speak, CSP-target reaches zero to minimize the output. It should be noted that the flooring is placed not after SS but after the post-filtering. In general, an ASR decoder uses logarithmic features such as MFCC and is sensitive to near-zero fluctuations. To resist recognizing faint voices the output of the post filtering is floored by the scaled stationary noise [19] .
System Configuration
The proposed system 1 can be combined with partialbinary-masking as shown in Fig. 3(b) proposed system 2. As we have larger distance between microphones than the standard binary-masking configuration, we introduced upper frequency limiting binary-masking, which will be discussed in Sect. 3.6.
CSP Analysis and Post-filtering
CSP analysis measures the normalized correlations between its two microphone inputs with an Inverse Discrete Fourier Transform (IDFT). Weighted-CSP is written as
where S m;T is a complex spectrum in the T-th frame as observed with microphone m and Ã is the complex conjugate. The DFT bin number k corresponds to the frequency. WðkÞ is the weight for the bin k and it is set to 1.0 for standard (non-weighted) CSP analysis. Our proposed system uses standard CSP analysis for DOA estimation and weighted-CSP for the post-filtering whose WðkÞ will be defined in Sect. 3.5. The CSP coefficient ' T ðiÞ is a time-domain representation of the normalized correlation for the i-sample delay. For a stable representation, a moving average of the CSP coefficients is introduced as ' T using several frames around T. The estimated DOA of the target speaker as T can be found within the region of the agent side, usinĝ
The maximum index is given by
Here, c is the acoustic velocity, d is the distance between microphones and f is the sampling frequency. This is the DOA to be passed to the MVBF. Note that T will be unchanged when the CSP peak is found on the customer side or when no one is speaking. For the postfiltering, the SS output X T is multiplied by the CSP-target as
Here, X T is the power spectrum of the SS output and Y T is the value after post-filtering. It is processed with the flooring with the stationary noise component N.
Here, is the flooring coefficient. We set it to 0.2 in our experiments. Z T is the output of our proposed system 1. Similar to Eq. (2), we can also estimate the DOA of the interfering speaker as| T to be found within the region of the customer's side.|
This will be used for the proposed CSP weighting in Sect. 3.5.
CSP Problem and Solution
When the interfering speaker (the customer) speaks, the CSP coefficient ' T ð T Þ is expected to be non-positive. However, as shown in Fig. 4 , the original CSP-target often takes values above zero even in the regions where only the customer is speaking. Therefore, we cannot block the customer's speech in the output. We analyzed this problem and found this is caused by spatial aliasing [20] . Figure 5 shows an example of a CSP distribution affected by spatial aliasing. When the customer speaks, the main peak is observed at the index pointing to the customer. However, on the agent side, a sub-peak may be observed at an index value pointing to the agent.
Referring to Eq. (1), the CSP coefficient can be interpreted as the grand sum of each bin's contribution. Acoust. Sci. & Tech. 36, 6 (2015) Figure 6 shows a conceptual breakdown of some components. Based on the bin number (or frequency), the component generates a fake peak at the index of the agent by spatial aliasing. For example, in Fig. 6 , the sound wave k1 coming from the customer's direction is observed similarly to the one from the agent's direction. Thus, it leads ' T ð T Þ to be positive. Therefore, we can lower the contributions of such frequency bins in order to have more suppression. If the directions both to the agent and to the customer are available, we can estimate the extent of the spatial aliasing for the bin k as
M is the DFT size. Higher e T ðkÞ means it is a problematic bin. We can use the lower W T ðkÞ for the higher e T ðkÞ as
This is used in Eq. (1) for the weighted-CSP. Figure 7 shows the example of W T ðkÞ. In this way, we can lower the contribution from the bins that have peaks at both indices pointing to the agent and the customer. Figure 4 shows the improvement by this approach. In the weighted-CSP case, CSP-target takes non-positive values whenever the customer speaks, as desired.
Partial-binary-masking
Binary-masking works well in a particular configuration that the two sound sources have largely separated DOAs.
DOA angle T ðkÞ for the bin k can be determined as a correlation of the two-microphone observation with the moving average around the current frame T.
Binary-masking suppresses the output of the bin whose DOA angle is not in the target area. When spatial aliasing occurs, this judgment goes wrong. This paper introduced the upper-limit frequency so to avoid binary-masking to be used in the region affected by spatial aliasing. Here is our partial-binary-mask B T ðkÞ.
We do not mask if the bin number is higher than the limiting bin k limit , which is given by
Here, is a safety margin less than 1.0. We set it to 0.75 in our experiments. So, in our configuration, the upper frequency is around 1 kHz. Although it does not fully mask the unwanted speech, it can sufficiently mask the first formant part of vowels. This binary-mask is applied for the output of the postfiltering.
V T ðkÞ ¼ B T ðkÞ Á Y T ðkÞ: ð16Þ
Finally, we have the output of our proposed system 2 Z T ðkÞ ¼ maxðV T ðkÞ; Á NðkÞÞ: 
PRELIMINARY EXPERIMENTS
In this section, we will find a suitable distance between microphones to maximize the performance of binarymasking and adaptive beamformer (MVBF).
Experimental Setup
In a sound proof chamber, two omnidirectional microphones (Sony ECM-55B) were placed along the line pointing to the two loud speakers. The distance between the microphones was varied from 3 cm to 15 cm. The distance between the loud speakers was 70 cm. One loud speaker is for a male subject speaker and the other is for a female speaker to play back their utterances alternately and simultaneously.
Noise Suppression Capability
Noise Reduction Rate (NRR) measures how much sound power is reduced in non-speech segments while the interfering speaker is speaking. Figure 8 shows that partialbinary-masking suppressed the unwanted speech more with narrower microphone array such as 3 cm spacing. On the other hand, MVBF performed almost equally in NRR for various microphone spacing.
Speech Separation Capability
NRR in Sect. 4.2 is not sufficient to assure the higher ASR performance, because it does not measure distortion in the speech segment. For the mixed speech segment, we used cepstrum distance to measure how well the contaminated speech was restored. Figure 9 shows that the cepstrum distance with partial-binary-masking was generally higher than with MVBF. It means partial-binarymasking involves more speech distortion in the speech separation. MVBF separated the mixed speech better with wider microphone spacing.
Considering the above evaluation results on NRR and cepstrum distance, we decided to use 12 cm for the distance between microphones. As Fig. 9 suggests, we could expect better results using a slightly wider distance, but it also increases the risk of spatial aliasing.
EXPERIMENTS
Experimental Setup
For this paper, an evaluation was performed for a Type 1 in Fig. 1 . In a small, quiet meeting room whose size is approximately 3.2 m by 3.2 m, two omnidirectional microphones (Sony ECM-55B) were placed on a table between two subject speakers acting as an agent and a customer. The two subject speakers alternately read hundred sentences for each. The distance between the microphones was 12 cm. The distance from the subject speaker to the microphone was ranged roughly from 50 cm to 80 cm. The signal powers to the ambient noise power were about 29.3 dB for the agent and about 26.8 dB for the customer, as measured with the near-end microphones. The beamformer operated at 22.05 kHz sampling frequency. For the experiment, we had two output streams both for the agent and the customer. The performance of the speech separation and suppression can be measured by the error rate of ASR. We can detect a leak sound from the interfering speaker, by increased insertion errors of ASR.
Because the ASR decoder accepts segmented PCM data sampled at 16 kHz, the beamformer output was downsampled and segmented. The segmentation was performed so to split at the middle of the non-speech segment of the target speaker. Therefore, each segment included long silence before and after the speech period. Please note the silence contains interfering speech and true silence. The ASR decoder has its Voice Activity Detection (VAD) and the acoustic model was trained with data processed with SS and flooring.
The topic of the spoken sentences was a travel conversation and the matched language model was used for the decoding. Stationary noise component for SS was estimated when both subject speakers are silent.
We also tested mixed speech scenario by simulation. Using the recording of the alternate speech scenario above, a part of customer's speech segment was extracted and Fig. 9 Cepstrum distance between the reference speech and the separated mixed speech. Cepstrum distance was calculated without zero-th cepstrum (c0). scaled by 50%, and then they were added over the entire recording of the alternate speech in the stereo format. This was a very challenging task, because the agent speech was mixed with the customer's speech. There was almost no complete silence in the observation. ASR was performed only for the agent speech consisting of one hundred utterances.
Noise Reduction Rate
For the evaluation metric, we also used Noise Reduction Rate. In order to make it scale-invariant, we estimated it from Signal-to-Noise Ratio (SNR) in dB as
This uses an assumption that the speech part is identical between the current (processed) data and the baseline data, except scaling. This is not always true especially for mixed speech cases, because MVBF reduces the power in the speech segments. However, we accept it for an approximation. Therefore, it should be noted that NRR in this paper may indicate smaller values than the actual. Table 1 shows the experimental results without binary masking for the evaluation of our proposed system 1.
Experimental Results
Case 0 is for the reference. The alternate speech data was manually segmented so to have the target speech only. This result can be considered as an upper bound of the performance. Case 1 is the baseline using single microphone nearest to the speaker. The error rate was so high because it includes the interfering speech without any reduction. Case 2 is the simple MVBF system. It did a lot for the mixed speech, but did a little for the alternate speech. MVBF did some speech separation in the mixed speech segments, but it did not sufficiently suppress the output when only the interfering speaker talks. The leak sound from the interfering speaker increased insertion errors in ASR. In Case 3, the combination with SS did not make much difference, because the ambient noise was small in this recording. Case 4 introduced Zelinski's postfilter (Zelinski PF) to Case 3. It further reduced the errors in favor of the suppression capability. But it is still not sufficient. Case 5 replaced Zelinski PF with CSPbased post-filter (CSP PF). CSP PF worked better than Zelinski PF in the alternate speech case. This is because Zelinski PF is not designed for a directional noise and it had remaining noise at several frequency bands corresponding to the spatial aliasing. On the other hand, Zelinski PF was better for the mixed speech case, because it works for each frequency bin to split overlapped speech. #T is the total number of reference characters, #S is the total number of substitution errors, #I is the total number of insertion errors and #D is the total number of deletion errors. Case 6 is our proposed system 1 including w-CSP PF. Comparing Case 6 with Case 5, w-CSP PF decreased the error rate drastically from CSP PF. The improvement was mostly gained by the less insertion errors. Also, it showed higher NRR. For another finding, Case 6 had less substitution errors than the oracle results (Case 0) in the alternate speech case. This is the benefit of MVBF while Case 0 uses only a single channel information. Case 7 is for the reference. It performed the flooring just after spectral subtraction (SS). This sequence order is more natural for SS, but the accuracy was not optimum. On the other hand, nominal NRR was higher than Case 6, because the floored output was also attenuated. Although the SS did not have significant factor in this test-set, the flooring played a substantial role for ASR accuracy if it was placed after the post-filter, as we proposed. As the result, our proposed system 1 (Case 6) successfully outperformed the oracle results in the alternate speech case. In the mixed speech case, our proposed system 1 also showed fairly nice improvement. although it did not reach the oracle case performance. Table 2 shows the experimental results combined with partial-binary-masking for the evaluation of our proposed system 2. It shares the oracle and baseline results (Case 0 and Case 1) with Table 1 .
Case 8 corresponds to Case 2, Case 9 corresponds to Case 3 and Case 10 corresponds to Case 5. They showed addition of the partial-binary-masking generally helped the ASR accuracy in favor of the reduced insertion errors.
In the alternate speech case, our proposed system 2 (Case 11) showed the error rate almost same as Case 6. In the details, the insertion errors were less and the substitution errors were more. This implies binary-masking approach could involve some speech distortion in the trade off of noise reduction. In the mixed speech case, the benefit of partial-binary-masking was much distinct. When it was combined with our proposed post-filter (w-CSP PF), our proposed system 2 (Case 11) reduced the errors by 96.8% from the baseline, and it was close to the oracle result. This is a remarkable result considering this is a mixed speech condition.
CONCLUDING REMARKS
This paper introduced a small-scale microphone array system specially designed for use at a teller's counter. It uses two microphones installed on the line between the speakers. Our objective is to transcribe only the agent's speech by ASR. We found the post-filtering using the standard CSP often becomes inaccurate due to the spatial aliasing with an interfering speaker. We demonstrated that this problem can be mitigated by introducing a weighted CSP approach that lowers the contribution from the bins affected by the aliasing. We also demonstrated the merit of the flooring placed after the post-filtering, so that the residual speech can be less audible. The proposed method was further combined with partial-binary-masking and it achieved practical performance both in the alternate speech case and in the mixed speech case. 
