Abstract. Let H : (M, p) → (M ′ , p ′ ) be a formal mapping between two germs of real-analytic generic submanifolds in C N with nonvanishing Jacobian. Assuming M to be minimal at p and M ′ holomorphically nondegenerate at p ′ , we prove the convergence of the mapping H. As a consequence, we obtain a new convergence result for arbitrary formal maps between real-analytic hypersurfaces when the target does not contain any holomorphic curve. In the case when both M and M ′ are hypersurfaces, we also prove the convergence of the associated reflection function when M is assumed to be only minimal. This allows us to derive a new Artin type approximation theorem for formal maps of generic full rank.
Introduction
In this paper, we study some properties of formal mappings generically of full rank between generic submanifolds in complex space. A formal holomorphic mapping H : (C N , p) → (C N , p ′ ) with p, p ′ ∈ C N is a power series mapping in z − p, which satisfy H(p) = p ′ . We say that H is generically of full rank if JacH, the determinant of the Jacobian matrix of H, does not vanish identically (as a formal power series). We define in the usual way the notion of formal mapping between real-analytic generic submanifolds of C N (see Section 2). The main problem we were interested in lies in the convergence of formal mappings generically of full rank between real-analytic generic submanifolds. The first result of this type follows from the work of Chern and Moser [7] who proved that any formal biholomorphism between real-analytic Levi-nondegenerate hypersurfaces is convergent. The concept of holomorphic nondegeneracy introduced by Stanton [16] turns out to be a crucial condition in understanding the question. Recall that a generic submanifold M ⊂ C N is said to be holomorphically nondegenerate (at p) if there exists no non-trivial holomorphic vector field tangent to M (near p). The importance of this condition for mapping problems can be seen through the work of Baouendi, Ebenfelt and Rothschild. In the paper [2] , the holomorphic nondegeneracy condition is shown to be a necessary condition for the convergence of all formal equivalences between real-analytic generic submanifolds in C N . In the paper [5] , Baouendi, Mir and Rothschild show that this condition is sufficient to establish the convergence of finite mappings when the source manifold is furthermore assumed to be minimal in the sense of Tumanov (see [3, §1.5 
]).
In this paper, we extend this result to arbitrary formal mappings of generic full rank. Our proof of Theorem 1.1 provides also a simpler proof of the analogous result of [5] in the invertible case. Let us also mention that Theorem 1.1 was proved earlier by Mir [15] in the special case where M ′ is a real-algebraic generic manifold. As a consequence of Theorem 1.1, we derive the following convergence result for arbitrary formal maps between real-analytic hypersurfaces. 
Under the more restrictive condition that M is essentially finite at p, Theorem 1.2 was established by Baouendi, Ebenfelt and Rothschild in [4] . In the hypersurface case, we will in fact prove the convergence of the so-called reflection function (see [9] ) when the source manifold is merely minimal (see Theorem 3.1). This generalizes a result obtained in [14] for formal biholomorphisms and, also allows us to derive the following new Artin type approximation theorem for formal maps of generic full rank.
Assume that JacH≡ / 0 and that M is minimal at p. Then for any positive integer k, there exists a germ of holomorphic map
′ which agrees up to order k with H at p. Theorem 1.3 extends, in the hypersurface case, a similar result of [5] obtained for the more restrictive class of finite mappings. For a more detailed account on recent results on convergence and approximation of formal mappings between submanifolds in complex space, we refer the reader to the survey [12] .
Our proof of Theorem 1.1 is in essence different from that of Baouendi, Mir and Rothschild for finite mappings [5] . Indeed, in this paper, thanks some mapping identities due to Juhlin [10] , we are able to prove directly the convergence of the formal mapping H (and of its derivatives) along the iterated Segre sets, which strongly contrasts with the methods of [5] . For the hypersurface case, as mentioned earlier, we will prove the convergence of the reflection function for formal maps of generic full rank by combining some arguments of Mir [14] and Juhlin [10] . The Artinian theorem (Theorem 1.3) follows directly thanks to a suitable application of Artin's approximation theorem [1] and an argument from [5] .
The paper is organized as follows. In Section 2, we recall some basic facts on normal coordinates for generic submanifolds in C N and on formal mappings sending real-analytic generic submanifolds into each other. We also prove several preliminary results. Section 3 is devoted to the proof of the convergence of the reflection function when the source manifold is a minimal hypersurface. Section 4 contains the proofs of Theorem 1.1 and Theorem 1.2. To conclude the paper, we prove Theorem 1.3.
Preliminaries
In this section, we first recall the basic definitions we need in this paper, then we establish a convergence lemma which will be used in the next sections. 
Moreover, the mapping Q satisfies
and, since M is a real submanifold, we have the following mapping identity
Let us recall that M is said to be minimal at p if there is no germ of a real submanifold S ⊂ M through p such that the complex tangent space of M at q is tangent to S at every q ∈ S and dim R S < dim R M. We denote by M the complexification of M which is the complex submanifold of C 2(n+d) given by
We define in a similar way
We write the Taylor expansion
) be a formal holomorphic mapping. We write H(z, w) = (F (z, w), G(z, w)) where F and G are respectively with values in C n and C d . We say that H sends M into M ′ if the following identity holds at the formal power series level:
We will need the notion of generic rank of a formal mapping
It is the rank of the Jacobian matrix ∂h ∂x as a matrix with coefficients in the quotient field of C [[x] ]. If h is convergent, it coincides with the classical generic rank of a convergent power series mapping.
From now on, we assume that M and M ′ are two real-analytic generic manifolds in C n+d given in normal coordinates as above. We also assume in what follows that H = (F, G) is a formal mapping sending M into M ′ such that JacH≡ / 0.
We recall a well known fact coming from elementary linear algebra and (2.5).
Lemma 2.1. In the above situation, the condition JacH≡ / 0 implies
We need the following lemma which can be found in [10] and whose proof is mainly based on a suitable differentiation of the identity (2.5). 
and, for all α ∈ N n , β ∈ N d , such that |α| + |β| > 0 there exist universal polynomials of their arguments R α,β,η 0 ,δ 0 such that, for any r ∈ {1, . . . , d},
where Q ′ r α is the r-th component of Q ′ α , and H (r) (z, w) = (F (z, w), G r (z, w)) with G r being the r-th component of G.
Lemma 2.2 is useful to show the following convergence lemma.
Lemma 2.3. In the above situation, for all
Proof. We fix γ ∈ N n . For |α| = |β| = 0, by setting z = 0, τ = 0 in equation (2.5), we obtain, thanks to (2.1),
For |α| + |β| > 0, we will show that each component of
is convergent. For this, we apply ∂ |γ| ∂χ γ to the expression (2.9) of
and we obtain that
) is a ratio of two formal power series. In this ratio, the numerator and the denominator are polynomials in the derivatives of Q which converge and in the derivatives of H at the point (0, Q(0, χ, 0)) = 0. So
) is a ratio of two convergent power series whose denominator does not vanish identically. Since
) is a formal power series, it is convergent.
Convergence of the reflection function in the hypersurface case
In this section, we establish a convergence result for the so-called reflection function of a mapping between minimal real-analytic hypersurfaces whose Jacobian is not identically zero. We keep the notation of Section 2 with d = 1 and still use normal coordinates.
Let R be the formal holomorphic mapping called reflection function ( [9] , [14] ) and defined by
where (z, χ, τ ) ∈ C n × C n × C. The aim of this section is to establish the following result:
is minimal at 0 then the associated reflection function R given by (3.1) is a convergent power series.
To do this, we follow the different steps of [14] . First, we establish the following result.
, then for any γ ∈ N n and β ∈ N, the formal holomorphic map
is convergent in a neighborhood of 0.
To prove this proposition, we will use the following convergence lemma whose proof can be found in [14] . Lemma 3.3. [14, Lemma 4.1] Let (u i (t)) i∈I be a family of convergent power series in C{t}, t = (t 1 , . . . , t q ), q ∈ N * . Let also (K i (ζ)) i∈I be a family of convergent power series in C{ζ}, ζ = (ζ 1 , . . . , ζ r ), r ∈ N * . Assume that
(1) There exists R > 0 such that the radius of convergence of any
for all i ∈ I. Then, there exists R ′ > 0 such that the radius of convergence of any u i , i ∈ I, is at least R ′ and such that for all t ∈ C q with |t| < R ′ , |u i (t)| ≤ C i .
Proof of Proposition 3.2. First we will give a proof in the case β = |γ| = 0. In order to show that R(z ′ , χ, 0) is convergent, we recall that
So, as in the proof of Proposition 5.1 of [14] , we see it suffices to find positive constants r and R 0 such that the radius of convergence of the familly (Q ′ α (H(χ, 0))) α is at least r and for any χ with norm smaller than r and any α ∈ N n we have
This is possible using the following property which comes from the holomorphy of Q ′ : there exist r 1 and R positive constants such that, for any α, µ ∈ N n , ν ∈ N and for any (χ
where (µ, ν) is the concatenation of µ and ν. Thus, we can apply Lemma 3.3 to prove (3.3). Indeed, , 0) ) is convergent thanks to Lemma 2.3. Therefore, the proof in the case β = |γ| = 0 is complete since (3.3) holds with R 0 = R. Now, we use the same method to prove the proposition in the general case. We fix γ ∈ N n and β ∈ N with β + |γ| > 0. If we write the Taylor expansion of R in z ′ ,
So, to prove the convergence of
R(z ′ , χ, τ ), it suffices to prove that the family defined
satisfy the following condition: one may find r β,γ > 0 and R β,γ > 0 such that the radius of convergence of the familly ψ β,γ α is at least r β,γ and such that for any α ∈ N n and any χ ∈ C n with |χ| < r β,γ , we have the following estimate
β,γ . Let's prove (3.8) using Lemma 3.3. We fix α ∈ N n . First, it comes from (3.7) and Lemma 2.3 that ψ β,γ α (χ) is convergent. Then, for any multiindex µ ∈ N n , ν ∈ N with |µ| ≤ |γ|, ν ≤ β there exists a universal polynomial P β,γ ν,µ such that (H(χ, 0) ).
We define a convergent power series mapping of the variables (Λ δ,η ) 1≤|δ|≤|γ|
From this and using (3.4), we observe that there exists a constant R β,γ such that, for (Λ δ,η ) 1≤|δ|≤|γ| 1≤η≤β with norm smaller than 1 in C N β,γ and (χ ′ , τ ′ ) with norm smaller than r in C n+d , we have, for any
So, using the fact that
and Lemma 3.3, we obtain the estimates (3.8). Thus the proof of Proposition 3.2 is complete.
We now need the two following lemma and proposition. The proof of the lemma, which is a consequence of Artin's approximation theorem [1] , can be found in [14] . The proposition is due to Gabrielov [8] and proved in e.g. [6] . 
• J is convergent and the generic rank of J is r, then V is convergent.
We will also need the definition and properties of the Segre set mappings for the hypersurface M, only the three first for this section:
The minimality condition of M in Theorem 3.1 allows us to say that the generic rank of v 2 (and v 3 ) is n + 1.
Proof of Theorem 3.1. By setting τ =Q(χ, z, Q(z, ξ, 0)) in (2.5) and using (2.2), we obtain (3.14)
This means that R satisfy the following equation
We want to apply Lemma 3.4 to the equation (3.15) with
For this, we have to verify the convergence of all the derivatives of ϕ with respect to χ evaluated in χ = ξ. But, those derivatives involve only derivatives of v 3 which are convergent and expressions of the form
As, from the mapping identity (2.2), v 3 (ξ, z, ξ) = v 1 (ξ) = (ξ, 0), Proposition 3.2 allows us to apply Lemma 3.4. Thus, for any positive integer k there exists
To show that R is convergent it suffices, using Proposition 3.5, to show that, for k well chosen,
is of generic rank 2n + 1.
From the two following facts: (F (z, w) , χ, τ ) is of generic rank 2n + 1 because F is of generic full rank n;
2n+1 . But T k (z, ξ) agrees up to order k with H • v 2 (z, ξ), so for k large enough the generic rank of
This completes the proof of Theorem 3.1.
The case of generic manifolds of arbitrary codimension
The aim of this section is to show Theorem 1.1. The arguments used to obtain this result are inspired by an analogous result in the finite jet determination problem that can be found in [10] . 4.1. A convergence lemma. In this paragraph, we will state and prove a lemma inspired from [10] .
P (x, ϕ 0 (x, t)) is a convergent power series, then for every 0) is a convergent power series too. To prove this result we need the following proposition from [10] .
Then, for any power series ϕ(x, t) satisfying
(1) for every (α, β) ∈ N n 1 × N d with |α| ≤ |α 0 | and |β| ≤ |β 0 |:
we have that, for every β ∈ N d with |β| ≤ k,
From the chain rule, there exists a universal matrix with polynomial coefficients
We define convergent power series by setting
Now we fix L ∈ N and we consider
By definition of R, it is a convergent power series and it satisfies
So, by Artin's approximation theorem [1] , for any positive integer K, there exist a convergent mapping ϕ
up to order K with
at 0 and such that
We define the following convergent power series ϕ(x, t) := |µ|≤L (x, ϕ 0 (x, t)) ≡ / 0), we take K = |α 0 | and L = |β 0 | + k for any fixed given k > 0. From (4.10) and (4.11), the formal mappings ϕ 0 and ϕ satisfy the hypothesis of Proposition 4.2 so that we have that, for any β ∈ N d with |β| ≤ k,
As ϕ is a convergent power series,
∂t β (x, 0) is convergent for |β| ≤ k. This is true for any choice of k, so the proof of Lemma 4.1 is complete. 
′ is holomorphically nondegenerate, using Stanton's criterion (see [16] 
it is possible to choose α i ∈ N n and 1 ≤ r i ≤ d, for i ∈ {1, . . . , n} such that det
be the convergent power series mapping defined by
Since H is of generic full rank, λ(H(χ, τ ))≡ / 0. Moreover, thanks to Lemma 2.3, • V j (z 1 , χ 1 , . . . ; t). Consequently, the proof of Lemma 4.5 is complete.
To prove Proposition 4.4, we will also need the following mapping identity result whose proof can be found in [10] . Then, for any α ∈ N n and β ∈ N d with |α| + |β| > 0 there is a universal polynomial of its arguments T α,β,γ j such that the following holds: for any j ≥ 1 and every r ∈ {1, . . . , r} , we have
