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ABSTRACT 
Five case studies are analysed in depth and other investigations 
are carried out in order to answer questions concerned with: 
the nature of the distributions which are output 
from risk evaluation models. 
the important features of. the distributions which 
are input to risk evaluation models. 
the accuracy with which different methods for 
assessing subjective probability distributions 
are capable of providing the inputs to risk 
evaluation models. 
(iv) the way in which dependencies should be dealt 
with in risk evaluation models. 
and (v) the extent to which it is possible to distinguish important probability assessments from unimportant 
probability assessments in risk evaluation models. 
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NOTATION 
n life of investment in years 
C cash flow'in year i 
d discount rate 
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(chapter 6 only). 
xii 
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CHAPTER 1 
REVIEW OF THE LITERATURE ON THE ANALYSIS 
OF RISK IN MAJOR CAPITAL INVESTMENTS 
-2- 
1.1 INTRODUCTION 
The simplest approach to the evaluation of major capital investment 
opportunities involves three stages: 
1. Forecasting the values of variables 
2. Calculating cash flows 
and 3. Calculating a performance measure. 
In the first of these stages, a single 'point estimate' forecast is made 
for each of the variables affecting the performance of the investment. 
During. the second stage, the forecasts are combined together to produce 
estimates of cash 
* 
inflows and cash outflows in each year of the life of the 
investment and, from information on taxation rates, government investment 
grants etc, a seriesof net cash flows is produced. Finally, in the third 
stage, the net cash flows themselves are combined to produce a performance. 
measure which represents in some way the benefit to be derived from the 
in ves tmen t. 
This approach provides an estimate of the investment's future perform- 
ance, but it suffers from the severe disadvantage that it fails to allow 
for, or to provide any information about, the investment's inherent risk. 
The purpose of this chapter is to discuss and critically evaluate all the 
suggestions which have been made in the literature for overcoming this 
disadvantage. A recent article which covers roughly the same ground, 
although not-in, as much depth, is provided by Bonini (1975). 
1.2 THE PERFORMANCE MEASURE 
A satisfactory measure of the performance of an investment is necessary 
whatever the method of evaluation being used. Four of the most commonly 
used performance measures are: 
Payback Period 
Accounting Rate of Return 
Net Present Value 
and Internal Rate of Return 
This section will be devoted to a brief discussion of their relative 
advantages and disadvantages. 
Defi ne: 
n the life of the investment in years 
Ci the cash flow in year i (0 <, i n) 
(CO is the cash flow arising from any initial capital 
outlay necessary for the investment). 
The'Payback Period is calculated as the number of years necessary 
for the investment to generate sufficient cash in order to cover the 
-3- 
initial capital outlay. It has the advantage that it is easy to calculate 
and easy to understand, but suffers from the severe disadvantage that it 
only takes account of the magnitude of cash flows vyhich occur during the 
payback period itself. If: 
k-1 
F ci 
0 
the cash flows from year k onwards will be completely ignored by the 
measdre. I 
The Accounting Rate of Return can be defined in a number of different 
ways but probably the most sensible (see Franks and Scholefield (1974) is: 
average net annual profit during the life of the investment as a percent- 
age of total net capital outlay. Although the measure does consider all 
the cash flows, it takes no account of their timing, ignoring the fact that 
a cash flow is worth more now than at some future date because it permits 
profitable consumption or investment during the I intervening period. 
The Net Present Value (NPV) is defined as: 
n ci 
I 
(J+d) i=o 
where d, the discount rate is chosen so as to represent the cost of capital 
to the company. Assuming that capital can be raised freely at 100d% 
interest p. a. it represents the amount of money the firm could raise (in 
addition to that required for initial outlays on the project) if by the end 
of the project's life it is to have paid off all the capital-with interest. 
Generally a positive NPV is an indication that the project should be 
accepted. 
The Internal Rate of Return (IRR) is defined as that value of d which 
is such that:, 
n ci 
1 
(I+d)i i=o 
(1.1) 
It represents the highest (net of tax) rate of interest at which the firm 
could raise money and still not lose thereby (providing of course that the 
firm has the opportunity to repay the capital whenever it chooses). The 
two criteria: 
Accept project if NPV >0 
and Accept project if IRR > Discount rate 
are in most investment situations equivalent. 
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There has been a great deal of discussion in the literature of the 
advantages and disadvantages of NPV and IRR. (See for example Merrett and 
Sykes (1963), Mao (1966), Teichrow et al (1965) and Adelson (1970)). At 
present, most writers seem to prefer NPV to IRR. 
The main points which have been made are as follows: 
(a) The IRR is-independent of the magnitudes of the cash flows 
involved whereas the NPV is not. If all the cash flows 
(including the initial one) connected with a certain 
project were doubled the NPV would also be doubled but the 
IRR would be unaffected. For this reason the way in which 
NPV and IRR rank alternative projects may not always be the 
same: the IRR will rank projects according to the rate 
return and independently of the total sum of money invested 
whereas the NPV will rank projects according to the increase 
in the wealth which they bring to the company. 
(b) If the investment is such that 
Ci. <0 for some i >, 1 
(i. e. if it requires outlays of money at times other than 
the beginning of its life) then equation 1.1 may have 
multiple solutions and the IRR may become difficult to, 
interpret. However, it should be emphasised that it is 
relatively rare for difficulties to be created in this 
way. Situations where the initial investment is sprea-d 
out over several years do not generally lead to multiple 
solutions in equation I. I. Also in other situations 
where an investment requires an additional injection of 
cash periodically it is often easy to see that the total 
cash flow stream can be split into several simpler ones 
each with the same internal rate of return (see Merrett 
and Sykes (1963)). 
(c) The IRR cannot be interpreted as the rate of return on 
the capital outstanding per period unless the assumption 
is made that cash inflows can be reinveýted at the 
internal rate of return. 
1.3 SENSITIVITY ANALYSIS 
A sensitivity analysis is a useful first step towards analysing the 
risk in an investment project. It involves first calculating the value 
of the performance measure on the basis of management's best estimates 
for each of the variables and then calculating the effect on the performance 
measure of errors in each of the best estimates. Suppose: 
(Xl' X2*******»xm) 
where P is the value of the performance measure and Xi is the value of 
the i-th variable (i=l , 2... ... m ). Suppose further that the bestestimýte 
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of Xi is Ei (i =1 2 .... m) . The. effect on P of an error & Ei in Ei is: 
f (Eli E 2"" E i-11 Ei+A Ei, E i+l**** EM) - f (Eli E 2"**Em) 
Some authors (e. g. House (1966,1968) have considered A Ei to be a 
certain fixed percentage of Ei for all i. However this is not the best 
way of proceeding as it does not relate the errors which are considered 
to the uncertainties which management attach to their estimates of the 
individual variables. Ideally management should make, in addition to the 
best estimate Ei, a 'pessimistic estimate' L. and an 'optimistic 
estimate' Ui for each variable. 
, 
Measures s61h as: 
(E, 9E 2' -» Ei_ Ui 9E i+l* *** En, ) -f (E, tE2*'**E i-i ,Li, E 41 ,, ** Ein) 
can then be used to provide an indication of the relative importance of the 
uncertainties in different variables. (The precise meaning of the terms 
'optimistic estimate' and 'pessimistic estimate' need not concern us at this 
stage. In order that the S, (i=l, 2 .... m) are directly comparable it is 
only necessary for manageme t to be consistent in their use of the terms. 
If the optimistic estimate is considered to have only a five per cent chance 
of being bettered for one variable, this should also be true for other 
variables etc). 
The optimistic-! pessimistic procedure does of course require management 
to make more assessments than House's procedure. However, it is difficult 
to see how Houses's results could be meaningfully interpreted without the 
extra assessments being made either explicitly or implicitly. It should also 
be noted that: 
ap I 
I 
may depend on the value of XI (Consider, for example the situation where 
is NPV and Xi is sales growth rate). The results produced using the 
optimistic-pessimistic estimate approach cannot therefore in general be 
deduced exactly from those produced using House's method. 
Although a sensitivity analysis (if carried out correctly) can provide 
an indication as to the relative importance of the uncertainties in 
different variables, it provides no real indication of the total risk in 
the investment resulting from management's uncertainties about all the 
variables. An additional analysis can of course be carried out to 
investigate the effect of several different errors occurring at the same 
time, but there are usually so many different possible combinations of 
errors - some of them more probable than others - that management are 
likely to experience great difficulty in interpreting the results of such 
an analysis. However it is usually worth calculating the following two 
values of the performance measures: 
f (UP U2*"*' um) 
and f (Ll sLL) 2-- m 
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If the investment is unacceptable on the basis of the first value it is 
almost certainly not worth considering further; if it is acceptable on the 
basis of the second value it can usually be accepted without further 
analysis. 
A general difficulty with sensitivity analyses, arises when two of the 
variables are considered to be correlated by management (For example, 
two of the variables in a certain situation might be the home market and 
the export market for a certain product and it might be considered that 
if the former is above average, then the latter will also probably be above 
average). In practice the analyst usually has to assume either perfect 
positive correlation or perfect negative correlation or no correlation at 
all. In the first two cases errors in the two variables are considered 
as occurring at the same time; in the third case the errors are considered 
as occurring one at a time in the analysis. 
For a further discussion of the interpretation which can be put on the 
results of a sensitivity analysis the reader is referred to chapter 7. 
1.4 ADJUSTING FOR RISK 
Several methods, none of them wholly satisfactory have been suggested 
for modifying the three stage procedure in section 1.1 so that risk is 
'adjusted for' or 'allowed for' in some way. Three of the most popular 
of these methods will now be briefly considered. 
(i) The Use of Hurdle Rates 
This is discussed in Van Horne (1974 p. 137). It involves 
assigning a hurdle rate to each project according to the project's risk (as 
assessed subjectively by management). The higher the risk the higher the 
hurdle rate. If NPV is the performance measure, the hurdle rate is used as 
the discount rate; if IRR is the performance measure then a project is only 
accepted if the IRR is above the hurdle rate. The method is easy to use, 
but suffers from the disadvantage that there is no scientific way of 
setting the hurdle rate for each class. In addition it may be difficult 
for management to assess the total riskiness of a project without an 
analysis of the individual uncertainties and the way in which they are 
combined together. 
(ii)- The Use of Certainty Equivalents 
This is suggested by Robichek and Myers (1965) and Cohen and Elton 
(1567). Management are asked to assess for each time period a cash flow 
which, if obtained for certain, is just as desirable as the projected 
uncertain cash flow. NPV or IRR is then calculated in the usual way. The 
chief disadvantage of the method is that the cash flow in any one time 
period is likely to be made up from several individual cash flows, each 
calculated from a number of different variabless and management are 
likely to experience considerable difficulty in making the necessary 
assessments. 
(iii) The Use of -Payback 
One argument often put forward in favour of"the Use of the payback- 
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period method in business is: since cash flows are riskier the further 
ahead they occur'the payback period method discriminates against riskier 
projects by ignoring all cash flows after a certain point. However this can 
be quickly dismissed as a very weak line of argument completely ignoring 
the fact that some projects are more profitable than others simply because 
of their longer lifes. 
1.5 THE NEED FOR A COMPLETE RISK PROFILE 
The only wholly satisfactory approaches to 'dealing'with risk in project 
appraisal are those where a complete risk profile (i. e. a complete 
probability distribution for the performance measure) is produced from 
subjectively assessed probability distributions for the variables. Several 
arguments against less sophisticated approaches have already been put forward. 
A further argument is that often the three stage procedure outlined in 
section 1.1 is misleading because there is a discrepancy between: 
(a) The value of the performance measure which is calculated 
- from management's best estimates. 
and (b) The expected value of the performance measure. 
The discrepancy can arise for several reasons: 
(i) The best estimates made by management for the variables, may 
correspond to modes or medians of their subjective 
probability distributions rather than means. 
(ii) The value of the performance measure which is calculated 
from the means of the variables may not be the mean of 
the performance measure. (This is particularly likely 
to happen when the performance measure is IRR - see the 
work of Robichek (1975) which is discussed in section 4.2 
of this-thesis. It may also happen when the performance 
measure is NPV and there are variables which describe 
growth rates, the life of -the project or the timing of 
cash flows) . 
(iii) There may be dependencies between the subjective 
probability distributions of the variables (Dependencies 
between variables which are added together in the cash 
flow model do not cause problems, but a dependency 
between variables such as market size and market share 
which are multiplied together does cause a discrepancy). 
In some cases the discrepancy is quite large. In a case study discussed 
by Hertz (1964) the expected value of the rate of return is 14.6% whereas 
the rate of return calculated on the basis of best estimates is 25.2%. 
Theoretical arguments against the production of a complete risk profile 
have been provided by. Lewellen and Long (1972). They start by pointing out 
that the difficulties in (i), (ii) and (iii) above can be to a large extent 
be overcome, and a true estimate of the expected value of the performance 
measure can be produced, if: 
(a) NPV rather than IRR is used as the performance measure 
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(b) Management are educated to provide single point estimates 
which are means of their subjective probability 
distributions rather than modes or medians. 
and (c) The number-of variables in the cash flow model is limited 
(with, for example, market size and market share bbing 
combined into a single variable if they are dependent). 
Lewellen and Long then continue by suggesting that the capital asset pricing 
model (proposed originally by Sharpe (1964)) makes any consideration of 
an individual investment's risk irrelevant. To quote from their arguments: 
'From the time of the initial capital asset pricing model it 
has become clear that in a well functioning securities market 
where risk averse investors exchange claims for assets, it is 
the degree of interrelationship among the returns of those 
assets which is paramount in determining the prices they will 
command. It has been established that the one irrelevant - 
feature of an assets prospective returns is its own risk - the 
outcome uncertainties unique to the asset itself. These can 
and will be diversified away by the individual investors and by 
institutions in their securities portfolio leaving only the 
degree of correlation between the asset's returns and those of 
the so-called market portfolio as relevant to value since this 
correlation and its implied risks cannot be extinguished via 
di vers ifi cati on' . 
This is however a fairly extreme viewpoint. The capital asset pricing 
model assumes a perfect capital market and, as has been pointed out by 
Van Horne (1974 p. 209), this assumption is questionable. Assets cannot 
always be sold at their economic value - particularly in bankruptcy 
conditions. 
It is also worth pointing out that, once th e results from a risk analysis 
study have been obtained, ways can often be found for carrying out the 
investment slightly differently so that the risk is reduced. (Pouliquen 
(1970 p. 20) provides an example of. how risk was reduced in a study 
concerned with improvements to the Port of Mogadiscio). 
1.6 'ANALYTIC APPROACHES 
As far as analytic approaches to the problem of determining a prob- 
ability distribution for the performance measure are concerned, Hillier 
(1963,1965 and 1969) and Wagle (1967) have made the most significant 
contributions. A brief review of the work of these authors is presented 
in this section. For further discussion the reader is referred to 
chapter 4. 
Hillier (1963) considers three cases: 
The net cash flows in successive years-are independent 
of each other. 
(ii) The net cash-flows in successive years are perfectly 
correlated. 
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(iii) The net cash flow in each year consists of an 
independent cash flow plus M distinct cash flows 
which are each perfectly correlated with the 
corresponding cash flows in other periods. For 
any given year however the M+I distinct cash 
flows are independent of one another. 
Under the assumption that the distributions of the cash flows are normal 
(or if not normal are such that the Central Limit theorem can be applied 
when the distribution of a linear combination of several cash flows is 
being calculated) he derives a probability distribution for NPV and 
IRR. The former is a straightforward application of standard statistical 
results; the latter is rather more subtle involving the relationship: 
Prob. JIRR < d) Prob. '{NPV <0 when discount rate is d) 
and is expanded upon in Hillier (1965). Hillier (1969) extends his ideas 
to'the case of several interrelated investments. By showing how a 
probability distribution for each feasible combination of investments can 
be derived, he provides an approach for selecting the best combinations of 
the investments under consideration. 
The work of Hillier is reviewed by Bussey and Stevens (1973) who suggest 
the use of the beta distribution to describe the cash flows with pessimistic, 
most likely and optimistic estimates being made by management in order to 
determine the parameters of the distribution. Bussey and Stevens also 
suggest the use of- maximum likelihood estimators as derived by Box and 
Jenkins (1970) for the estimation of the autocorrelation coefficients. However 
their premise that the pessimistic, most likely and optimistic estimates 
which management make for the cash flows in each time period are samples 
from a priori multivariate normal distributions is of doubtful validity. 
, 
Hillier's work is also commented upon by Horowitz (1966) who in an 
extension of an earlier article (Horowitz (1963)) concerned with the plant 
investment decision shows that if the individual variables from which the 
cash flows are derived have normal distributions it does not follow that 
the cash flows themselves will be no*rTnally distributed. However this may 
not be a very important objection in. practice (see reference to Central 
Limit Theorem above). 
The main drawback to Hillier's approach is that his formulation is 
entirely in terms of net cash flows and does notinclude the variables 
(such as sales levels, costs, etc. ) from which the cash flows are derived. 
Management may have difficulty in assessing distributions for the cash 
flowsdirectly and, in addition to this, variables such as 'the life of 
the project' cannot easily be considered to be stochastic within the 
formul ati on. 
Wagle (1967) overcomes these difficulties by splitting the total net 
cash flow stream into a number of separate streams (e. g. one corresponding 
to sales, one to fixed costs, one to variable costs etc). He shows how the 
means and variances of the cash flows in these streams can be obtained from 
high, medium and low estimates of the basic variables. Correlations 
between variables can'be incorporated into the formulation and, in an example 
Wagle shows how the life of a project can be allowed to become a stochastic 
. -10- 
variable. 
- King et al (1975) provide an interesting recent contrib'ution to the literature by discussing how high, medium and low estimates for two' 
variables x and y can be converted to high, medium and low estimates for 
such -combinations as: 
x+ yo XY* x 
y 
Obviously this has limitations but, possibly, it can be used, as an 
initial step, tc reduce the total number of variables considered in certain situations. 
Most of the other approaches which have been suggested for 
determining analytically a probability distribution of NPV or IRR either 
make highly restrictive assumptions'or are very similar to those already 
mentioned. Two examples are Canada and Wadsworth (1968) and Tersine and, 
Rudko (1972). Canada and Wadsworth include only the initial investment, 
annual return (assumed constant), salvage value and life of the project in 
their formulation, while Ters. ine and Rudko show how a stochastic life for 
the investment can be incorporated into Hillier's analysis. 
1.7 SIMULATION APPROACHES 
The determination of the-probability distribution of the pe*rformance 
measure by means of Monte Carlo simulation was first suggested by Hess 
and Quigley (1963) and Hertz (1964). The method requires subjective 
probability distributions to be assessed for each of the variables affecting 
the performance of the investment. Sampling once from each of these 
distributions enables a single value of the performance measure to be 
calculated. Repeated independent sampling enables a complete probability 
distribution for the measure to be obtained. The method has the advantage 
that there are virtually no restrictions on either the shapes of the 
probability distributions assessed by management or on the complexity of 
the model relating the performance measure to the variables. 
Correlations between variables can be handled within the simulation 
approach in a number of different ways. Hertz (1964) suggests that a single 
subjective probability distribution. be assessed for the independent variable 
and that several subjective probability distributions be assessed for the 
dependent variable, each one being conditional on the independent variable 
lying in a certain interval. On each run of the simulation the value 
sampled for the independent variable would then determine the particular 
conditional subjective probability distribution chosen. This illustrates 
the principle but has the disadvantage that management are asked to make a 
very large number of individual probability judgments. Simplifying 
assumptions often have to be made in practice and this aspect of risk 
simulation is discussed in chapter 6. 
Computer software for carrying out risk simulations is fairly widely 
available (see Berger (1972)) ICL offer PROSPER and IBM Call 360 offer 
RISK. Most packages offer procedures for the following: 
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(i) Sampling from both standard and empirical distributions 
(although it should be noted that PROSPER works entirely 
in terms of empirical distributions). 
(ii) Calculating NPVs and, sometimes, IRRs. 
(iii) Plotting a. probability distribution for the performance 
measure. 
Incorporating correlations (although it should be noted 
that the way in which correlations can be incorporated 
into the analysis varies from computer package to computer 
package). 
The model (i. e. the series of equations relating the cash flows 
to the input 'variables) must of course usually be provided by the user. 
Several applications of risk simulation in business have been published 
since Hess and Quigley (1963) and Hertz (1964). Pouliquen (1970) in a 
first rate article describes in detail several applications of the technique 
to the investment proposals facing the World Bank. Economos (1968) 
describes how risk simulation was used to determine whether a company should 
enter the computer leasing business. Kryzanowski et al (1972) and Bussey 
and Stevens (1973) use risk simulation to deal with a proposed plant 
expansions. Fowkes (1971) describes its application to branch bank location 
decisions. Smith (1970) and Newendorp and Root (1968) are concerned with its 
application to petroleum investment decisions. Cameron (1972) shows how 
it can be used in the case of a proposal to invest in 34 hotels. ' Other 
applications are provided by Glasgall (1968), Brown (1970) and Richards and 
Contesse (1975). Finally, the problems of introducing risk simulation into 
an organisation are considered by Carter (1972), Hall (1975) and Longbottom 
and Wade (1971). 
1.8 APPLICATION OF THE SIMULATION APPROACH TO SEQUENTIAL INVESTMENT DECISIONS 
Decision Trees are now a well accepted technique for handling the 
analysis of sequential investment decisions. Good general descriptions of 
the basic methodology are provided by for example Raiffa (1968), Schlaifer 
(1969), Magee (1964a), Moore (1972), Thomas (1972)and Brown et al (1974) 
while examples of its application are provided in Magee (1964b), Grayson 
(1960), Beattie (190'9) and Moore et al (1976). 
Hespos and Strassman (1965) have described how the decision tree 
methodology can be used in conjunction with the risk simulation methodology. 
First a decision tree is drawn and possible strategies open to the company 
are identified. Those branches on the tree emanating from outcome nodes 
are then, where appropriate, replaced by complete probability distributions and 
a Monte Carlo simulation is carried out to determine a complete distribution 
of the performance measure for some, or all,, of the strategies. 
A recent example of the application of the procedure to cash flow 
management is provided by Franks et al (1974). Robichek and Van Horne 
(1967) also give an example of its use in dealing with the abandonment' 
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decision. 
1.9. A COMPARISON OF ANALYTIC AND SIMULATION APPROACHES 
The analytic approaches suggested by Hillier and Wagle have the 
disadvantage that they can only deal with a restricted class of models. 
For example: 
It is not generally possible to deal with sequential 
decision situations using an analytic model (although 
Bonini (1974) does give an example of how an. analytic 
model can be used when there are abandonment options). 
(ii) Growth rate variables cause problems in analytic 
models. In the example Wagle (1967) gives on page, 25 
of his article he applies formulae for the mean and 
standard deviation of the product of two variables to 
the equation 
Mn= Mn-l (1+G 
n) 
for n=l, 2,3.... 15. where fIn is the market size in year n, 
Gn is the growth rate in year n and Gn has the same 
distribution for all n. In doing this he makes the 
assumption that the growth rate in any one year is 
independent of that in any other year. This might 
be unrealistic in any given situation and a better 
assumption might well be that growth rate has the same 
value G in each year. However, this would lead to the 
equation. 
Mn ": Mo (1+G )n 
i 
which, since the correlation coefficient between (1+G) 
and (1+G) is not known when i>1, would make the determination 
of the mean and standard deviation of NPV extremely difficult. 
(iii) Analytic models can only deal with a limited class of 
dependencies. For example Wagle's model could not 
, 
deal with a dependence between life of project and other 
variables. 
The simplest analytic models do have the advantage that an approximate 
distribution for NPV can be obtained on a hand calculator in a matter of 
minutes (see Hillier and Heebink (1965)). However for some of the models 
suggested in Wagle (1967) the calculations are very complicated and require 
the analyst to have a considerable knowledge of statistics. 
One of the chief disadvantages of the simulation approach used to be 
the cost of the computer time used. However technological developments have 
.. now reduced the costs of running even a 
large'risk simulation model to 
negligible proportions. The chief computing cost is in fact usually that 
incurred in connection with the development of subroutines for carrying out 
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the cash flow calculations (and in some cases it can be considerable). 
Another disadvantage of the simulation approach which is sometimes 
mentioned is that it only provides an approximate distribution for the 
performance measure. However measures of the extent of the approximation 
can always be worked out from elementary statistics since the value of 
the performance measure calculated on one run of the simulation is 
independent of that calculated on other runs., If the extent of the 
approximation is found to be unacceptable the number of simulations runs 
can be increased. In addition it should be noted that when two or more 
different ways' of embarking on the same project are being compared standard 
variance reduction techniques (see, for example Hammersley and Handscomb 
(1964)) can be used. 
Finally, the analytic approach has the disadvantage that it'only 
provides a mean and standard deviation for the performance measure. 
Hillier (1969) produces arguments to support the view that in practice 
these are all that is necessary because the distribution of the 
performance measure (whether NPV or IRR) is usually approximately normal. 
Chapter 4 tests Hillier's arguments empirically. 
1.10 UTILITY THEORY 
Even when a full risk evaluation study has been carried out, the 
choice between two alternative investment decisions may not be straight- 
forward. Consider for example two investments A and B wbose performance 
measures havethe probability distributions shown in figure 1.1. Investment B 
has a higher expected value than investment A, but it'may not-be preferred 
because of the greater uncertainty involved. 
Inveitment A 
Investment B 
Performance Measure 
Figure 1.1 
Probability Distributions for Two Performance Measures 
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A theoretical framework for comparing uncertain outcomes is provided 
by modern utility theory as developed in von Neumann and Morgenstern (1947). 
The theory first enunciates certain axioms obeyed by Prational'man and 
then shows that these lead to the existence of a preference ordering or 
utility function u which satisfies the following properties: 
(a) u is defined on the set of all possible outcomes 
(b) outcome A is preferred to outcome B if and only if 
u(A) > u(B) 
(C). a decision giving chances pi of achieving outcomes 
Ai (1 c, i -< n) is preferred to one giving chances 
qj of achieving outcomes Bi (1 <, i m) where 
nm 
X Pi X qj 1 
i=l j=l 
if and only if 
nM 
pi u (Ai > qj u (Bj) 
j=l 
Property (b) shows that a utility function ranks the outcomes in 
preference order while property (c) shows that one set of probabilistic 
outcomes is preferred to another if and only if it has a higher expected 
utility. It follows from property (c) that a '-rational' man will always 
act so as to maximise his expected utility. 
Utility functions are only defined up to a positive linear trans- 
formati on. Indeed it is very easy to verify that if we define a function 
V: 
v=a U+ 0 constants 
then' it has the same properties as u in (a), (b) and (c) above. 
Methods for measuring utility are discussed in Hull et al (1973) and 
studies aimed at measuring the utility of practising businessmen for money 
have been carried out by Grayson (1960), Green (1963), Cramer and Smith 
(19-64), Swalm (1966) and Spetzler (1968). 
A number of authors, have suggested the use of a quadratic utility 
function: 
u (P) = aP 
2+ bP +c 
where a, b and c are constants and P is the value of the performance measure. 
Thi-s' leads to: 
E 'Eu (P) ja E(P 2+ bE (P) +c 
a 112 +bp+c. + aa 
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where-v is the mean value of P for a given investment, a is its standard 
deviation and E denotes expected value. Thus a quadratic utility function 
leads to the result that investments can be completely characterised by 
their mean and standard deviation for the purposes of decision making. 
For any gjven investor there will be a series of indi. fference curves such 
as those in Figure 1.2. 
S. D. of 
performance 
measure 
Mean of 
Figure 1.2 performance measure 
Lines joining points of equal utility for 
the quadratic utility function assumption 
Pratt (1964) and Arrow (1965) have pointed out a weakness in the 
quadratic utility function assumption. If u(x) is the utility for a sum 
of money x, they define a function r(x). 
uW r(x) UI (XT 
and show that the decision maker's risk premium for small actuarially 
neutral risks (i. e. the amount of money he is willing to pay to avoid the 
risk) is: 
1 r(x) 02 F 
where x is the wealth of the decision maker and a2 is the variance of the 
risk. r(x) is thus the decision maker's local propensity to insure and is 
known as his risk aversion function. 
Pratt and Arrow then show that a utility function is decreasingly 
risk averse in the global sense if and only if its local risk aversion 
function r(x) decreases. This is a powerful result as it can reasonably 
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by hypothesised that most investors become more 
investments as their wealth increases i. e. that 
decreasing global risk aversion. From this it 
investors: 
r' (x) e0 
, Uli or ul Uli > 
inclined to accept risky 
they subscribe to 
follows that for most 
However for the quadratic utility function (except in the case where it 
degenerates into linearity) this is never true. 
A somewhat different approach to the problem of comparing two 
probability distributions such as those shown in figure 1.1 is provided 
by the literature on stochastic dominance. This literature is surveyed 
in recent articles by Hadar and Russell(1974) and Porter and Careý (1974) 
If for two cumulative probability distributions F and G: 
G(x) a Q) for all x 
with strict inequality holding for some value of x then F is said to 
dominate G with 'first order stochastic dominance'. Alternatively if the 
somewhat weaker condition: 
f xG(t) dt ,<f 
xF(t) dt for all x 
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is satisfied, with strict inequality holding for some value of x, F is 
said to dominate G with 'second order stochastic dominance'. In either 
case arguments can b, e put forward to support the contention that aý invest- 
ment whose performance measure has cumulative distribution F shoUl 
be preferred to one with cumulative distribution G. 
Finally, it is worth no; ing that interesting work has been carried out 
by Borch (1966) and Hakansson (1971 a-c) directed towards determining 
how a corporate utility function can be determined from a knowledge 
of the environment in which the company operates. Borch's paper 
considers an insurance company where the magnitude of the assets perform 
a random walk under the influence of the income from premiums and the 
incidence of claims. Dividends are paid to shareholders according to a 
certain rule and the results which are obtained show that, even if the 
shareholder's are not'risk averse, the company should be. Hakansson's 
work is more general. He assumes that a company knows possible investments 
several periods in advance and shows that the maximisation of expected 
average compound returns over N periods is equivalent to using the 
utility functions: 
u (x) x 
IM 
. 
where x is defined in each period as the end of_period wealth. 
1.11 THE PORTFOLIO PROBLEM I... 
-This chapter has been concerned with the literature relevant to the 
analysis of the risk in a single investment project. The problem. of 
selecting a portfolio of risky projects has not been considered as it is 
not. the main subject of the research in this thesis. It is however 
worth. noting that both the analytic and simulation methods which are 
suggested above can be extended to provide information for solving the 
portfolio selection problem. Hillier (1969) for example describes how 
probability distributions for different combinations of risky interrelated 
investments can be determined analytically. Carter and Cohen (1972) 
suggest that several interrelated investments can be meaningfully 
simulated jointly if the values of the variables are related to external 
factors such as GNP. and aggregate industrial"production. 
1.12 CONCLUDING RE14ARKS 
When providing suggestions for future research directed towards -. increasing the applicability of risk evaluation models, Bonini. (1975) says: 
'Since the major limitation of the Hillier model is its 
inflexibility in'describing accounting type cash flow 
relationships some work on simplifications or approximations 
and the sensitivity of the results to these approximations 
would be useful. In addition simplifications for 
estimating covariances in addition to the one suggested by 
Hillier would enlarge the scope of the model. Finally, the 
accuracy of the assumption of the normality of NPV should be 
investigated. 
Similarly methods need to be developed to simplify the 
inclusion of statistical dependencies in Monte Carlo and 
deci 
, 
sion tree models. A good start has been made by 
Eilon and Fowkes (1973) using a procedure they describe 
as discriminant sampling to model these dependencies. But 
this is just the beginning ......... I 
Some of the research which is described in " 
the chapters which f6llow is 
(purely by coincidence) very much along the lines which Bonini suggests. 
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CHAPTER 2 
REVIEW OF THE LITERATURE ON THE ASSESSMENT 
OF SUBJECTIVE PROBABILITY DISTRIBUTIONS 
-19- 
2.1 INTRODUCTION 
It occasionally happens that the inputs to a risk evaluation model can 
be based entirely on past data (See for example the description in Allais 
(1957) of mining operations in the Sahara desert). In most situations 
however this is not possible and the analyst must rely heavily on 
probability distributions which are based on managerial judgement. 
This chapter will examine the different procedures which have been 
suggested in the literature for obtaining probability judgements from 
management and the ways in which the judgements, once they have been 
obtained, can be converted into a probability distribution. Philosophical 
arguments concerned with the validity of the 'subjectivist' or 'personalistic' 
view of probability will not be discussed in detail. These are presented 
by Savage (1954) who shows that if subjective probabilities are assessed 
in a coherent manner (i. e. so that it is impossible to lay a serias of 
bets against the assessor in such a way that he will lose whatever the out- 
come) then they will conform to the axioms of probability. 
2.2 BASIC APPROACHES 
The methods which have been suggested for eliciting subjective 
probability distributions from management can be divided into a number of 
categories: 
(i) Fixed interval methods 
(ii) Variable interval methods 
(iii) Relative likelihood methods 
(i V) Psychometric ranking methods 
(v) Equivalent prior sample methods 
(vi) Hypothetical futu-e sample methods 
and (vii) Other methods 
This section considers each category in turn: 
Fixed Interval Methods 
In fixed interval methods the range of all possible values of 
the uncertain quantity is divided into a number of intervals (usually 
of equal width) and the assessor is asked to state, for each interval, 
his probability that the value of the variable will be in the interval. 
The order in which the intervals are presented to the assessor 
is thought to be an important consideration in fixed interval methods. 
Huber (1973) suggests that the assessor should, as a first step, be asked 
to identify the least likely interval and to provide a probability for 
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-that interval. He should then be asked to identify the second least 
likely interval and to provide a probability for that interval-etc. This 
procedure, Huber says, may overcome the problem'(to be discussed in more 
detail later in this chapter), that probability disýrjbutions with too 
small a variance are liable to the obtained if the assessor's attention is 
initially focussed on central rather than extreme values of the distribution. 
Variable Interval Mlethods 
In variable interval methods the assessor is asked to identify 
intervals which correspond to given probabilities. One of the possible ways 
of proceeding is described by Morrison (1967). First the assessor is 
asked'for a value, say X, such that in his opinion'the true value of the 
uncertain quantity is just as likely to be above X as below X (X is the 
median or 0.50 fractile of the distribution). The assessor is then told to 
ignore the possibility of the true value lying above X and asked to provide 
a value, say Y, which divides the range of values of the uncertain quantiiy 
below X into two equally likely parts. (Y is the lower quartile or 0.25 
fractile of the distribution). Similarly he is asked to divide the range of 
all possible values above X into two equally likely parts in order to 
determine the 0.75 fractile. Other questions (if considered necessary) 
are then used to determine the 0.125,0.375,0.625,0.875 fractiles etc. 
Morrison's method (sometimes called the method of successive 
bisection) has the advantage that the assessor is only ever asked to think 
in terms of equally likely occurrences. Its disadvantage is that an error 
in one step of the procedure is carried forward to a later step'. This 
disadvantage has led to alternative methods being developed involving the, 
use of questions such -as: 
'What value of the uncertain quantity would you expect to be 
exceeded with a probability of 0.1' 
However Peterson et al (1972) and Murphy and Winkler (1973) do not prefer 
such methods, arguing that they require judgements which are cognitively 
much more difficult to make than the method of successive bisection. 
Another disadvantage of Morrison's method has been found to be 
that it automatically focusses the assessor's attention initially on a 
central value of the distribution (i. e. the median) and thereby produces a 
distribution with too small a variance. In order to overcome this dis- 
advantage Barclay and Peterson (1973) have suggested that the assessor 
should initially be asked to divide the whole range of possible values 
into three, rather than two, equally likely intervals. (This produces a 
method knm-in as the 'method of trisection'). 
Relative'Likelihood Methods 
In relative likelihood methods questions are asked regarding 
the relative probabilities of different values, or ranges of values, being 
obtained. One way of proceeding (see Winkler (1967a) and Barclay and 
Peterson (1973)) involves first asking the assessor for the most likely 
value of the variable (i. e. the mode of its distribution), then asking 
him to name two values which are half as likely as the mode and then asking 
. 
him to name two'values which are a quarter as likely as the mode etc. 
Psychometric Ranking Methods 
Psychometric ranking was proposed by Smith (1967)*. The range of 
possible values of the uncertain quantity is first divided into a number of 
equal intervals. Then: 
(a) the assessor is asked to rank the intervals in order 
of ascending probability. 
the assessor is asked to consider the differences 
between the probabilities of adjacently ranked 
intervals and to rank the differences in ascending 
order. 
and (c) the assessor is asked to provide a probability for 
the-lowest and the highest ranked interval. 
The quantification of rankings given'in Kendall (1962) is used 
to assign a probability to each of the intervals. The idea is interesting 
in theory but has received a great deal of criticism as far as its 
potential for practical application is concerned (See Green (1967) and 
Morrison (1967)). 
Equivalent Prior Sample Methods 
Equivalent prior sample methods are only suitable when the 
variable is-a proporti. on. The assessor is asked to make a statement of the 
form: 
My uncertainty is equivalent to my having taken a sample of size 
n and having observed a proportion p. 
Hypothetical Future Sample Methods 
Hypthetical future sample methods are also only suitable when 
the variable is a proportion. The assessor is asked questions of the form: 
How would your best estimate of the proportion be changed if 
I told you that out of a sample of size na proportion p (different 
from the best estimate) had been observed? 
Both this method and the previous one would seem to have the disadvantage 
that they require the assessor to be a fairlysophisticated processor of 
information. However Winkler (1967a) and Schaefer and Borcherding (1973) 
have achieved reasonable results with the methods. 
Other Methods 
Other methods include the portrait method which is described 
in Pouliquen (1971 p. 13) and methods involving betting or-wagering. The 
latter nearly always require the analyst to make the somewhat doubtful 
assumption that the assessor wishes to maximise his expected monetary. 
value and are therefore of limited use in practice. 
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2.3 EXPERIMENTAL EVIDENCE 
In recent years psychologists and others-have carr-, 'ed out many 
experiments aimed at answering questions such as: -. .i... 
(a) How good is man as an assessor of subjective 
probability distributions? 
(b) Which of the available assessment procedures 
is the best? 
(c) Can training improve man's performance at 
assessing subjective probability distributions? 
The experiments have involved variables which are uncertain as far as the 
assessor is concerned but which are such that the experimenter knows - or 
can find out -- the true value. 
I 
One interesting feature of some of the experiments is the use of 
scoring rules'. These are functions of the true value of a variable and 
its assessed distribution which can be used both as a way of comparing 
the true value with the distribution and as a device for motivating the 
assessor. Adiscussion of scoring rules is contained in Savage (1971) and, 
more recently, Matheson and Winkler (1976). A scoring rule is 'proper, 
if it is such that the assessor will maximise his subjectively expected 
score if and only if he reports his true opinions. Ideally a scoring 
rule should be both proper and sensitive to the precise shape of the 
probability distribution which is assessed. However, as pointed out in 
Hogarth (1973), many of the scoring rules which have been suggested do 
not have the second of these tio properties. 
A complete survey of all the experiments which have been carried out 
would not be relevant to this thesis. However the following list is 
il, lustrative of the type of work which has been done. (It should of course 
always be born in mind that results obtained under 'laboratory' conditions 
cannot necessarily be extrapolated to results obtained in the real world): 
Winkler (1967a) asked subjects to assess the proportion of 
people with different characteristics (e. g. the proportion 
of University of California students who are male) by 4 
different methods: a variable interval method, a relative 
likelihood method, a hypothetical future sample method and 
an equivalent prior sample method. Generally the results 
obtained from the first two (direct) methods were better 
than those obtained from the last two (indirect) methods. 
However the subjects rated the indirect methods higher on 
a 'clarity' scale. In addition they preferred the 
relative likelihood method to the variable interval 
method and when inconsistencies were pointed out tended 
to want to change the fractiles they had assessed in the 
variable interval method rather than their relative 
likelihood assessments. However it should be stressed 
that all the experiments involved subjective 
probability distributions for a proportion. 
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(ii) Stael von Holstein (1972) used a fixed interval method' 
in a study of stock market forecasting. His assessors 
included bankers, stock market experts, statisticians, 
business school faculty and business. school students. 
They were asked to estimate the probabilities that 
* 
the - 
prices of several stocks would decrease by more than 3%, 
decrease by more than 1% but not more than 3%, change at 
most 1%, increase by more than 1% but not more than 3% 
and increase by more than 3% at the end of a forth- 
coming 14 day period. Generally the respondents did not 
do well at this task. Stael von Holstein estimated, 
using a scoring rule, that only 21% of the participants 
produced probability distributions which were 'better' 
than those obtained using historical data. 
(iii) Peterson et al (1972) used variable interval-methods in 
a study involving temperature forecasts made by 
experienced weathermen. There was a high correlation 
between the median estimate and the actual temperature 
and also a correlation between the mean error and the 
width of the interquartile range (showing that the 
weathermen were at least able to recognise their 
'degree of uncertainty').. Similar results were obtained 
in a similar set of experiments by Murphy and Winkler 
(1973). 
(iv) Winkler (1971) used fixed interval methods to investigate 
the ability of graduate students and faculty to assess 
the distribution of the scores in collegiate and professional 
football games. Between 28 and 42 (depending on the 
scoring rule used) out of the 45 participants did better - 
than a hypothetical participant using only past data as 
far as. professional games were concerned, but only between 
4 and 14 did so in the case of collegiate games. The 
reason for this poor result in the case of collegiate 
games was a tendency for the students to assess distributions 
with too low a variance. 
(v) Alpert and Raiffa (1969) in an unpublished paper which is 
reviewed in some detail by Pickhardt a6d Wallace (1974) 
describe experiments carried out on Harvard graduate 
-students using variable interval methods. Many different 
variables (e. g. the number of vehicles imported into U. S. 
during 1967) were used. The results are summarised in 
table 2.1. (They are similar to later results obtained 
by Moore. and Thomas (1975) and Pickhardt and Wallace 
(1974)) 
. In Alpert and Raiffa's first group of assessments only 33% (as opposed to the ideal 50%) assessed inter- 
quartile ranges which included the actual value and 41% 
(as opposed to the ideal 2%) assessed distributions where it 
fell outside the 0.01 and 0.99 fractiles. In the second 
group of assessments which took place after some training 
these figures were improved to 43% and 23% respectively. 
One conclusion from the experiments is that the students 
were assessing 0.25 and 0.75 fractiles which were too 
tight (By fitting beta distributions to the fractiles 
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assessed for proportions by a small sample of subjects 
Alpert and Raiffa concluded that assessors tended to 
behave as though they knew approximately twice as much 
as they actually knew). However by *far the most 
surprising conclusion to be drawn from the experiment 
is that the students were totally unable'to assess the 
tails of the distributions. This inability was even 
more marked when the students were asked for 0.001 
and 0.999 fractiles instead of for 0.01 and 0.99 
fractiles. Clearly direct questions about tail 
probabilities are dangerous. 
Table 2.1 Results of Experiments by Alpert and Raiffa 
Ist set of 
assessments 
2nd set of 
assessments Ideal 
% of times value actually fell 
within interquartile range. 33% 43% 50% 
% of times value actually fell 
outside range defined by . 01 and 
. 99 fractiles. 41% 23% 2% 
2.4 BIASES IN THE ASSESSMENT OF SUBJECTIVE PROBABILITY DISTRIBUTIONS 
A number of biases, are liable to be present in. subjective probability 
judgements. For example: 
(a) The subject's responses may be influenced by his 
perceived system of rewards for various responses. 
(b) The subject may allow himself to be unduly influenced 
by information which is easily recalled or visualised 
(For example too much weight may be given to recent 
events and recent plans). 
(C) The subject may form an initial basis for his 
assessmentsand place too*much emphasis on it (For' 
example, in variable interval methods of assessment, 
if a subject is first asked for his 0.50 fractile 
he may 'anchor' on to it and assess other fractiles 
by making small adjustments to it). 
(d) The subject may be unable to distinguish adequately 
between distributions relating to a whole population 
and distributions relating to samples from the 
population. 
(e) The subject may be making unstated assumptions 
concerning the variable. 
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(f) The subject may be unduly influenced by the coherence 
with which difference scenarios of the future have 
been constructed rather than their '. logical' 
probability. 
Many suggestions have been made in the literature for overcoming these 
biases. Spetzler apd Stael von Holstein (1975) on the basis of their 
experience at the Stanford Research Institute, recommend that the 
interview between the analyst and the assessor should consist of five 
phases: 
motivating 
structuring 
condi ti oni ng 
encoding 
verifying 
During the motivating phase the subject is-introduced to the idea of 
probability assessment and its importance is explained. Motivational biases 
(see (a) above) are discussed openly and it is pointed out to the subject 
that no fi rm projection or commitment is inherent in a probability distribution. 
During the structuring phase the variable under consideration is clearly 
defined. Spetzler and. Stae"i von Holstein suggest that a good test to, apply 
to any given definition is: could a cl ai rvqy ant reveal the value of the 
quantity by specifying a single number and without requesting further 
clarification. 
During the conditioning phase the analyst finds out what the subject 
is going to base his assessment on and cognitive biases (see b-f above) 
are, where possible, headed off. In the case of the biases in (b) and (c) 
the analyst may try to make more information available to the subject 
by asking him to produce scenarios describing extreme outcomes. 
As far as the encoding phase is concerned Spetzler and Stael von Holstein 
recommend that both fixed interval and variable interval methods be used. 
To avoid anchoring (see bias (c) above) they suggest that the extremes of 
the distribution should be established first: 
'Begin, by asking the subject for what he considers to be 
extreme values for the uncertain quantity. Then ask for 
scenarios that might lead to outcomes outside of those 
extremes. Also ask for the probabilities of outcomes outside 
the extremes. This deliberate use of availability is 
designed to counteract the central bias that is other- 
wise likely to occur. Eliciting the scenarios for 
extreme outcomes makes them available to the subject, and 
he is thus more likely to assign higher probabilities to 
extreme outcomes. This has the overall effect of 
increasing the variability of his assigned distribution 
for the variable'. 
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Finally in -the verifying phase, tests are carried out to see whether 
the subject really believes the distribution. Some of these tests are 
likely to involve equally attractive bets. If 
* 
the subject proves to be 
uncomfortable with the final distribution it may be necessary to repeat 
some of the earlier phases. 
2.5 GROUP SUBJECTIVE PROBABILITY DISTRIBUTIONS 
Sometimes it is considered desirable to produce a subjective probability 
distribution from the responses of several different managers. In 
such circumstances there are two possible approaches. The first involves 
aggregating distributions which are assessed by the individual managers in 
the usual way; the second involves some mechanism whereby each manager 
can reconsider his assessments in the light of feedback concerning the 
assessments made by other managers. 
Winkler (1968) has suggested two possible aggregation schemes. The first 
of these involves the use of weighted averages; the second involves the 
use of natural - conjugate priors. 
Suppose there are k managers and fj (X) is the probability density 
function assessed by the i-th manager (i=1,2 ... Q. When the weighted average 
method is used a 'pooled' density function f (X) is produced where: 
k 
f (X) =j Ni fi (X) 
14 
Wi 0 
k 
and wiI 
The weights W. (i=l, 2 ... k) should reflect the fact that some managers are better assessýrs than others. Winkler suggests that they can be chosen 
by the following methods: 
(a) By asking a higher authority to rate each manager. 
(b) By asking the managers to rate themselves 
and (c) By rating the managers on the basis -of their previous 
performance as probability assessors. 
In the second of Winkler's aggregation schemes, each of the fis is chosen as 
a member of a natural - conjugate prior family of distributions and the distributions are combined in a manner similar to successive applications of 
Bayes' theorem. This does not, it should be noted, eliminate the need for 
determining the weights to be given to the distributions of different 
managers. 
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The Delphi technique provides a way in which feedback can be incorporated 
into group probability assessment procedures. It involves interrogating 
managers by means of sequence of questionnaires. The first questionnaire 
asks each manager to make a number of estimates connected with the variable 
under consideration. These estimates are then put together and a summary of 
them is presented to the managers. The second questionnaire then asks each 
manager if in the light of the judgements made by the other managers he 
would like to change his original estimates and the whole process is repeated 
again. The Delphi technique is considered by many authors to be superior 
to procedures involving group discussion because with the latter the group 
is liable to be dominated by particularly forceful personalities. Accounts 
of experimental work involving the use of the technique are provided in 
Brown and Helmar (1962), Dalkey and Helmar (1963) and Moore and Thomas (1975). 
2.6 CONVERTING MANAGERIAL JUDGEMENTS INTO A DISTRIBUTION FOR SAMPLING 
When a subjective probability distribution is to be used in a risk 
simulation model, it is usual, in order to facilitate sampling, to assume 
that it can be approximated to by a distribution with a known mathematical 
form. This section considers the different mathematical fornis which can be 
used. 
One distribution which is fairly easy-to sample from is theastepl 
distribution (see figure 2.1). This has a piecewise linear cumu tive 
distribution function. If it is used in conjunction with fixed interval 
methods of assessment the widths of all the 'steps' are usually the same. 
If it is used in conjunction with variable interval methods of assessment 
the widths of the 'steps' are different and the distribution has the 
general form shown in figure 2.2. To simplify sampling a step distribution 
is sometimes (e. g. in the ICL computer package PROSPER) approximated to by 
a discrete distribution (see figure 2.3). 
. Figure 2.1 Step Distribution 
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Figure 2.2 Step Distribution when Variable. Interval 
Methods of Assessment are Used. 
Figure 2.3 Discrete Distribution which is sometimes 
used as an approximation to step 
distribution- for sampling. 
Another distribution - described in Schlaifer (1971 p. 225) - which can 
be fitted once the assessor has provided a set of points on the cumulative 
distribution function is known as the piecewise quadratic distribution. (The 
name derives from the fact that the cumulative distribution function is 
piecewise quadratic). The distribution is illustrated in figure 2.4. The 
dotý correspond to the points at which the cumulative probability is known. 
Their positions and those of the crosses are determined as follows: 
(a) The d6nsity of the two points which mark the ends of the 
modal interval is set equal to the true average density 
between them. 
(b) Except when the modal interval is the interval between the 
first two input points, the density at the first input 
point is set equal to zero; except when the modal interval 
is the interval between the last two input points, the 
density at the last input point is set equal to zero. 
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(c) At each other input point the density is set equal to 
the slope at the point of a quadratic passing through 
the point and through the input points immediately to 
the left and right of the point on the graph of the 
cumulative function. 
(d) The crosses are inserted between each'pair of input points 
so that the ordinate is equal to the true average density 
between the points and so that the probability distribution 
is consistent with the known cumulative probabilities. 
Figure 2.4 Piecewise Quadratic Distribution 
A distribution must, it should be noted, be unimodal if it is to be 
represented by piecewise quadratic distribution. 
Schlaifer (1971) also suggests a procedure where the assessor, as an 
initial step, selects a family of distributions of the right general shape 
for the variable under consideration. Variable interval methods of 
assessment are then used to provide enough judgements to enable one 
particular member. of the family to be selected. Table 2.2 lists the 
families of distributions which Schlaifer recommends and their properties 
The bounded lognormal distribution. is discussed in Aitchison and Brown 
1966). If variable x has a bound lognormal distribution then the variable 
log x 
1-x 
is normal. The arc-sinh normal distribution is discussed in Johnson (1949a). 
If variable X has the arc-sinh nomal distribution then the variable 
Si nh X-M 
s 
has a normal distribution for some constants m and s') 
Schlaifer (1971 p. 10) argues in favour of the use of standard 
distributions as follows: 
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'A very considerable amount of experimental evidence shows that 
even people who assess quite reasonable values for the . 25 and 
. 75 fractiles of a distribution usually assess values for the 
. 01 fractiles which are far too high and for the . 99 fractiles which are far too low. It follows that if a decision maker 
finds that a distribution of inherently the right shape which 
agrees with his . 25 and . 75 fractiles has tails which at first 
sight seem to be too long, he should think seriously about the 
tails before he decides to fit a piecewise quadratic that 
agrees with these judgements'. 
Table 2.2 Families of distributions which Schlaifer recommends 
be used for assessment of probability distributions 
Fami ly Range No. of Assessments suggested Properties 
parameters by Schlaifer 
Beta [0,1] 2 . 25 and . 75 fractiles Symmetrical or positively 
or negatively skew. 
Occasionally J-shaped or 
U-shaped or uniform. 
Bounded 0,1] 2 . 25 and . 75 fractiles Symmetrical or positively Lognormal or negatively skew. 
Occasionally bi-modal, 
usually however it is 
similar to Beta. 
Lognormal 0'. ) 2 . 25 and . 75 fractiles Positively skew 
Logstudent [0' 3 . 25, . 75, . 875 Positively skew lon er tails than Lognormal. 
Gamma-q 0'. ) 3 Parameter q and . 25 Positively skew One tail 
and . 75 fractiles longer, the other tail 
shorter than lognormal. 
Normal 2 . 25 and . 75 fractiles Symmetrical 
Arc-sinh 4 . 25, . 5, . 75 and either Symmetrical or positively Normal . 875 or . 125 fractiles; or negatively skew. 
Finally, it is worth noting that some authors have looked for simpler 
approaches to assessing subjective probability distributions than those 
suggested in section 2.2 because of the difficulties which management 
experience when making detailed probability judgements. The use of a uniform. 
distribution (see figure 2.5) based on an estimate of the range of the 
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variable is -suggested 
by Smith (1970). The use of a triangular distribution (see 
figure 2.6) based on an estimate of the range of the variable and on an estimate 
of -its most likely value is suggested by Smi-th. (1970) and Ei lon and Fowkes (1973). Allen (1968) has suggested the use of a trapezium shaped-distribution 
(see figure 2.7). He based this on the credibility-and potential surprise 
concepts of SQhackle (1961) and envisaged management using the following 
line of reasoning in arriving at figure 2.7. 
'On the basis of the information available to me at the present 
time I consider any value of X between B and C to be completely 
credible (or alternatively I would not be at all surprised if.. 
the actual value of X turned out to be anywhere between B and Q. 
I consider it to be utterly incredible for X to have a value less 
than A or greater than D' . 
Lower Upper 
Bound Bound 
Figure 2.5 Uniform Distribution 
Figure 2.6 Triangular Distribution 
Lowe r Mos t Upper 
Bound 
-*. 
Li kely Bound 
Val ue 
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x 
Figure 2.7 Allen's trapezium shaped distribution 
2.7 CONCLUDING REMARKS 
In risk evaluation, in view of the difficulties inherent in the 
assessment of subjective probability distributions it is important that the 
number of assessments which are made for a given variable should be related 
in some way to the importance of that variable's distribution. This is a 
subject which is considered in some detail later in this thesis. 
F 
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CHAPTER 3 
OUTLINE OF THE RESEARCH 
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3.1 INTRODUCTION 
The research in this thesis relies heavily on the pioneering work of 
Hillier (1963,1969), Wagle (1967), Hess and Quigley, (1963) and Hertz (1964). 
It is therefore appropriate to start this chapter by briefly re-stating the 
main contributions of these authors. 
Hillier (1963,1969) considers the situation where an investment gives 
rise to a number of different cash flow streams. He puts forward arguments 
which strongly suggestthat the distribution of the investment's NPV will 
often in practice De approximately normal and derives a procedure for 
calculating the mean and standard deviation of NPV from the means and standard 
deviations of the individual cash flows and the coefficients of correlation 
between cash flows. He also argues that the distribution of the 
investment's IRR will often in practice be approximately normal and shows 
how the distribution of IRR can be calculated if the distribution of NPV is 
known for different discount rates. 
Wagle (1967) considers the situation where the means and standard 
deviations of individual cash flows are not known directly and have to be 
derived from those of other variables. He shows that it is sometimes 
possible to calculate a distribution of NPV or IRR by using results concerned 
with: 
(a) the mean and standard deviation of the sum of two variables 
and (b) the mean and standard deviation of the product of two 
variables. 
Hess and Quigley (1963) and Hertz (1964) show that the probability, , 
distribution of NPV or IRR (or indeed any other performance measure) can be- 
obtained by Monte Carlo Simulation. Sampling once from the distribution of 
each uncertain variable enables a single value of the performance measure to- 
be calculated. Repeated sampling enables a complete probability distribution 
for the measure to be obtained. 
3.2 QUESTIONS TO BE CONSIDERED BY THE RESEARCH - 
The research. in this thesis can be divided into four parts. The first 
part (see chapter 4) is concerned with investigating certain aspects of the 
probability distributions which are input to and output from risk evaluation 
models. The second part (see chapter 5) looks at the accuracy with which 
different methods of assessing subjective probability distributions are 
capable of providing the inputs to risk evaluation models. The third part 
(see chapter 6) considers the problems created by dependencies between the 
variables in a risk evaluation model and how these problems can be dealt 
with. Finally, in the fourth part (see chapter 7), the results from previous 
parts are used to suggest ways in which the total number of probability 
assessments which managements are asked to make in a risk evaluation study 
can be kept down. 
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Each part of the research will now be described in more detail. 
The First Part of the Research 
The first part of this research considers a number of questions 
which are aimed at determining: 
(a) whether the assumptions underlying the analytic procedures 
suggested by Hillier (1963,1969) and Wagle (1967) are 
valid. 
and (b) whether some of the results suggested by Hillier and Wagle 
concerning the input to and the output from risk 
evaluation models are true in a wider class of situations 
than those actually studied by the authors. 
The first'question which is considered is: 
For what categories of cash flow models are the distributions 
of NPV and IRR approximately normal? 
This is a question of some importance. If it is known that for certain 
types of investment the distribution of the performance measure is 
approximately normal then only two parameters of the distribution are of 
interest: its mean and its standard deviation and managerial attitudes to 
risk can, for the types of investment under consideration, be expressed 
entirely in terms of these two parameters by means of a set of indifference 
curves. Furthermore it should be noted that the analytic procedures of 
Hillier and Wagle can only be used with complete impunity when the 
distribution of NPV is normal. 
The second question which is considered is concerned with the variables 
which are input to a risk evaluation model. Define a 'type V variole in 
a cash flow model to be a variable which is such that only its mean'and 
its standard deviation affect the distribution of the perfQrmance measure. 
(In other words, a type I variable is a variable which is such that moments 
higher than the second are i. -relevant as far as a determination of the 
distribution of the performance measure is concerned). The question which 
is considered is: 
To what extent are the variables which enter a cash flow model 
approximately type I? 
This is a question which is of some importance because the knowledge that 
a certain variable is type I may in risk simulation have implications as 
far as the choice of a procedure for assessing the variable's subjective 
probability distribution is concerned. 
The third question to be considered in the first part of the research 
is. similar to the second: 
To what extent are the dependencies in a cash flow model 
approximately type I? 
"1 
A type I dependence between two variables is here defined as one which is 
such that only the coefficient of correlation affects the final distributions 
of the performance measure. 
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The Second Part of the Research 
The subjective probability distributions which are used in risk analysis 
studies are, at best, only approximate representations of managerial 
uncertainty because they are based on a small number of individual 
probability assessments. Chapter 4 explores this aspect of risk analysis 
in more detail. In particular the chapter is concerned with investigating 
the differences between: 
(i) subjective, probability distributions which are produced 
on the basis of a small number of individual probability 
assessments. 
and (ii) 'true' subjective probability distributions i. e. the 
distributionswhich would have been produced if 
management had been capable of making an infinitely 
large number of probability assessments. 
Three different methods for assess i ng'subjecti ve probability distributions 
are considered: the fixed interval method, the variable interval method 
and the relative likelihood method. (See chapter 2 for a description of 
these methods and a discussion of the literature on them). The research 
starts by assuming that management are capable of giving answers which are 
a perfectly accurate reflexion of their judgement to any given set of 
questions and proceeds to investigate how the accuracy of the distributions 
which are assessed varies with the assessment procedures used and with the 
number of assessments made. In particular it considers: 
(a) the difference between the 'true' mean and the 
assessed mean 
and (b) the difference between the 'true' standard 
deviation and the assessed standard deviation. 
These differences are particularly relevant as far as 'type P variables 
are concerned. 
In the second half of chapter 5 it is recognised that the extent to 
which management are able to discriminate between different values of the 
variable and between different probabilities when making assessments is 
limited and the effect of different 'levels of discrimination' on the 
results obtained earlier in the chapter is investigated. 
The Third Part of the Research 
Chapter 6 of this thesis starts by considering the question: 
How important are dependencies in a risk evaluation model? 
. It compares for different pairs of variables X and Y the effect on the final distribution of the performance measure of: 
failing to assess the distribution of X and Y 
accurately 
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and (ii) failing to assess the extent of the dependence between 
X and Y accurately. 
The chapter then proceeds to review critically the different methods which 
have been suggested in the literature for the assessment of the dependence 
between two variables. 
If probability distributions for two variables X and Y have already 
been assessed, one of the most natural ways in which management can provide 
judgements about the dependence of Y and X would seem (to the present author) 
to be by answering questions of the following form: ý 
'if X equals Q, what is your median estimate for YI 
Hillier (1963) and Wagle (1967) suggest a way in which such judgements can 
be used to provide an estimate of the correlation coefficient between X and Y. 
Chapter 6 goes one stage further by suggesting a way in which a complete 
pattern for the dependence between X and Y can be constructed from the answers 
to such questions. (The point here is that although the analytic approach 
suggested in Hillier (1963) and Wagle (1967) only requires the assessment of 
the coefficient of correlation, the simulation approach of Hess and Quigley 
(1963) and Hertz (1964) requires - for the purposes of sampling - that 
a complete pattern for the dependence be determined in some way). 
The Fourth Part of the Research 
Chapter 7 uses the results obtained in previous chapters to investigate 
different ways of limiting the total number of probability assessments which 
management are asked to make for a risk evaluation model. The chapter 
distinguishes between 'essential' probability assessments (i. e. those which 
have some chance of affecting the decision taken on the investment) and 
'nop-essential' probability assessments (i. e. those which have no chance of 
affecting the decision taken on the investment). It discusses the eýtent 
to which it is possible for an analyst to identify whether a given assessment 
is'essential'before he askes management to make the assessment. 
The chapter starts by considering the information which is provided by 
a straightforward sensitivity analysis. In particular it investigates whether 
a sensitivity analysis gives a good guide to: 
(a) the relative importance of assessing different probability 
'distributions to a given accuracy 
and (b) the relative importance of assessing different dependencies 
to a given accuracy. 
The chapter then proceeds to investigate the viability of carrying out 
a risk simulation analysis in a series of stages in such a way that management 
are only ever asked to make probability assessments when it is known (from 
risk simulations already carried out) that those probability assessments are 
'essential'. 
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3.3 RESEARCH METHODOLOGY' 
In the case of most of the questions mentioned in section 3.2,. there are 
two main methods by which it is possible to obtain answers: 
(i) A mathematical analysis of the statistical properties 
of variables which are obtained by combining together 
other variables. 
and (ii) An analysis, using simulation, of specific case studies. 
Both methods are used in this research as appropriate. To illustrate the 
general approach which is adopted consider the second of the questions 
discussed in the first part of the research. (This is concerned with the 
extent to which variables are type I). An examination - and slight extension 
of - the mathematical analyses given in Wagle (1967) is used to provide 
suggestions as to those variables which are likely to be type I in a given 
situation. Risk simulations are then carried out using specific case studies 
in order to: 
(i) confirm or reject the suggestions 
'gain a feel for' the types of relationships between 
variables which arise in practice. 
and (iii) analyse those of the variables which are not 
tractable mathematically. 
In general the results which this research requires from case studies are 
obtained by varying the input to the cases and observing the effect which this 
has on the distributions which are output. 
After a search through the literature and visits to different organisations, 
the five case studies described in the next section were selected for detailed 
examination. This selection was made on the basis that as many as possible 
of the different types of cash flow models which are commonly observed in 
practice should be included. (Of course the case studies do not include all 
the cash flav models which could arise in practice. and it is recognised that 
this may restrict the generality of the conclusions which are reached in 
places). 
The research methodology used in chapter 5 to compare different 
probability assessment procedures deserves a special mention. The chapter 
starts by creating a set of 'true' subjective probability distributions and 
by defining in detail a number of procedures for assessing subjective 
probability distributions. It then simulates the way in which each of the 
distributions would be assessed using each of the procedures. The values 
which would be calculated by an analyst for the means and standard deviations 
of the distribution are, for each assessment procedure, recorded and compared 
with the 'true' means and 'true' standard deviations. 
3.4 CASE STUDIES 
The net cash flow models used in the five-case studies which have been 
Only brief se. lec. ted for examination are given in appendix A. 
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descriptions of the case studies will therefore be given here. 
Case. A: Hertz Model 
Case A is the well known case study described iq Hertz (1964). A medium 
sized 
, 
industrial chemical producer is considering a $10 million extension 
to its processing plant. The service life of the facility is- expected to be 
10 yearsand the engineers estimate that they will be able to utilize 250,000 
tons of processed material worth 1510 per ton at an average processing cost 
of $435 per ton. Risk simulation is used to investigate whether the investment 
should be undertaken. The variables for which probability distributions are 
assess. ed are: 
The initial market size (thousands of tons) 
The market growth rate p. a. 
The selling price ($ per ton) 
Tne market share (%) 
The initial investment (millions of dollars) 
The life of the investment (years) ' 
The residual value (millions of dollars) 
The operating costs ($ per ton) 
The fixed costs (thousands of dollars peryear) 
Most likely values and ranges of possible values are provided for these 
variables by Hertz. Eilon and Fowkes (1973), who also carry out some analyses 
on the Hertz model, suggest further data which can be used to define the 
distributions of the variables more precisely. 
An analytic approach is not really appropriate as far as the Hertz model 
is concerned. Wagle (1967) does succeed in providing a method for calculating 
the probability distribution for NPV analytically, but, as mentioned in 
section 1.9, he finds it necessary to assume that the market growth rate in 
any one year is independent of that in any other year. 
This research, in common with that of Hertz, -Eilon and Fowkes and Wagle, 
assumes that depreciation, working capital requirements, corporation tax etc. 
can be ignored in the Hertz model. This does of course make the model 
unrea I is tic. However any differences between the Hertz model and a more realistic 
version of it are irrelevant as far as the questions to be investigated in 
this thesis are concerned. 
Case B: Kryzanowski et al Model 
Case B is a well documented case study described in Kryzanowski et al 
(1972). A major natural resource fi rm is considering proposals for expanding 
its plant. Detailed probability assessments are made for 12 uncertain 
variables and a risk simulation is carried out to detemine the distribution 
of IRR. The uncertain variables are: 
The price of the product ($ per unit) 
The price growth rate p. a. 
The variable operating costs at present ($ per unit) 
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Three different categories of additional var 
, 
iable costs ($'per unit) 
The extra fixed costs as a result of the plant in year 1 ($1000) 
The growth rate p. a. for all costs. 
The capital costs incurred in year 0 ($1000) 
The production in year 1 (units) 
The life of the project (years) 
Additions to working capital ($'000s) in year 0 
The assumptions made in this research are similar to those made by 
Kryzanowski et al (1972). Production levels in years 2 and 3 are 2.1'5 and 
2.85 times those in year 1. After year 3 production remains constant. Extra 
fixed costs in year 2 and year 3 are 2.0 and 2.4 times those in year 1. After 
year 3 the fixed costs remain constant. Capital costs incurred in years 1 
and 2 are 2.51 and 1.0 times those in year 0 with no capital costs being 
incurred in subsequent years. Additions to working capital in years 1,2 and 
3 are 1.15,0.69 and 0.23-times those in year 0. After year 3 no additions 
to working capital are made and all working capital is recouped at the end 
of the project. 
The rate of-corporation tax (Canadian) is 54.5% and capital equipment 
is, it is assumed, depreciated at 20% p. a. for tax purposes. 
Case C: Interchemical Model 
Case C is based on Vandell (1970 a-d). The consumer products division 
of a large company (Interchemical Ltd) are considering launching an aerosol 
furniture polish in the Italian market. Management have developed a unique 
gimmick to distinguish the product from . others already on the market: 
it contains a lemon ingredient which many housewives associate with superior 
cleaning properties. The company is prepared to promote the produl: t 
aggressively and it is considered that an initial budget of 100 million 
lire would provide a basis for a good campaign. The investment which is 
being considered in this case is therefore an investment in an advertising 
campaign. The uncertain variables for which probability distributions have 
been assessed are; 
The initial market size (millions of lire) 
The *market gro%qth (% p. a. ) 
The market share 
The price adjusted factor (% adjustment to the projected market 
sizes because of price changes). 
The cost of goods sold (% of sales) 
The variable selling expenses (% of sales) 
The fixed costs (millions of lire p. a. ) 
Corporation-tax, working capital etc. are ignored in this case study, but, as 
with the Hertz case, this is not an important disadvantage as far as the 
analyses carried out in this thesis are concerned. One feature of the model 
which is important is the fact that if sales are not up to expectations in 
- 
the first year the advertising program can be abandoned at very little cost. 
The effect of this on the model's output is discussed in chapter 4. 
Case D: ICI Model 
Case D results from a visit to the Agricultural Division of ICI Ltd. 
at Billingham in Teeside. The case study is considered-to provide a 
typical example of a type of investment problem with which the division is 
frequently faced. It is also used to illustrate the risk analysis computer 
programs which have been developed by personnel within the division. In the 
case, it is proposed that a plant be built to manufacture a chemical: 
Fertinol. There are two main markets for the chemical: the home market and 
the export market. If the plant's production is insufficient to satisfy 
both markets, the home market (which incidentally is slightly more 
profitable) is given priority. The uncertain. variables in the cash flow 
model are: 
The fixed selling costs in Home market (i p. a. ) 
The variable selling costs in Home market (i per ton) 
The price per ton in Home market (E) 
The potential sales in the Home market (tons p. a. ) 
The fixed selling costs in the Export market (i p. a. ) 
The variable selling costs in the Export market (f per ton) 
The price per ton in Export market (f) 
The potential sales in the Export market (tons p. a. ) 
The capital costs (E) 
The data of start up (i. e. years from start of construction) 
The life of the plant (years from start up) 
The start up costs (E) 
The salvage value (E) 
The fixed costs of production (E p. a. ) 
The variable costs of production (i per ton) 
The working capital required (1) 
The production capacity (tons) 
The rate of corporation tax used in the case study is 45% p. a. An investment 
grant of, 45% of the capital costs of the plant is assumed and the value of 
the plant is assumed to depreciate at 20% p. a. for tax purposes. The 
investment is assumed to be entirely in plant and not at all in buildings. 
(In general, any part of an investment which is in buildings has to be treated 
differently from that part of the investment which is in plant as far as 
grantsland tax allowances are concerned). 
Case E: Economos Model 
Case E is based on Economos (1968). A large corporation has to decide 
whether to acquire a computer leasing subsidiary. The subsidiary would 
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satisfy the computing needs of the corporation as well as competing with 
other leasing companies in what is known as the 'third party leasing market'. 
This market will it is considered become an increasingly important part of 
the total computer market until the 'year of the hostile act'. In this 
year action by manufacturers or by the leasing industry itself will, it is 
considered, impede growth. Only four of the variables entering the analysis 
of the investment are considered to have a significant uncertainty 
attached to them. These four variables are: 
The rate of growth of the total U. S. computer industry 
The rate of growth of the computer requirements of the 
corporation. 
The year of the hostile act 
The year of the introduction of fourth generation computers. 
At the time of the case 80% of the computers in use in the U. S. are leased 
and 2.5% of these leases are third party leases. This share of the leasing 
market is expected to increase by 30% p. a. until the 'year of the hostile 
act'. From that year and beyond the share of the market is expected to 
remain constant. From the year, of the introduction of fourth generation 
equipment rental rates on third generation equipment are expected to be only 
50% of their original value. 
This case study is of interest because the variables involved are 
markedly different from those in cases A, B, C and D. - - 
3.5 COMPUTER PROGRAMS 
Three computer programs have been developed by the author in FORTRAN 
on an ICL 1903T to carry out the analyses in this thesis. An indi6tion 'of 
theway in which they were wrftten is given in appendix B and only brief 
descriptions are therefore -appropriate here. 
Program RISKANAL 1 
RISKANAL 1 carries out a sensitivity analysis on the basis of best 
estimates, pessimistic estimates and optimistic estimates as described in 
section 1.3. The variables are arranged in order of decreasing sensitivity 
on the output. 
Program RISKANAL 2 
RISKANAL 2 is the program which was used to carry out most of the risk 
simulations described in this thesis. The input to the program can be 
defined in a number of different ways. The output includes a graphical 
display of the probability distribution of the performance measure. With 
minor modifications the program was used in chapters 6 and 7 to provide 
tables showing the sensitivity of the distribution of the performance 
measure to: 
(a) the mean of each variable 
(b) the standard deviation of each variable 
-43- 
and (c) dependencies between variables. 
The program uses the procedure described in Dow. nham and Roberts (1967) 
for sampling random numbers. I 
In both RISKANAL 2 and RISKANAL 1 the performince measure can be 
either NPV or IRR. For both programs it is necessary for the user to 
supply, in additio6 to data, a FORTRAN subroutine which calculates the 
cash flows in each year from the values of input variables. 
Program PROBSIM 
PROBSIM is the program used in chapter 5 to generate a set of 
unimodal distributions and to simulate the way in which they would be 
assessed using different procedures. 
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CHAPTER 4 
AN ANALYSIS OF THE CHARACTERISTICS OF THE INPUT 
TO AND OUTPUT FROM RISK EVALUATION MODELS 
-45- 
4.1 INTRODUCTION 
This chapter considers the following three questions concerned with 
the input to and the output from risk analysis studi. es: . 
(i) To what extent and in what sense can it be said that 
the distributions of NPV and IRR which are output from 
a risk evaluation model are approximately normal. 
(ii) To what extent and in what sense can it be said that the 
variables which are input to a risk evaluation model 
are approximately type I. 
and (iii) To what extent and in what sense can it be said th at 
dependencies between the variables which are input to 
a risk evaluation model are approximately type I. 
(In chapter 3, it will be recalled, a type I variable was defined as a 
variable which is such that only its mean and its standard deviation affect 
the distribution of the performance measure and a type I dependence was 
defined as a dependence which is such that only the coefficient of 
correlation affects the distribution of the performance measure). 
4.2 THEORETICAL RESULTS CONCERNING THE NORMALITY OF NPV MD IRR 
Suppose that the cash flows resulting from an investmentin years 0,1, 
2.... n are Co, Cl, C2-* .. Cn respectively (where n years is the life of the investment). Then if d is the discount rate, the NPV is defined as: 
n 
I ci 
i=o (I+d)i 
and the IRR is defined as that value of d which causes the NPV to be zero. 
Hillier (1963,1969) considers the conditions under which NPV and IRR 
can be shown to be either normal or approximately normal. First he points 
out that if Co, Cl.. C have a multivariate normal distribution then NPV 
being a linear sum oFtRe Cis will also be normally distributed. He then 
considers the situation where Co, Cl .... Cn do not have a multivariate normal distribution and carries out investigations to determine whether it is 
possible to use the Central Limit Theorem to show that NPV will be 
approximately normal in this case. These investigations will now be examined. 
The most well known version of the Central Limit Theorem states the 
following: 
if Wls W2--*-Wn are independent identically distributed 
non-de generate random variables with finite means and 4.1 
variances then their sum is asymptotically normal as. n 
tends to infinity. 
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This however is not applicable to the present problem as the variables 
which are summed when NPV is calculated are: 
ci 0,1 
and these are in general neither independent nor identically distributed 
Most other versions of the theorem can be considered as falling into one 
of 3 categories: 
those which insist on the 'identically distributed' 
condition in 4.1 but allow the 'independence' 
condition to be relaxed. 
those which insist on the 'independence' condition 
in 4.1 but allow the 'identically distributed' 
condition to be relaxed. (The most well known 
theorem here is the Lindeberg theorem which states 
that if Wli V2 .... Wn are a uniformly bounded sequence o independent hon-degenerate random 
variables then their sum is asymptotically normal 
as n tends to infinity). 
and (iii) those which allow both the 'independence' and the 
'identically distributed' conditions in 4.1 to 
be relaxed. 
Theorems in the first category are not in general applicable. Those in the 
second category may on occasion be applicable. Usually however a theorem in 
the third category is likely to be required. Unfortunately it seems to be 
the case that very few of the theorems which have been produced do? actually 
fall into the third category. Hillier mentions only two such theorems. One 
is quoted in Doob (1953); the other is quoted in Hoeffding and Robbins (1948). 
Both impose severe restrictions on the types. of dependence allowed. 
Even if an appropriate version of the Central Limit Theorem can be 
found one serious theoretical difficulty is liable to be encountered 
in connection with the condition (always present in Central Limit Theorems) 
that the variables should be non-degenerate. To illustrate this difficulty, 
suppose a simple situation exists where it is known that the cash flows are 
independent and identically distributed and that they continue forever. 
(This situation would appear on the face of it to be ideal for the 
application of the Lindeberg theorem). Suppose that the cash flows have mean 
V and standard deviation a and that the discount rate is d. The variance 
of the present value of the first n cash flows can easily be seen to be: 
n2 
Ia 
i=o (1+d) 
2i 
and this is finite tending to: 
cr -where a=1 
(1-al) I+d 
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as n tends to infinity. It follows from this that the distribution 
of NPV will not tend to normality unless every single cash flow 
is normal. (In practice it seems likely that the distribution of NPV 
w0l be approximately normal in the example which has been considered 
unless the discount rate is so high that the shapeý. of the distributions 
of the early cash flows exert an undue influence. However it is difficult 
to prove that this is so). 
-Yet another theoretical difficulty is provided by the fact that, even 
if the Central Limit Theorem can be applied in a particular situation, 
there is still no guarantee that the rate of convergence is sufficiently 
fast to ensure that the NPV (which is usually calculated over a finite 
number of time periods) is even approximately normal. The conclusion which 
can be drawn from all of the work mentioned so far is therefore the 
following: 
Although the Central Limit Theorem can be used to suggest a 
result which might hold in a large number of investment 
situations, it cannot be used to prove the result in even 
a small subset of those situations. 
One important argument which can be used to support the hypothesis that 
NPV will often in practice be approximately normal concerns the fact that 
the net cash flows in any given situation are usually calculated from a 
number of other variables. Generally it is true that the final stage in 
the sequence of calculations necessary to calculate the net cash flmq-. 
Ci in year i involves using a relationship of the following form: 
Ci =I ii +I i2***' AM-0 ii -0 i2****- 0 im 
where Iij (i = 1--N) are different categories of inflows and Oij 
(i =1.... M) are different categories of outflows. It may sometimes be 
possible to use the Central Limit Theorem on this relationship to show that. 
the net cash flows themselves have an approximately normal distribution. 
It would then follow that the NPV itself was approximately normally 
distributed. 
. So far we have only considered the arguments concerning NPV. The 
nature of the distribution of IRR is considered by Hillier (1963,1969). 
He starts by supposing that the investment is such that all the negative 
cash flows occur at the beginning of its life. It follows from this that: 
Prob. (IRR < R) = Prob. (NPV < O/Discount Rate = R) 4.2 
Hillier then puts forward the following argument to show that IRR is 
approximately normal if NPV is norinal for all values of R. Suppose up and 
a are the mean and standard deviation of NPV when the discount rate is R and It 
Vý is the derivative of lip with respect to R. Assuming that jjý an 
ap are constant for different values of R, the distribution of NPV w en the 
discount rate is R is NI (pp, a) and the distribution of NPV when the discount 
rate is R+A is N (v P+ jipAj, ap5 where A 
is any given number. It follows 
thatz 
Prob. (NPV <-PpA/Disc. Rate = R) = Prob. (NPV < O/Disc. Rate m R-+-A) 
and therefore (using 4.2) that: 
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Prob. (IRR <R+ 4) = Prob. (NPV < pýA/Disc. Rate = R) 
Hence IRR and NPV are identically distributed except for location and scale 
parameters. If NPV is approximately normal it follows that (with the 
assumptions which have been made) IRR is approximately normal. The fact 
that up and a are not constant for different values of R means that this 
result can onTy be. approximately true. However as Hillier (1969) points 
out Vp>O whereas a <0 so that the errors in the analysis caused by lip not 
being constant wil? tend to cancel out errors caused by ap not being constant. 
These arguments of Hillier concerning the distribution of IRR are 
criticised by Robichek (1975). He considers an investment requiring $1 
at time t=O with a single normally distributed inflow Cn occurring at time n. 
The NPV of the investment is normal for all discount rates. The IRR however 
is given by: 
(Cn )n -I 
and is (for n> 1) not even approximately norinal 
I 
Robichek also uses his example to draw a distinction between the 
expected rate of return' (which he defines at the rate that equates the 
expected periodic cash flows to Azero) and the mean of the distribution of 
simulated IRRs. The former is: 
.L [E (Cd 
]n1 
whereas the latter is: 
E 
I(Cd 
1 
(where E denotes expected value). As it is always true that 
E )n] [E (C n> d ]"L [(Cn"! 
it follows that the 'expected rate of return' will in ge. neral exceed the 
mean of simulated IRRs. 
4.3 EMPIRICAL RESULTS CONCERNING THE NORMALITY OF NPV AND IRR 
, -Three test risk simulations (to be referred to as simulations nos. 1,2 
and 3) were carried out on each of the case studies described in chapter 3. 
For simulation no. 1, it was assumed that certain estimates (see Appendix Q 
had been made of the lowest possible value, the highest possible value and 
the most likely value of each the variables and triangular distributions 
were fitted to the estimates as indicated in figure 4.1. In simulation 
no. 2, uniform distributions (see figure 4.2) were used for the variables 
and in simulation no. 3, L--. -. shaped distributions (see figure 4.3) were used. 
In both simulation no. 2 and simulation no. 3 the parameters of the 
distributionswere chosen so that the variables had the same means and 
standard deviations as in simulation no. 1. Thus, if we suppose that, for a 
given variable, U and a were the mean and standard deviation of the triangular 
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distribution used in simulation no. 1, then the upper and lower limits of the 
uniform distribution used for the variable in simulation no. 2 were: 
T +3 
and vrý a 
respectively and the upper and lower limits of theLshaped distrib ution used 
for the variable in simulation no. 3 were: 
v+2 /- -2 
and P -2 a 
respectively. and a can themselves be calculated from the lowest possible 
value a, the highest possible value, b, and the most likely value m, using 
the relationships 
a+b+m 
3 
b-a)2 + (m-a) (m-b 
18 
lowest best highest 
value (a) estimate (m) val ue (b) 
Figure 4.1 Distributions used in Simulation No. I 
-t5o- 
p- YI-37 a li +/ -3 a 
Figure 4.2 Distributions used in Simulation No. 2 
Figure 4.3 Distributions used in Simulation No. 3 
Each of the 15 risk simulations carried out involved 2000 runs. The 
complete distributions of NPV (discount rate = 10%) and IRR were calculated 
and are shown in appendix D. Two different tests of normality were made 
on the distributions. These involved: 
(a) calculating the chi-square statistic 
and (b) calculating the percentage of the distribution lying: 
(i) to the right of a point 2 standard deviations above the mean 
(ii) to the right of a point 1 standard deviation above 
the mean 
(iii) to the left of a point I standard deviation below 
the mean 
(i V) to the left of a point 2 standard deviations below 
the mean 
The values which were calculated for the chi-square statistic are shown 
in table 4.1. This statistic is not strictly relevant to the present problen. 
v- 1-2- ap r-Y- a 
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as the hypothesis is that the distributions of NPV and IRR are approximately 
normal, not that they are exactly normal. (It is to be expected that the 
hypothesis of exact normality will be rejected when 2000 observations 
are taken). Nevertheless the relative magnitudes of the statistic for 
different case studies and different performance measures are of interest. 
The class intervals which were used in the calculation of the chi- 
square statistic were not the same as those used in the presentation of 
the distributions in appendix D. They were instead chosen as: 
less than u-3.0 v 
u-3.0 v to u-3.0 v 
u-2.8 v to u-2.6 v 
0 
u+2.8 v to u+3.0 v 
gr'eater than u+3.0' v 
where u is the mean and v is the standard deviation calculated for the 
performance measure. There were therefore alwayýs 32 class intervals and 
it follmis that each of the chi-square statistics shown in table 4.1 has 
29 degrees of freedom. If the hypothesis had been exact normality this 
would have been rejected, using a level of significance of 0.05, when 
the value of the statistic exceeded 42.6 and, using a level of significance 
of 0.01, when the value of the statistic exceeded 49.6. 
Table 4.1 Values of the Chi-square Statistic when taking the 
Distributions of NPV and IRR for Normality 
I 
Values of the Chi-square Statistic 
Distribution of NPV Distribution of I RR 
Sim. No. I Sim. No. 2 Sim. No. 3 Sim. No. I Sim., No. 2 Sim. No. 3 
Case A 73 102 143 94 53 100 
Case B 100 63 171 10620 9280 10428 
Case C 1913 2218 2475 20862 18797 18691 
Case D 30 36 63 378 252 155 
Case E 336 307 1 
623 
1 
516 
1 
542 607 
(The cases A-E are described on pages 34*- 42) 
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The statistics which w ere calculated in the second of the tests for 
normality are shown in tables 4.2 - 4.7. They provide measures of the 
'goooness of approximation to normality' as far as. the tails of the 
distributions are concerned. It should be noted'that the standard error 
of each percentage in columns 1 and 4 of tables 4.2 -. 4.7 is approximately 
0.3 and the standard error of each percentage in columns 2 and 3 is 
approximately 0.8. 
Table 4.2 Comparison of the tails of the Distributions of 
NPV with the Normal Distribution in Sim. No. 1 
Percentage of the Distribution of NPV in Sim. No. 1 which is 
Greater than Greater than Greater than Greater than 
2 S. D. s below 1 S. D. below 1 S. D. above 2 S. D. s above 
mean mean mean mean 
Case A 2.35 13.45 14.50 3.10 
Case B 2.70 12.85 14.70 2.80 
Case C 0.00 12.00 18.00 3.70 
Case D 2.35 15.30 16.20 2.45 
Case E 0.05 19.35 18.45 3.15 
Normal Dist. 2.28 15.87 15.87 2.28 
Table 4.3 Comparison of the tails of the Distribution of 
IRR with the Normal Distribution in Sim. No. 1 
Percentage of the Distribution of IRR in Sim. No. 1 which is 
Greater than Greater than Greater than Greater than 
2 S. D. s below I S. D. below 1 S. D. above 2 S. D. s above 
mean mean mean mean 
Case A 2.50 14.55 14-10 1.55 
Case B 0.00 32.80 2.85 0.00 
Case C 0.00 40-15 0.00 0.00 
Case D 0.05 13.90 17.15 2.95 
Case E 0.25 19.35 19.05 3.10 
. Normal 
Dist. 2.28 15.87 15.87 2.28 
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Table 4.4 Comparison of the tails of- the Distributions of 
NPV with the Normal Distribution in Sim. -No. 2 
Percentage of the Distribution of NPV in Sim. No. 2 which is. 
Greater than Greater than Greater than Greater, than 
2 S. D. s below I S. D. below I S. D. above 2 S. D'. s above 
mean mean mean mean 
Case A 1.45 14.50 15.30 3.40 
Case B 1.85 14.75 15.60 3.55 
Case C 0.00 12.85 19.00 3.70 
Case D 1.90 16.45 16.35 2.35 
Case E 0.00 20.20 19.05 1.75 
Normal Di s t. 
1 2.28 1 15.87 1 15.87 2.28 
Table 4.5 Comparison of the tails of the Distributions of 
IRR with the Normal Distribution in Sim. No. 2 
Percentage of the Distribution of NPV in Sim. No. 3 which i 
Greater than Greater than Greater than Greater than 
2 S. D. s below 1 S. D. below I S. D. above 2 S. D. s above 
mean mean mean mean 
Case A 2.65 15.35 14.90 2.15 
Case B 0.00 34.35 3 20 0.00 
Case C 0.00 41.05 0.00 0.00 
Case D 0.15 16.50 19.55 2.45 
Case E 0.20 19.20 20.95 1.75 
Normal Dist. 2.28 15.87 15.87 2.28 
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Table 4.6 Comparison of the tails of the Distributions of 
NPV with the Normal Distribution in Sim. No. 3 
Percentage of the Distribution of NPV in Sim No. 3 which is 
Greater than Greater than Greater than Greater than 
2 S. D. s below 1 S. D. below 1 S. D. above 2 S. D. s above 
mean mean mean mean 
Case A 1.65 13.65 13.35 3.45 
Case B 2.75 12.50 12.95 2.65 
Case C 0.00 0.04 16.80 4.50 
Case D 1.20 15.75 16.70 3.20 
Case E 
- 
0.00 19.80 18.70 3.30 
Normal Di s t. 2.28 15.87 
_7 
15.87 2.28 
Table 4.7 Comparison of the tails of the Distributions of 
IRR with the Normal Distribution in Sim. No. 3 
Percentage of the Distribution of IRR in Sim. No-. 3 which is 
Greater than Greater than Greater than Greater than 
2 S. D. s below I S. D. below 1 S. D. above 2 S. D. s above 
mean mean mean mean 
Case A 2.50 14.35 13.35 1.60 
Case B 0.00 32.05 2.75- 0.00 
Case C 0.00 43.25 0.00 0.00 
Case D 0.45 18.10 18.85 1.80 
Case E 0.00 18.60 19.00 2.45 
Normal Dist. 2.28 15.87 15.87 2.28 
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4.4 DISCUSSION OF RESULTS CONCERNING THE'NORMALITY OF NPV AND IRR 
A close examination of tables 4.1 to 4.7 reveals that the performance 
measures can be divided into two groups, the first grqup qomprising: 
NPV in case A 
NPV in case B 
NPV in case D 
IRR in case A 
and the-second group comprising: 
NPV in case C 
NPV in case E 
IRR in case B 
IRR in case C 
IRR in case D 
IRR in case E 
The distributions in the second group cannot in any meaningful sense be 
described as 'approximately normal'. (A casual inspection of the graphic 
, 
al 
displays in appendix D reveals this fact). The distributions in the first 
group can be described as approximately normal in the sense that: ' 
(a) the value calculated for the chi-square statistic is less 
than 200 (Degrees of freedom = 29; Sample size = 2000) 
(b) the values calculated for Prob. (x >u+2 v) and Prob. 
(x <u-2 v) are both within 0.013 of the value 
applicable for a normal distribution 
and (c) the values calculated for Prob. (x >u+ v) and Prob. 
(x <u- v) are both within 0.034 of the value 
applicable for a normal distribution. 
The non-normality of the distributions in the second group can to a 
large extent. be explained by the following observations: 
(i) The cash flow model in case study C has a discontinuity in 
that it incorporates the condition 'if the net cash flow 
is negative in the first year then the project will be 
abandoned'. (It is interesting to note that the distribution 
of NPV in case C- see appendix D- appears to consist of two 
approximately normal parts, the first part corresponding 
to the situation where the project is abandoned, the second 
part corresponding to the situation where it is not abandoned). 
(ii) The cash flow model in case study E is 'highly non-linear' 
each variable being either 'a growth rate' or 'a year in which 
an event happens'. Also the cash flow model in case E 
involves relatively few uncertain variables. 
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In case study B there is a probability of over 30% that all 
the net cash flows will be negative. This means that there 
is a probability of over 30% that the equation for IRR has no 
finite real root. (Note that for computational convenience 
the IRR has been assumed to be -100% when all cash flows 
are negative and +100% when all cash flows are positive). 
(iv) In case study C the cash flows are certain to be either 
all positive or all negative (i. e. the equation for IRR is 
certain to have no finite real root). 
(V) The non-normality of the distribution of IRR in case D is 
due to the uncertainty in the non-linear variable 'start 
year'. Extra simulations (see appendix E) were carried out 
in which this variable was held fixed at its best estimate 
and approximately normal distributions for IRR 
satisfying all the criteria mentioned above was obtained. 
4.5 THEORETICAL RESULTS CONCERNING TYPE I VARIABLES AND TYPE I DEPENDENCIES 
The research of Wagle (1967) and Hillier (1963,1969) can be used to 
suggest a number of results concerned with type I variables and type I 
dependencies. 
Suppose that an investment has life n, that Co, Cl .... Cn are the net 
cash flows in years 0,1 .... n and that Xl, X2 .... Xn are the variables from 
which the cash flows are calculated. Consider first the situation where 
each cash flow is a linear function of the variables i. e., 
a 
li 
Xi i=0,1 
j=l 
for some constants ail (0 $isn, 1<j< m). Since NPV is a linear function 
of the Cis, it must i self be a linear function of the Xjs. Suppose: 
NPV X 
where the (0 j m) are constants. Then: 
m 
E (NPV) IiE (Xj) 
j=l 
and m 
Var (NPV) =Ia12 Var (X i)+2 .1 
Oj Ok Co"" (Xil Xk) 
j=l itk 
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A* ere E denotes expected value, Var denotes variance and Cov denotes 
covariance. 
Si nce: 
Cov (Xi Ix k) '2 Pik vt Var (Xj ) Var (Xk) 
and X it follows where -Pik Is the coefficient of correlation between Xi that the mean and standard deviation of NPV depend only on (aý the means and 
standard deviations of the Xjs and (b) the coefficients of correlat ion between 
the Xýs. If NPV is approximately normal (so that it is to a reasonable 
appro, imation completely determined by its mean and its standard deviation) 
it follows that all the Xjs and all the dependencies between the Xjs are 
approximately type I with respect to NPV 
If each Cs not a linear function of the Xs the situation is more 
complicated. 
Ligle 
(1967) considers situations 
Nere 
the product of two 
variables is taken. He points out that if XI and X2 are any two variables 
with means pl and P2 and standard deviations a, and a2 then: 
(i ) if X, and X2 are independent 
E (XIX2) "1 ý'2 4.3 
-and Var (X 1x 2) = 111 
2 
02 
2+ 
1'2 
2 
Cr 12+ Cl 
2 
'12 
2 4.4 
(ii) if XI and'X 2 are dependent with coefficient of correlation P: 
E (X 1x 2) "1 "2 +paI c2 4.5 
and Var (X X222 Cli 
2+22+ 21j, 1 2) c2 + 112 ol a2.1'2 P cyl a2 
+ 2p, E12 + 42 E 21 +E 22 - Ell 
2 4.6 
where E ij =E 
[(XI 
-pl)i (X2 -P2) il - 
This enables a few more situations to be considered analytically. For example, 
if XI and Xý are independent of each other and of all other variables and if 
each net cash flow is a linear function of 
XIX2' X3' X4*, *, Xm 
then (providing NPV is approximately normal) the Xjs will be approximately 
type I. Unfortunately however no general results applicable to Situations 
where variables are multiplied together in a cash flow model are available. 
To illustrate the reason why this is so, suppose that the Xi are independent 
and that: 
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NPV ýI Yk Xl 
q lk X2 
q 2k 
. 09. yý 
q mk 4.7 
k 
where the Yk are constants and the qjk are non-negative integers. Although 
in certain circumstances it may be possible to use equations 4.3 and 4.4 
to calculate the mean and standard deviation of any one term on the right 
hand side of 4.7 from the means and standard deviations of the Xjs, there is 
in general no way in which the coefficient of correlation between two different 
terms on the right hand side of 4.7 can be calculated. (It is however worth 
noting that Wagle (1967) does provide some useful results for tackling models 
such as,. the one in equation 4.7 when the Xjs have a multivariate normal 
di s tri b uti on) . 
Finally it should be pointed out that since the distribution of IRR 
can be obtained by using the relationship: 
Prob. (IRR < R). = Prob. (NPV < O/Disc. Rate = R) 
it follows that, if a variable or a dependence is approximately type I with 
respect to NPV for all discount rates, it is also approximately type I with 
respect to IRR. 
4.6 EMPIRICAL RESULTS CONCERNING TYPE I VARIABLES 
The parameters of the uniform distributions used in simulations No. 2 
and of thetý. shaped distributions used in simulation No. 3 were chosen so 
that the distributions had the same means and standard deviations as the 
corresponding triangular distributions used in simulation No. 1. It follows 
that an overall indication of the extent to which the variables in case 
studies A, B, C, D and E are approximately type I can be obtained by comparing 
the outputs from the three sets of simulations. I 
Table 4.8 shows the values obtained for the chi-square statistic: 
n 
I (Oi I- Ei) 
2+ (0 i2 - Ei) 
2+ 
i=l 
-, 
EiEi 
when n is the number of class intervals, Oij is thE 
the i-th class interval in simulation No. j and: 
Ei =j0 ii 
j=j -r 
(0 J3 - Ei) 
2 
Ei 
number of observations in 
The number of degrees of freedom of this statistic is 2 (n-1) and the class 
intervals used in its calculation coincide with those in appendix D. TW o 
points should however be born in mind when table 4.9 is being interpreted: 
(i) The hypothesis is that the distributions are approximately 
the same, not that they are exactly the same. The chi- 
square statistic cannot therefore be used in the usual wav 
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to accept or reject the hypothesis. 
(ii) The values of the chi-square statistic for. the distributions 
of, IRR in case studies B and C -are to a large. extent meaning-' 
less because - as pointed out in section 4.4 -theýequation for 
IRR frequently had no solution in these case studies. - 
Table 4.8 Comparison of Distributions obtained for NPV and 
IRR by Means of Chi-Square Statistic 
I 
Value of chi-square 
Statistic 
Degrees of Freedom 
NPV I RR NPV IRR 
Case A 61 50 60 54 
Cas eB 66 26 68 70 
Cas eC . 87 4 56 58 
Case D 62 118 66 78 
Case E 101 178 50 88 
Tables 4.9 - 4.18 compare the tails of the distributions output from 
simulation nos. 1,2 and 3 in case studies A, B, C, D and E by displaying: 
Prob. (Perf. Meas > XI); Prob. (Perf. Meas > X2) 
and Prob. (Perf. Meas < YI); Prob. (Perf. Meas < Y2) 
where XI and X2 are convenient values approximately 1 and 2 standard deviations 
above the mean of the performance measure and Y, and Y2 are convenient values 
approximately 1 and 2 standard deviations below the mean of the performance 
measure. (The distributions obtained for IRR in case studies B and C have not 
been compared in tables 4.9 - 4.18 for the reasons already mentioned). 
Table 4.9 Comparison of Tails of Distributions obtained for NPV in Case A 
Prob. Prob. Prob. Prob. 
NPV > 18000 NPV > 8000 NPV < -12000 NPV < -22000. 
Simulation No. 1 . 026 . 125 . 148 - . 026' 
-Simulation No. 2 . 030 . 130 . 156 . 017 
Simulation No. 3- . 029*- . 118 . 150 . 017 
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Table 4.10 Comparison of Tails of Distributions obtained for IRR in Case A 
Prob. Prob. Prob. Prob. 
IRR > 45 IRR > 25 IRR < -20 IRR < -45 
Simulation No. 1 . 031 . 151 . 135 . 020 
Simulation No. 2 . 023 . 158 . 140 . 024 
Simulation No. 3 . 021 . 147 . 124 . 020 
Table 4.11 Comparison of Tails of Distributions obtained for NPV in Case B 
Prob. Prob. Prob. P rob 
NPV > 13000 NPV > 7000 NPV < -4000 NPV < -16000 
Simulation No. 1 . 028 0.161 . 128 . 023 
Simulation No. 2 . 032 0.164 . 132 . 013 
Simulation No. 3 . 030 0.148 . 133 . 028 
Table 4.12 Comparison of Tails of Distributions obtained for NPV in Case C 
e 
Prob. Prob. Prob. Prob. 
NPV > 260 NPV > 160 NPV < -20 NPV < -120 
Simulation No. 1 . 034 . 186 . 127 0 
-Simulation No. 2 . 031 A99 . 132 0 
, 
Simulation No. 3 . 046 . 186 . 105 0 
Table 4.13 Comparison of Tails of Distributions obtained for NPV in Case D 
Prob. Prob. Prob. Prob. 
NPV > 9900 NPV > 9400 NPV < 8300 NPV < 7800 
Simulation No. 1 . 025 . 151 . 153 . 02'7' 
Simulation No. 2 . 022 . 151 . 165 . 022 ' Simulation No. 3 . 028 . 148 . 153 . 013 
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Table 4.14 Comparison of Tails of Distributions obtained for IRR in Case D 
Prob. Prob. Prob. Prob. 
IRR > 87 1 RR > 81 IRR < 68 IRR < 62 
Simulation No. 1 . 032 . 171 . 121 0 
Simulation No. 2 . 024 . 188 . 137 0.001 
Simulation No. 3 
1 
. 009 
LI 
. 152 . 115 
I 
0 
Table 4.15 Comparison of Tails of Distributions obtained for NPV in case E 
Prob. Prob. Prob. Prob. 
NPV > 700& NPV > 5000 NPV < 1000 NPV < -1000 
Simulation No. 1 . 036 . 192 . 189 0 
Simulation No. 2 . 019 . 197 . 189 0 
Simulation No. 3 . 043 . 192 . 226 0 
Table 4.16 Comparison of Tails of Distributions obtained for IRR in Case E 
Prob. Prob. Prob. Prob . IRR > 15.2 IRR >* 13.8 IRR < 10.8 IRR < 9.4 
Simulation No. 1 . 031 . 190 . 193 . 002 
Simulation No.. 2 . 017 . 209 . 192 . 002 
Simulation No. 3 . 037 . 190 . 232 0 
Tables 4.17 and 4.18 compare the means and standard deviations of the 
performance measures obtained for case studies A, B, C, D and E in 
simulations Nos. 1,2 and 3. 
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Table 4.17 Comparison of Means and S-D-s of NPV 
Case A Case B Case C Case D Case E 
Mean S. D. Mean S. D. Mean S. D. Me an S. D. Mean S. D. 
Simulation No. 1 -2719 9922 1680 5669 71 92 8835 535 3055 2025 
Simulation No. 2 -2714 9884 1711 5453 72 92 8829 531 3058 1994 
Simulation No. 3 -2697 9869 1671 5853 70 96 8330 521 2977 2110 
Table 4.18 Comparison. of Means and S. D. s of IRR 
Case A Case B Case C Case D Case E 
Me an S. D. Mean S. D. Mean S. D. Mean S. D. Mean S. D. 
Simulation No. 1 1.8 22.5 N. A. N. A. N. A. N. A. 74.7 6.3 12.3 1.5 
Simulation No. 2 1.8 22.1 N. A. N. A. N. A. N. A. 74.6 6.2 12.3 1.4 
Simulation No. 3 1.9 22.2 N. A. N. A. N. A. N. A. 74.7 5.6 12.2 1.5 
Additional investigations were carried out to determine whether 
particular variables were approximately type 1-with respect to NPV. For 
each of the variables chosen, these investigations involved comparing the 
output obtained from the following four simulations: 
Simulation (i) All variables have the triangular distributions used 
in simulation no. 1. 
Simulation (ii) All variables except variable under consideration have 
the triangular distributions in simulation no. 1; 
the variable under consideration has a uniform 
distribution with the same mean and standard 
deviation as the corresponding triangular distribution 
in simulation no. 1. 
Simulation (iii) All variables except variable under consideration have 
the triangular distributions used in simulation no. 1; 
the variable under consideration has a t--- shaped 
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distribution with the same mean and standard 
deviation as the corresponding triangular 
distribution in simulation no. 1. 
Simulation (iv) All variables except variable under consideration 
have the triangular distributions used in 
simulation no. 1; the variable under consideration 
has a triangular distribution with the same mean as 
the corresponding triangular distribution in 
simulation no. 1, but with a standard deviation 
which is 10% greater. 
The results obtained are summarised in tables 4.19 and 4.20. In each 
case the performance measure was NPV with a discount rate of 10% and 
2000 runs were carried out. 
Table 4.19 Comparison of Means of Performance Measure in the 
Simulations which were carried out to test whether 
particular variables were type I 
Variable Mean of NPV 
in simulation 
(i) 
Mean of NPV 
in simulation 
(ii) 
Mean of NPV 
in simulation 
(iii) 
Mean of NPV 
in simulation 
(iv) 
Selling Price: -2719 -2712 -2726 2733 Case A 
Cost Growth Rate: 
Case B 1680 1709 1656 1562 
Start Year: 
Case D 8835 8835 8836 8837 
Life of'Plant: 
Case D 883L 8834 8839 8831 
Table 4.20 Comparison of Standard Deviations of Performance Measure 
in the Simulations which were carried out to test 
whether particular variables were type I 
Variable SA. of NPV 
in simulation 
M 
S. D. of NPV 
in simulation 
(ii) 
S. D. of NPV 
in simulation 
(iii) 
S. D. of NPV 
in simulation 
(i V) 
Selling Price: 
Case A 9922 9897 9788 10431 
Cost Growth Rate: 
Case B 5669 5450 5779 6075 
Start Year: 
Case D 535 535 532 541 
Life of Plant: 
Case D 535 534 527 563 
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4.7 DISCUSSION OF RESULTS CONCERNING TYPE I VARIABLES 
Consider first table 4.8. This table can be interpreted with reference 
to the percentage points of the chi-square distribution shown in table 4.21. 
If the hypothesis had been that the variables in the case studies were 
exactly type I then this hypothesis could not have been rejected using a 
level of significance of 0.05 on the basis-o)-f: 
the distributions for NPV in case A 
the distributions for IRR in case A 
the distributions for NPV in case B 
the distributions for IRR in case B 
the distributions for IRR in case C 
the distributions for NPV in case D 
Also the hypothesis could not have been rejected using a level of significance 
of 0.001 on the basis of 
the distributions for NPV in case C 
the distributions for IRR in case D 
Table 4.21 Percentage Points for Chi-Square Statistic 
No. of degrees of x2 
. 05 
x2 
. 01 
x2 
. 001 freedom 
50 68 76 87 
60 79 88 100 
70 91 100 112 
80 102 1112 125 
*If the term 'the variable is approximately type V is taken to 
mean: 
the 6ypothesis that the variable*is exactly type I cannot 
be rejected using a level of significance of 0.001. 
then it can be concluded that the results which have been praduced suggest 
, that the variables in case studies A, B, C and D are approximately type 
I 
with respect to both NPV and IRR for the range of distributions considered. 
The variables in case E are not approximately type I ane. this is probably 
in part due to the fact that there are only 4 vari;; bles in case E. 
From tables 4.9 to, 4.16 it can be seen that the tails of the 
distributions obtained for NPV and IRR in simulation nos. 1,2 and 3 are 
fairly similar. (Note that the standard error of the numbers in columns 
I and 4 of the tables is approximately 0.003 and that'the standard error of 
-65- 
the numbers in columns 2 and 3 is approximately 0.008). The only notable 
differences occur in: 
(a) the right hand tails of the distributions of IRR in 
case D 
and (b) the right hand tails of the distributions of both NPV and 
IRR in case E. 
(a) is due to the fact that the relationship between IRR and the variable 
$start year' in case D is 'highly non-linear' (This was demonstrated by an 
extra run where 'start year' was held fixed at its best estimate - see 
appendix E). 
From tables 4.17 and 4.18 it can be seen that the means and standard 
deviations obtained for NPV and IRR in simulations nos. 1,2 and 3 are 
similar. 
Whereas tables 4.9 to 4.18 show the effect of maKing changes to all the 
distributions in the case studies simultaneously, tables 4.19 and 4.20 show 
the effect of changing the distribution of one of the variables while keeping 
all the other distributions fixed. It is clear from tables 4.19 and 4.20 
that the effect on the distribution of NPV of a 10% increase in the standard 
deviation of a variable is considerably greater than that of an alteration 
in the shape of the distribution of the variable. Define: 
Change in mean of NPV resulting from changing the 
distribution of the variable from triangular to 
uniform (i. e. col. 2- col. I in table 4.19). 
02 Change in mean of NPV resulting from changing the 
distribution of the variable from triangular to 
shaped (i. e. col. 3- col. I in table 4.19). 
Change in mean of NPV resulting from a 10% increase 
in the S. D. of the variable (i. e. col. 4- col. I 
in table 4.19). 
Change in S. D. of NPV resulting from changing the 
distribution of the variable from triangular to 
uniform (i. e. col. 2- col. I in table 4.20). 
ý2 Change in S. D. of NPV resulting from changing 
the distribution of the variable from triangular 
to bshaped (i. e. col. 3- col. I in table 4.201 
Change in S. D. of NPV resulting from 10% increase 
in S. D. of the variable (i. e. col. 4- col. 1 
in table 4.20). 
Define: a 
9= 9D1 + ID 2; tl = 
fi +' ý2 
TI 
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a and a are rough measures of the extent to which a variable is type I. 
Their values for the variables in tables 4.19 and 4.20 are shown in 
table 4.22. 
Table 4.22 Values of cc and 
Variable 
Selling Price: 
Case A 2.0 6.4 
Cost Growth Rate: 
Case B 4.5 2.5 
Start Year: 
Case D 4.0 4.0 
Life of Plant: 
Case D 1.6 6.2 
4.8 EXTENSION OF ANALYSIS TO COVER NON-UNIMODAL DISTRIBUTIONS 
The triangular, uniform and N shaped distributions which have been 
considered so far in this chapter are fairly extreme examples of what 
might be termed 'Pointed', 'flat' and 'skewed' distributions. The one thing 
which they do a 11 have in common however is that they are unimodal. (A 
uniform distribution can be regarded as the limiting case of a unimodal 
distribution). In order to provide an indication of the extent to which 
the results which have been produced can be extended to cover non-unimodal 
distributions, further simulations were carried out with each variable 
being described by a symmetrical V-shaped distribution (see figure 4-4). 
If V and a are the mean and standard deviation of the triangular distribution 
used for a variable then the bounds of the V-shaped distribution used for 
the variable are: 
11 - yr -2 cr 
and v+ vrý a 
(This ensures that the V-shaped distributions have the same means and 
standard deviations as the corresponding triangular, uni form and tý. shaped 
distributions ). 
Figure 4.4 A V-Shaped Distribution 
p- vr-, Z- ap. ii vr -2 a 
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The distributions output from simulations using V-shaped distributions 
are displayed and analysed in appendix E. The appendix shows that some 
of the results obtained in this chapter for case studies A-E can in fact 
be extended to cover the use of V-shaped distributions. 
4.9 SUMMARY AND CONCLUSIONS 
This chapter set out to consider three questions. The first of these 
questions was concerned with the normality of the distributions of NPV and 
IRR; the second was concerned with type I variables; the third was 
concerned with type I dependencies. 
As far as the first question is concerned it has been shown that: 
(a) the distribution of NPV is approximately normal in 
3 out of 5 of the case studies for a wide range of 
shapes of input distributions. 
and (b) the distribution of IRR is approximately normal in 
I out of 5 of the case studies for a wide range of 
shapes of input distributions. 
(For the sense in which the term 'approximately normall is used, see 
section 4.4). 
Three main reasons why NPV might not be approximately normal in a given 
situation have been identified. These are: 
(i) the investor might have options (e. g. abandonment or expansion 
options) open to him at stages during the project's life. 
(ii) there might be non-linearities in the cash flow model. I 
(These could be caused either by the presence of variables 
such as 'growth rate' and 'life of project' or by 
conditions within themodel itself e. g. the condition: 
supply the export market only if there is sufficient 
capacity after the home market has been satisfied). 
and (M) there might be insufficient uncertain variables. 
The shapesý of the distributions which are input would appear to be a 
relatively unimportant consideration. 
Table 4.23 summarises the results obtained in section C-3. It can be 
seen that non-linearities do not always cause thb distribution of NPV 
to be markedly different from normal and that 9 uncertain variables were 
sufficient in case A to produce an approximately normal distribution. (It 
is of course difficult to come up with a general rule concerning the 
number of uncertain variables necessary to produce a normal distribution; 
this must depend to some extent on the cash flo 
,w 
model and on the relative 
sensitivities of the different variables). - 
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Table 4.23 Summary, of Results concerning the Normality of NPV 
Total No. of 
Variables 
No. of non- 
linearities 
Did investor 
have options 
WasAPV 
approximately 
normal 
. Case A 9 2 No Yes 
Case B 12 3 No -Yes 
Case C 7 1 Yes No 
Case D 17 2 No Yes 
Case E 4 4 No No 
Hillier (1963,1969) and Wagle (1967) assume that NPV is approximately 
normal in the models which they consider. As these models do not in 
general deal with situations wh'ere there are options open to the investor 
or with situations where there are non-linearities in the cash flow model. 
this assumption may be reasonable. Indeed on the basis of the results 
produced in this chapter it seems likely that, if a cash flow model is 
sufficiently 'well behaved' for the Hillier - Wagle analytic approach to 
be applicable, then the distribution of NPV will be approximately normal. 
providing that there are a sufficient number of uncertain variables in the 
model. 
The theoretical arguments suggesting that the distribution of IRR is 
approximately normal are in any given situation likely to be weaker than 
those for NPV (see section 4.2). Furthermore, one reason in addition to (i), 
(ii)and (iii)above, to explain why IRR might not be normal in a given 
situation, has been identified: there could be a significant probability that 
all cash flovis have the same sign and that the equation for IRR does not in consequence have a real finite root. 
In the case of the second of the questions discussed in'this chapter 
it has been shown that the hypotheses: 
all variables 
all variables 
all variables 
all variables 
all variables 
all variables 
in 
in 
in 
in 
in 
in 
case A are 
cas eA are 
case B are 
case B are 
case C are 
case D are 
exactly 
exactly 
exactly 
exactly 
exactly 
exactly 
type 
type 
type 
type 
type 
type 
IA th respect to NPV 
I with respect to IRR 
I with respect to NPV 
I with respect to IRR 
I wi th respect to IRR 
I with respect to NPV 
could not be rejected using a significance level of 0.05 on the basis of 
tests carried out using triangular, uniform and tý. shaped distributions and 
that the hypotheses-. ' 
all variables in case C are exactly type I with respect to NPV 
all variables in case D are exactly type I with respect to IRR 
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could not be rejected using a significance level of 0.001 on the basis of 
the tests. The distributions which were produced for case E using 
differently shaped distributions could not be regarded *as lapproximately 
type V 6n'the basis of the criterion which was used (see seýtion 4.7). 
It is particularly notable that the probability distribution of NPV 
being approximately normal has been shown not to be a necessary pre- 
requisite for the variables in the cash f1`37model being type I. (Case C 
provides the evidence here). 
There are a number of reasons why a particular variable X, might not be 
approximately type I in a given situation. For example: 
(a) the decision on whether to abandon the investment might 
depend on whether X is less than some pre-determined 
level. (Often however abandonment decisions will - as 
in caýe C- be based on the values of variables which 
are calculated from input variables not on the values 
of input variables themselves). 
(b) the uncertainty in the performance measure might depend 
almost entirely on the-uncertainty in X. 
and (c) there might be very few uncertain variables apart from 
X in the cash flow model. 
Nevertheless the resu lts which have been obtained do suggest that variables 
are approximately type I in a wide variety of situations. 
As far as the third question mentioned in section 4.1 is concerned 
it has only been possible to present a number of theoretical arguments. 
If NPV can be assumed to be normal, these arguments show that the 
dependencies between variables which are added together in a cash flow 
model are type-I*and that dependen'cies between vari-ables which are 
multiplied: tOgether are in certain circumstanc6s approximately'type I. 
0 
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CHAPTER 5 
I 
A COMPARISON OF METHODS FOR ASSESSING 
SUBJECTIVE PROBABILITY DISTRIBUTIONS 
-71- 
5.1 INTRODUCTION 
The analyses carried out in chapter 4 strongly suggest that the most 
important parameters of most of the variables in risk evaluation models are 
their means and their standard deviations. This chapter considers how 
accurately the different methods available for assessing subjective 
probability distributions are capable of providing estimates for these 
parameters. 
There is not a great deal of literature in this area. 
authors have - mainly in connection with the use of PERT - 
methods for estimating the mean and standard deviation of 
optimistic, pessimistic and best estimates of its value. 
(1959) were the first to suggest the following well known 
are based on the beta distribution). 
po + 4m + Ploo 
6 
floo PO 
6 
A number of 
investigated 
a variable from 
Malcolm et al 
formulae (which 
5.1 
5.2 
where Pn is the n-th percentile of the variable, m is its mode, U. is its 
mean and a is its standard deviation. Later Moder and Rogers (1968) 
suggested the use of 5 and 95 percentiles and derived the following formula 
for the standard deviation: 
P95 P5 5.3 
3. Y 
Pe. rry and Grieg (1975) suggest 
-P95 
P5 5.4 
. 
3.25 
if the distribution is known to be 'rounded' in shape rather than 'peaked' 
and these authors also show that: 
P5 - 0.95m + P95 5.5 
2.95 
provides good estimates of the mean for a range of beta, gamma and lognormal 
distributions. (For distributions not extremely skeied the estimation error 
using equation 5.5 was found to be less than 5% of the standard deviation 
and usually in the region of 1% or 2% of the standard deviation). 
Pearson and Tukey (1965) have investigated the use of other percentiles. 
They found that when the median is assessed instead of the mode better 
estimates can be obtained. For example their estimate for the mean of a 
distribution using the median, 5 percentile and 95 percentile is: 
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V= P50 + 0.185 (P95 + P5 - 2p5o) 5.6 
and this usually gives errors equal to less than 0.1% of the standard, 
deviation. 
The formulae in equations 5.1 to 5.6 could be used directly in the 
analytic approaches to risk analysis suggested by Hillier (1963) and 
Wagle (1967). They could also be used in a risk simulation study (although 
complete distributions would then have to be constructed with the 
calculated means and standard deviations for the purposes of sampling). 
Three points should, however, be born in mind: 
the formulae in equations 5.1 to 5.6 have been constructed 
with reference to standard distributions such as the beta, 
the lognormal and the gamma. 
the estimation errors which are quoted take no account 
of biases inherent in the estimates made by management 
(For a discussion of biases, see section 2.4) 
(iii) the estimation errors take no account of the extent to 
which management are capable of discriminating between 
different values of the variable and different 
probabilities when making assessments (For example, 
if management are only capable of providing estimates to 
the nearest 0.1 then the errors quoted above are liable 
too small). 
As far as (ii) is concerned, Wallace (1975) provides an interesting 
discussion of adjustments which can be made to allow for a central bias. 
He suggests that: 
or K 
CY 
for a value of K between 0.35 and 0.8 where alis the value of the standard deviation calculated from estimates and a is what might be termed a 'realistic standard deviation' . 
The research which is described in this chapter involves defining a 
number of different 'true' probability distributions and investigating the 
accuracy of the means and standard deviations which would be calculated 
using a number of different assessment procedures. The 'true' probability distributions represent the distributions which the assessor would produce 
if he were capable of making an infinitely large number of infinitely 
accurate individual probability assessments. 
Two separate sets of analyses are carried out. The first assumes that 
the assessor is capable of making a finite number of infinitely accurate 
probability assessments; the second assumes that the assessor makes a finite 
number of assessments, but that his ability to discriminate between different 
probabilities and different values of the variable is limited. 
In connection with the second set of analyses it is interesting to note 
that theoretical discussions of likelihood discriminati. on are provided by 
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Luce and Raiffa (1967) and Suppes (1974). Luce and Raiffa suppose that 
given two events a and b there is a probability P (a, b) that a subject 
will prefer a to b and P (b, a) that the subject will prefer b to a and 
that: 
P (a, b) +P (b, 
Suppes provides an axiomatic treatment of the situation where a subject 
can only distinguish a finite number of different types of events e. g. 
'Certain' events, 'more likely than not' events, 'as likely as not' events, 
'less likely than not' events and 'impossible' events. 
5.2 ASSESSMENT PROCEDURES CONSIDERED 
The following is a list of the procedures for assessing subjective 
probability distributions which have been investigated. The procedures are 
all described and discussed in detail in chapter 2. In each case the 
range of possible values of the variable is assumed to be known and finite 
and the distribution which is being assessed is assumed to be unimodal. 
n equals the total number of assessments made (excluding the-end points of 
the range). For procedures 5 and 6n must be odd. 
Procedure 1: Divide the range of possible values of the variable into 
n+l intervals of equal width. Assess the probability 
of variable lying in each interval. Fit a piecewise 
linear cumulative distribution function to the assessments. 
Procedure 2: Divide the range of possible values of the variable into 
n intervals of equal width. Assess theprobability 
of the variable lying in each interval. Fit a piecewise 
quadratic cumulative distribution function to the 
assessments. 
Procedure 3: Assess the 123n fractiles of the n+ -7 n+-T -n-+T ...... -n-+ T distribution. Fit a piecewise linear cumulative distribution function to the assessments. 
Procedure 4: Assess the 1,2,39n fractiles of the n+ -T -n+-T -n-+T ...... n+l distribution. Fit a piecewise quadratic cumulative 
function to the assessments. 
Procedure 5: Assess the mode. Calculate the n-l values of the variable 2 
which divide the range of possible values above the mode 
tnto intervals of*equal width and assess the chance of 
each occurring relative to the'chance of the mode 
occurring. Fit a piecewise quadratic cumulative 
- distribution function to the assessments. 
Procedure 6: Define N= n+l. Assess the mode. ' Assess the two 2- 
values of the variable which are 
I times as likely as the N 
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2 mode. Assess the two values of the variable which are IT times as likely as the mode etc. Fit a piecewise 
quadratic cumulative distribution function to the 
assessments. 
The probability density functions corresponding to piecewise linear 
and piecewise quadratic cumulative distribution functions are illustrated 
in figures 5.1 and 5.2 respectively. The way in which the distributions 
are fitted to the assessments is straightfoyward in procedures 1,3,5 and 
6. In procedures 2 and 4 the method recommended by Schaifer (1971) and 
described in section 2.6 for fitting piecewise quadratic cumulative 
distribution functions to fractile assessments was used. 
Figure 5.1 Probability Distribution Function Corresponding to, a 
Piecewise Linear Cumulative Distribution 
Figure 5.2 Probability Distribution Function Corresponding to a 
Piecewise Quadratic-Cumulative Distribution 
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5.3 DISTRIBUTION-USED 
It was considered that the 'true' distributions used in the analysis 
should have the following properties: 
(a) It should be possible to calculate the mean and the 
standard deviation of each of the distributions exactly. 
(b) Each of the distributions should have a known finite 
range. 
(c) Each of the distributions should be unimodal and it 
should be possible to determine the position of the 
mode exactly. 
(d) It should be possible to calculate ordinates of the 
distributions exactly. 
(e) It should be possible to calculate cumulative 
probabilities and fractiles exactly. 
(f) The distributions should not have a cumulative 
which is piecewise linear or piecewise quadratic; 
nor should it have any other properties which make 
it particularly easy to assess the distribution 
accurately using the procedures mentioned in 
section 5.2. 
The only family of distributions found with all of these properties was 
the beta family and 55 distributions were therefore selected from the beta 
family to serve as 'true' distributions in the analyses. 
The beta distribution has the following probability density function.: 
(a +b- 1)1. xa-I-b-I f (X) = -(-a- I)' (b - 1; 1 
(1 , X) 
where*a and b are positive. If a and*b are both greater than 2 it 
has the general form shown in figure 5.3. The mean of the distribution is: 
a 
a+b 
The Yariance is: 
ab 
++ 1) (a + b)Z- 
and the mode is: 
a-I 
+b 
the range of the distribution is 0 to 1 (although this can be altered by 
applying a linear transformation to the variable). Cumulative probabilities 
can be calculated when a and b are iritegral from the relationship which 
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exists between the beta distribution and the binomial distribution. 
n 
I nC 
sps(, _P)n-s s=r 
x r-1 (, _x)n-r dx 
0 
fx r-I (, _x)n-r dx 
0 
(See for example Fletcher et al (1962, page 307)). 
Figure 5.3 A Beta Distribution 
The 55 beta distributions which were selected were those where the 
parameters a and b satisfied the following conditions: 
3a 12 
3b 12 
b :ýa 
a, b integral 
5.4 RESULTS ASSUMING PERFECT ASSESSMENTS 
. The first set of analyses assumed that the assessor was capable of making a finite number of perfect (i. e. infinitely accurate) assessments. 
The 'true' distributions used were the beta distributions described in 
section 5.3 and the assessment procedures which were simulated were those 
described in section 5.2. For the purposes of summarising the results 
the distributions were divided into two groups: 
Highly skewed distributions 
and Not highly skewed distributions 
A highly skewed distribution was defined as a distribution where the mode 
lay outside the range 0.4 to 0.6 i. e. as -one where the parameters a and 
b 
0 
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satisfied eithem. 
a-1 0.6 
+b 
or: a-1 0.4 
a+b 
(i. e. where: 4a > 6b -2 
or: 4b > 6a - 2) 
27 of the distributions were 'highly skewed'; 28 were 'not highly skewed'. 
The parameter n (equal to the total number of individual assessments 
assumed to be made in addition to the end points of the range) was allowed 
to take three values: 3,7 and 15. 
A computer program PRbBSIM which is described in appendix B was 
written to carry out the analyses. The results are shown in full in 
appendix F and summarised in tables 5.1 and 5.2. Table 5.1 shows the 
average absolute errors in the estimates calculated for the means as a 
percentage of the range of the distribution; table 5.2 shows the average 
absolute values of the percentage errors in the estimates calculated for 
the standard deviations. 
Table 5.1 Average absolute errors in estimates calculated for 
means as a percentage of the range of the 
distribution assuming perfect assessments. 
Average absolute 6rror in means as a percentage of range 
n=3 n=7 n=15 
Highly Not Highly Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew Skew Skew 
Procedure 1 0.2 0.0 0.0 0.0 0.0 0.0 
Procedure 2 0.6 0.3 0.0 0.0 0.0 0.0 
Procedure 3 4.0 0.8 1.9 0.4 0.9 0.2 
Procedure 4 1.1 0.3 0.5 0.1 0.2 0.0 
Procedure 5 1.6 0.2 0.6 0.1 0.2 0.0 
Procedure 6 J 7.7. 1.4 4.5 0.8 2.4 0.4 
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jable 5.2 Average absolute percentage-errors--in estimates 
calculated for standard deviations*assuming perfect 
assessments. 
Average absolute percentage error in standard deviations 
n=3 n=7 n= 15 
Highly Not Highly Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew Skew Skew 
Procedure 1 
. 
24.5 23.2 8.2 7.8 -2.2 2.0 
Procedure 2 14.1 15.4 1.8 2.3 0.2 0.2 
Procedure 3 48.5 44.8 36.0 32.1 23.9 20.5 
Procedure 4 22.2 19.0 13.4 11.0 7.4 5.9 
Procedure 5 19.3 19.3 8.9 7.8 2.5 2.2 
Procedure 6 41.3 35.7 33.9 27.1 1 24.8 1 18.2 
5.5 DISCUSSION OF RESULTS ASSUMING PERFECT ASSESSMENTS 
An examination of table 5.1, table 5.2 and appendix F reveals that for 
the beta distributions which have been considered: 
(i) Assessment'procedure I is consistently better than 
assessment procedure 3. 
(ii) Assessment procedure 2 is consistently better than 
assessment procedure 4. 
(iii. ) Assessment procedure 5 is consistently better than 
assessment procedure 6. 
It will now be shown that these results have an intuitively appealing 
explanation. 
Consider the result in (i) first. In both assessment procedure I and 
assessment procedure 3a piecewise linear cumulative distribution function 
is fitted to the assessments. The only difference between the two' 
procedures is that in procedure 1 cumulative probabilities are determined 
at equally spaced values of the variables whereas in procedure 3 values of 
the variable are determined at equally spaced cumulative probabilities. 
(If a distribution such as that shown in figure 5.4 were being assessed 
procedure I (with n=3) would produce a distribbtion-similar, to the one in 
Figure 5. '5, whereas procedure 3 (again with, n=3), would -produce a distribution 
similar to the one. in figure 5.6) The. result in (i) does therefore suggest the following: 
Estimates calculated for the mean and standard deviation are most 
accurate when the values of the variable at which cumulative 5.1 
probabilities are known are equally spaced. 
This conforns with intuition. 
, 
Figure 5.4 True Distribution to be Assessed 
I. Figure 5.5 Results Obtained Using Assessment Procedure 1 
Figure 5.6 Results Obtained Using Assessment Procedure 3 
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The result in (ii) above. is precisely analogous to the result in (i) 
and provides further evidence to support the hypothesis. in 5.1. 
Finally, consider result (iii). In procedure 5 the values of the 
variable at which relative likelihoods are determined are, on each side of 
mode, equally spaced (see figure 5.7) whereas in procedure 6 this is not 
so (see figure 5.8). This suggests the following: 
The accuracy of estimates made for the mean and standard 
deviation of a variable increases as the values of the 
variable at which relative likelihoods are known become 
'more equally spaced'. 
Again this conforms with intuition. 
0*X40 Vý v 
mode 
Figure 5.7 Values of the variable at which relative likelihoods 
would be known if procedure 5 were used to assess the 
distribution in figure 5.4 
mode 
Figure 5.8 Values of the variable at which relative likelihoods 
would be known if procedure 6 were used to assess the 
distribution in figure 5.4 
1 
A more general hypothesis to replace 5.1 and 5.2 is the following: 
The accuracy of estimates for the mean and standard deviation 
of a variable increases as the values of the variable at which 
cumulative probabilities/relative likelihoods are known become 
'more equally spaced'. 
Extra. evidence in support of this is provided by the fact that the, differences 
between the performances of: 
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(a) Procedures 1 and 3 
(b) Procedures 2 and 4 
and (c) Procedures 5 and 6 
are all greater for highly skewed than for not highly skewed distributions. 
A comparison of the accuracies of procedures 1,2 and 5 in tables 5.1 
and 5.2 reveals that procedure 2 produces on average the best estimates for 
the standard deviation and that procedure 1 produces on average the best 
estimates for the mean. The tables also show that the accuracy of estimates 
made for the mean of highly skewed distributions are on: averageý considerably 
worse than those made for the mean of not highly skewed distributions and that 
the accuracy of estimates made for the standard deviation of highly skewed 
distribution are on average only marginally worse than those made for the 
standard deviation of not highly skewed distributions. Define the skewness 
of a distribution, s, as follows: 
Mode - Lower Bound - 0.5 lTa-n ge 
Best fit relationships of the form: 
Error in Mean =aI+b1s 
Error in Standard Deviation =a2+b2s 
where al, a2, bl, b2 are constants are derived in appendix F. Errors in 
the mean are in most cases far more highly correlated with s than errors 
in the standard deviation and in some cases there was found to be no 
significant relationship between errors in the standard deviation and s. 
5.6 RESULTS ASSUMING IMPERFECT ASSESSMENTS 
The second set of analyses assumed the existence of a number e (which 
will be termed the assessor's 'accuracy parameter') with the property 
that: 
0, e, 2e, 3e 
were-the only numbers normally used by the assessor when providing assessments. 
(To illustrate the basic idea here suppose that for a certain individual 
e=0.1. This would mean that probabilities, values of the variable and 
relative likelihoods could all only be assessed by the individual to 
the nearest 0.1). 
Three different values of e were considered: 
0.2,0.1,0.01 
All six of the asiessment procedures described earlier in this chapter 
were investigated for n=3 and n=7.. The assumption which was generally made 
Oas, as indicated above, that probabilities values of the variable and 
-82- 
relative likelihoods could only be assessed to the nearest e. However, 
occasionally this assumption had to be modified because it led to 
either: 
two different cumulative probabilities corresponding 
to the same value of the variable (in procedures 3 and 
4). 
or (ii) two different relative likelihoods corresponding to the 
same value of the variable (in procedure 6). 
or (iii) the probabilities assessed for different intervals 
adding up to same number X other than 1.0 (in 
procedures I and 2). 
In the case of (i) and (ii) the modification involved judiciously reducing 
the accuracy parameter for particular assessments. When (iii) occurred 
the difficulty was overcome by dividing the probabilities for each interval 
by the number X. 
The results are shoýn in full in appendix F and summarised in tables 
5.3 to 5.8. Appendix F shows the-standard deviations of the 
errors. Best fit-relationships of the form: 
Error in Mean = a, + bis 
Error in Standard Deviation = a2+b2s 
where al, a2, bl, b2 are constants are also derived in appendix F. 
Table 5.3 Average absolute errors in estimates 'calculated for mean 
as a percentage of the range of the distribution assuming 
accuracy parameter = 0.2 
Average absolute error in mean as a percentage 
of range (Acc. Par. 0.2) 
n=3 n=7 
Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew 
Procedure 1 1.8 0.9 1.4 0.9 
Procedure 2 1.6 0.8 1.4 0.9 
Procedure 3 4.4 2t7 3.4 2.1 
Procedure 4 3.5 2.7 2.9 2.4 
Procedure 5 1.7 1.3 0.8 0.7 
Procedure 6 9.2 1.4 6.2 1.8 
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Table 5.4 Average absolute errors in estimates calculated for 
mean as a percentage of the range of the distribution 
assuming accuracy parameter = 0.1. 
Average absolute error in mean as a percentage 
of range (Acc. Par. = 0.1)- 
n=3 n=7 
Highly Not Highly Highly Not Highly 
Skew Skew' Skew Skew 
Procedure 1 1.0 0.7 1.0 0.7 
Procedure 2 1.1 0.8 1.0 0.7 
Procedure 3 4.7 1.4 2.2 1.1 
Procedure 4 2.1 1.3 1.6 1.0 
Procedure 5 1.5 0.4 0.5 0.3 
Procedure 6 7.6 1.6 5.3 1.1 
Table 5.5 Average absolute errors in estimates calculated for 
mean as a percentage of the range of the distribution 
assuming accuracy parameter = 0.01 
Average absolute error in mean as a percentage 
of range (Acc. Par. 0.01) 
n=3 n=7 
Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew 
Procedure 1 0.2 0.1 0.2 0.1 
Procedure 2 0.5 0.5 0.2 0.1 
Procedure 3 4.0 0.8 1.9 0.4 
Procedure 4 1.0 0.2 0.5 0.1 
Procedure 5 1.6 0.2 0.6 . 0.1 
Procedure 6 717 1.4 4.5 0.9 
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Table 5.6. Average absolute percentage errors in estimates 
calculated for standard deviation assuming 
accuracy parameter = 0.2 
Average absolute percentage error in S. D. 
Acc. Par. 0.2 
n=3 n=7 
Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew 
. 
Procedure 1 20.4 16.3 12.9 13.0 
Procedure 2 9.9 12.7 20.9 20.5 
Procedure 3 49.4 46.0 35.8 32.4 
Procedure 4 25.9 23.8 13.3 11.6 
Procedure 5 14.4 19.7 4.7 5.7 
Procedure 6 40. 36.2 33.3 28.8 
Table 5.7 Average absolute percentage errors in estimates 
calculated for standard deviation assuming 
accuracy parameter = 0.1 
Average absolute percentage error in S. D. 
assuming acc. par. 0.1 
n=3 n=7 
Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew 
Procedure 1 22 *8 19.3 6.0 6.8 
Procedure 2 10.0 11.4 10.4 8.2 
Procedure 3 49.1 45.3 38.6 35.6 
Procedure 4 26.3 23.5 21.6 21.0 
Procedure 5 16.6 18.3 5.8 5.8 
Procedure 6 41.5 35.9 34.9 29.8 
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Table 5.8 Average absolute percentage errors in estimates 
calculated for standard deviation assuming 
accuracy parameter = 0.01 
Average absolute percentage error in S. D. 
assuming acc. par. 0.01 
n=3 n=7 
Highly Not Highly Highly Not Highly 
Skew Skew Skew Skew 
-Procedure 1 24.2 23.0 7.7 7.2 
Procedure 2 10.5 13.6 1.3 1.7 
Procedure 3 48.4 44.8 36.0 32.1 
Procedure 4 22.1 19.0 13.6 11.0 
Procedure 5 19.3 19.3 8.8 7.6 
Procedure 6 41.2 35.7 33.9 
- _j 
27.1 
It can be seen from tables 5.1,5.3,5.4 and 5.5 that the average error 
in the mean almost invariably increases as the accuracy parameter increases. 
Some of the increases(particularly those corresponding to procedures 1 and 
2) can be shown to be statistically significant from the standard deviations 
of the absolute errors in Appendix F. 
It can be seen from tables 5.2,5.6,5.7 and 5.8 that for some 
procedures the average absolute percentage error in the standard deviation 
actually decreases as the standard deviation increases(and appendix F 
shows that some of the decreases are statistically. significant). The explanat. ion 
for this result is as follows: all of the procedures naturally tend to 
over - estimate the stanaard deviation of a distribution which is shaped 
like the beta and increasing the accuracy parameter tends to reduce the 
assessed standard deviation by 'chopping off' tails of the distribution. 
5.7 MAXIMUM ERRORS 
The results in appendix F can be used to suggest rough estimates for 
the maximum error to be expected when distributions similar in shape to 
the beta are being assessed. As an example suppose that procedure 1 
with n=3 is being used for a variable for which s=O. l and that the assessor's 
accuracy parameter is 0.1 
The best fit re lationship between errors in the mean*and s is: 
Error in Mean (% of range) = 0.5 + 2.6s 
and the standard error of the estimate is 0.8 
A '95% confident' maximum error for the mean (as a% of range) is therefore: 
0.5 + 2.6 x 0.1 + 1.64 k 0.8 = 2.1 
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Errors in the standard deviation are not (at the 0.05 significance 
level) related to s. Since: 
Average of errors in standard deviation =* 21.0% . 
Standard deviation of errors in standard deviation, =- 6.6% 
a '9ý% confident' maximum error for the standard deviation is 32%. 
(It is interesting to note that increasing n from 3 to 7 has virtually 
no effect on. the maximum error in the mean while decreasing the maximum 
error in the standard deviation from 32% to 13%). 
It should be noted that no account has been taken in the above of the 
fact that all six procedures tend to over-estimate the standard deviation 
(see computer output in appendix F). Strictly speaking the 95% confidence 
interval for the standard deviation should be symmetrical. 
5.8 SUMMARY AND CONCLUSIONS 
This chapter has studied the way in which 55 beta distributions would 
be assessed using six different procedures. The results obtained 
assuming that management are capable of making infinitely accurate assessments 
clearly demonstrate: 
For the same number of assessments, fixed interval 
methods provide better estimates of both the mean 
and the standard deviation than variable interval 
methods. 
For the same number of assessments, procedure 5 
provides better estimates of both the mean and 
the standard deviation than procedure 6. (See 
section 5.2 for a description of the assessment 
procedures). 
(iii) The accuracy of an estimate for the mean of a 
distribution tends to depend more heavily on the 
distribution's skewness than the accutacy of an 
estimate for its standard deviation. 
Assuming the existence of an, accuracy parameter equal to 0.1 or 0.2 had 
a particularly significant effect on average absolute errors in estimates - 
of the mean in the case of procedures I and 2. The effect of the accuracy 
parameter on estimates of the standard deviation was in some cases the 
reverse of what was expected. The reasons for this are given in section 5.6 
If the assumption can be made that the 55 beta distributions are 
representative of a far wider class of distributions, the results can be 
used to provide estimates of the maximum errors in assessed means and 
assessed standard deviations for all distributions in the class. 
It should be emphasised that the conclusions in this chapter are based 
on the assumption that the 'true' distribution is the same for all probability 
assessment procedures. In view of the experimental evidence which is available 
,, on 
the assessment of subje9tive probability distributions (see section 2.3) 
this assumption. is questionable and further work aimed at developing a more detailed model of the process by which probability assessments are made could 
usefully be carried out. 
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CHAPTER 6 
DEALING WITH DEPENDENCE IN 
RISK EVALUATION MODELS 
-88- 
6.1. INTRODUCTION 
, This, chapter starts with a brief consideration of the importance of dependencies between. the variables in a risk analysis study. The methods 
which have been suggested in the literature for assessing dependence are 
then'critically examined and a new method, particularly suitable for risk 
simulation, is suggested and evaluated. The chapter concludes with a 
discussion of methods for dealing with the situation where the value of a 
variable in one time period is dependent on its value in one or more 
previous time periods. ' (This might be referred to as the 'growth rate 
problem'). 
6.2 THE IMPORTANCE OF DEPENDENCIES 
To provide an indicaiion of the potential importance of dependencies 
in a risk analysis study, the effect on NPV of assuming total positive 
dependence between each pair of variables in case A (the Hertz model) 
was investigated. (For a precise definition of 'totalýpositive dependence' 
see section 6.3). The results obtained are summarised in tables 6.1 and 
6.2. 
Table 6.3 shmqs, for the purposes of comparison: 
the effect on the mean of NPV of increasing the 
mean of each variable by an amount equal to 
5% of the variable's range. 
the effect on the standard deviation of NPV 
increasing the standard deviation of each 
variable by 30%. 
Tria6gular distributions were used for the variables with 1000 
simulation runs being carried out. (The distribution of NPV assuming 
no dependence and using the original triangular distributions has, in 
$M, a mean of -2.7 and a standard deviation of 9.5). 
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Table 6.1 Effect on mean of NPV in Case A of total positive dependence 
between two variables ($M) 
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Table 6.2 Effect on S. D. of NPV in Case A of total positive dependence 
between two variables ($M) 
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Table 6.3 Effect on Mean and S. D. of NPV of errors in the mean and 
S. D. of variables ($M) 
Effect of increasing 
mean by 5% of range 
on 
Effect of increasing 
S. D. ny 30% on 
Mean of S. D. of Mean of S. D. of 
NPV NPV NPV NPV 
Init. Mkt. Size +0.3 +0.5 +0.2 0 
Mkt. Growth +0.1 +0.1 +0 0 
Selling Price +1.6 +0.2 +1.6 0 
Mkt. Share +0.5 +0.6 +0.3 0 
Init. Invest. -0.2 0 0 0 
Life of Invest. +0.1 +0.3 0 0 
Residual. Value 0 0 0 0 
Op. Costs -1.5 -0.1 +1.3 +0.1 
Fixed Costs. 0 0 0 0 
I' 
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Tables 6.1 to 6.3 show that the effect on a performance measure of a 
dependence between two variables is liable to be just as large - if not 
larger - than the effect on the performance measure of: 
(a) a 30% error in the standard deviation of one of 
the variables 
or: (b) an error in the mean of one of the variables equal 
to 5%. of the variable's range. -' 
In some cases the effect of a dependence can be quite large. For example, 
perfect dependence between selling price and operating costs would in the 
Hertz model reduce NPV by 72%. 
Of course it is still true that in any given situation many of the 
dependencies will be unimportant. The problem for the analyst is one of 
separating the important dependencies from the unimportant ones before the 
assessment procedure begins so that the total number of probability assess- 
ments to be provided by management is kept to a minimum. (This problem 
is discussed in chapter 7). 
6.3 METHODS SUGGESTED IN THE LITERATURE FOR ASSESSING DEPENDENCE 
The procedures which have been developed for assessing dependence fall 
into two general categories: 
(A) those which are suitable for analytic approaches to 
risk analysis because they produce a value for the 
coefficient of correlation. 
and (B) those which are suitable for risk simulation because 
they provide a complete pattern for the 
dependence (i. e. a sampling scheme). 
The most important work as far as category (A) is concerned has been 
carried out by Hillier (1969). He suggests that for a given value, say x, 
of the independent variable VI the assessor be asked to make optimistic, 
pessimistic and best estimates for the dependent variable V2. Theseyield 
(using, for example, equation 5.1) the conditional expectation: 
E 
[V2/Vl 
= X] 
If VI and V2 have a bivariate normal distribution and if a, and a2 are the 
standard deviations of Vl and V2 then the relationship: 
E 
[V2/Vl 
= x] E (V 2) +p 
cr2 (x -E (V, ))6.1 
cy 1 
can be used to estimate the coefficient of correlation p. Hillier suggests 
that two different values of x (equal to the optimistic and pessimistic 
estimates of Vl) should be used in the estimating process and that the values 
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of p which are calculated be averaged. Furthermore Hillier puts forward 
arguments to suggest that since equation 6.1 is the mean square regression 
line Of V2 on Vl the same equation can be used when VI and V2 do not have 
normal distributions. 
The simplest approach as far as category (B) is concerned is 
undoubtedly to assume either: 
(a) No dependence 
or (b) Total dependence (positive or negative) 
However, total dependence between two variables V and V2 needs careful 
defining in this context. It is not useful to deline it as the situation 
where p, the coefficient of correlation, equals either +1 or -1 as this 
implies that: 
V2 =a+bV, a, b constant b10 
and means that VI and V2 must have unconditional distributions which are of 
the same type. A more useful definition would seem to be as follows: 
x and y are totally positively dependent if when x takes 
a value equal to its k-th fractile y also takes a value 
equal to its k-th fractile. x and y are totally negatively 
dependent if when x takes a value equal to its k-th 
fractile, y takes a value equal to its (1-k) -th fractile. 
(This allows for example, a triangular distribution to be totally dependent 
on a normal distribution etc). 
' 
As far as the assessment of partial dependence for a risk simulation 
is concerned, Hertz (1964) suggests that a single subjective probability 
distribution be assessed for the independent variable and that several 
conditional subjective probability distributions be assessed for the 
dependent variable (each of these being conditional on the independent 
variable lying within a different interval). On each run of the simulation 
the value sampled for the independent variable would then determine the 
particular conditional subjective probability distribution used. The major 
drawback of this procedure is that it involves management in making an 
unreaýonably large number of individual probability assessments. 
Eilon and Fowkes (1973) consider the problem of dependence in some 
detail and suggest a number of different discriminant sampling procedures 
where the. range of possible values of the dependent variable is restricted 
in some way according to the value sampled for the independent variable. 
This is a sensible idea. It has the disadvantage that a particular 
discriminant sampling scheme cannot easily be related to a judgement by 
management as to 'the extent of the dependence'. Also if the unconditional 
distribution of the dependent variable has been assessed in advance it 
is sometimes difficult to choose the scheme so as to satisfy the consistency 
condition: 
9 (V2) h (V2/Vl) f (Vl )dV, 6.2 
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where g is the unconditional distribution of the dependent variable '(V2), 
f is the distribution of the independent variable (Vl) and h is the 
conditional distribution Of V2 given the value of Vl* 
. Kryzanowski et al (1973) suggest the following procedure when the 
value of the independent variable is less than its 0.50 fractile: 
if the intensity of the dependence is 'slight' sample 
in such a way that the probability of the dependent 
variable being less than its 0.50 fractile is 0.60 
for positive dependence and 0.40 for negative 
dependence. 
if the intensity of the dependence is 'moderate', 
sample in such a way that the probability of the 
dependent variable being less than its 0.50 
fractile is 0.75 for positive dependence and 0.25 
for negative dependence. 
(iii) if the intensity of the dependence is 'high', sample 
in such a way that the probability of the dependent 
variable being less than its 0.50 fractile is 0.90 
for positive dependence and 0.10 for negative 
dependence. 
Similar rules are suggested when the independent variable is greater than 
its 0.50 fractile. The procedures satisfy the condition in 6.2. Their 
main disadvantage would seem to be that the terms 'slight', 'moderate' and 
'high' are imprecise. 
. Finally, it is worth noting that Pouliquen (1970) suggests four 
methods for dealing with dependence. Briefly they are: 
(i) limit disaggregation in the cash flow model 
isolate the sources of uncertainty and redefine 
the variables accordingly. 
(iii) the pessimistic-optimistic approach - i. e. assume total dependence and see what effect it has on 'the results. 
jiv) collect more data (This is only applicable to 
those situations where data exists). 
6.4 A NEW METHOD FOR ASSESSING DEPENDENCE: BASIC IDEAS 
Suppose that variable V2 is considered to depend on variable V1 in a 
risk simulation and that unconditional distributionsfor Vl and V2 have 
already been assessed by management. One of the simplest single assessments 
of the extent of the dependence Of V2 on V, which can be made by management 
is the following: I. 
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'assuming VI =Q my median estimate for V2 is.. P' 6.3 
where Q is a value in one of the tails of the distribution 'of V 
The two sections which follow will show that if an assessment such 
as that in 6.3 is made then it is possible to find a set of conditional 
distributions for V2 which are both consistent with the assessment and 
consistent with the unconditional distributions Of V2 and Vl. This gives 
rise to a new (category B) method for assessing dependence which overcomes 
some of the drawbacks of existing methods because: 
(a) it takes account of a numerical estimate of the 
eýtent of the dependence. 
and (b) it gives rise to conditional distributions which 
satisfy the consistency condition in equation 6.2. 
6.5 THE NEW METHOD FOR ASSESSING DEPENDENCE: UNDERLYING THEORY 
As already noted, if g is the unconditional distribution of the 
dependent variable (V2), if f is the distribution of the independent 
variable (VI) and if h is the conditional distribution Of V2 given the 
value of Vl then for consistency: 
(V 2) 
fh (V 2/Vl) f (Vl) dV16.2 
-4* 
The analysis which now follows finds functional forms for h satisfying 
6.2 in situations where f and g are either (a) normal distributiong. or (b) 
distributions which become normal when a transformation is applied to the 
variable. 
(a) f and g Nomal 
Suppose f (Vl) N(ul. ) a, 
2 
9 (V2) N(U21 '72 
2 
then from the theory of the bivariate normal distribution 6.2 is satisfied 
if: 
h (V x) -. N+P 
'12 2 (I_ P2) 6.4 21VI 1'2 -al (x - I'l c12 
where p is the correlation coefficient between V, and V 2* 
This result is used by Hillier (1969) and Wagle (1967) in their 
analytic approaches to risk evaluation. 
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(b) f and g become Normal after a transformation 
Suppose now that there exist functions z and w such 
that z (VI) and w (V2) have distributions N (111, a12) 
and N (112, a22) respectively, i. e. Suppose. that: 
f (VI) dz F (V 
d 
and g (V2) ý'72 "G 
[w 
(V2)1 w 
where F and G are the p. d. f. s. of variables with distributions N (P 12 
and N (Pga a22) respectively. Then it can be deduced from the result'scr 
in (a) tt6.2 is satisfied if: 
h (V2'Vl =X 
dw H (V 2) 6.5 )= W2 
1W 
where H is the p. d. f. of a variable with distribution: 
' 02 2 (1 _ Pk2) 6.6 N 
[(l'2 
+ P* ci, 
(Z (x) - 11 )1 cr2 
P* (-1< p* <, 1) is the correlation coefficient between z(Vl) and w(V2) 
and not that between VI and*V2. However providing z and w are 
monotonic p* is still a measure of the extent of the dependence between 
V, and V2* 
These results can be summarised as follows: Suppose V2 ýepencrs on 
Vl in a risk simulation. Then, providing the unconditional distributions 
for VI and V2 can be chosen as distributions which become normal after a 
known transformation is applied'to the variable, conditional distributions 
can be chosen for V2. The conditional and unconditional distributions 
satisfy the convolution property 6.2 and a parameter, p*, in the model 
enables the extent of the dependence between Vl and V2 to be varied. The 
conditional distributions for V2 are of the same general type as the 
unconditional distributions in the sense that the same transformation 
(denoted by w above) converts the distributions into normal distributions. 
The transformations zand w which are chosen in a particular situation 
will depend on the properties. which management judge the variables to have. 
Of the distributions which Schlaifer (1971) recommends for the assessment 
of subjective probability distributions, a number are simple transformations 
of the normal distribution and do therefore give rise immediately to 
possible functional forms z and w. Table 6.4 presents a list of the 
characteristics of these distributions and includes the fractiles which 
Schlaifer suggests should be assessed. (For completeness two 3-parameter 
lognormal distributions have been added to Schlaifer's list). 
4. 
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Table 6.4* Selection of the Distribution Recomended by Schlaifer 
Type of Transformation t which Fractiles. 
Distribution must be applied to obtain which must Range, Other Properties 
aNormal Distn. N(u, a2) be assessed 
Norm, al t (x )-x . 25, . 75 -- to +- Symm etrical 
Lognormal -t (x log x . 25, . 75 0 to - Positively Skew 
3-parameter 
Lognormal t 
(x log (x-a 0. . 25, . 75 a to - Positively Skew 
3-parameter 
Lognormal t 
(x log (a-x) . 25, . 75,1 to a Negatively Skew 
4-parameter 
Lognormal t (x )- 10 g Ix; -, 
I- 
x 0. . 25, . 75,1 a to b Symmetrical or pos/neg Skew 
Arc Sinh t (x sinh-l x-m - . 25, . 5, . 75 & -- to Symmetrical or Normal S either . 875 pos/neg Skew or . 125 
As far as distributions not included in table 6.4 are concerned, it 
should be noted that any -distribution can be transformed into the normal 
distribution on a 'fractile to fractile' basis i. e. by using 
transformation. 
q 6.7- 
where, if p is the k-th fractile of the distribution,, q is the k-th fractile 
of the normal distribution, N (0,1). 
6.6 THE NEW METHOD: DETERMINING PARAMETERS AND SAMPLING 
We assume here that unconditional distributions have already been 
assessed for variables Vl and V2. These unconditional distributions may 
or may not be members of one of the families in table 6.4. 
An estimate for the parameter p* which measures the extent of the 
dependence Of V2 on VI can be calculated if management provide a single 
assessment of the form: 
$assuming that V, Q my median estimate for V2 is P' 6.3 
To show why. tbis is so. we first 'note that all 'the "transformations, t, 
considered in the previous §ectiorr transformed fractiles of a given 
Aistribution into the corresponding fractiles of the normal distribution. It 
follows (using the notation introduced under (b) in the previous section that 
since P is the 0.50 fractile, of: 
h (V2'Vl = 
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w (P) must be the 0.50 fractile of the normal distribution in 6.6 when 
x=Q. This means that: 
w (P) ý'2 + P* 02 (z (Q) 6.8 
i e. that 
P* 
(w (P) P2) ol 6.9 
ul) a2' 
In theory any value except the median of VI can be chosen for Q. However 
as the upper and lower quartile points in the distribution of V, will often 
have been assessed directly greater accuracy may well be achieved if Q is put 
equal to one of these. The rule which is adhered to in the example which 
follows involves putting Q equal to the quartile which lies in the longer 
tail of the distribution. (In practice it may sometimes be desirable to.. 
average two or three separate estimates for p*). 
When V and V2 have unconditional distributions taken from the families 
in table 6.1, calculating p* and carrying out the sampling is relatively 
straightforward. This is because precise functional forms for w and z 
are known once the parameters of the distributions have been calculated 
from assessments made by management. 
When VI and V2 do not have unconditional distributions" taken from the 
families in table 6.3, the situation is slightly more complicated. 
Suppose that Q is týe k-th fractile--of, distribution f-and P is the k2-th 
fractile of*distributi6n g. It follows from equation 6.9 using the transformations sOggested in equations 6.7 that: 
P* = r2 
rI 
where r2 is the k2-th fractile of the normal distribution N (0,1) and rl is 
the kl-th fractile of the normal distribution N (0,1). 
. 
The following sampling procedure is then applicable: 
(i) Sample a value q, from N (0,1) 
(ii) Sample a value q2 from N (0,1) such that the 
coefficient of correlation between ql and q2 
is P 
(iii) Calculate the fractile (say-jl) of N (0,1) 
to which ql corresponds and the fractile 
(say j2) of-N (0,1) to which q2 corresponds. 
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(iv) Put the V, sample equal to the il-th fractile 
of its distribution and the V2 sample equal to 
the j2-th fractile of its distribution. 
Standard procedures (see, for example, Naylor et al (1968))are available for 
sampling from a normal distribution and (ii) above can be accomplished 
using the result in equation 6.4. 
6.7 THE NEW METHOD: AN EXAMPLE 
The procedures outlined above will now be illustrated using the data 
of Eilorl and Fowkes (1973) which is reproduced in tables 6.5,6.6 and 6.7 . The data is based on case- A as described in Hertz (1964). Table 6.5 shows 
Hertz's data. Tables 6.6 and 6'. 7 show the distributions which management are 
assumed to use when making assessments. 
Table 6.5 Best Guess and Range for each Factor considered in the 
Case Study 
Best guess Range 
M Initial market size (thousand tons) 250 100 - 340 
G Market growth rate (% p. a. ) 3 0-6 
P Selling Price ($ per ton) 510 385 - 575 
S Share of market (%) 12 3- 17 
I Initial investment (million $) 9.5 7.0 - 10.5 
L Useful life (years) 10 5- 15 
R Residual value (million $) 4.5 3.5 - 5.0 
V Operating costs ($ per ton) 435 370 - 545 
F Fixed costs (thousand $) 300 250 - 375 
Table 6.6 Independent Probability Distributions for the 
Factors listed in Table 6.5 
m 100 145 190 240 290 340 
0.05 0.12 0.23 0.40 0.20 
G 0.0 1.5 2.5 3.5 4.5 6.0 
0.15 0.20 0.30 0.20 0.15 
P 385 420 460 500 540 575 
0.03 0.07 0.30 0.55 0.05 
s 3 5 8 11 14 17 
0.05 0.15 0.25 0.35 0.20 
1 7.0 8.0 9.0 9.5 10.0 10.5 
0.08 0.30 0.30 0.20 0.12 
L 5.0 7.5 9.5 11.5 13.5 15.0 
0.04 0.26 0.40 0.26 0.04 
R 3.50 - 4.00 4.25 
4.50 4,35 - 5.00 
0.15 0.15 0.33 " 0.23 0 . 14 
N 370 405 440 475 510 
' 
545 
0.05 0.55 0.30 0.07 0. 03 
F 250 275 300 325 350 375 
0.15 0.30 0.30 0.15 0.10 
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Table 6.7 Conditional Probability Distributions for 
Dependent Factors in Table 6.5 
m 
G 100 145 190 240 290 340 S 
0.0 -. a 
0.00 0.01 0.04 0.15 0.40 
1.5 5 
0.05 0.07 0.13 0.25 0.30 
2.5 8 
0.20 0.25 0.33 0.35. 0.23 
3.5 11 
0.30 0.35 0.30 0.15 0.07 
4.5 14 
0.45 0.32 0.20 0.10 0.00 
6.0 17 
100 145 190 240 290 340 
0.01 0.02 0.03 0.03 0.16 
0.02 0.03 0.04 0.05 0.58 
0.07 0.08 0.13 0.40 0.22 
0.20 0.37 0.50 0.43 0.04 
0.70 0.50 0.30 0.09 0.00 
L 7.0 8.0 9. 0 9.5 10.0 10.5 R 7.0 8. 0 9. 0 9.5 10.0 10.5 
0 .0 5.0 - 
3.50 3 50 50 
J 
0.40 0.04 0.00 0.00 0.00 
I 
0.60 0.25 0.08 0.01 0.00 
7 7.5 .5 
0 4.00 
0.38 0.50 0.20 0.08 0.02 0.35 0.27 0.11 0.03 0.02 
.5 ; 9.5 
5 4.25 4.25 
0.22 0.45 0.50 0.40 0.15 0.05 0.37 0.50 0.30 0.05 
11.5 4.50 
0.00 0.01 0.30 0.50 0.53 0.00 O. W^9 0.20 0.50 0.35 
13.5 4.75 
0.00 0.00 0.00 0.02 0.30 . 0.00 0.02 0.11 0.16 0.58 
15.0 5.00 
v 
F 7.0 8.0 9.0 9.5 10.0 10.5 P 370 405 440 475 510 545 
- 250 50 50 - 385 185 
0.00 0.05 0.13 0.15 0.53 0 0.60 0.00 0.00 0.00 0.00 
275 0 420 I 
0.04 0.18 0.35 0.45 0.40 0.30 0.10 0.00 0.00 0.00 
1 3 loo 00 0 460 
0.07 0.30 0.40 0.37 0.07 0.10 0.40 0.25 0.00 0.00 
325 Soo 
0.39 0.28 0.10 0.03 0.00 0.00 0.50 0.70 0.85 0.20 
350 540 
0.50 0.19 0.02 0.00 0.00 0.00 0.00 0.05 0.15 0.80 
375 575 
The variablesin this example are bounded both above and below and 
we assume that each can be represented by a 4-parameter lognormal 
distribution. (See table 6.4 for a definition of this distribution). The 
upper and lower quartiles which would be assessed by management have been 
calculated from table 6.6 on the basis of linear interpolation and are 
shown in table 6.8. The parameters p and a (equal to the means and 
standard deviations of the normal distributions into which the 4-parameter 
lognormal distributions can be transformed) are also shown in table 6.8. 
They are calculated by using the fact that if the 0.25 fractile of a 
4-parameter lognormal distribution is F, and the 0.75 fractile is F2 then 
the following relationships must hold. 
log F, a 
b 
I 
F I 
log F2 a 
b F2' 
u-0.6745a 
=. p +'0.6745a 
-100- 
Table 6ý8 Calculation of Parameters of Unconditional 
Distributions 
Variable Lower 
Bound 
a 
Upper. 
Bound 
b 
Lower 
Quartile 
Upper 
Quartile 
m 100 340 207.4 283.7 0.49 1.03 
G 0 6 2.0 4.0 0.00 1.03 
P 385 575 480.0 525.4 0.52 0.77 
s 3 -17 8.60 13.57 0.36 1.14 
1 7 10.5 8.57 9.67 0.48 1.03 
L 5 15 9.11 11.88 0.22 0.85 
R 3.5 5 4.17 4.63 0.45 0.99 
V 370 
. 
545 417.7 457.5 -0.49 0.73 
F 250 375 283.3 325.0 -0.30 1.05 
As mentioned in the previous section the values of p* are assumed to 
be calculated from assessments of the form: 
'assuming V, Q my median estimate for V is P' 2 
where Q is the quartile in the longer tail of the distribution of V1. In 
order to calculate the precise assessments which would be made by management 
it has been necessary to assume (a) that the probabilities in table 6.7 
are evenly distributed over the intervals and (b) that a statement which 
can be deduced from the table concerning a whole interval can be replaced by one which concerns only a specific value within the interval. For 
example, because the following is true: 
The probability that G is less *than or equal to 3.5 given that 
M lies in the 190-240 interval is 0.50. 
it has been assumed that management would make the assessment assuming 
M= 207.4, my median estimate for G is 3.5'. Theother assessments which 
woqld be made by management can be deduced in a similar way from table 
6.7. They are: 'assuming M= 207.4, my median estimate for S is 12.8', 
'assuming I=8.57, my median estimate for L is 9.341, 'assuming I=8.57, 
my median estimate for R is 4.23, 'assuming I=8.57, my median estimate 
for F is 322.51, 'assuming V= 457.5, my median estimate for P is 514.3'. 
(The accuracy here is of course unrealistic, but it helps to ensure that the 
results are comparable with those of Eilon and Fowkes (1973). 
The values of p* which would be calculated from equation 6.9 are 
shown in table 6.9. As an illustration of how the calculation. of p* can 
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be carried out, consider the dependence of G on M. Using the notation of 
equation 6.9, Q= 207.4, P=3.5 and the transformations are: 
Z (x) = log 
x- 100 w (x) = log -gö---x 
Furthermore, from table 6.8 it is known that V, = 0.49,1'2 = 0, a, = 1.03, 
c'2 = 1.03. From equation 6.9. 
Qog 1.4 - 0) 1.03 
(log U. 81 - U. 49) 1.03 
-0.48 
Table 6.9 Values Calculated for 
Dep/Indep 
Variable G/M S/M L/I R/I F/I P/V 
P* 
1 
-0.48 
11 
-0.63 0.86 
11 
0.76 -0.89 
11 
0.46 
-j 
Two simulations each of 5000 runs were carried out. The first 
involved taking independent samples from each of the bounded lognormal 
distributions in table 6.8. The second involved sampling first from the 
unconditional distributions of M, I, V and then from the conditional 
distributions of the other variables as determined by 6.5 and 6.6 above. 
The results are compared with those of Eilon and Fowkes in table 6.10. 
I 
Tab. le 6.10 Performance i'leasures Obtained Using Different Sampling Schemes 
IRR NPV (10% discount NPV'(20% discount 
SCHEME rate) rate) 
S million S million 
Mean S. D. Mean S. D. Mean S. D. 
A: "Best Estimate" 20.9 5.9 0.1 
B. Independent Sampling; True Distributions 12.0 22.3 2.2 10. Z -2.0 6.7 
Independent Sampling; 
C: 4-parameter lognormal 13.0 
I 
18.2 2.3 9.5 -2.0 6.2 distributions 
D* Conditional Sampling; 12.5 13.7 1.7 6.8 -2.3 4.5 True Distributions 
Conditional Sampling; 
E: 4-parameter lognormal 13.0 12.4 1.9 6.5- -2.3 4.3 
distributions I I I 
F. Best Discriminant 10.7 14.0 0.9 6.2 
I 
-2.7 4.2 
I 
Sampling Scheme I 
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Scheme D involving conditional sampling using the true distributions 
(i. e. those in tables 6.6 and 6.7) gives results which are the most faithful 
reflexion of management's expectations. Hence table 6.10 shows that the 
procedure suggested by the analysis in this paper (scheme E) does produce 
some improvements over the best of the discriminant sampling schemes used 
by Eilon and Fowkes in this case. It would of course be dangerous to draw 
general conclusions from this one example. However, it is to be expected 
that any model which takes some account of the extent of the dependence 
will produce better results than one which does not. 
6.8 THE NEW METHOD: ACCURACY OF COEFFICIENTS OF CORRELATION 
The analyses in chapter 4 suggest that many of the dependencies in 
risk evaluation models are approximately type 1. A small computer program 
was therefore written to test the accuracy of the coefficients of 
correlation under the proposed sampling scheme. The program calculated 
using simulation: 
'true' coefficients of correlation for the 
dependencies in the Eilon and Fowkes model 
(based on the data in table 6.7). 
and (ii) the coefficients of correlation which the 
sampling scheme described in this chapter 
would give rise to if the 'true' 
unconditional distributions in table 6.6 
were used and if the following 12 extra 
managerial assessments were made. 
if M= 167.5, the median value of G is 3.99 
if M= 265, the median value of G is 2.76 
if M= 167.5, the median value of S is 14 
if M= 265, the median value of S is 11.14 
if I= 8.5, the median value of L is 9.34 'if I*= 9.75, the median value of L is 11.58 if I= 8.5, the median value of R is 4.23 
. 
if I= 9.75, the median value of R is 4.58 if I= 8.5, the median value of F is 322.5 
if I= 9.75, the median value of F is 294.4 
if V= 422.5, the median value of P is 500.0 
if V= 492.5, the median value of P is 523.5 
The results which were obtained are shown in table 6.11. The average 
of the errors in the coefficients of correlation given by the sampling 
scheme is approximately 0.08. This is encouragingly small. 
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Table 6.11 Accuracy of Coefficients of Correlation 
Dep/Indep. True Coefficient 
of Correlation 
Coefficient of 
Correlation by 
sampling scheme 
G/M -0.49 -0.58 
S/M -0.58 -0.49 
L/I 0.63 0.75 
R/I 0.63 0.71 
F/I -0.58 -0.56 
P/V 0.50 0.45 
6.9 THE GROWTH RATE PROBLEM 
In risk analysis the value of a variable such as 'sales' or 'unit 
cost' in any one year is often considered to depend on its value in one 
or more previous years. It is customary to take account of this by 
describing the variable in terms of a distribution of its initial value 
and a distribution of its percentage annual growth rate. There are 
however, several difficulties as far as this practice is concerned. 
For example: 
The meaning of the term 'the distribution of the 
percentage annual growth ratel. may be unclear to 
the assessor. Indeed, as has been pointed out 
elsewhere in this thesis, different writers on 
risk analysis have used the term in different 
ways. Wagle (1967) in an analysis of the Hertz 
model assumes that the distribution of the market 
growth rate is the same in each year but that the 
value of the growth rate in any one year in 
independent of that in any other year. Other 
authors who have analysed the same model using 
'risk simulation assume that the market growth 
rate is constant over the life of the project 
(i. e. that it is only necessary to sample 
from the distribution once during each 
simulation run). 
(b) If it is decided that the second of the two 
definitions of the 'distribution of the percentage 
annual growth rate' given in (a) is appropriate 
then it must be recognised that the qrowth rate will not 
be in practice exactly constant over the life of 
the project and that any assessments which manage- 
ment make will correspond to an 'average' growth 
rate. The question which then arises is: 
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do management calculate average growth rates from 
the scenarios of the future whi ch they have in their 
minds in a sensible way. In this connection it is 
worth noting that, because of discounting, departures 
from the average growth curve early in a project's 
life are likely to be more important than departures 
later in the project's life. 
(c) Management may not expect the average growth rate of 
a variable to remain constant over time. This is 
particularly likely to be the case if the variable is 
'sales' or 'market size'. Bass (1969) has analysed 
data for 11 consumer durable products and shown that 
the model 
S (T) = (m (p+q)2/p) e- 
(p+q)T (q/p e- 
(p+q)T 
+ 1)2 ý 6.10 
gives a good fit where S (T) is the total sales at time 
T and m, p and q are constants. The model, which is 
illustrated in figure 6.1, is based on the assumption 
that the timing of a consumer's initial purchase is 
related to the number of previous buyers. 
In many situations therefore it might be felt desirable to abandon 
the 'initial value + constant growth ratp' model. Three- alternatives to the 
model applicable*to'situations wheVe difficulty(c)*above is encountered are 
Tisted below: 
(i) Identify Growth Parameters 
If growth is not expected to be exponential it may 
be possible for management to identify parameters 
describing the expected growth and to provide 
distributions for these parameters. With a new 
product the relevant parameters might be 'the 
initial growth rate' and 'the maximum sales'. 
Alternatively Bass's model (see equation 6 10) 
could be used with distributions being detýrmined 
for p, q and m. (Bass defines p as the coefficient 
of innovation and q as the coefficient of 
Figure 6.1 Growth of a New Product 
-105- 
imitation; m is-related to the peak sales). 
(ii) Use Several Different Growth Rate S 
If growth is not expected to be exponential 
throughout the whole of the life of a project 
it may be possible to divide the total life of 
the project into several -parts and to obtain a 
probability distribution for the growth rate 
corresponding to each part. This does however 
have drawbacks as questions of the form: 
how does the growth rate in years 5-8 depend 
on that in years 1-4 immediately arise? 
(iii) Use a Family of Growth Curves 
If exponential growth curves are not appropriate 
it may be possible to define in conjunction with 
management, a special family of growth curves 
(see figure 6.2) for the variable under 
consideration., The'median growth' curve, 
the 'upper quartile' growth curve and the 
'lower quartile' growth curve could be assessed 
in a similar way to that for assessing the 0.5, 
0.75,0.25 fractiles of an ordinary distribution. 
Packages such as PROSPER it is interesting to 
note tend to encourage the use of families of 
growth curves. All growth curve methods do 
however have the disadvantage identified in 
(b) above. 
Figure 6.2 A FamilY of Growth Curves 
. 
Yet another alternative to the use of the 'initial value + constant 
growth rate model is the use of a model of probabilistic growth. A number 
of different models. of probabilistic growth have been described in articles 
concerned with capacity expansion (see for*example, Manne (1961) and 
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Giglio (1970). A further one. can be based on the model of dependence which 
has been presented in this chapter. Define: 
I 
xi the value of the variable in time peHod i, 
fi the unconditional probability distribution of xi 
hi (xi/xi' 1) the conditional probability of xi 
given the value of x i-l 
It has been shown in this chapter that the fi and hi are consistent 
if there exist transformations ti such that: 
applying ti to fi Produces a normal-distribution 
with mean pi and variance 0,2 
and.:. applying ti to gi produces a normal distribution 
with mean: 
Pi + pi* Ci (t i-I (Xi-l) vi-iy 
Gi-l 
and variance: 
cri2 p, *2) 
where pi* is the coefficibnt of correlation between 
ti_l (xi_, ) and ti (xi). 
Very often it will be possible to assume: 
(a) that the fi are all distributions of the same type 
(e. g. that they are all 4-parameters lognormal 
distributions) 
and (b) that the pi* are all equal. (This corresponds approximately to 
constant auto-correlation). 
It then becomes unnecessary to determine expliciýly the parameters of fi for every single value of i. Assessing the parameters directly for a few 
values of i and obtaining the rest by interpolation should be sufficient. In addition (because of (b) only one assessment of the form: 
assuming the value of the variable in year i is Q, my median 
estimate for year i+l is P. 
is in theory necessary in order to detennine the auto- correl ati on pattern. 
6.10 SUMMARY AND CONCLUSIONS 
This chapter has shown that the effect on a performance measure of a 
dependence between two variables is liable to be just as important as the 
effect of either: 
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(a) a 30% error in the standard deviation of one of the 
variables. 
or (b) an error in the-mean-of one*of the variables equal 
to 5% 
of the variable'ý range. 
(One of the potential dependencies in case A was found to be particularly 
important in that it could decrease the standard deviation of NPV by up 
to 72Z). 
All of ihe methods suggested in the literature for assessing dependence 
have one or more of the following disadvantages: 
management are required to make an unreasonably large 
number of individual probability judgements. 
management make no quantitative judgements at all 
concerning the extent of the dependence. 
(iii) the conditional distributions used for sampling cannot 
i. n general be ýade consistent with pre-determined 
unconditional distributions. 
(iv) a coefficient of correlation rather than a complete 
sampling scheme is produced. (This is not necessarily a 
disadvantage in analytic approaches to risk 
evaluation). 
A new method, overcoming these disadvantages, which is particularly 
suitable for risk simulation, has been suggested. The-method involves first 
asking management to assess unconditional distributions for all the 
variables and then asking management to make, for each pair of dependent 
variables X and Y, further assessments of the form: 
if X=Q, my median estimate for Y is P. 
All the assessments are fitted to a model which is obtained by applying 
monotonic transformations to the bivariate normal distribution. 
The proposed method has been demonstrated on the data in Eilon and Fowkes - 
(1973) and some encouraging results have been obtained concerning the 
accuracy of the coefficients of correlation between the distributions 
produced by the method. 
It is worth noting that the method can be extended in an obvious 
way, using the properties of the multivariate normal distribution, to deal 
with situations where the value of a variable is dependent on the values 
of two or more other variables. 
The discussion of 'the growth rate problem' in this chapter has in 
many ways raised more questions than it has answered. When a variable 
is expected to have a different value in each year of the life of the 
project there are a number of alternatives open to the analyst. These 
might. be described as: 
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(a) assume an 'initial value + constant growth rate' 
model, -and obtain probability 
distributions for, the 
initial value and the growth rate. 
(b) identify growth parameters which are*different from 
those in (a) and obtain probability distHbutions 
for them. 
(c) assume that the variable has different growth rates 
at different stages during the project's life. 
(d) use a family of growth curves. 
(e) use a probabilistic growth model. 
As far as (e) is concerned it is interesting to note that the model which 
is proposed for the assessment of the dependence between two variables can 
also be formulated as a model of probabilistic growth. 
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CHAPTER 7 
DISTINGUISHING BETWEEN IMPORTANT AND UNIMPORTANT 
PROBABILITY ASSESSMENTS IN RISK EVALUATION 
-110- 
7.1 INTRODUCTION 
In risk evaluation it is unreasonable to expect management to provide 
detailed probabilistic descriptions of every single variable and every 
single dependency. The analyst must make some attempt to distinguish the 
important probability assessments from the unimportant ones so that manage- 
ment attention can be directed towards the fomer. 
Many authors have suggested that the importance of a particular variable 
can be ascertained by means of a sensitivity analysis. Pouliquen (1970) 
has also suggested that the importance of a particular dependence can be 
evaluated if two separate risk simulations are carried out, the first 
assuming no dependence, the second assuming total dependence (see section 
6.3 for a discussion of the difficulties associated with the concept of 
total dependence). There has however been very little discussion in the 
literature of the precise criteria which the analyst should use when 
deciding whether it is necessary for management to make a particular 
probability assessment and it is this aspect of risk evaluation which 
the present chapter is concerned with. The chapter starts with a 
discussion of the way in which the output from a sensitivity analysis should 
be interpreted. It then uses the results in chapters 4,5 and 6 to 
suggest an approach to risk simulation, which is designed to limit the 
total number of probability assessments-which management are asked to make. 
7.2 AN ANALYSIS OF THE OUTPUT FROM A SENSITIVITY ANALYSIS 
This section considers analytically the interpretation 
put on the results from a sensitivity analysis in two fairly 
situations. It is particularly concerned with the extent tc 
results from sensitivity analyses provide indications as to: 
(i) the relative importance of errors in the means of 
different variables. 
(ii) the relative importance of errors in the standard 
deviations of different variables. 
and (iii). the relative importance of dependencies between 
different pairs of variables. 
which can be 
simple 
whichý the 
Suppose that the investment involves n uncertain variables. Let Xi 
denote the value of the i-th variable and: 
f (Xis x 2*******Xn) 
where P is the value of the performance measure. Define: 
'Pp Mean of P 
a Standard deviation of P p 
Mean of Xi 
ai Standard deviation of Xi 
Pij Coefficient of correlation betqeeh Xi and. X j, 
Alli Small error in Vi 
Aai Small error in ai 
ei'l Effect of the error Api on Vp 
ei 2 Effect of the error aa, on vp 
e i, 3 Effect of the error &Iii on up 
e i, 4 Effect of the error &ai on ap 
gij Increase in pp when Pij changed from 0 to 1 
hij Increase in -pp when P, j changed from 0 to 1 
It will be assumed that, for each variable is management provide an 
upper bound Uj, a lower bound Li and a best estimate Ej. The measure Si 
of the importance of. variable i which is provided by he sensitivity - 
analysis will be assumed to be: 
Si=f (Ei, E2- Ei_,, Uis Ei+, ***E n)-f. 
(Els E 2- E i-l' Lis E i+l** Ed 
(See chapter 1 for a further discussion of the ways in which a sensitivity. 
analysis can be carried out). 
Define pi and qi (1 i n) as follows: 
Pi 7.1 
qj Aai 7.2 
ai 
(P ' is the error in 1j. expressed as a fraction of the range; qi is the 
e4or in ai expressed'as a fraction of 
Also, define for i=l, 2.... n: 
- ai 7.3 
Ti-Li 
Ki Ili ..... 7.4 
I. 
Ei 
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Situation No. 1 
Suppose: 
n 
P, =f (Xl$ X2"**Xn) =I ai Xi 
where the ais are constant. (rhis equation would be appropriate in the 
situation where P is Net Present'Value and where each Xi represents either 
an inflow or an outflow of money). 
that: 
Assume initially that the Xisare independent. It is easy to see 
I 
Si ai (Ii Ii 7.5 
Also 
n 
Vp 7.6 
, leading to: 
app a 
and i 
which using equations 7.1 and 7.5 reduces to: 
ei0 "i Si7.7 
Returning to equation 7.3 
app 
0 
and therefore: 
e i, 2 0 
7.8 
It is also true that: 
n 
Crp 
2. 
ai 
2 
Cr i27.9 
and therefore: 
3ap 
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, leading to: 
ei 301.. 
7,10- 
Also from equation 7.9 
2ap 
a'IP 
2a2 
i. e krp ai, 
? 
Cli 
Bai ap 
Hence, if Acri is small: 
ei 4 !. ai 
2 
Ui Acri 
ap 
which using equations 7.2,77.3 and 7.5 becomes: 
ei -S 
2-qj A2 A i. i. i7.11 
0 up 
Suppose now. that X, 1 and 
Xj are de endent with coefficient of correlation. 
_Pij. 
pp remains unchanged while a P, 
ý 
increases by: 
2aiaj Oij Ii 01 
and assuming that this is small in relation to a 
2it can be deduced that P 
up itself increases by approximately 
ai aj pij oi aj 
Up 
Hence * 
gij 
and 
I hij 7 ai a aj crj 
Op 
Using equations 7.3 and 7.5: 
hSSkk iiii 
ap 
7.12 
7.13 
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Situation No. 2 
. 
Suppose: 
P=f (XI9 X2**"Xn) = bij Xi Xj +Z 
where bij is a constant and Z is a function of all variables except Xi 
and X j* 
Si =b ij Ij (Ui - Li ) 
Si= bij li (U i- Lj) 
lip = bij pi Pj + 11 z 
where pz is the mean of Z 
app 
b ij lIj 
Hence 
7.14 
.. ei, l - 
bij lij Api 
and using equations 7.1,7.4 and 7.14 this becomes 
e i'l = 
Kj p, S, 7.15 
Simi Ia rly: 
ej,,, =Ki Ij 
Ij 
app 
and therefore: 
ei 207.16 
Alqo it is true that: 
OP2 =b Ij 
2p12aj2+. bij2 pj 
2 
ai 
2+b 
ii 
2. 
ai 
2 
aj2 +az2 
wherea z 
is the standard deviation of Z. 
Hence: 
2ap 
'ap 2 bij 2 ýli aj2 
Bpi 
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2 
3ap bij Ili aj 
alli 
I 
ap 
If &pi is small: 
022 eb Ali i3 ij Pi lIj 
ap 
which using equations 7.1,7.4 and 7.14 becomes 
ei IS2p2kK. 
2 
,37ii 
Ili Ij i 
11j2 a, ap 
Also: 
2ap Dap 2b ij2 pj2 ai +2b ij 
2 
ai aj 
2 
Dai 
i. e. 
7.17 
2222 
aap bij IIj ai bij crj ai 
ap OP 
which if Aai is small gives eventually (using equations 7.2,7.3,7.4 
and 7.14). 
eI qj k22] i41+a. 7.18 
Crp 
J7 
Ij 
Using equations 4.3 - 4.6 it can also be shown that: 
gij b ij Oi 
and that in certain circums 
equation 4.6 being small): 
2 hij bIj Ill 
tances (corresponding to the last 4 terms in 
i Ci aj 
UP 
These equations reduce to: 
9ij SSkkKK i 7.19 
Ili llj 
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hij . Si Sj ki ki Ki Ki7.20 7 
OP 
7.3 DISCUSSION CONCERNING THE OUTPUT FROM A SENSITIVITY ANALYSIS 
The main results produced in section 7.2 are as follows: 
n 
(i) if P ai Xi 
where the ais are constants then: 
ei, l Pi Si7.7 
ei 2=07.8 
ei3= 0' 7.10 
e i, 4 qi Si 
2ki2 7.11 
CY P 
9ij 0 7.12 
h S Skk 7.13 
Cr P 
(ii) If P=b ii Xi Xi + Z 
where bij is a consta,! t and Z is a function of all variables except 
Xi and Xi the n: 
e i'l, = Ij Pi Si 7.15 
e i, 2 = 0 7.16 
e i: 3 pi Si2 Pi clj2 kK2 i 7.17 
jij2 ai ap 
e i, 4 qj S2k2K2+ 92 iii 7.18 
ap 11j z 
9ij Si Si ki ki Ki Ki 7.19 
Pi Pj 
h ij S i SkkKK iiiii 
7.20 
Cr 
- -117; -- 
Assume ki-is approximately constant for all i. (This corresponds 
to assuming that the standard deviation of a variable is approximately 
proportional to its range). The results for the first model: 
ai xi ai constant 
show that: 
(a) the effect of an error in the mean of variable i on 
the mean of the performance measure is equal to the 
product of Si and the error (the error being expressed 
as a proportion of the variable's range). 
(b) the effect of a certain percentage error in the 
standard deviation of variable i on the standard 
deviation of the performance measure is 2 
approximately proportional to the product of Si 
and the percentage error. 
(c) the effect of total dependence between variables i 
and j on the standard deviation of the performance 
measure is approximately proportional to the product 
of Si and Sj. 
The results corresponding to the second model are rather more complicated 
than these, but it is- worth noting that for both models: 
(a) it is Si which enters into calculations concerned 
. with the effect of errors in the mean of variable i 
(b) it is Si2 which enters into calculations concerned 
with the effect of errors in the standard deviation 
of variable i. 
and (c) it is the product of Si ýnd Sg which enters into 
calculations concerned with te effect of a 
dependence between Xi and X j* 
Unfortunately, it is not easy to extend the results in section 7.2 to 
deal with a wide range of cash flow models. If the standard deviations of 
all variables are small then Taylor's theorem can be used to show that the 
results produced for the model: 
ai xi ais constant 
are approximately true, but in general the results produced for this model 
do not provide a good indication as to the relative importance of the means 
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and standard deviations of different variables. The analysis of case A in appendix H illustrates this point. 
An attempt was made to estimate the effect of dependencies between 
pairs of variables i and i in case A by approximating the functional form: 
P=f (Xis x 2*'**Xn) 
to p=a+aXi+YXi+6Xixi 
where a, 0, y and a areAndependent of Xi and Xj. However this was not 
successful as it only gave the effect of a dependence between the variables 
on the basis of an assumption that a, o, Y and 6 were constants. (The 
effect of a dependence between variables i and j on the term 
6 xi xi 
can be considerably greater than a times its effect on Xi Xj if 6 itself 
has a large standard deviation. Also, as the same variables are often 
used in the calculation of two or more of a, 0, -y and 6, the-latter*cire, in 
many cases, hot independent of each other). 
7.4 THE POSSIBILITY OF A SENSITIVITY ANALYSIS BEING TOTALLY MISLEADING 
Even when P is a relatively simple function of the Xis, the results 
from a sensitivity analysis can in theory be totally misleading. Suppose: 
p= XIx2 
and that: 
L, = -11 ; 
L2 = -12 ; 
L3 = 0; 
X 
E1 = ", u1= 13 
E2 =0 u2= 12 
E3 = 12 U3 = 24 
I. 
with the distributions ofthe three variables being independent and triangular in shape. ' 
Then 
s0 
S2 = 24 
S3 = 24 
giving the impression that errors in the distributions of Xl are totally 
unimportant when compared with errors in the distributions Of X2 and X3 
and that errors in the distributions Of X2 and X3 are equally important. 
In fact it can be shown, from the analyses given in the previou's section 
that: 
el 
256q, 
,4 ap 
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e 272q 2,4 2 
ap 
16q 3,4 3 
p 
i. e. a small percentage error in al has 16 times the effect on ap as 
the same percentage error on c'3 and only marginally less effect than 
the same percentage error in a2- 
Another example of a situation where the results of a sensitivity 
analysis are liable to be misleading is suggested by case D. Suppose 
that a certain capital investment project involves building a plant to 
manufacture a product for which there are two markets: market I and 
market II. Suppose that: 
(a) market II will only be supplied if market I 
has been completely satisfied. 
and (b) on the basis of best estimates market I cannot 
be completely satisfied. 
A sensitivity analysis would then produce the result 
Si =0 
for all variables i relating to market II even though there might in fact 
be a high probability of market II being supplied. 
7.5 THE USE OF. A SENSITIVITY ANALYSIS TO SCREEN VARIABLES INITIALýY 
In this section and the sections which follow the following definitions 
will be used: t 
Category A variables: variables which need to be described 
by a probability distribution for the 
purposes of the investment decision 
being considered. 
Category B variables: variables which can satisfactorily be 
described by a single point estimate. 
The analyses in sections 7.2,7.3,7.4 and appendix H show that: 
(a) When the model: 
n 
Pai xi ais constant 
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is appropriate the sensitivity coefficients can 
be used to provide a good indication as to the 
relative importance of the different*means,, standard 
deviations and coefficients of correlation. , .. 
(b) With more complicated models the sensitivity 
coefficients may only provide rough indications as 
to the relative importance of the different means, 
standard deviations and coefficients of correlation. 
. 
(c) In some situations the sensitivity coefficients are 
liable to be totally misleading. 
This section considers whether, in view of these results, a sensitivity 
analysis can be used to classify certain of the variables in a risk 
evaluation model as 'category B'. (Many authors recommend that this 
is precisely what a sensitivity analysis should be used for. Pouliquen 
(1970) for example in the Port of Mogadiscio study started with 
27 variables and after carrying out a sensitivity analysis came to the 
conclusion that the variability of the performance measure was primarily 
explained by 7 of the variables. The other 20 variables were then 
classified as 'category B' and eliminated from further consideration). 
Define for each variable, i: 
R' 
1M. ax sI 
si I 
tj 
kl: k=1,2 ..... nj 
Rj will be termed the 'range coefficient' of variable i. It is a measure 
o how sensitive variable i is relative to the most sensitive variable 
and is in many ways easier to interpret than Si. The values of ISil and 
Ri (as produced by the computer program RISKANALl) for the five case 
studies described in section 3.5 are shown in appendix G. 
One rule which could be used when variables are screened initially 
is the following: 
If RC assign variable i to category B; 
If Ri >C assign variable i to category A 
for some value of C between 0 and 1. 
To explore how this rule would work in practice four risk simulations 
were carried out for each of the five case studies described in section 
-121- 
3.5. In the first of these simulations each -of the variables was 
described by a triangular distribution using the data in appendix C. 
The other three simulations tested the consequences, for C=0.05, 
0.1 and 0.25, of using the following rule: 
If Ri <C assume variable i is equal to its best estimate 11 
If Ri >C assume variable i has a triangular distribution 
as in the first simulation. 
The results which were obtained are shown in tables 7.1,7.2 and 7.3. 
(Note in the interpretation of tables 7.2. and 7.3 that C=0 
corresponds to the first simulation where all. the variables were 
described by distributions). 
Table 7.1 Number of Category A Variables for Different Values 
of the 'Cut-off Range Coefficient' C 
Number of Category A 
Variables when C equals 
Case Study Total No. of 
Variables 0.05 0.1 0.25 
A 9 7 5 4 
B 12 10 6 4 
c 7 7 7 6 
D 17 8 7 6 
E 4 4 4 2 
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Table 7.2 Effect of Value of C on Mean of NPV (Discount Rate = 10%; No. of Simulation Runs = 1000) 
Mean of NPV assuming C equals 
Case Stu lyý 
.. - 0 0.05 0.1 0.25 
A -2590 -ý2470 -3020 -3030 
B 1750 1860 2220 3060 
C 74 74 74 78 
D 8870 8870 8860 8880 
E 2980 2980 2980 2630 
Table 7.3 Effect of Value of C on S. D. of NPV (Discount Rate = 10%; 
No. of Simulation Runs = 1000) 
S. D. of NPV assuming C equals 
Case Study 
0 0.05 0.1 0.25 
A 10040 10030 9940 9940 
B 5690 5670 5640 5670 
c 93 93 93 94 
D 535 533 532 524 
E 1990 1990 1990 1920 
It can be seen from table 7.3 that errors in the standard deviation 
of the performance measure resulting from the application of the rule 'described above are very small indeed even when C=0.25 (In fact as the 
standard error of a standard deviation, a, in table 7.3 is approximately: 
a 
20-00 
44.72 
the errors in table 7.3 caused by increasing C from 0 to 0.25 are the same order 
of magnitude as potential sampling errors). 
Itcan be seen from, table 7.2 that the errors in the mean of the 
performance measure resulting from thp application of the rules which were 
used are on occasion quite large. Fufther investigations revealed that this 
is almost entirely because some of the variables i for which: 
Ri ;cC 
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are highly skewed and have the property that the difference between Ei 
an. d pi is quite large. 
A sensible procedure aimed at reducing the errors in table 7.2 would 
be to assume that a category B variable is equal t6 an 'estimate of. 11i 
rather than that it is equal to Ei. The PERT formula 
[Li 
+4E+ Uj 
which is discussed in section 5.1 could be used to provide the estimate of 
pi. ' (The logic of this procedure is reinforced by the observation that, 
for most simple cash flow models, the standard deviation of a variable 
has very little effect on the mean of the performance measure). 
Section 7.4 produced examples to show that in theory the results of 
a sensitivity analysis can be totally misleading when the performance 
measure is not a linear function of the variables. No serious difficulties 
of this nature were however encountered in case studies A, B, C, D and E 
and the use of a sensitivity analysis to screen variables initially in the 
way which has been described in this section would seem on the basis of 
the case studies which have been examined to be justifiable. The analyst 
should of course be aware of potential pitfalls and in some cases itPay 
be desirable for him to vary the values of two or more variables 
simultaneously in a sensitivity analysis to confirm that it is justifiable 
to assign a certain variable to category B (For exampli, in case D the' 
fact that the 'sales vol. in market 2t variable, -can be assigned to 
category B should be confi med by investigatin" the effect on the performance 
19 measure of this variable when production, capacity is high). 
7.6 THE BEST VALUE OF THE CUT-OFF RANGE COEFFICIENT 
This section considers analytically arguments concerned with the 
way in which the cut-off range coefficient, C should be set in the case 
of the model: n 
paixiais constant 7.21 
Suppose that variable m, is the most sensitive variable and that: 
Error in ap caused by a small error equal to qam in am 
T i Error in up caused by assuming that aj =0 
From the analyses in section 7.2 it can easily be deduced that: 
%, 
2q am 
2 
am 
2 
T 
ai2ai2 
and if it is assumed that ki is constant for all variables i it follows 
from this that: 
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2q S"2 
m T jsi2 
= 2g 
R2 
3 
1 when; 
R. 
q 
and from this it can be deduced that the error in the performance measure 
which is caused by assuming that a variable, j, with range coefficient 
Rj can be replaced by its best estimate is approximately equal to the 
error in the performance measure caused by an error of: 
Rj 2 am 
2 
in am 
Replacing a variable with range coefficient equal to 0.25 by a single 
point estimate does therefore have the same effect on the standard deviation 
of the performance measure as an error of approximately 3% in the standard 
deviation of the most sensitive variable. Section 5.4 shows that, even 
if management make 7 perfectly accurate assessments for the distribution of 
a variable, the error in the standard deviation which is calculated for the 
variable averages about 8% and on that basis a case could be made out for 
choosing a Mue of C equal to, or even greater than, 0.25. 
There are however a number of reasons why it might in practice be 
considered desirable to choose a value for C less than 0.25: 
. 
(i) Non-linearities in the function: 
p=f (XI, x 2*****Xn) 
are liable to cause the error in ap resulting from a being ignored to be greater than that assumed above (AppenAix G 
shows that this happens in case A). 
(ii) The mean of a variable j for which Rj = 0.25 does have a 
significant effect on ap. The decision to describe variable 
j by. a distribution may eventually result in a more 
accurate value for uj than that provided by the PERT 
formula being found. 
and (iii) If all the variables i for which 
Ri < 0.25 
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are replaced by a single point estimate then there is 
a possibility that a correlation PMJ between the most 
sensitive variable, m, and a variable j for which 
Rj = 0.25 will be ignored. Define: ` 
Tj'_= Error in ap caused by an error equal to qam'in am 
Error in ap caused by assuming Pmj =0 
On the assumption of the linear cash flow model in equation 
7.21 it can easily be shown that: 
amam 
P mj aj I'j 
which assuming ki is approximately constant for all i becomes: 
qS m 
P mj 5i 
= 
___ 
mj R 
and it can be seen that, if Pk '2 0.5, then assuming. 
Pki =0 is equivalent to accepling a 12j% error in the 
standard deviation of the most sensitive variable when 
Rj = 0.25. 
As a 'rule of thumb' C=0.1 does, to the present author, seem better 
than C=0.25 for the reasons just mentioned. An analysis similar to the 
one above indicates that C=0.05 would for the linear model being 
considered be unnecessarily conservative. 
One point which is worth noting however is-that in some situations the 
number of variables which would be replaced by a point estimate with C=0.1 
might greatly exceed the number remaining. Dirdct comoarisons between the 
errors in ap and pp caused by errors in am and IM and-the-errors in ap and Pp 
arising from other sources might then-be misleading. As a guide, it can 
easily be shown that-in the linear model in equation 7.21 the condition: 
Sum of Range Coefficients for Category B Variables 
<C 
Sum of Range Coefficients for Category A Variables 
should be satisified if arguments similar to those given above are to be 
used. 
It is possible (although unlikely in view of Taylor's theorem) that 
in a non-linear model the variables i for which: 
Ri sC 
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could collectively have a far greater effect on V) and ap than the sum 
of their range coefficients would suggest. Whe'&er this does in fact 
happen could be tested by calculating the value of the performance measure 
when: 
(a) all the variables which are candi'dates for- category B 
equal their pessimistic estimates and all other 
variables equal their best estimates. 
and (b) all the variables which are candidates for category B 
equal their optimistic estimates and all other 
variables equal their best estimates. 
and comparing the difference between the two values with: 
I 
where the summation is over all the variables which are candidates for 
category B. 
7.7 OUTLINE OF AN APPROACH TO RISK SIMULATION 
Once a sensitivity analysis has been used to assign variables to 
either category A or category B, an analysis using risk simulation can be 
embarked upon. This section outlines an approach to carrying out the 
analysis which is designed specifically with the following two observations 
in mind: 
a major reason why risk simulation has not been widely 
accepted is the large number of probability assessments 
which management are typically required to make for a 
risk simulation (see Longbottom (1971) and Carter (1972)). 
(ii) the cost of the computer. time used to carry out a risk 
simulation once the cash flow model has been developed 
is, at the present time, trivial (see Bonini (1975)). 
In essence, the approach is an attempt to reduce the total number of 
probability assessments which management are required to make by carrying 
out a series of 'test' risk simulations. 
- The proposed approach is illustrated diagrammatically in figure 7.1 As a first stage management identify any dependencies between the variables 
assigned to category A, stating simply whether the dependencies are 
positive or negative. A series of risk simulations are then carried out 
in order to: 
(a) provide a 'crude estimate' of the probability distribution 
of the performance measure based on assumptions as to 
the distributionsof the input variables. 
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Procedure for Carrying Out Risk Simulations 
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(b) provide measures of the maximum potential effect on the 
distribution of the performance measure of each of 
the dependencies identified by management. 
(c) provide, for each variable assigned to category A, 
measures of the maximum potential error in the 
distribution of the performance measure resulting from 
the 'true' distribution of the variable being different 
from that assumed in (a). 
The distribution produced in (a) is then examined and a conclusion is 
reached as to whether the investment is acceptable on the basis of that 
distribution. If the investment is considered acceptable, an analysis is 
carried out to determine the extent to which the distribution of the 
performance measure would have to change before the investment became 
unacceptable. If the investment is considered unacceptable, an analysis 
is carried out to determine the extent to which the distribution of the - 
performance measure would have to change before the investment became 
acceptable. In either case, the results produced in (b) and (c) above 
are then used to calculate, first, whether any further probability assess- 
ments are necessary and, second, if they are, which ones should be made, 
In the event of no further probability assessments being necessary, the 
analysis is finished. If further probability assessments are 
required, they are made, a further risk simulation is carried out and the 
results are reviewed again to determine whether further probability assess- 
ments are necessary. 
7.8 ILLUSTRATION OF THE PROPOSED APPROACH 
This section uses case A to provide an illustration of one of the 
ways in which the approach to risk simulation which was outlined ion section 
7.7 could be used in practice. The data used in the illustration, is taken 
from Eilon and Fowkes (1973) and is tabulated in section 6.7. The 
performance measure is ass, imed to be NPV with a discount rate of 10% p. a. 
Table 7.4 shows highest, lowest and mostlikely values for each of 
the nine variables in the case study and table 7.5 shows the results of 
a sensitivity analysis. Under-the version of the proposed approach which 
is being described here, table 7.5 would be used to assign each of the 
variables to either category A or category B. Assuming a cut-off range 
coefficient equal to 0.1, the variables assigned to category A would be: 
Selling Price 
Operating Costs 
Mkt. Share 
Init. Mkt. Size 
Life of Investment 
and the variables assigned to category B would be: 
Mkt. Growth - 
Init. Investment 
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Fixed Costs 
Residual Value 
Table 7.4 Initial Estimates made in Case A 
4, 
Variable Lowest 
Value 
Most Likely 
Value 
Highest 
Value 
Init. Mkt. Size (thousands of 100 250 340 
Aons). 
Mkt. Growth (% p, a, ) 0 3 6 
Selling Price ($ per ton) 385 510 575 
Mkt. Share 3 12 17 
Init. Investment ($M) 7.0 9.5 10.5 
Life of Investment (yrs)., 5 10 15 
Residual Value (SM) 3.5 4.5 5.0 
Operating Costs ($ per ton) 370 435 545 
Fixed Costs ($'000s p. a. ) J 250 300 375 
Table 7.5 Sensitivity Analysis: Case A 
I 
Variable 
NPV at 
lowest 
Value 
($'OOOS) 
NPV at 
highest 
Value 
($'OOOS) 
Range 
of NPV 
($'OOOS) 
Range 
Coefficient 
Selling Price -19934 19303 39237 -1.00 
Operating Cost -16836 19303 36139 0.92 
Mkt. Share -5736 12334 18070 0.46 
Init. Mkt. Size -3413 11456 14870 0.38 
Life of Investment 9450 1163 8287 0.21 
Mkt. Growth 4217 7804 3587 0.09 
Init. Investm&nt 4880 8380 3500 0.09 
Fixed Costs 6187 5419 768 0.02 
Residual Value 6072 5494 578 0.01 
1 -130- 
Management. would then be asked if any dependencies existed between 
the category A variables. We shall assume that: 
(i) Management consider market share to be negatively 
dependent on initial market size. 
and (ii) 'Management consider selling price to be positively 
, dependent on operating costs. 
A total of 13 risk simulations would then be carried out simultaneously 
in order to provide figure 7.2 and tables 7.6,7.7 and 7.8. 
-20 -10 0 10 20 NPV 
(sm) 
Figure 7.2 Distribution of NPV Assuming Triangular Distributions 
Table 7.6 Table Shows Potential Effects of Dependencies 
ftennnel 
Independent Dependent Change in Mean of Change in S. D. 
Variable Variable APV if total of NPV if total, 
, _dependence 
dependence 
Init. 11kt Size Mkt. Share _ -530 -1360 
, 
Operating Costs Selling Price +330 -7340 
Table 7.7 Effects on distribution of NPV of an increase in Mean of 
a variable equal to 5% of range ($1000s) 
Effect of increase in mean equal to 5'. 
of range on 
Variable 
Mean of NPV S. D. of NPV 
Selling Price +1620 +170 
Operating Costs -1490 -120 
Mkt. Share +420 +600 
In-it. Mkt. Size +340 +490 
Life of Investment +100 +340 
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Table 7.8 Effect on Distribution of NPV of a 30% Increase 
in S. D. of a Variable ($'OOOS) 
Va iable 
Effect of 30% increase in S. D. on 
r 
Mean of NPV S. D. of NPV 
Selling Price +10 . +1620 
Operating Costs +30 +1390 
Mkt. Share +50 +350 
Init. Mkt. Size +10 +250 
Life of Investment -20 +10 
Figure 7.2 shows the probability distribution of the performance 
measure based on the following assumptions. 
(a) the category A variables have the independent probability 
distributions shown in figure 7.3 
and (b) the category B variables are equal to estimates of their 
means. 
The distribution has (in $'000s) a mean of -2920 and a standard deviation of 
of 10100 with Prob. -(NPV > 0) being 0.36. Table 7.6 shows the effect on 
figure 7.2 of the dependen: ies in (i) and (ii) above being 'total' 
(for a definition of 'total dependence' see section 6.3). Table 7-7 shows 
the effect of increasing the mean of each category A variable by 5i 
of its range in the way indicated in figure 7.4. Table 7.8 shows the 
effect of increasing the standard deviation of each category A variable by 
30% in the way indicated in figure 7.5. 
pessimisti *c 
Bes t optimistic 
estimate estimate estimate 
Figure 7.3 Triangular Distribution Initially Assumed 
for Each Category A Variable 
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/N 
Original 
Distribution 
New 
Distribution 
Figure 7.4 Mean of Variable is Increased by 5% of Variable's 
Range; S. D. Remains Unchanged 
I 
/ 
/ 
// 
Original New 
Distribuj\tion Distribution 
Figure 7.5 S. D. of Variable in Increased by 30%; Mean Remains 
Unchanged 
'Once figure 7.2 and tables 7.3,7.4 and 7.5 had been produced manage- 
ment would be asked whether the investment was acceptable on tile basis of 
the distribution in figure 7.2. Assuming that it is not acceptable, a 
further question of the form: 
By how much would-the distribution in figure 7.2 have to improve 
before the investment became acceptable? 
would be asked. The answer to this question might take a nuMber of 
difference forms. We assume that, management indicate that for investments 
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of this type they require: 
Prob (NPV positive) > 0.9 
As the distribution of NPV is, in this case, approximately normal, this 
criterion is equivalent to: 
"NPV - 1.28 "a NPV >0 
where "NPV and GNPV are the mean and standard deviation of NPV. 
- On the basis of independent triangular distributions: 
pNpV - 1.28 aMpV =- 15850 
(measured in $'000s). 
It would then be necessary for the analyst to determine whether, if 
further assessments were made, there could be an increased of 15850 in 
IINPV - 1.28 ONPV. Appendix J provides a discussion of the ways in which 
the analyst might approach this problem and shows how, if certain 
assumptions are made, table 7.9 can be obtained from tables 7.6,7.7 and 
7.8. 
Table 7.9 Potential Effects of Different Factors on the Distribution'of NPV 
which is Produced Assuming Triangular Distributions-for the Variables 
Factor Maximum positive effect 
on I'NPV -1.28 '7NPV 
Maximum negative effect 
on "NPV - 1.28 ONPV' 
Errors in Selling Price Distn. 6400' 4900 
Errors in Op. Costs Distn. 5300 4100 
Errors in Mkt. Share Distn. 1200 800 
Errors in Init. Mkt- Distn. 800 600 
Errors in Life of Invt. Distn. 0 0 
Init. Mkt. Size Dependent on 1200 0 
Mkt. Share 
Operating Costs Dependent on 9700 0 
Selling Price. I 
Table 7.9 shows that an increase of 15850 in vNpV -1.28 ONPV is not 
altogether out of the question and that the most important factors are: 
(i) the selling price distribution 
(ii) the operating costs distributi 
(iii) the dependence between selling 
the operating costs distribution 
the dependence between selling price and operating costs. 
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Further assessments would then be made for each of these factors. 
We assume that the eight assessments indicated in table 6.6 are made for 
selling price and operating costs (accuracy parameter = 0.01) and that the 
two assessments: 
If operating costs = 422.5, the median value of price is 500 
If operating costs = 492.5, the median value of price is 523.5 
are made to provide information (in the way described in chapter 6) about 
the dependence in (iii). 
A single further risk simulation would then be carried out incorporating 
these assessments. It would with 1000 simulation runs give the results: 
"NPV '2 640 (Standard error = 240 ) 
a NPV ý 7540 (Standard error = 
170 
"NPV "ý -1.28 ONPV ý -9010 
It would then be necessary for the analyst to determine whether, if 
further assessments were made, there could be an increase of 9010 in 1, NpV 
-1.28 ONPV. Appendix J shows how, if certain assumptions are made 
table 7.10 can be produced from tables 7.6,7.7 and 7.8. 
Table 7.10 Potential effects of different factors on the distributions of 
NPV which is produced after further assessments have been made 
for Selling Price Distribution, op. Costs Distribution and 
the Dependency between Selling Price and Op. Costs. 
Factor 
Maximum positive effect 
on "NPV -1.28 a NPV 
Maximum negative effect 
on 4H - 1.28 '7NPV 
Errors i-n Selling Price. Distn. 1900 1900 
Errors in Op. Costs Distn. 1600 1600 
Errors in Mkt. Share Distn. 1200 800. 
Errors in. Init. Mkt. Distn. 800 600 
Errors in life of Invt. 6istn. .0 0 
Init. Mkt. Size Dependent on 1200 0 
Mkt. Share 
Op. Costs Dependent on Selling 1500 1500 
Price 
On the basis of table 7.10 it is inconceivable that further assessments 
could lead to an increase of 9010 in: 
"NPV - 1.28 "NPV 
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The investment would therefore be rejected without further analysis. 
7.9 DISCUSSION OF PROPOSED APPROACH 
I 
The analytic procedures used in section 7.8 are it should be emphasised 
merely intended to illustrate a general approach to risk simulation. It 
is not suggested that the same procedures would be applicable in all 
situations. For example, if the distribution of NPV in case A had not 
been approximately normal or if management's response to the initial 
distribution of the performance measure had indicated that a more complicated 
decisi. on criterion than: 
Prob. (NPV positive) > 0.9 
were applicable, it would have been necessary to use tables 7.7 and 7.8 
in a different way to arrive at tables 7.9 and 7.10. 
The main assumptions upon which the proposed approach is based can 
be listed as follows: 
(i) all variables and all dependencies are type I. 
(ii) 11ýldepends linearly on vi, Pi j but not on ai for 
ai and j; up depends linearly on vi, ai and 
Pij for all i and j. (The notation used here is 
the same as that in section 7.2). 
and (iii) managerial attitudes to risk can, for the set of 
probability distributions of the performance 
measure which are considered during the analysis 
be expressed entirely in terms of up and ap. 
Evidence which suggests that the first assumption is, in many 
situations, not unreasonable was presented in chapter 4. Some empirical 
evidence in support of assumption (ii) is contained in appendix I. (In 
view of the formulae given in chapter 4 for the means and standard deviations of sums and products of variables a more reasonable assumption 
that (ii) might be: 
up depends linearly on pi for all i 
lip does not depend on ai for all i 
ap 
2' depends linearly on- Iii for all i 
ap 
2 depends linearly on ai2 for all i 
11P depends linearly on pj for all i and i 
up 
2 depends linearly on pij for all i and 
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However, for most of the errors which are considered it can easily be 
shown that thereAs very little difference between this. assumption and the 
one in (ii) above). Whether the third assumption is reasonable depends 
to a large extent on whether the general shape of the distribution of the 
performance measure remains the same for the range of values of Ili ai 
and Pij which are considered during the analysis and some indication as to 
whether this is so will in general be provided as the analysis proceeds. 
The proposed procedure is based on the assumption-that it is worth 
using extra computing time in order to reduce the number of assessments 
which management are required to make. In this connection it is interesting 
to note that only approximately 200 seconds of computer time were required 
to carry out all the 13 initial simulations for case A. (Although 1000 
simulation runs were used in the first of the simulations to produce 
figure 7.2, it was found that 500 runs were sufficient in the case of the 
other 12 simulations which provided tables 7.6,7.7 and 7.8. This is 
because, in those 12 simulations, only changes to the mean and standard 
deviation of the performance measure were of interest and standard variance 
reduction techniques could be used). 
One disadvantage of the proposed approach is that there is no wholly 
satisfactory way of interpreting tables such as table 7.9 and 7.10. One 
'safe' procedure (and the procedure which is used in section 7.8) is to 
assume that the maximum effect of all the factors is the sum of the 
individual maximum effects. It is of course possible that, at some stage 
during the analysis, the conclusion could be reached that, no matter how 
many assessments are made, it is impossible to reach a conclusion on the 
investment with the accuracy parameter being used by management. 
One aspect of the approach which has been proposed should be 
particularly noted. If, as in section 7.8, the criterion which management 
specify is: 
Prob. (NPV positive) >, K 7.22 
for some value K, then calculating. directly the effect of different factors 
on: 
Prob. (NPV positive) 
is liable to be misleading. This 
linearly dependent on 4pV and aN 
linearly dependent on. the Pis, ai 
Prob. (NPV positive) increases as 
decreases as aNPV increases). Th 
be replaced by one involving I'NPV 
the previous example a dependence 
would have appeared harmful! ) 
is becausp Prob. (NPV positivAl is not 
V and cannot, therefore, bd expected to be 
and Pijs. (In fact if 4PV '1'- 0 then 
aNpV increases whereas if ý'NPV "0 it 
criterion in equation 7.22 should always 
and aNPV- (If this had not been done in 
between selling price and operating costs 
One improvement to the procedures in section 7.8 might well be to 
use a distribution which is different from the triangular distribution in 
figure 7.3 to represent the variables initially. The triangular 
distribution has the advantage that it is easy - and inexpensive in terms 
of computer time - t6 use. Another distribution (e. g. a member of the 
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beta family) might have the advantage that its mean and its standard 
deviation do in many situations correspond more r-losely with those of the 
'true' distribution. Possibly a sensible idea in view of the results in 
chapter 4 is to choose a triangular distribution with a mean and standard 
deviation given by the PERT formulae. 
Finally, one advantage of the proposed approach which has not as 
yet been mentioned is the fact that the analyst, when he does ask 
management to make a probability assessment, is able to explain the import- 
ance of that probability assessment. To quote Spetzler and. 
Stael von Holstein (1975): 
'Choose only uncertain. q 
I 
uantities that are important to the 
decision, as determined by*'a sensiti'vity analysis. Be 
prepared to explain to the subject why the quantity is 
important to the decision. This demonstrates the relevance 
of the encoding process and is essential in gaining the 
subject's full co-operation'. 
MO SUMMARY AND CONCLUSIONS 
This chapter started by considering the interpretation which can be 
put on the output from a sensitivity analysis. It reached the following. 
conclusions: 
In the situation where all variables are either inflows 
or out-Flows of money the sensitivity analysis does 
provide a good indication of the relative importance 
of errors in the means and standard deviations of, and 
the coefficients of correlation between, the variables. 
If errors in the mean are measured as a percentage of 
the range and errors in the standard deviation are 
measured as a percentage of the standard deviation, then 
(a) a comparison of the magnitudes of the range 
coefficients provides'a good indicati-ory of the relative 
importance-of errors-in-the means-of'differentývariables, 
(b) a comparison of-the-squares of--the-range coefficients 
provides a good indication of the relative importance of 
errors in the standard deviations of different variables 
and (c) a comparison of products of pairs of range 
coefficients provides a good indication of the relative 
importance, of different dependencies. 
(ii) The results in (i) cannot easily be extended to deal 
with situations where the cash flow model is non- 
linear. 
(iii) In case studies A, B, C, D and Ea sensitivity analysis 
would be useful as a rough first indication of 
the relative importance of different variables. It is 
suggested that as 'a rule of thumb' a variables with a 
range coefficient less than 0.1 should be replaced by 
a opoint estimate' in risk simulations and that the ' point 
estimate' chosen should be an estimate of the mean of 
the variable rather than its most likely value. 
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(iv) It is possible - even in relatively simple cash flow 
models ,- 
for the results from a sensitivity analysis 
to be totally misleading and the analyst should be 
aware of potential pitfalls. 
The chapter then proceeded to suggest a multistage approach to carrying 
out risk simulations which is such that assessments are only made by 
management at any given stage if they have been indicated as being 
necessary at a previous stage. Although the approach uses slightly more 
computer time than single stage approaches it has the advantage that it 
avoids alienating managers by asking them to make a large number of 
unnecessary assessments. Case Study A was used to illustrate the approach. 
It was shown that, once highest, lowest and most likely values had been 
assessed for each variable it was possible to reach a conclusion on the 
acceptability of the investment with only 10 further probability assessments 
being made by management. 
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CHAPTER 8 
CONCLUSIONS AND SUGGESTIONS 
FOR FURTHER RESEARCH 
-140- 
8.1 INTRODUCTION 
There are four parts to the research described in this thesis: 
Part 1: An analysis of the nature of the distributions which are 
input to and output from risk evaluation models. 
Part 2: A comparison of different methods of assessing subjective 
probability distributions in terms of the accuracy with 
which they are capable of providing the inputs to risk 
evaluation models. 
Part 3: An analysis of the problems created by dependencies 
between the variables in a risk evaluation model and of 
how the problems can be dealt with. 
Part 4: An investigation to determine how the total number of 
probability assessments which management we asked to 
make for a risk evaluation model can be kept as low as 
possible. 
This chapter summarises the main conclusions which have been reached in 
each part and suggests areas where further research could fruitfully be 
carried out. 
_8.2 
CONCLUSIONS FRO14 FIRST PART OF THE RESEARCH 
In the first part of this research (see Chapter 4) five case studies 
were analysed in depth with a view to determining: 
(i) the extent to which the distributions of NPV and IRR 
output from a risk evaluation model are approximately 
normal. ' 
and (ii) thi? extent to which it can be said that the only 
important parameters of the distributions of the 
variables which are input to a risk evaluation model 
are their means and standard deviations. 
(This part of the research is motivated by the work of Hillier and Wagle. 
Hillier (1969) presents a number of arguments which suggest that the 
dtstributions of NPV and IRR are often in practice approximately normal; 
Wagle (1967) shows analytically that, for certain types of cash flow models, 
it is possible to determine the mean and standard deviation of NPV from 
the means and standard deviations of the input variables and coefficients 
of correlation between the input variables). 
As far as (i) above is -concerned it was found that the distribution of 
NPV could be termed 'approximately normal' in three out of the five case 
studies for a wide range of input distributions and that the distribution 
of IRR could be so termed in one of the five case studies. The following 
reasons why NPV and IRR might not be approximately normal in a given 
situation were identified: 
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(a) the investor might have options (e. g. abandonment or 
expansion options) open to him at'stages duri. ng the 
project's life. 
(b) the distribution of NPV might be heavily influenced 
by non-linearities in the cash flow model. (Non- 
linearities can be caused by the presence of variables 
such as 'growth rate' and 'life of project' or by 
conditions within the model itself e. g. the condition: 
supply #e export market only if there-is sufficient 
capacity after the home market has been satisfied). 
and (c) there might be an inadequate number of uncertain 
variables (or the uncertainty in one variable might 
dominate all other considerations). 
In addition, it should be noted that IRR will not be approximately normal 
if there is a significant probability that all cash flows have the same 
sign. 
On the basis of the results it seems likely that, if a cash flow model 
is sufficiently 'well-behaved' for the Hillier-Wagle analytic approach to 
be applied, then the distribution of NPV will be approximately normal 
providing that there are a sufficient number of uncertain variables in 
the model. 
As far as (ii) above is concerned, the results which have been produced 
suggest that, in four out of five of the case studies, for a wide of 
shapes of input distributions, it is only the means and standard deviations 
of those distributions which are of importance. There are of course a 
number of reasons why parameters other than the inean and standard deviation 
might, for a particular variable X, be important in a given situation. 
For example: I 
(a) the decision on whether to abandon the investment might 
depend on whether X is less than some pre-determined level. 
(by the uncertainty in the performance measure might depend 
almost entirely on the uncertainty in X. 
and (c). there might be very few uncertain variables apart from X 
in the cash flow model. 
Nevertheless, the results which have been obtained do suggest that in a wide 
variety of situations the only important parameters of the distributions 
of variables are their means and standard deviations. It is particularly 
notable that, in one of the case studies, the results indicated that this 
was so even though the distributions of both NPV and IRR were definitely 
non-normal. 
8.3 CONCLUSIONS FROM SECOND PART OF THE RESEARCH 
The subjective probability distributions which are used in risk 
evaluation studies are, at best, only approximate representations of 
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managerial judgement because they are based on a smal. 1 number of individual 
assessments. ' The second part of the research in this thesis (see Chapter 5) 
explored this aspect of risk evaluation in some detail. It first 
postulated a number of different 'true' distributions. (A 'true' 
distribution is defined in a given situation as the distribution which the 
assessor would produce if he were capable of making an infinitely large 
number of infinitely accurate assessments). It then investigated the 
accuracy with which the distributions would be assessed using a number of 
different assessment procedures. It should be emphasised that the 
conclusions in this part of the research are based on the assumption that 
the 'true' distribution is the same for all probability assessment procedures. 
In view of the experimental evidence which is available on the assessment 
of subjective probability distributions (see section 2.3) this assumption 
is questionable and further research aimed at developing a detailed model 
of the process by which probability assessments are made could be usefully 
carried. This model would incorporate the biases which are present when 
different procedures are used. 
In view of the results from the first part of the research, the 
accuracy of an assessed distribution was measured in terms of the accuracy 
of the estimates which would be calculated for the distribution's mean 
and standard deviation. Two separate sets of analyses were carried out. 
The first assumed the assessor was capable of making a finite number of 
infinitely accurate probability assessments; the second assumed that the 
assessor made a finite number of assessments but that his ability to 
discriminate between different probabilities and different values of the 
variable was limited. 
55 'true' distributions (all unimodal beta distributions) and six 
different assessment procedures were investigated. The results which were 
obtained when it was assumed that management were capable of making 
infinitely accurate assessments showed that, in the case of the distributions 
which were considered: I 
(i) For the same number of assessments, fixed interval 
methods provide ýetter estimates of both the mean and 
the standard deviation than variable interval methods. 
For the same number of assessments, procedure 5 
provides better estimates of both the mean and the 
standard deviation than procedure 6. (See section 
. 5.2 for a description of the assessment procedures). 
(iii) The accuracy of an estimate for the mean of a 
distribution tends to depend more heavily on the 
distribution's skewness than the accuracy of an 
estimate for its standard deviation. 
The assumption that the assessor could only make assessments to the 
. nearest 
0.1 or the nearest 0.2 significantly reduced the accuracy of the 
estimates made in a number of cases, but the general conclusions in (i), 
(ii), and (iii) above still held. 
If the assumption is made that the 55 'true' distributions which were 
investigated are representative of a-far wider class of distributions, the 
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results can be-used to provide rough estimates of the maximum errors in 
assessed means and standard deviations for all distributions in the class.. 
8.4 CONCLUSIONS FROM'THIRD*PART OF'THE RESEARCH 
Methods for dealing with dependencies between the 'variables in a 
risk evaluation study have received relatively little attention in the 
literature. After demonstrating that dependencies -between variables can 
in certain situations be extremely important, the third part of the 
research in tKis thesis (see Chapter 6) revievied those methods which have 
been suggested in the literature for assessing dependence. It found that 
all of the methods suffer from one or more of the following disadvantages: 
management are required to make an unreasonably large 
number of individual probability assessments. 
management make no quantitative judgements at all as 
to the extent of the dependence. 
the conditional distributions used for sampling cannot 
in general be made consistent with pre-determined 
unconditional distributions. 
(iv) a coefficient of correlation rather than a complete 
sampling scheme is produced. (This is only a 
disadvantage in simulation approaches to risk 
evaluation; iý could be a positive advantage in 
analytic approaches). 
It was pointed out one way of judging the importance of a particular 
dependence in risk simulation is to carry out two separate simulations, 
the first assuming no dependence and the second assuming 'total dependence'. 
The following definition of 'total dependence' was suggested: 
X and Y are totally positively dependent if when X takes a 
value equal to its k-th fractile Y also takes a value equal 
to its k-th fractile. X and Y are totally. negatively dependent if when X takes a value equal to its k-th fractile. 
Y takes a value equal to its (1-k) -th fractile. 
(This is an improvement over defining 'total dependence' to mean the 
situation where the coefficient of correlation equals +1 or -1 as it 
allows distributions which have been assessed as different in shape to be 
totally dependent on each other). 
A new method for assessing partial ec-pendencies which suffers from none 
of the disadvantages in (i) - (iv) above was suggested and demonstrated 
using data in Eilon and Fowkes (1973). The method involves first asking 
management to assess independent distributions for all the variables and 
then asking management to make further assessments of the form: 
if X=Q, my median estimate for Y is P 
where X is the independent variable and Y is the dependent variable. All 
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of the assessments are then fitted to a model which is obtained by applying 
monotonic transformations to the variables in a bivariate normal 
distribution. The method can, it is worth noting, be extended, using 
properties of the multivariate normal distribution, to deal with situations 
where the value of a variable is dependent on the values of two or more 
other variables. 
What might be termed 'the growth rate problem' was also discussed in 
the course of the third part of the research. When a variable is expected 
to have a different value in each year of the life of a project there are 
a number of alternatives open to the analyst: 
(a) assume an 'initial value + constant growth rate' model and 
obtain probability distributions for the initial value and 
the growth rate. 
(b) identify growth parameters which are different from those 
in (a) and obtain probability distributions for them. 
(c) assume that the variable has different growth rates at 
different stages during the project's life. 
(d) use a family of growth curves. 
(e) use a probabilistic growth model. 
As far as (e) is concerned it was pointed out that the model which is 
proposed for the assessment of the dependence between two variables can 
also be formulated as a model of probabilistic growth. 
8.5 CONCLUSIONS FROM FOURTH PART OF THE RESEARCH 
It is unreasonable in risk evaluation to expect management to provide 
detailed probabilistic descriptions of every single variable and every single 
dependence. The analyst must make 'some attempt to distinguish important 
probability assessments from unimportant ones so that management attention 
can*be directed towards the former. The fourth part of the research 
in this thesis (see Chapter 7) started by considering the usefulness of the 
output from a sensitivity analysis. 
-It 
reached the following conclusions: 
In the situation where all variables are either inflows 
or outflows of money the sensitivity analysis does 
provide a good indication of the relative importance 
of errors in the means and standard deviations of, 
and the coefficients of correlation between the variables. 
If errors in the mean are measured as a percentage of the 
range and errors in the standard deviation are 
measured as a percentage of the standard deviation, then 
(a) a comparison of the magnitudes of the range 
coefficients provides a good indication of the relative 
importance of errors in the means of different variables. 
(b) a compirison of the 
i 
squares of the range coefficients 
provides a good indicat on of the relative importance of* 
errors in the standard deviations of different variables 
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and (c) a comparison of products of pairs of range 
coefficients provides a good indication of the 
relative importance of different dependencies. (See 
section 7.5 for a definition of the term .' range coefficient). 
(ii) The results in (i) cannot easily be extended to deal 
with situations where the cash flow model is non- 
linear. 
(iii) A sensitivity analysis would, in the five case studies 
which have been considered, be useful as a rough first 
indication of the relative importance of different 
variables. It is suggested that as 'a rule of thumb' 
a'variable with a range coefficient less than 0.1 should 
be replaced by a 'point estimate' in risk simulations 
and that the 'point estimate' chosen should be an 
estimate of the mean of the variable rather than its 
most likely value. 
(iv) It is possible - even in relatively simple cash flow 
models - for the results from a sensitivity analysis to be totally misleading and the analyst should be 
aware of potential pitfalls. 
The fourth part of the research then proceeded to suggest 'a multistage approach to carrying out risk simulations which is such that assessments 
are only made by management at any given stage if they have been indicated 
as being necessary at a previous stage. During the first stage distributions 
are hypothesised for each variable on the basis of highest, lowest and 
most likely values, possible dependencies are identified and simulations 
are carried out in order to: 
(a) provide a 'crude estimate' of the probability 
distribution of the performance measure based 
on the hypothesised distributions. 
(b) provide measures of the maximum potential effect 
on the distribution of the performance measure of 
-each of the dependencies identified by management. 
(c) provide, for each variable assigned to category A, 
measures of the maximum potential error in the distribution of the performance measure resulting. from the 'true' distribution of the variable being 
different from that hypothesised. 
The distribution produced in (a) is then examined and a conclusion is 
reached as to whether the investment is acceptable on the basis of that 
distribution. If the investment is considered acceptable, an analysis is 
carried out to determine the extent to which the distribution of -', -. he 
performance measure would have to change before the investment became 
unacceptable. If the investment is considered unacceptable, an analysis 
is carried out to determine the extent to which the distribution of the 
performance measure would h4ve to change before the investment became 
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acceptable. In either case, the results produced in (b) and (c) above 
are then used to calculate, first, whether any further probability assess- 
ments are necessary and, second, if they are, which ones should be made. 
In the event of no further probability assessments being necessary, the 
analysis is finished. If further probability assessments are required, they 
are made, a further risk simulation is carried out and the results are 
reviewed again to determine whether further probability assessments are 
necessary. ( This approach is illustrated graphically on page 127). 
Although the proposed approach uses slightly more computer time 
than single stage approaches, it has the advantage that it avoids 
alienating management by asking them to make unnecessary assessments. The 
Hertz model was used to illustrate the approach. It was shown that, once 
highest, lowest and most likely values had been assessed for each variable 
i. t was possible to reach a conclusion on the acceptability of the investment 
with only 10 further probability assessments being made by management. 
8.6 SUGGESTIONS FOR FURTHER RESEARCH 
It is appropriate to conclude this thesis with a few suggestions as 
to areas where further research might usefully be carried out. 
A great deal of further research is clearly necessary to deal with 
what has been termed 'the growth rate problem' (i. e. the problem which is 
present when the value of a variable in one time period is expected to 
depend on its value in one or more previous time periods. Section 6.9 
of this thesis provides a number of interesting ideas as far as this is 
concerned, but further research is now necessary in order to develop 
satisfactory assessment procedures and satisfactory sampling schemes. It 
would be particularly interesting to identify a set of parameters 
describing the growth of a variable over time and then to detem. ine which 
of them have most effect on the distributions which are output from risk 
evaluation studies. 
Some consideration should also be given to simpler ways of approaching 
the whole risk evaluation problem. It is possible that a heuristic 
procedure based on the output from d sensitivity analysis could be developed to provide a reasonable 'risk index' for a project. The procedure 
would probably be fairly complicated in that it would require variables to be categorised in some way '(e. g variables representing fixed costs 
would almost certainly have to be considered differently from those 
representing variable costs within the heuristic), but it might be quite 
attractive to finance. specialists within industry. 
Finally, as computer time becomes cheaper, it seems likely that 
more approaches to risk evaluation along the lines of the one suggested 
in Chapter 7 will be developed. Indeed it is not totally unreasonable to 
suggest that, in the forseeable future, a computer program will be 
developed which will output directly messages of the form: 
'The most crucial probability assessments necessary for 
a decision on this investment are ......... 
once management have supplied certain basic information. 
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APPENDIX A 
THE CASH FLOW MODELS ASSUMED FOR THE CASE STUDIES 
0- 
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Figures A. 1-to A. 5 show the FORTRAN subroutines which were used to 
calculate the net cash flows from the values of the input variables in 
the five case studies examined in this thesis. The following notation is 
used in all subroutines: 
NYEAR life of project 
UNIT net cash flow in year 0 
C(I) net cash flow in year I 
V(I) value of the I-th input variable. 
(The input variables for each case study are listdd in section 3.4. Thus, 
in case A, V(I) is 'initial market size', V(2) is 'market growth rate' etc). 
Other notation used is as follows: 
Case A: MKT(I) Market size in year I 
W Proportion of the final year of its life 
for which the project lasts. 
Case B: PRICE(I) Price in year I 
VC(I) Total variable costs in year I 
PROD(I) Production in year I 
FC(I) Fixed cost in year I 
INFLOW(I) Inflow in year I 
W Proportion of the final year of its life 
for which project lasts. 
OUTFLOW(I) Outflow on capital equipment in year I 
INITOUTFLOW Initial expenditure on capital equipment 
BALOUTST(I) Balance of capital outstanding in year I 
assuming depreciation at 20% p. a. 
TAXALLOW(I) Tax allowance in year I 
INITTAXALLOW Initial tax allowance 
Case C: MKTSIZE(I) Total size of market in year I 
SALES(I) Co. sales in year I 
Case D: SALES I Sales in market 1 per year 
SALES 2 Sales in market 2 per year 
NSY Start year 
NFY Year in which project ends 
PRETAXINFLOW Pre-tax inflow per year 
4 
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GRANT(I) Grant in year I 
TAXALLOW(I) Tax allowance in. year I 
CAPEXP(I) Capital expenditure in year I 
PTI(I) Pre-tax inflow in year I 
ANNCAPEXP Capital expenditure per year initially 
BALOUTST(I) Balance of capital not allowed against 
tax in year I. 
Case E: NYHA No. of year of hostile act 
NYFGC No. of year of introduction of fourth 
generation computers. 
SHARE(I) Market share (external market) in year I 
INITMKTINT Initial internal market 
INITMKTEXT Initial external market 
MKTINT(I) Internal market in year I 
MKTEXT(I) External market in year I 
TOTMKT(I) Total market in year I 
INITTOTMKT Initial total market 
INITCAPEXP Initial capital expenditure 
CAPEXP(I) Capital expenditure in year I 
TGE(I) Stock of third generation equipment in 
year I. 
FGE(I) Stock of fourth generation equipment 
in year I. 
BALOUTST(I) : Balance of capital not allowed against 
tax in year I. 
TAXALLOW(I) : Tax allowance in year I 
4 
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Fi. gure A. I: ' Cash Flow Model used for Case A 
SUBROUTINE MODELM 
REAL MKT(50) 
DIMENSION V(20)#C(SO) 
-COMMON 
ICF/CINIT#CollYEAR 
NYEAR=V(6) 
CINITz-V(S) 
MKT(1)=%1(1) 
C(I)=V(J)*kl(4)*(V(3)-V(, P, ))/100,0-V(9) 
DO I IVLAR=2rNYEAR 
MKT(IYEAR)=IIKT(IYEAR-I)*(l+V(2)/100.0) 
C(IYEAR)=MKT(IYEAR)*V(4)*(V(3)-V(R))/l00.0-V(9) 
CONTINUE 
W12V(6)-tIYEAR 
IF(VI. GT. 0,001) 60 To 2 
CVJYEAR)=C(NYEAR)+V(7) 
RETURN 
NYEAQ=NYEAR+I 
MKTCNYEt*%R)=tIKTCIIVEAR-1)*(I+V(2)/100.0) 
C(NYEAR)=V(7)+14*(IIKT(NYEAR)*V(4)*(V(3)-V(B))/100.0-V(9)) 
R ETURM 
END 
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Figure A. 2: Cash Flow Model used for Case B 
SUI%ROLJTINE II()DFL(V) 
DIMENSION 114FLOII(50)#OUTFLOI.! (50)#, TAXALLOW(. 50)tBALOUTST(So) 
DIMENSION V(20)#C(5n)oPRICE(sn)IVC(51)), PROD(3), FC(3) 
REAL INITOUTFý01,1#OUTFLOII#INFLOWrIIJITTAXALLOIJ 
COMMON /CF/1'. ItJITjCjHyEAI? 
DO 5 IYEAP=1r50 
5 C(IYEAR)=O 
PRICEM=V(1) 
PPICE(2)=PRICE(1)*(l+V(2)/100.0) 
PRICE(3)=PRICF(t))*(14V(2)/100.0) 
VC(I)=V(3)+V(4)+V(5)+V((, ) 
vc(2)=VC(I)*(I+V(8)/100. (,, ) 
VC(3)=VC(2)*(I+V(, 0) Awoo. 
PR0D(1)=V(10) 
PRQD(2)=2.1538*V(10) 
PROP(3)=2.8462*V(10) 
FC(I)=V(7) 
FC(2)=2,0*V(7) 
FC(3)=2.4*V(7) 
-bO 1 lyr; AR=l #3 
1 INFLt)IJCIYFAII)=(PRICE(IYEAR)-VC(IYEAP, ))*PRt)D(TYEAR)-FC(IYEAR) 
NYEAR=V(11) 
DO 2 IYEAR=4#IJYEAR 
PRICE(TYEAR)=PRICE(IYEAR-1)*(I+V(2)/100.0) 
VC(IYEAR)=VC(IYFAR-I)*(l*V(el)/I()O. 0) 
2 INFLOW(IYEAk)=CPRICE(IYFAR)-VC(IYEAR))*; )RDD(3)-FC(3) 
W=V(11)rNYEAR 
IF(U. GT. 0.001) GO TO 2.0 
INFLOIJ(ilYEAP, )=lt4FLOLI(tJYEAR)+2.0707*V(17. ) 
GO TO 30 
20 NYFAR=NYFAR+1 
PRICE(NYEAR)=PRICE(.,, IYEAP-I)*(l+V(2)/100.0) 
VC(NYEAR)=VC(NYEAR-I)*(l+V(A)/100.0) 
INFLOQ(IJYFAR)=((PRICE(tJYEAR)-VC(NYEAR))*PROD(. 3)-FC(. 3))*tI 
1+2.0707*V(le") 
30' CONTINUE 
INI TOUT F LoW=V (9 ) +V (12) 
OUT F LOW (I ) c2.5037*V (9 ) -6-1 1 5'21ý*V (12) 
OUTFLOW(2)=V(9)+. 61A4*V(12) 
OUTFLOU(3)20.2301*V(12) 
INITTAXALL0IJ=0.? *V0I 
BALOUTST(I)=0, S*V(9). 
TAXA LL01! 0) =(), 2 *RA LOUT ST (1 )4-0, ? *2.5087*V (9 
BALUJUTST(2)=O. S*FtALOUTST(I)+(). 8*2.508? *V(9) 
TAXALLOI, 1(2)=O.? *rIALOLJTST(P)*0.2*V(12) 
BALoUTST(3)=0.6*8ALOUTST(2)-&0.8*V(9) 
TAXAL Loll (3) =0.2 *BA Lfl()TST (3) 
DO 3 IYEAPx4r? ýYCAI; -I 
OUTFLOW(TYEAR)=0 
BALCUTST(TYEAP)=O. A*I%AL(ý(JTST(lYt'AP-1) 
3 TAXALLOtl(IYFAP)=0.2*RAL("UTST(lYrAp. ) 
TAXALLOtýCtlYEAP)ýBý, L(IUTST(IJYr-. AR-1)*0,8 
OUTFLOW(f4YEAK)=0 
CINIY=-INITOUTFLot-! +lt4lTTAXALLOW*0.545 
DO 4 IYLAVv1vI; YEAk 
4 C(IYFtP, )=INFL(it](IYFAR)*C. 455-OUTFLt)14(IYEAP)+TAXALLOLICIYFAP)*0.545 
RFTURIJ 
END 
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Figure A. 3: Cash Flow Model used for Case C 
SUBROUTINE IMELM 
011-IFNSION V(20)#C(50) 
DIMENSION MKTSIZE(5)#SALES(5) 
REAL tlKTSIZf; 
COMION /CF/CIN'IT#C#NYEAR 
NYEAR=5 
cltjlT=O 
MKTSIZE(I)OV(l) 
SALES(I)mtiKTSIZF(1)*(l+ýf(4)/100)*V(3)/JOO 
---. C(I)=SALES(I)*(I-V(. S)/iAO. O-V(6)/100,0)-V(7)-100.0 IF (C(1). LE. *()) GO To 2 
DO I IYEAR=20 
MKTSIZECTYPAR)=IiKTSIZE(TYEAR-i)*(I+V(2)/iOO. O) 
SALt*S(IYEAR)=tIKTSIZE(IYEAPý)*(l*V(4)/100.0)*V(3)/100. 'O 
C(lýEAR)*, ', ALES(IYEAR)*(I-V(S)/100.0"V(6)/100'. 0) 0 -V(7)-10 . () RETURN 
2 DO 3 IYEAR=215 
3 C(lYEAR)=0 
RETURN 
- END 
N 
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Figure A. 4: Cash Flow Model used for Case D 
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SUBROUTINE IIODELM 
DIMENSION V(20), C(SO) 
DIMENSION PTI(50)#CAPEXp(50)#GRANT(SO)oIIALOIJTST(SO). #TAXALLOW(50) MAHON /CF/CIfJIT*C, tjYEAR 
IF(V(4). LT. V(1'7)) Go TO 1 
SALE-Sl2V(17) 
SALES2z'6 
GO TO 2 
SALES1=V(4) 
IF. (V(t9). LT. V(17)-V(4)) GO To 3 
SALES2ýV(17)-V(4) 
GO TO 2 
SALES2=kl(8) 
CONT I NUE 
NSY:: V(1 0) 
NFY=V(10)+V(li)+l 
PRETAXI*NFLO'd=SALESI*(V(3)-V(2))-V(1)4, SALES2*(V(7)-V(6))-V(5) 
1-(SALES1+SALES2)*V(15)-V(14) 
NYEAR=qFY+l 
DO 100 1 YFAR=l f 14YEAR. 
GRAIMIYEAR)=0 
TAXALLo1; (IYFAR)=0 
CAPEXP(IYFAR)=0 
PTICIVEAR)=G 
DO 4 IYEAP=, lSY#NFY 
PT I( I YE,, $R) =PRr-, T AY I NFLOU 
PTI(NSY)=(NSY+1-V(10))*PTI(liSy)-V(12)' 
. 
PTI(NFY)=(V(11)+V(10)-NFY+I)*PTI(F; FY)+V(13)*V(9)/iOO. O 
ANNCAPF, '4'. P=VtQ)/V(10) 
CINIT=-ANNCAPEXP 
IYEAR=l 
MNSY. GT. IYEAR) GO TO 10 
CAPEXPCIYEAK)=AIINCAPEXP*(V(10)-tISY) 
GO TO 11 
CAPEXP(lYFAR)=AllNCAPEXP 
IYEAR=IYEAR+l 
GO TO 12 
CONTINUE 
GRAflT(l. )=0.45*ANNCAPEXP 
DO 20 IYEAR=2pNSV+l 
GPAýiT(TYEAR)rO. 45*CAPEXP(IYEAR-1) 
SAL(A'UTST(I)=AFJNCAPEXP 
DO 30 IYFAR=I, NFY 
TAXALLOII(IYEAR)=(nALOUTST(IVEAR)-GRANT(IVEAR))*0.2 
IY=IYFAR+l 
SAL()UTST(IY)=SALt)U'#ST(TYEAR)-GRANTCIYEAR)-TAXALLnw(IYEAR) 
1+CAPEXP(IYEAR) 
IY=NFY+l 
TAXALLOII(IY)=RALOUTST(IY)-GRANT(IY) 
C(I)=PTI(I)+GRAt4T(I)-CAI)EXP(I)+TAXALLOU(i)*0.45 
DO 40 IYEAR=2tNFY+l 
C(IYEAR)=PTI(IYEAR)+GRAtIT(lyEAR)-CAPEXP(IYEAR)*TAXALLoW(IYE. Ap)*0.4 
15-0.45*PTI(IYFAR-1) 
. C(Nsv)=C(f! sy)-V(1b) 
ýC(NFY)=C0jFV)+V(16) 
RFTURN 
FNf) 
-166- 
Figure A. 5: Cash Flow Model used for Case E 
SULAROUTINF MUDELM 
DI HUNS, Ill MV( 20) 1C( 51) 
CON-110N /CF/CllllT, C#iIYFAP 
REAL INITýIKTlt. JTPI. '4lTtli'TrXT#llilTTOTIIKTolfliTCAPEXP#INITFQIJIP 
DIOLNSION St'IAPF(t, ý)#FIKTI[IT(6)#14KTFXT(o)oT(, TliKT(6)oCAI)EXP(6)#TGE(6)0 
IF(iE(6)tfiALOtJIST(? )#TAXAI. LOW(6) 
RFAI. tlKTIf4TrliKTF-'XT 
NYEI. R=6 
jNj1j-iKTjNT=20(W 
lNlTtjKTEXT=28n000 
StfAi,, E(1)=0,05 
SHAFýL(2)=0,05 
SdA;! E(3)m0. i)4 
SHAREM=0.04 
SHA;,. E(5)=0. n3 
SHAKE(0=0.02 
NYHA=V(3) 
NYFGC=V(4) 
MKTINTCI)=ItllTf-IKTII,, 'T*(I+V(1)/10(1.0) 
ýIKTFXT(1)=1! 41TIIKTEXT*(I*V(2)/100,0)*1.3 
lr(NYHA', E-0, I) (; n TO 1 
DO 2 IYEAR=2INY11A 
MKTF-"XT(IYFAR)=Itý. Tr; XT(lYr-AR-I)*(I+V(?, )/100. t))*1.3 
. AR-I)*(j+V(J)/j(i(), 
0) mi: TjýjT(lYFAP)=MKTINT(IYF 
2 ToTIýKTCIYFAR)r-ýiKTINT(IYFAR)'4*fIKTEXT(lyr-. AP. )*SHARECIYEAR) 
I NJ =ýIYMA+j 
MKTf'XT ( I'll ) --I'KTF'A'T (NYHA) * (I +V (2) /100.0) * (1 3** CV(3) -? JYHA) 
MYTJ NT 041 ) vi; KT I I; T C NYH#*, ) *(1,0%! (1) /1 A0.0) 
TOTI'KT C III ) r-liKT I MT (NJ ) *IIKTPXT C0) *SHARF (111 
DO 3 lYFAR=NYHA+2iNYEAk 
MY, TUXT( I YE, A I'l)ýf-WTEXT( IY I* A R-I )*(I 4. V(2) 1160.0) 
MKTl, '-ITC I YEA 0=MyT I NT( I YFAR- I )*(I +V(i )/I oil. 0) 1 
3 TOTl! KT (I YEA R) =, -iKT IN T( I Yf: A R), 4-MKTFXT( I YF A; ')* S "ARE( I YEAR) 
ToThKT-Cl )=tIKT I NT(l )+? -I KTFAT (I) *SHARE( 1 
IN I TTOTIIKT= IN I Tf'KT INT 
lNlTCAPEXPxlNI'fToT? lKT 
CAPE XPC1 ) zAIIAX1 (0 #T')TliKT(1 )-I N ITT nTllKT) 
INlTEQUlPzjtlITCAPE"p A 
TGE(J)=INITEQt)lP+CAPl: XP(I) 
F($E (i ) =0 
no 4 lY[ARv2,, NYF(sC 
CAPrXPCIYEAR)=AIIAXJ(OPTOTIIKT(I*YCAR)-TGE(IYEAR-J)-FGF: CIYEAk-1)) 
TGE(IYEAR)=T6ECIYF-AR-1)+Ci%PrýXP(IYEAR) 
(Continued on next page) 
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4 FGE(IYEAR)ý(*' 
IF(f, 'YFGr.. F-Q. 6) 60 TO 9 
N2=-NYFGC+l 
CAPLXP(tl2)cAiýAXI(D*Tt)Tliý: T(I"'EAR)-TGF(lYr. tR-I)-FGE(IYE4P, -I)) 
TGE(N2)=TGE(NYFCC), OCAPE>,; )(IYýAR)*(V(4)-f-IN'FGC) 
FGE(N2)=CAPEAP(IYEAR)*(I-V(4)+NYFGC) 
IF(P2'EV1.6) (if' TO 9 
DO 5 ; YEAP=? 'VFGr+2*! JYEAR 
CAPEXP(lytý. AR)=A*IAXI(O#TnT, 'IKTCIYEAR)-TGE(IYEAR-I)-F(iE(TYE. AR-i)) 
T6E(lYr, ', R)=T6F(IYEAR-j) 
5 FGE(lyr. AR)=r(iF. (IYEAM'-l)+CAPE)ýP(IYEAR) 
CONTI"uE 
CINTT=-ItllTCAPFXP+lt'JITTOT, 2-IKT*OtI 
BAL0UTST(l)=lNITCAPEXP 
-D0 
0 IYFAR=ljNYr; AP 
TAYALLOI! (IYrýAR)=oo2*BALOUTST(IYEAP) 
TY*IYEAR+l 
A BALoUTST(IY)=nALOIJ'fST(TYEAR)-TAXALLIIWCIYEAR)+CAPEXP(IYEAR) 
TAXALLOI,! (, NYEAR)=TA, '(ALLOII(14YEAR)+BAL(IUTST(NYEAR*I) 
00 7 1'(EAR=ltfJYFrC 
7 C(IYEAq)=TOTt4KT(TYEAR)*0.12*TAXILLOII(IYEAR)*0.5-CAPEXP(tYEAR) 
IF('. JYFGC. EQN'o) GO To 10 
DO 3 IYEAP=fIYFGC+l o?; YEAP 
8 C(IYEAR)=0.12*AfljN1 (TCJTI! KT(IYFAP, ) F(PFCIVEAR)) 
1+AIIAXI ( (TlTHKT(IYEAl,, )-FrF (TYEAR) )*0.0680) 
? +TAXALL, lt. i(lVEAR)*ri. 'i-CAPEXP(IY-rAR) 
jo CONTINUE 
C(ýJYEAR)=C(IIYFAP, )+r3ALOIJTST(PIYEAR) 
kETlJRN 
END 
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APPENDIX B 
DESCRIPTION OF THE COMPUTER PROGRAMS WHICH 
HAVE BEEN DEVELOPED 
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A complete listing of all computer programs developed in the course 
of this research would be too voluminous to include in this thesis. To 
give an indication as to how the programs were written, this appendix 
describes very bri6fly the main subroutines in each one. 
PTC, k'ANAI I 
This program carries out a sensitivity analysis. The master segment 
reads data concerned with: 
(i) title for the project 
(ii) no. of different discount rates to be tested (upto-five 
are allowable). I 
(iii) the discount rates (a negative discount rate indicates 
that IRR is the performance measure). 
(iv) no. of different input variables (up to 20 allowed) 
(V) variable names 
(vi) highest, most likely and lowest values for each variable. 
The subroutines are as follows: 
PRESVAL: Calculates present value of a stream of cash flows. 
IRR: Calculates internal rate of return from a stream of cash flows. 
SENSITIVITY: Calculates sensitivity coefficients and range coefficients 
for each variable and outputs results. 
SORT: Arranges variables in the order of decreasing range 
coefficients prior to output. 
MODEL: Calculates net cash flows from the values of the input 
variables for the particular investment being considered 
(Examples of this subroutine are in appendix A). 
RISKANAL 2 
This program carries out a risk simulation. The master segment reads 
data concerned with: 
(i) title for the project 
(ii) number X (0 <X< 67101323) necessary to start the generation 
of a sequence of random numbers (see Downham and Roberts (1967)). 
(iii) No. of input variables, no. of sets of distributions to be 
considered, no. of runs. 
(iv) discount rate. 
variable narms, distributions for the variables 
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(vi) dependencies"between variables. 
The main subroutines are as follows: 
SIM: Controls simulation by calling other subroutines 
which sample from distributions etc. 
UNIFORM: Samples from uniform distribution 
TRIANGSAMPLE: Samples from a triangular distribution 
NORMAL: Samples from normal distribution 
HISTOSAMPLE: Samples from histograms 
QUADSAMPLE: Samples from a piecewise quadratic distribution 
PRESVAL: Calculates present value of a stream of cash flows. 
IRR: Calculates internal rate of return from a stream of 
cash flows. 
RANDOM: Samples random number R: 0<RsI 
MODEL: Calculates net. cash flows from values of input 
variables for particular investment. being considered. 
GRAPHPAR: Calculates on the basis of a small number of 
simulations parameters for the graphical output 
(i. e. it calculates the first class interval, the 
width of each class interval, the no. of class 
intervals etc). 
GRAPHPLOT: Plots graphical output. 
CALCOL: Calculates values of the performance measure on 
one simulation run and assigns it to appropriate 
class interval for ouýput. 
(A number of different versions of RISKANAL 2 were used to provide the 
results in this thesis). 
PROBSIM 
This-program simulates the assessment of a number of different beta 
distributions using a number of different assessment procedures. The 
master segment reads data concerned with: 
- (i) Accuracy parameters to be tested 
and (ii) No. of assessments to be assumed 
The main subroutines are as follows: 
CONTROL: Carries out most of the calculations, calls other sub- 
routines as necessary and outputs results. 
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MNSDSTEP: Calculates the mean and standard deviation of a 
step distribution. 
MNSDPIECEWISE: Calculates the mean and standard. deviation of a 
piecewise quadratic distribution. 
BETACUMPROB: Calculates, for a beta distribution, the cumulative 
probability corresponding to a value of the 
variable. 
BETAINVCUM: Calculates, for a beta distribution, the value of the 
variable corresponding to a cumulative probability. 
BETAORD 1: Calculates the ordinate of the beta distributions for a 
particular value of the variable. 
BETAORD 2: Calculates two values of the beta distribution with 
particular ordinates. 
PIECEQUADFIT: Fits a piecewise quadratic distribution to a set of 
cumulative probabilities and values. 
DISCVALUE: Determines how values assessed for a variable would be 
altered by the existence of an accuracy parameter. 
DISCDIST: Determines how probabilities assesssed would be altered 
by the. existence of an accuracy parameter. 
-172- 
APPENDIX C 
VALUES ASSUMED FOR THE VARIABLES IN THE CASE STUDIES 
-173- 
Tables C. 1 - C. 5 ýhow the highest, most likely and lowest values which 
were assumed for the variables in the five case studies in order to produce 
the results in chapters 4 and 7. 
Table CA Highest, most likely and lowest values for 
variables in case A 
Variable Highest 
Value 
Most 
Likely 
Value 
Lowest 
Value 
Initial Market Size 340 250 100 
('000s tons) 
Market Growth (% p. a. ) 6 3 0 
Selling Price ($ per ton) 575 510 385 
Market Share (%) 17 12 3 
Initial Investment ($M) 10.5 9.5 7.0 
Life of Investment (yrs) 15 10 5 
Residual Value ($M) 5.0 4.5 3.5 
Operating Costs ($ per ton) 545 435 370 
_Fixed 
Costs ($'000s p. a. ) 375 300 250 
Table C. 2 Highest, most likely and lowest values for 
variables in case B 
Variable Highest 
Val ue 
Mos t 
Likely 
Val ue 
Lowest 
Val ue 
Price of product ($ per unit) 140 128 115 
Price Growth rate (% p. a. ) 4.6 2.7 
.0 
Variable Op. cost now ($ per 55 51 48 
unit) 
Extra Variable op. costs 1 10.0 6.25 3.75 
($ per unit) 
Extra variable op. costs 2 37.5 25.0 
($ per unit) 
Extra variable op. costs 3 2.5 0.38 0 
($ per unit) 
Extra fixed costs ($'000s p. a. ) 320 170 120 
Cost growth rate (% p. a. ) 8. ý 2.6 -0.3' 
Capital Costs in year 0 1165 965 565 
($'OOOS) 
Production in year 1 (units) 27000 15000 5000 
Life of Project (yrs) 40 30 15 
Extra Working Capital in year 0 173 123 43 
.. 
($'OOOS) . 
1 
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Table C. 3 Highest, most likely and lowest values for 
variables in case C. 
Variable Highest 
Value- 
Most 
Likely 
Value 
Lowest 
Value 
Initial Market Size (Lire M. ) 12000 10000 8000 
Market Growth (% p. a. ) 9 3 -3 
Market Share (%) 7 5 3 
Price adjustment factor 5 1 -5 
Cost of Goods Sold (% of sales) 58 56 54 
Variable Selling Expenses (% of sales) 19 17 15 
Fixed Costs (Lire M. p. a. ). 1 35 1 28 1 21 
Table CA Highest, most likely and lowest values for 
variables in case D 
Variable Highest 
Val ue 
Most 
Likely 
Value 
Lauest 
Val ue 
Fixed Costs (Home Mkt) V000s p. a. 110 100 90 
Variable Costs (Home Mkt) i per ton 1.6 1.3 1.1 
Price (Home Mkt) E per ton 23.0 22.5 22.0 
Potential Sales (Home Mkt) '000s tons 210 200 150 
Fixed Costs (Export Mkt) i'000s p. a. 55 50 45 
Var. Costs (Export Mkt) i per ton 2.9 2.4 2.0 
Price (Export Mkt) E per ton 21.5 21.0 20.5 
Potential Sales (Export Mkt) '000s tons 100 50 30 
Capital Costs (E'000s) 2650 2550 2350 
Start Year 2.25 1.75 1.25 
Life of plant (yrs) 15.0 12.0 10.0 
Start Costs (V000s) 200 180 160 
Salýage Value (1'000s) 6.0 5.0 4.0 
Fixed Prodn. Costs (E'000s p. a. ) 1050 1000 900 
Var. Costs Prodn. (i per ton) 2.25 2.20 2.15 
Working Capital (V000s) 550 500 450 
jProdn. Capacity ('000s tons) 205 200 190 
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Table C. 5 Highest, most likely, and lowest values for 
variables in case E. 
Variable Highest Most Lowest 
Value Likely Value 
Value 
Rate of Growth of external mkt. (% p. a. ) 10 5 3 
Rate of Growth of internal mkt. (% p. a. ) 10 5 3 
Year of Hostile Act 4 2 1 
Year of Introduction of fourth generation 6 3 1 
equipment 
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APPENDIX D 
DISTRIBUTIONS INITIALLY OBTAINED FOR NPV AND IRR 
USING THE FIVE CASE STUDIES 
-177- . 
The distributions in this appendix are those whichwere obtained for 
NPV and IRR in simulations numbers 1,2 and 3 using case studies A, B, C, 
D and E. The reader is reminded of the following abbreviations: 
Simulation NIo. 1: Simulation where all variables have triangular 
distributions. 
Simulation No. 2: Simulation where all variables have uniform 
distributions with the same means and standard 
deviations as the corresponding triangular 
distributions in simulation no. 1. 
Simula. tion No. 3: Simulation where all variables have 
Lýý,. shaped 
distributions with the same means and standard 
deviations as the corresponding triangular 
distributions in simulation no. 1. 
Case A: Hertz Model 
Case B: Kryzanowski et al Model 
Case C: Interchemical Model 
Case D: ICI Model 
Case E: Economos Model 
When interpreting the distributions it should be noted that in 
situations where either: I 
(i) al-I cash flovis were positive 
or (ii) the I. RR was finite but greater than 100%. 
the IRR was taken as 100%. When all cash flows were negative the IRR was 
taken as -100%. 
-178- 
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APPENDIX E 
FURTHER DISTRIBUTIONS OBTAINED FOR NPV AND IRR 
USING THE FIVE CASE STUDIES 
-ZU9- 
Figures E. 1 - E. ý show the distributions obtained for IRR in case 
study D when the-variable 'start year' was held fixed at its best estimate. 
Chi-square statistics were calculated to test the normality of the 
distributions in the same way as in section 4.3. Their values were as 
follows: 
Simulation No. I (See figure E. l: all variables'except 'start year' 
have triangular distributions). Chi-square 
statistic = 35 (Degrees of freedom = 29). 
Simulation No. 2 (See figure E. 2: all variables except 'start year' 
have uniform distributions). Chi-square 
statistic = 67 (Degrees of freedom = 29). 
Simulation No. 3 (See figure E. 3: all variables except 'start year' 
havetý: shaped distributions). Chi-square 
statistic = 57 (Degrees of freedom = 29). 
The results of other tests of normality are shown in table E. l. 
Table E. 1 Comparison of tails 
case D with normal 
. year' is 
of distribution of IRR in 
distribution when 'start 
constant. 
Percentage of the Distribution which is 
Greater than Greater than Greater than Greater than 
2 S. D. s below 1 S. D. below I S. D. above 2 S. D. s above 
mean mean mean mean 
Simulation No. 1 2.10 16.75 16.15 2.20 
Simulation No. 2 1.80 17.35 16.36' 2.50 
Simulation No. 3 2.25 16.95 15.95 1.90 
Normal Dist. 2.28 -T 15.87 15.87 2.28 
These results support the statement (see section 4.4) that the non-normality 
of the distribution of IRR in case D is due to the uncertainty in the non- 
linear variable 'start year'. 
Figures EA - E. 8 show the distributions obtained for NPV in case studies 
A-E when V-shaped distributions were assumed for the variables (see section 
4.8). The same tests for normality as in the main part of the research in 
chapter 4 were made. The results are shown in tables E. 2 and E. 3 
_4 I U_ 
Table E. 2 Values of chi-square statistic as a test for 
nomality. viien- V-shaped input distributions 
were assumed (Degrees of freedom -= 29)ý 
Case Study 
ABCDE 
Chi-square 181 11'6 2424 67 868 Statistic 
Table E. 3 Comparison of tails -of distributions of NPV 
with tails of normal distribution when V-shaped 
input distributions were assumed 
Percentage of the Distribution which is 
Greater than Greater than Greater than Greater than 
2 S. D. s below 1 S. D. below 1 S. D. above 2 S. D. s above 
mean mean mean mean 
Case A 1.25 17.25 15.05 4.00 
Case B 1.15 16.05 15.55 4.30 
Case C 0.00 12.50 20.20 3.20 
Case D 1.45 17.40 '17.45 2.20 
Case E 0.00 22.60 21.60 0.00 
Normal Dist. 
1 
2.28 15.87 15.87 2.28 
The distributions obtained for NPV in case D assuming V-shaped 
distributions passes the test of approximate normality which is given in 
section 4.4. The distributions obtained for NPV in cases A and B both 
fail the test because 
Prob. (Value of variable is 2 S. D. s above mean) 
is too high. No doubt the explanation for these results lies-partly, in the 
fact that case D has more uncertain variables than either case A or case B. 
The shape of the distribution obtained for NPV in case E (see figure E. 8) 
has been markedly influenced by the shapes of the input distributions. 
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APPENDIX F 
FULL RESULTS CONCERNING THE ACCURACY OF DIFFERENT 
METHODS FOR ASSESSING SUBJECTIVE PROBABILITY DISTRIBUTIONS 
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The computer output at the end of this appendix shows the full results 
upon which tables 5.1 - 5.8 are based. In order to understand this 
output note that: 
Nl and N2 refer to the parameters of the beta 
distributions which were considered. In the 
-notation of section 5.3, Nl=a and N2=b). 
(ii) The errors which are shown are actual errors 
in situations where the mean is being estimated 
and proportional errors in situations where the 
standard deviation is being estimated. 
Tables F. 1 - F. 18 provide the following summary information: 
v, : Mean error in estimates 
cr, : Standard deviation of errors in the esti. mates 
p: Coefficient of correlation between the absolute sizes 
of the errors in the estimates and the skewness of the 
distributions (See section 5.5 for a definition of 
skewness). 
a&b: Parameters in the best fit relationship. Absolute size 
of error -a+bx skewness. 
02 : Standard error of estimate of the error which is 
obtained using the best fit relationship. 
As there are 55 observations values of p greater than 0.27 are 
significant at the 0.05 level. 
Table F. 1 Miscellaneous extra information concerning the estimation 
of the mean using 3 perfectly accurate assessments 
(Errors are measured as-a percentage of the range). 
p a b c2 
Procedure 1 0.1 0.1 . 84 OA 1.0 0.1 
Procedure 2 0.5 0.4 . 62 0.2 2.3 0.3 
Procedure 3 2.4 1.9 . 99 0.0 19.0 0.2 
Procedure 4 o. 7 0.5 . 98 0.1 4.5 0.1 
Procedure 5 0.9 0.9 . 95 -0.2 8.8 0.3 
1__Procedure 6 4.5 3.8 . 99 -0.1 37.2 0.6_ 
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Table F. 2 Miscellaneous extra information concerning the estimation 
of the S. D. using 3 perfectly accurate assessments 
(Errors are measured as percentage errors). 
Ill al p a b '72 
Procedure 1 23.9 4.6 . 18 22.8 8.2 4.6 
Procedure 2 14.8 7.3 . 05 14.3 3.9 7.3 
Procedure 3 46.6 7.7 . 32 43.6 24.4 7.3 
Procedure 4 20.5 6.6 . 35 17.7 22.8 6.2 
Procedure 5 19.3 2.0 . 01 19.3 0.3 2.0 
lProcedure 61 38.4 1 9.7 1 . 38 1 33.9 1 36.5 1 9.1 
Table F. 3 Miscellaneous extra information concerning the estimation 
of the mean using 7 perfectly accurate assessments 
(Errors are measured as a percentage of the range). 
III Cr I p a b C2 
Procedure 1 0.0 0.0 0.74 0.0 0.1 0.0 
Procedure 2 0.0 0.0 0.00 0.0 0.0 0.0 
Procedure 3 1 .1 0.9 0.99 0.0 8.9 0.1 
Procedure 4 0.3 0.2 0.97 0.0 2.2 0.1 
Procedure 5 M 0.3 
. 
0.99 0.0 2.9 0.0 
Procedure 6 2.6 2.3 0.98 21.9 0.5 
Table FA Miscellaneous extra information concerning the estimation 
of the S. D. using 7 perfectly accurate assessments 
(Errors are measured as percentage errors). 
ill al p a b a2 
Procedure 1 8.0 1.9 0.21 7.5 4.0 1.9 
Procedure 2 2.1 1.2 -0.34 2.5 -3.8 1.1 
Procedure 3 34.0 7.5 0.36 30.7 26.4 7.1 
Procedure 4 12.2 4.5 0.39 10.1 17.1. 4.2 
-Procedure 5 8.4 2.1 0.39 7.4 7.9 1.9 
Procedure 6 30.5 9.8 0.47 24.9 45.1 
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Table F. 5 Miscellaneous extra information concerning the 
estimation of the mean using 15 perfectly accurate 
assessments (Errors are measured as a percentage 
of the range). 
p a b 2 
Procedure 1 0.0 0.0 0.65 0.0 0.0 0.0 
Procedure 2 0.0 0.0 -0.05 0.0 0.0 0.0 
Procedure 3 0.5 0.4 0.99 0.0 4.2 0.1 
Procddure 4 0.1 0.1 0.97 0.0 1.0 0.0 
Procedure 5 0.1 0.1 0.98 0.0 0.9 0.0 
lProcedure 61 1.3 1 1.2 1 0.96 1 -0.1 11.7 1 0.3 _j 
Table F. 6 Miscellaneous extra information concerning the 
estimation of the S. D. using 15 perfectly accurate 
assessments (Errors are measured as percentage errors) 
p a b a2 
Procedure 1 2.2 0.6 0.18 2.0 1.0 0.6 
Procedure 2 0; 2 0.1 -0.15 0.2 -0.1 0.1 
Procedure 3 22.1 6.2 0.38 19.3 23.3 5.8 
Procedure 4 6.6 2.8 0.40 5.3 10.9 2.6 
Procedure 5 2.3 0.7 0.43 2.0 2.8 0.6 
Procedure 6 1 21.4 1 8.7 
___0.52 
1 15.9 1 44.4 7.4 
Table F. 7 Miscellaneous extra information concerning the 
estimation of the mean using 3 assessments; 
accuracy parameter = 0.2 (Errors are measured 
as a percentage*of the range). 
p a b a2 
Procedure 1 1.3 1.2 0.47 0.6 5.7 1.1 
Procedure 2 1.2 1.2 0.47 0.5 5.5 1.0 
Procedure 3 3.5 3.0 0.63 1.2 18.6 2.4 
Procedure 4 3.1 2.4 0.36 2.0 8.7 2. *3 
Procedure 5 1.5 1.0 0.31 1 .1 3.7 0.9 
Urocedure 6 5.3 . 4.7 0.95 1 -0.2 44.3 1 1 .5j 
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Table F. 8 Miscellaneous extra information concerning the 
estimation of the S. D. using 3 assessments; 
accuracy parameter = 0.2 (Errors are measured 
as percentage errors). 
Ill Cy i p a b 2 
Procedure 1 18.3 8.4 0.09 17.4 7.7 8.4 
Procedure 2 11.3 7.0 -0.22 13.2 -15.0 6.9 
Procedure 3 47.7 6.2 0.33 45.2 20.3 5.9 
Procedure 4 24.8 5.6 0.21 23.4 11.4 5.5 
Procedure 5 17.1 8.7 -0.36 20.9 -30.6 8.2 
Procedure 6 38.4 10.0 0.31 1 34.6 1 30.7 1 9.6 
Table F. 9 Miscellaneous extra information concerning the 
estimation of the mean using 7 assessments; 
accuracy parameter = 0.2 (Errors are measured 
as a percentage of the range). 
a p a b 2 
Procedure 1 1.1 1.1 0.34 0.7 3.6 1.0 
Procedure 2 1.2 1.1 0.33 0.7 3.6 1.1 
Procedure 3 2.8 2.4 0.59 1.0 14.1 2.0 
Procedure 4 2.6 2.. l 0.40 1.6 8.4 2.0 
Procedure 5 0.7 0.5 0.01 0.7 0.0 0.5 
lProcedure 6 1- 4.0 3.1 0.78 
-1.0 
23.8 1 2. L_j 
Table F. 10 Miscellaneous extra information concerning the 
estimation of the S. D using 7 assessments; 
accuracy parameter = 
6.2 (Errors are measured 
as. percentage errors). 
III Cr p a b '72 
Procedure 1 12.9 9.3 0,08 12.1 7.1 9.3 
Procedure 2 20.7 16.6 0.20 16.7 32.3 16.4 
Procedure 3. 34.1 7.3 0.29 31.5 21A 7.1 
Procedure 4 12.4ý 6.8 0.13 11.3 9.0 6.8 
Procedure 5 5.2 4.0 -0.05 5.5 -2.1 4.0 
lProcedure 6 31.0 1 9.5 0.38 1 26.7 35.5 8.8 
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Table F. 11 Miscellaneous extra information concerning the 
estimation of the mean using 3 assessments; 
accuracy parameter = 0.1 (Errors are measured 
as a percentage of the range). 
p a b 2 
Procedure 1 0.8 0.8 0.33 0.5 2.6 0.8 
Procedure 2 0.9 0.9 0.41 0.5 3.4 0.8 
Procedure 3 3.0 2.4 0.82 0.6 19.3 1.4 
Procedure 4- 1.7 1.3 0.41 1.0 5.4 1.2 
Procedure 5 0.9 1.1. 0.73 0.0 7.7 0.7 
lProcedure 6 
_4.5 
4.1 0.95 0.2 38.2 1.3 
Table F. 12 Miscellaneous extra information concerning the 
estimation Pf. the S. D. using 3 assessments; 
accuracy parameter = 0.1 (Errors are measured 
as percentage errors). 
a b a2 
Procedure 1 21.0 6.6 0.26 19.0 16.7 6.4 
Procedure 2 . 10.7 7.2 0.00 10.7 -0.1 7.2 
Procedure 3 47.2 8.7 0.30 44.0 25.3 8.4 
Procedure 4 24.9 9.9 0.22 22.2 21.5 9.7 
Procedure 5 17.4 5.9 -0.20 18.9 -11.5 5.8 
lProcedure 6 38.6 9.6 0.38_ 34.2 1 35.5 1 9. 
Table F. 13 Miscellaneous extra information concerning the 
estimation of the mean using 7 assessments; 
accuracy parameter = 0.1 (Errors are measured 
as a percentage of the range). 
p a b 2' 
Procedure 1 0.8 0.9 0.20 0.6 1.7 0.8 
Procedure 2 0.9 0.8 0.19 0.7 1.6 0.8 
Procedure 3 1.6 1.5 0.45 0.8 6.5 1.3 
Procedure 4 1.3 L2 0.29 0.9 3.3 1.2 
Procedure 5 0.4 0.4 0.45 0.2 1.7 0.4 
Frocedure 6 3.2 2.9 0.91 0.0 25.5 1.2__, 
-225- 
Table -F. 14 Miscellaneous extra information concerning the 
estimation of the S. D. using 7 assessments; 
accuracy parameter = 0.1 (Errors are measured 
as percentage errors) . 
a p a b a2 
Procedure 1 6.4 4.1 0.05 6.1 2.2 4.1 
Procedure 2 9.2 6.9 0.12 8.3 7.9 6.9 
Procedure 3 37.1 5.7 0.37 34.5 21.0 5.4 
Procedure 4 21.3 
. 
4.1 0.15 20.6 5.9 4.1 
Procedure 5 5.8 3.9 0.01 5.8 0.4 3.9 
lProcedure 6 1 
_32.3 
1 9.1. 1 0.39 - 1 28.0 1 35.0 1 8.5 1 
Table F. 15 Miscellaneous extra information concerning the 
estimation 
I 
of the mean using 3 assessments; 
accuracy parameter = 0.01 (Errors are measured 
as a percentage of the range) 
p a b C12 
Procedure 1 0.2 0.1 0.69 0.0 0.9 0.1 
Procedure 2 0.5 0.5 0.35 0.3 1.6 0.4 
Procedure 3 2.3 2.0 0.99 0.0 19.0 0.2 
Procedure 4 0.6 0.5 0.93 0.0 4.8 0.2 
Procedure 5 0.9 0.9 0.94 -0.2 8.7 0.3 
. 
lProcedure 6 4-. 5 1 3.8 1 0.99 1 -0.1 37.1 0.6 
Table F. 16 Miscellaneous extra information concerning the 
estimation of the S. D. using 3 assessments; ' 
accuracy parameter = 0.01 (Errors are measured 
as percentage errors). 
a b a2 
Procedure 1 23.6 4.7 0.19 22.5 8.9 4.7 
Procedure 2 12.1 8.3 0.00 12.1 -0.1 8.4 
-Pr6cedure 
3 46.6 7.7 0.32 43.6 24.2 7.4 
Procedure 4 20.5 6.7 0.34 17.8 22.1 6.4 
Procedure 5 19A 2.1 0.00 19.3 0'. 0 2.1 
lProcedure 6 1 38.4 9.7 0.38 33.9 36.6 9.1 
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Table P. 17 Miscellaneous extra information concerning the 
estimation of the mean using 7 assessments; 
accuracy parameter = 0.01 (Errors measured 
as a percentage of the range). 
a p a b 2 
Procedure 1 0.1 0.1 0.23 0.1 0.3 0.1 
Procedure 2 0.1 0.1 0.21 0.1 0.2 0.1 
Procedure 3 1.1 1.0 0.97 0.0 9.1 0.2 
Procedure 4 0.3 0.3 0.77 0.0 2.4 0.2 
Procedure 5 0.4 0.3 0.97 0.0 2.9 0.1 
lProcedure 6 1 2.6 1 
____2.3 
1 0.97 1 0.1 1 21*9 1 0.5 
Table F. 18 Miscellaneous extra information concerning the 
estimation of the S. D. using 7 assessments; 
accuracy parameter = 0.01 (Errors measured 
as percentage errors). 
Ili aI p a b a2 
Procedure 1 7.5 2.2 0.22 6.9. 4.7 2.2 
Procedure 2 1.5 1.2 -0.15 1.7 -1.7 1.2 
Procedure 3 34.0 7.6 0.36 30.8 26.5 7.1 
Procedure 4 12.3. 4.8 0.37 10.2 17.3 4.5 
Procedure 5 8.2 2.2 0.38 7.2 8.1 2.0 
lProcedure 6 30.5 1 9.8 1 
_0.46--- 
1 24.9__ 44.9 8.8_j 
- Note that when the accuracy parameter is 0 or 0.01, the coefficients 
of correl , 
ation calculated for procedures I and 2 are unreliable because 
of errors in the algorithm which was used to calculate the inverse 
cumulative of the beta distribution. 
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5 7 O. IS67 0.0630 0.0126 O.? hO3 0.0812 0,0640 0.22jo 
5 1 0,1 V)o 0. ", AQ 0 0. ol 32 0.10,10 0.0978 0.0726 0,? 619 
5 9 0.1,137 0). 07; 4 01.0140 0.3573 0,1157 0.0809 0,3029 
5 10 0,1179 0.0822 0.0134 0.3050 0.1344 0.0897 0.3424 
5 -11 0.11;! 4 O. oe)93 I. C. 164 P. ")YI6 0.15-36 0.0987 0,. 'S798 
5 '12 0.10', '4 O., )Q/67 0. t,;! 43 0.4169 0.1731 0,1 n7F, 0,4147 
6 6 0.1337 0., )615 0.917. r, 0.2685 0.0745 0.003 0,2004 
6 7 0.1312 n. 166 1 (). 0131 0. '18,16 0.0856 0.0663 O. P27n 
A a 0,1? 7,:, C. 13713 0.0147 0.1112 0.0989 OlO725 V.? 585 
6 9 0.12? 5 0.07A3 1.0721 0.3348 0.1137 0.0794 0.2921 
A -1%1 0.1174, 0. ()AZ7 0, (j?. Sf; 0. "3585 0.1296 0.0869 0,3767 
A 1.1 a. 1125 f). oW 0.021Q (). 3818 0.1461 D, oo47 0. ', 1506 
6 '12 0.1, )Al J. OVS2 0.02(17 0.4044 0,1631 0,1()29 0.3916 
7 7 0,1291 3.0700 0.3025 0,0935 000698 0.2434 
7 a O. JZI*7 0.0745 -0.0174 0.3197 0.1039 0.0746 0.? 662 
Q tl. l? -03 I. 0 71) 
4 .". 4) 17 5 0.3387 0.1160 0.0803 0.7926 7 10 0,116n G. 0230 0.35A6 0.12()4 O. OA66 0.37il 
7 11 0.1113 n. OQ02 ý. t,, 376 (1,3787 0.1437 0.0034 0,35(10 
7 12 0,1071) 0.00,10 0, ()344 0,39P. 7 0.15.15 0.1()06 0,3782 
A a 0,1213 ().,, )7Fi3 0.030() 0.1322 0.1117 0,0782 0.? 814 
,9 9 0.117() 0.0 82' 6 i, . ij222 
(1.. '1471 0.1214 0.0828 0.1011 
A -10 0,1140 J.. )A73 () . C. 19 's 0. _"; h34 0.1325 0.001 0.3238 
,I Il. 0.1,104 '). o923 0.024A 0.3604 0.1447 0.0039 0.34M 1 12 0.1 0-; Q 0. OQ76 O. o)3()l 0.3q78 0.1576 0,1002 0.3728 
9 0.11 "07 0. OA63 0,03 () 9 0. .35 el 3 0,121119 
0,0864 0.3150 
10 0,1116 9.0-005 n. 02.75 0.3713 0,1380 0,000A 0,21324 
'll 0,131) 6 1). OQ ;D 0. (1237 D. j, 855 0.1 4F, 3 0,0057 35'P. 
5 1) i'l 91 0 (1) .0 
27 3 0.4 () 0 /* 0.150" 0#1 0.1012 0.3729 
0, '10 1) 1.1)942 0.04 43 0.3615 0,1452 0,0943 0,3451 
lo I'l 0,1 -165 o. og 12 0. ý131 6 G. V30 0.1538 0.0984 0.3605 
1" 12 1) .j )"1 3 0.1075 0.028A 0.4056 0.1633 
O. ln3p 0.3777 
1 '1 11 0,11)43 II. J. '113 0.051Q 0.4022 0.1607 0.101", 0.3721 
1-1 -. 12 0 )., 1 f)57 0.0 38? 0-. 4126 0,1 6R7 0.1()5A 0.395A 
12 "1 -11 - 00 ). l 303 (1 ") 55() 0.4210 0.1753 
O. iP92 0.3963 
ERRORS IN mFAjjS ASS14 ING 15 PERFErT ASSESSMENTS 
NJ NZ TRUF EPP(iP , EPROK ERROR ERROR FRIMR FRROP 
VALUE mFT h0E V E, TH0 1) 11 ET fi 0DETH0D FiETHOD METHOD 
1234.. 5.6 
3 t). 5000 0. o(IOC -0.0000 
4 0,42A6 -c. entc -0.0006 0.002-3 
35G. 3750 -0.000( -0. OÜOO 0.0052 
-3 
6 0.3333 -0.0000 0.0073 
370.3000 -0.0001 0.0091 
.sA 
(1 2727 -0.11000 0.0107 
3 1) 0: 2500 0.0121 
3 10 0.230 (3 -0. zý ki C--, ( 0.000 0.0133 
3 11 0. Z143 -0 . 
O(ICý( 0. t1000 0.0143 
720,2000 -0.0000 0,0153 
44 r). 50r-o -O. (1o00 -0.0000 
450.4444 0. üooo 0.0024 
460.4000 -0. OOA(. -0. (4001 0.0ü45 
470.3636 -0.0000 »0.0000 0.0064 
'333 -0 000('- -0.0000 0. o080 4A01 
4 r0: 0()oc. -0. i)o01 ö. 0005 
4 10 0.2857 -0.000(1 -0.0002 0.0107 
4 111 0,2667 -0.00pr, -0.0000 0.0119 
4 12 0.2500 "0. Ooüe -0.0001 0.0129 
550.5000 0.0nü(" -0.0001 -11.0000 
560.4545 6.000(! -o. 1.11100 0.0021 
570,4147 -0.0000 0.0040 
0.3846 0.00r90 0.0000 0.0057 
59A 3571 0AA0 (*, -0 . o001 
0. r. Q 71 
5 10 0: 3333 (, 1: 1-)ü(IO (I. Otion 0.0085 
3512 5 O. (1pr)p -0.0(1()l C). 0()9 ? 
5 12 0,2941 O. (MIG0 -0.0001 0.0107 
660.15000 0. c)()0(, -0.0000 
670.4615 0.00(10 -0.0000 0.0019 
680.4286 O. (lno() -0.0000 0.0036 
690.4000 0.0051 
6 10 0. -3750 0 0()()(' -0.0000 
0.0064 
6 11 0.3529 0: 0000 -0.4001 0.0077 
e, 12 (1 3333 *0.0000 --1.0002 0.0033 
770: 5000 ri 00000. f) ", Q1 -0. Guoo 
73 0«4667 -0: 0000 -0. VGCC). 0.0017 
790.4375 -0.0000 0. Ut)ÜO 0,0032 
7 1,0 0 4118 -0.0000 -0.0000 0. n046 
17 11 0: 3899 -il. ÖOÜ2 0.0058 
-7 12 0.3684 -0.0(100 -0. o000 
0.0070 
F, 8 0.5000 -0. ü00() -0.0001 -0.0o00 
A90 4706 :0 0000 -0. AOOO 0.0015 
-F 10 0: 4444 0: Goon -0 
gnoi 0.0029 
8 il 0.4211 -0 . 
c)o00 »O: u000 0.0042 
A 12 0.4()(; 0 »(). 0001 0.13054 
990,5000 O. (so00 -0. (11)01 -0,0000 
9 10 0.4737 0.6000 -0.0000 0.0014 
9 11 0,4500 O. ()ngin --) 0001 n 0027 
9 182 0.42A6 0.0(Iüo o: (jo(10 0: 00.3fý 
li) to 005000 0. üi)()() 0,0001 -0.0000 
lo ll 0,4762 0. OQ()0 -0.0000 0.0013 
10 12 0.4545 0 par)o »O. i)r101 0. ()()25 11 -- 085000 -0 : ()()0() 0. ()()01 _C). 00()() 
li 12 o». 4783 -(). onn() (). Of)tin (1 . C) () 
12 
12 2 0.5o00 »0. C)()()0 O. ()()()l . 0. ()000 
0.0000 
0,0005 
0,0010 
0.0015 
0.0020 
0.002.; 
0.0029 
G, 00375 
0.0037 
0,0040 
010000 
0.0005 
0.0010 
0.0015 
0,00ig 
0.0023 
0,0027 
0.0031 
0,0034 
0.0000 
010005 
0.0010 
0.0014 
0 001 A 
0: 00? 2 
om& 
0.0029 
0,0000 
0.0005 
0.0009 
010013 
0,0017 
0.0021 
0,0024 
0.0000 
0.0004 
0.0008 
0,0012 
0.0016 
0.0019 
0.0000 
0,0004 
0.0008 
D . 0012 
0.0015 
0.0000 
0.0004 
0.0007 
0,0011 
0.0000 
0.0004 
p, 0007 
0.0000 
0,0003 
0.0000 
O. Onoo 0.0000 
0.0006 0.00/4's 
010010 () .0 00 R 0.0014 0.0155 
0.0018 0.0211 
0,0022 0.0260 
0,0()25 0.0324 
0.0(128 0.0379 
0,0031 0,0432 
0,005 0,04813 
O. Onoo -0,0000 
0.0004 O, AO47 
osonoR 0.0096 
0,0012 0,0145 
0.005 0.0195 010018 0.0242 
0.0021 0.0289 
0,0024 0.0335 
O. on27 0.0390 
noonoo -0.0000 
0,0004 0.0046 
0.0007 0.6092 
n. 6nio 0.0137 
(). OM3 O. OJAJ 
0.0016 0,0224 
0,0619 0,0266 
0.0021 0,0306 
000000 010000 
O, OnO3 0.0044 
0.0006 0.0097 
000009 ON0128 
n. oO12 O. M70 
0.004 0.0209 
0,0617 0.0247 
000000 0.0000 
0,0003 0.0042 
0.0006 0.0083 
0.6008 0.0121 
0.0011 0.0160 
n. 0013 0,0196 
0.0000 0.0000 
0.0003 0.0040 
0.0005 O. oo7A 
0,0008 0,0115 
000010 0,0151 
010000 -010000 
0.0003 0.0038 
0.0005 0.0074 
0.0007 0,0109 
0.0000 0.0000 
0.0002 0.0036 
0.0005 0.0071 
0.0000 -0.0000 
0.0002 0.0034 
010000 0.0000 
-232- 
EOMRIS IN Smfl. '-S ASSLIHIN4,15 PERFECT ASSESSMENTS 
N1 N2 TRU I-' FRk0R rvRn f), FRROR ERR0R ERP, C) R FRROR 
VANE HFTHCO tIETHOD IIETHOD METHOr) METHOD METHOD 
4 
3 3 0,1800 0.0090 0.0004 0.0019 0.0063 0, ýOosa o. 02n6 
3 4 0.1750 0.010'i 0. o006 0.0854 0,0122 0,010A 0.04? 3 
3 5 0,1614 3 t). k)12 ! '). 0007 0.1160 0.0214 0.0131 0.1)801 
6 n. 1491 0.6,144 00 tj 0.1499 0.0333 0,016() 0,1278 
3 7 0.13,3? 0.6163 )., 014 0.1651 0.6473 0.0193 0.1803 
3 8 0,12,36 0. r)1Q4 o. onil 0.2401 0,0628. 0*0229 0,2342 
3 9 0,1201 0.02P1 "). 0016 0.2542 0.0704 0,0268 0,2861 
10 0.11& 6 O. U25%. 0.0014 0.2669 0.0967 0.0310 0.3351 
11 0.1059 0.021i4 0.0016 0.3190 0,1146 0.0355 0,3806 
1 12 0,1000 (). 03lu G. ')()20 0.3473 0,1328 0,0402 0.4220 
4 4 0,1667 0. ()115 0.000A 0.0970 0,0153 0,0116 o, oSnl 
4 5 0.15? 1 I. k)009 0.1175 0.0217 o. o. 13z 0.6731 
4 6 0,1477 0. n146 0.1)012 0.1428 0,0306 0,003 0.1069 
4 7 0.13A9 0.6163) 0.0013 0.1705 0.0413 0.0178 0,1469 
4 8 0,1307 0.0185 0,0014 0.1992 0,053S 0.0206 0.1906 
4 9 0,127? 4 0.6203 0.0013 0.2230 0.0668 0.0237 0.2349 
4 10 0.1106 0.6231 0.0028 0,2564 0.0809 0.0271 0.2784 
4 11 0.1106 0.0257 0.2840 0.0957 0,0307' 0.3203 
4 12 0.1050 0.0283 0,0025 0.3106 0.1109 0.0345 0.3598 
5 5 0,1508 0.0140 0.0011 0.1296 0.0257 0.0140 0.0841 
5 6 0 1437 C- 0154 0. oQ13, 0.1476 0,0322 0 0155 0,1066 
5 7 0: 1367 C: 6170 0.0014 0.1690 0.04042 0: 0175 0,1364 
5 .8 0,1300 6.01.37 0. a017 O, IY22 0.0504 0.007 0.1710 
5 9 0,1237 0.0206 0.012n 0.2164 0.0614 0.0222 0.2079 
's -10 0,1179 
O. U. 26 kI 002.3 0.2408 0,0732 0.0250 0,2455 
5 11 0.11P4 0.6343 0: 0025 0.1,650 0'. 0856 0,0280 0.2830 
5 12 0.1074 0.0271 0.0032 0.2887 0,69R5 0.0312 0.3192 
6 6 0.1337 0.0165 0.001S 0.1593 0,0367 O. OJ65 0.1189 
6 7 0.1332 0.0173 0.0015 0.1752 0.0431 0.0180 0.1395 
e. 8 0 1273 0.0104 0 0017 0 1936 0.0510 0.007 0.1662 
6 9 12; 0 n: 0.0410 0 0021 0 ; 1136 : 6. 0,066() 0.0218 0,1960 6 110 0.1174 0.6228 O. oO23 -0.2343 0.070o 0,0241 0.2281 
6 11 0.1116 0.061.47 0.0027' 9.2554 0,0806 0.0767 0.260A 
6 12 ' 0 10311 0 0267 0 o(, )3Q 0 2? 64 0 091A 0 0294 0 2931 7 7 0: 1291 0: 0190 3: 0017 0: 1663 0: 0477 0: 0190 0: 1525 
7 8 0.1247 0.0203 0,0017 0.2004 0.0540 0.0204 0,1716 
7 9 0,12o3 0.02., 18 0.002-2 0-2166 000614 0.0221 0.1952 
7 '10 O, jjAn 0.0233 n. klo,,. 3 6.2340 0.0608 0.0240 0,2213 
7 1.1 0 1113 0 0.251 0.0033 0 2521 0.078Q 0 0262 0.2495 
7 12 0: 1079 1169 0: 09 0.002ý1 0: 2105 0 0836 0: 0285 0.2780 
a 8 0.1213 0. t) 214 0.1)0)42 0.2108 0: 087, 0.0214 0,1843 
8 9 0,1174) 0.0221 0.0021 0.2436 0.0647 0,0229 0.2017 
A 10 0.1140 0.0241 0.0029 0.2379 0,0717 0.0244 0.2227 
A '41 O. IJL)4 0., )257 O. UO25 0.2533 0.0795 O, Op63 0.2460 
A ', 2 0 1069 0 11273 0 0030 0.2603 0 08A0 0.0283 0 2708 
p 9 1147 0: (1239 0 0()IP, 0.2332 0 0694 0.0239 o ? 137 
9 10 0,1116 0., )251 O. k)oes 0.2448 0.0751 O, Op52 0,2299 
9 11 0.10-36 0.0263 O. o, 131 0,2577 0,0318 0.0268. 0.? 487 
P j2 0 1055 
9 : 
0 02; 11 0 0(). 3() 0 2114 6 
0 rtlip M 0 028S 
6 
0 269S 
lo 10. 0 10 1 0: 0263 (): 0033 0: 253 . 0: () 0: 02 3 0: 2415 10 11 0.10,15 0.0275 0.0028 0,? 644 0.0853 0.0776 0,2561 
1o 12 , 06103', 0.02 89 0.0034 0.2FAO 0,0916 010291 0,2733 
11 11 0 1043 0 0287 0.0039 0 1728 , 0 oAQA O. OPR7 0.2671 11 12 0: 1020 0: 029'ýý 0.00-53 )625 0: 0: 0952 o, oion 0.2806 
let 12 0.1000 C. 0310 0.0044 0.?. ýIfO3 0.0996 0.0310 0.2909 
-r_ 1 15 - 
ERRORS IN MEANS ASSUMING 3 IMPERFECT ASSESSMENTS (ACC. PAR. =0,20 ) 
N) Nil TRUE MOR . Ffiliop EPRI)R EkPOR ERROR FRPOR' VALUE ETH () D 11 ETH0DMETH () D F1 ETH0DMETHD "ETHOD 
246 
330.5600 -0. ()000 -O. on23 0. ()()00 (). (,, ()2g -0.0129 0.0non 340,4286 -0.0036 O. OOZO -0.0036 . 6.0202 0.6129 0., 0159 
350.3750 0.0000 0.0000 O. OUOO -10.027ý 0.0129 0.0694 
360.3333 0.0000 0,0000 G. OA9 -0.0029 o. oogg 0,1111 
37 0-3000 "0.0250 -6.0139 0,05Z3 0.0304 0.0432 0.1ill 8 0.2727 -0.0227 -O. U227 O. OY17 0,0393 -0.0114 0.1037 
390 . 2500 -0.0250 -0.0361 0.044 0.0625 O. W3 0.1185 3 '40 0.2303 -0.0058 -0,0160 0. -1130 0,0768 0.0,207 0.1378 
3 il 0.? 143 0.0107 -0.0004 O. t)662 0.0,439 0-0372 0,1345 320,2000 -0.0250 -0.0375 0.1004 0.0582 0.0515 0.1369 
440.5000 0.0000 0.0000 0.0000 6,0028 -0.0156 0.0000 
450.4444 -0.0278 -0.027.1 O. oS56 0.0583 O. C185 0.0000 
460.4000 -0.0250 -0.0250 O. 0e5O 0,0083 0.0054 0.0444 
470,3636 0.0114 O. VJ14 -0.0114 -0.0332 -0.0060 0.0808 
480.3533 0.0417 0.0417 0.0111 -0,0208 0.0238 0.0778 
490.3077 -0.0327 -0,0216 0.0367 0.0048 -0.0225 0.1034 
4 '1(, 0,2857 -0.0107 O. t)004 0,0580 '0.0219 -0.0133 0.1254 
4 I'l 0.2667 -0.0167 -0.0167 0.0771 0.0409 O. OnS7 0.1444 4 -, 2 0.2500 -0.0250 -0.0361 0.0678 0.0543 0.0224 0.1611 
S50.5000 0.0000 O. Vooo O. OUOO 6.0029 n. 0114 0.0000 
560.4545 O. rj2o5 O. OrI93 O. C)455 0,6482 -O. On22 -O. ol()l 570.4167 -0.0417 -O. u4l-, f 0.0633 0.0819 0.1,0098 0.0278 
580.3846 -O. tO96 -0.0096 -0.040Z -0.0721 -0.0078 O. A598 
590.3571 0.0179 0.0179 -0.0128 -0.6446 0.6605 0.0873 
5 1( 0.3333 -0.0208 -0.0069 0.0104 -0.0257 0,0243 0.0778 
5 0,3125 -0.0375 -0.0264 0.6312 -0.0049 -0.6273 O. OQ86 5 ().? 941 -0.0,101 -O. C)08() 0.6496 0.0135 -0.1)oh9 0.1170 
660.5000 0.0000 0.0000 0-0000 -6-6015 6. (ill4 0,00on 
-6 7 0.4615 0.0135 0.0024 0.0335 0.0376 -O. Co92 -0.0171 
680.4286 0.0089 -0.0050 0.0689 0.0713 0.0238 O, oI59 
690.4000 -0. ()250 -0.04? 50 0. (, 1353 0.0201 -0,0232 0,0444 
6 0,3750 O. C)OOO 0.0000 -0., )313 -(1,0674 0.0018 0.0694 
6 41 0.3529 0.0221 0.0221 -0.0692 -0.0454 0.0238 0.0582 
6 '12 0.3333 -0.0208 -0.0ý069 0.6104 -0.0257 (). ý243 0.0778 
77 
.05 
(1 G () (i ýJOOO 0.0000.0.0000 -C). ools . (,. ctl9R O. onno 780: 4667 0: 00F)3 -0.0112a 0.0333 0,0323 -O. C; 143 0.0333 
790.4375 0.0000 -0.0139 0.0625 0.0614 0.0149 0.0069 
7 lcý 0.4118 0.6257 0.0118 O. t)e36 (,. ()I)h3 -0.0106 0.0327 7 '0 0.38R9 -0.0139 -O. UJ39 0.0465 0-0312 0.0123 0.0556 
7 12 0.3694 0.0066 0,0066 -0.0-e47 -0,0608 0. ()L-)8.3 0.04? 7 a8 
. 
0.5000 0.00W O. OOUO 0.01,00 -0.0011 O-C, 151 0.0000 
890.4706 0.0044 -0.0067 0.0494 0.0283- 6,6144 0.0294 
8 10 0.4444 0 0306 0.0194 0,0556 0.0545 -0,0111 0.0000 8* *41 0.4211 0: 0039 -0,0036 0.0143 -0.001() -O. rjlgg 0.0234 
8 12 0.4000 0.0250 0.0125 0.0353 0.0201 0.001 0,0444 
9 9' 0.5000 () 0000 0.0000 0.0000 -0,0011 () . j; j 
51 0. ()()()0 
9 iO 0.4737 
. 0: 0013 -O. Uo9ji 0.04ý63 0.0252.0.0113 0.0263 
9 '' 0.45(in 0.0250 0.0139 0,0500 (). 0489 -0. (; '167 0.0500 
9 '62 0,42.96 -0.6036 -0.0161 0.0114 0.6704 0.0048 0,0159 
Io 'iý 0.5000 0.0000 0. ý()O(l O. Outlo -0.0011 0.0151 0.0000 Io 'il 0.4762 -0.0012'-0.0123 - O. Oe38 0.0227 0.0088 0.0238 
-6,2 0,4545 0.0205 0.0( , . )9.3 (). ()455 0. '0444 -O. '(j2l 2 0.0455 'i I. 10.5000 0.0000 0. C, ()O(l (). Oilcjo. -(,. (, ()Jl 0.0151 0. ()000 
I i2 0.4783 -0.0033 -0.0144 0.007 0,0207 0. (ln67 0.0217 
12 '. 2 0-5000 
. 
0.0000 0.0000 0.0000 -0.0007 0,0151 , 0.000t) 
-234- 
ERRORS IN S. D. S ASSUMING 3 &PERFECT ASSESSMEW (ACC. PAR. 10*20 ) 
N 14 2 TRUE 
VALUE 
4 0.1750 
5 0,1614 
760.1491 
7 0.1 3az 
7,8 O. JZ86 
390.1201 
3i0,1126 
3 011059 
*11 0.41 ()(#() 
440,1667 
450.1571 
460.1477 
470.1339 
480.1307 
490.1234 
0.1165 
4 0,1106 
4 .20.1050 550.1508 
560.1437 
570.1367 
s80.1 3no 
S90,1237 
5 0.1179 
5 0.1124 
S '42 0.1074 
660.1397 
670.1332 
680.1278 
690,1225 
6ir, 0.1174 
6 0.1126 
0.10,11 6 
770.1291 
780,1247 
790.1203 
760.1160 
7 0.1118 
7 ', 2 0.1079 
880.1213 
890.1176 
8 10 0.1140 
8 0.1104 
A 0.1069 
990.1147 
9 1,0.1116 
910.1 OF16 
9 .20.105 111 0.1091 
lo "-1 0.1065 
1 1) -: 2 0.1038 
11 111 0.1043 
7 0-. 1020 
12 0.1000 
ER Ro F; 
IIETHOD 
1 
0.2441 
0.1275 
0.0715 
0.2000 
0. ()290 
0.1093 
0.1552 
0. (" (17') 0.2547 
0.1691 
-0.1547 
0.1507 
0.1501 
0.2010 
0.2479 
0.1323 
0.1795 
0.2341 
0.2612 
-0.0445 
-0. fil 11 
0.2133 
0.2519 
0.2882 
() 
. (b9 
42 
0.129092 
0.2445 
0. t1392 
0.0628 
0. ül 79 
() . 29 
n-z- 
0.2.724 
0.1n56 
0.1226 
0.0752 
0-. 1084 
0. -070 
59 k3 
0.1724 
0.19131 
0.1048 
0.1331 
0.2053 
0.2146 
, 0.2363 
0.1445 
0.2441 
0.2510 
0.2606 
0.2777 
0.2827 
0.. 11172 
ER ko k 
ME TH0b 
2 
0.1846 
0.0871 
-0. j 53A 
0. ü658 
-0.0750 
0.10193 
rp. 0656 
0.12354 
0.1757 
0. fi21 ib 
-0.1547 
o. 0153 
-0.0561 
0.0o71 
0.0652 
0.0403 
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-0.1183 
0.02Z3 
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0.4507 
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0.313 59 
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0.1890 -0.3093 -C) 3093 340.1750 (11.0303 0: 0303 
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770.1291 -6.032Fs -0.1140 
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P90.1147 0.0823 0.0102 
91ý, 0,1116 -0.1136 -0.1651 
9 ,10.1()86 -0.1371 -0.3455 
9, ', 2 0.1055 -0.1051 -O.. *Jt)76* 
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1.11 0.1065 -0.0620 -n. 1117 
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0.2584 0.09,37 
0. P644 0.0070 0.1234 
0.3144 0.0537 -0.0164 
6,3424 0.0631 0.0064 
0.3834 0.1216 -0.0266 
0- t"ý 10 0.2329 (l. 05195 
6.4h86 0,2876 0.1114 
0. -'577 0.1870 0.0317 
0.2343 0.0914 0.0n47 
0.2652 0.1070 0. OA24 
0.2e74 -0.112,6 -0.02A4 
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3039 0.0604 0.0872 
0.3246 0.0377 -0. fý730 
0.3b13 n. 0901 0.0162 
0.3946 0.1376 0. G351 
C). 4Z40 0.1807 0.1231 
0.2087 0.0037 -0.0464 
0.2717 0.1043 -0.0359 
0.29A5 0.1005 0.0728 
0.3253 0.1446 -0. üA99 
0.3464 0.15Q6 -0.0019 
0.3547 0.01iri6 0. ()615 
0.3844 0.123n 0.0n88 
0.4119 0.1622 0.0658 
0.2373 -0.0164 
0.2569 -0.0045 0.0398 
0.3Z49 0.1321 0,0008 
0.3529 0.1681 -0.0128 0.3797 0.2024 0.0159 
0.3832 0.1213 -0.0277 
0.4078 0.1563 0.0479 
0.2h02 
. -0.0036 (i. ü136 0.2.940 n. 0305 0.0905 
0.. ) 7)643 0.1 Kg'-' 7 0.1439 
0,3471 0.2120 0.0244 
0.4058 n. 7175 0. Ol(19 
il .4 1)IP 4 0.1586 0'. 0341 0. g135 0.057,3 -0. ()569 0.. ý340 0.0855 0.0466 
0.3547 0.113P. -0.0749 
0.4167 0.2501 0.0697 
0.4320 0. & 252n o'nA22 
0.3507 0.1083 0.0n03 
0.36A0 0.1321 0.0952 
0.3855 0.1561. -0.0614 
0.3975 0.1559 0.0n52 
0.3824 (1.1519 0.0491 
0.3972 0.1723 0. ü939 
0.4071 0,1694 -0.0151 
0.3999 0,1-5,97 0.6914 
0.41? 1 0.1576 (). 1323' 
0.4Z34 0.. 173A 0.1491 
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0.3223 
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0.4306 
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0.5041 
0.1207 
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0.2234 
0.2614 
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0.3769 
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0.4442 
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*0.3192 
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0.3933 
(1.2562 
0.2460 
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0.3076 
0.2942 
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0.3092 
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0.3655 
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330.5000 0.0000 
4 0.4296 -0.0286 
350.3750 -0.0000 
360 3333 -0, C, 139 
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3 '8 0.2727 0.0114 
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440.5000 O. rl()00 
450,4444 -0.0139 
460.4000 -0.0250 
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7 '12 0.3684 0.0066 
980.5000 0.0000 
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8 0.4444 0.0139 
6 0.4211 -0.0211 
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990,5000 0. (*Iooo 
Q 10 0.4737 O. uO13 
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0,5000 O. oooo 
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(1,0114 
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-0.0024 
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-0. ü(180 
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0. ()? l 4 
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0.0000 
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ü. 0083 
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0j1448 
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0. ý)373 
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0.0402 
-0.0059 
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-0.0213 
-0. o015 
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0.1275 
0.1429 
0.1571 
0.0000 
010000 
0. ()444 
0,0622 
0.0A54 
0.059() 
010810 
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0.0616 
0.0854 
0. ()921 
0.0706 
0. nf)()O 
(1.0137 
0,0467 
0.0187 
0.04-17 
0.0658 
0.0955 
0.0000 
0, ()OP, 6 
0.03-13 
0.0591 
0.0299 
0.0504 
0.0000 
0.0002 
0.07,85 
0.0519 
0.0524 
0.0000 
-0.0007 0.0229 
0.0444 
0.0000 
-0,0033 
0.0184 
0,0noo 
0.0217 
0.0000 
-238- 
WORS iq S. D. S ASSUMIWG 3 INPEkFECT ASSESSANTS (ACC, PAR. =0.10 ) 
NIN2 TRUE 'ERK0R 
VALUE PETHOD 
330.18po 0.1173 
340.1750 0.11757 
350.1614 0.1115 
360.1491 0.1379 
170,13A2 0.2,131 
380.1286 0.2702 
390.1201 0.1641 
3 1-0 0.1126 0.2079 
3 11 - 0.1059 0.2175 3 12 0.1noo 0.2615 
440.1667 0.2215 
450.1571 0.0913 
460,1477 0.1501 
-4 7 0,1389 O. Rolo 
480.1307 0.2146 
490.1234 0.2753 
4 -16 0.1166 0.1881 
4"10.1106 0.2,341 
4 '12 0,1050 0.26QO 
550.1508 -0.0445 
560,1437 0.1814 
570.1367 0.1786 
580.1300 0.2519 
S90.1237 0 1001 
5 1ý 0,1179 0: 2673 
5 'it 0.1124 (). 3246 
"445 5 12 0.1074 0. (4 660.1337 0.03'-2 
670,1332 0.2172 
680.1278 0.2324 
690.1275 0.1982 
6 10 0.1174 0.2313 
6 li 0.1126 0.2626 
1 92 0.1081 0. '3920 770.1291 0.1056 
780.1? 47 0.1226 
7 -9 0.1203 O. a? 72 
7 !60.1160 0.2406 
7 -1-1 0-1118 0.267A 
7 '12 0,1079 0.? 195 
880.1213 0.1599 
890.1176 0.1724 
AI Cl 0.1140 (1.1751 
8 "1 0.1104 0.2773 
8 1: 2 0.1060 0.3001 
990.1147 0.2053 
9 10 0.1116 0.? 146 
0 . 1.1 0.1086 0.2144 
9 it- 0,1055 0.2208 
lo 'I ,, 0.1091 0.2441 lo -, 1 0.1065 0.2510 
4. , t) 'j2 0.1033 0.2487 
11 'll 0.1043 0.2777 
'0.1020 0.2827 2 C. 0.1000 0.3.072 
ER rI, 0R 
fl ETH0D 
-0, (ýHcht; 
-0.0842 
-0. (1744 
0.1239 
0- 0798 
0.1315 
0. '1411 
-0, ( 179A 
-0.0561 
0.01: ) 71 
0.0465 
0.1551 
0. A 366 
0. ý341 
0.2226 
-0. o44,5 
0.0754 
0.0028 
0. ý703 
-0.0217 0, ü9 ii_; 
0.1 ; lol 
0. lt 644 
0. (139 2 
0.0974 
4 
f)3(13 
(1. (1698 
0. j (I6Q 
0.11)56 
0. o296 
0.1225 
*Z A 0.044. 
0.0764 
0.0099 
0.1598 
0. ()847 
0.045fi 
0.081ýý3 
0.11 zi 
0.2053 
0,1313, 
0.0014 
0.0A36 
4 41 
(i. j 716 
0.1110 
0'. Cý, 7 *0,7 
0.2067 
(). 3072 
FRROR 
1-1 F TH 0D 
3 
0.1817 
0.2504 
r' 
. 3()80 0. VA3 
tl. 4Z38 
0.4638 
0.49 A6 
0.5503 
0.5769 
0.6007 
0.2733 
0.3322 
0.3666 
0.4045 
0.4548 
0.4856 
0.5136 
0.5385 
0.5616 
0.3472 
0,3776 
0,4136 
0.4424 
0.4t)73 
0.5085 
0.5312 
0.5521 
0.391Q 5 
0.4731 
0.4b20 
0.4748 
0.4965 
0.5150 
0.5343 
0.4410 
0.4599 
0.4735 
0.5025 
0.5204 
0.5356 
r). 4749 
0.4906 
0.5011 
0.52,66 
0,5415 
0.5033 
0.5165 
Cr.. 5249 
0.53iR3 
0.5275 
0.5340 
0.5456 
G. 5486 
0.5538 
0.5670 
ERROR 
MET HO 1) 
.. 4 
-0.16 24 
-0,0171 
0.0151 
0.1043 
0.1693 
0.2275 
0,2555 
0.3383 
0.3774 
0.4124 
-0.0251 
0.0865 
0.0985 
0.1525 
0.2144 
042588 
O. Z991 
0,3146 
0.34AQ 
0.0727 
0.1159 
0.1655 
0.2065 
0,2157 
0,2919 
0.3245 
0.3547 
0,1470 
0.1805 
0.2202 
0.2525 
0,2834 
0.2850 
0.3144 
0.2059 
0.2329 
0; 2274 
0.2920 
0.3174 
0.3162 
0.2541 
0.2764 
0.2680 
0.3262 
0.3476 
0.2945 
0.3133 
0.3029 
0.3225 
0.3289 
0.3162 
0.3333 
0.3587 
0.3457 
0.3849 
FRRnR 
METHOD 
5 
0.1398 
(). 1 Ri 0 
0.1191 
0. I A75 
0.2425 
0.0498 
f) .I 184 0.1774 
0.2236 
0.1472 
0.1743 
0.1045 
0.2407 
0.213g 
0.0856 
0.1451 
0.0986 
(). Isgo 
0.1807 
0.22 63 
0.1710 
0.2257- 
0.7313 
0.0935 
0.1353 
0.1914 
0.1753 
0.1891 
0.1742 
0.2380 
0.11; 1 tj 
0.0706 
0.1434 
0.2322 
0.2409 
0,2224 
0.2503 
0.1 73ý3 
0.2o27 
0.1598 
0.2479 
0.2200 
0.067o 
0.1676 
0.2A53 
0.1()56 
0.2572 
0,1084 
0,2441 
0.147n 
0.2487 
0. ? 7? 7 
0.. 1 1931 0.0202 
FRROR 
tIETHOD 
6 
0.1485 
(). 2251 
0 . *2874 0.3452 
b. 3976 
0.4373 
0.47R2 
0.5112 
0.5386 
0.1569 
0.? 167 
0.2637 
0.3106 
0.3518 
0.4221 
0.4535 
0.4820 
(), SORA 
0.2373 
0.2688 
0.3 1'84 
0,3545 
0.3867 
0.4158 
0,4493 
0.4977 
0.2985 
0,3222 
0.3500 
0.3028 
0.4179 
0.4416 
0.4615 
0.3469 
0.3656 
0.3837 
0.4058 
Cy. 4431 
0.4629 
0.3865 
0.3973 
0.1-125 
0.4310 
0.4548 
0.4067 
0.4246 
0,44n5 
0.4562 
0.4157 
(1.4512 
0.4649 
0.4608 
0.4726 
0.482R 
-239- 
ERRO. R5 IN HEANS ASSUMINq" 7 T11PERFECT ASSESSIIENTýS (ACC. PAR. =0,10 
NI N? TRUE FRRnR ERROR rRPOR ERROR ERRnR FRROR 
VALUE 'IIETHnn tlETHOD METHOD METHOD METHOD METHOD 
123456 
3 0,5000 0.0000 -0. %)n07 
7 4 0.42A6 0.0689 0-008P -0.0015 -0.0079 0.0()78 . 
0.0356 
'i 5 0.3750 0.0250 0.0?, 64 0,0521 0,0458 0.600 0,0544 
3 6 0.3333 -0.0333 -0,0330 0.059Z 0.0490 -0.. 0060 0.0.526 
3 7 0.3000 -6.0000 0.0003 0.6,1-21 6.0067 0.6A77 0.0530 
3 8 O. Z727 -0.0102 -0.0023 -0.019-S 0.0127 0,0770 
3 9 0.2500 -0.0069 -O. Voc3l 0.0130 -0.0056 0.0,034 0*, 0998 
3 Ir. 0,2303 -0.0058 -0.0058 0.0322 0.0137 0.0043 0,0773 
3 -$1.. 0,2143 0.0073 0.0074 O. Oe3o 0.0021 0.0661 0.0895 
3 '? . 0.20oo -O. Cooll 0.0005 0.0300 0.0089 0.0173 0.0991 4 4 0,5000 -0.0000 -0.0,103 0.0000 0,0000 0.0000 0.0000 
4 5 0.4444 -0.0069 -0,0069 0.0419 0.0181 -O. On97 0.0222 
4 6 0.4000 0.0250 0.0253 0,0212 0.0139 O. On65 0,0255 
4 7 0,3636 -0.0095 -0.0107 0.0141 0,0035 0,009 0.0364 
4 8 0.3333 0.0069 0.0032 0.0394 0.0286 O. OA53 0.0441 
4 9 0,3077 -0.0066 -0.0055 0,0465 0,0361 0.0016 0.0453 
4 It" 0.2857 -0.0107 -0.0107 0.0424 0,0291 *O. On33 0.0673 
4 le; 0,2667 -0.00167 -0.0173 -0.0042 -0.0227 0.0003 0.0831 
4 12 0.2500 -C,. 0069 -0.0ogi 6,0051 -0.0137 O. Onlo 0.0832 5 5 0.5060 0.0000 -O. Voll 0.0000 0.00no O. OnOo -0.0000 5 6 0.4545 -0.0170 -0.0170 0,0090 0.0054 -0.0018 0.0121 
5 7 0.4167 O. OOA3 0.0067 0.0571 0.0339 -O, on5o 0.0500 
5 8 0.3846 0.6112 0.0125 -0,16091 -O. OIQ7 O. On4o 0.055'2- 
5 9 0.3571 -0.0071 -0.0071 O. COA4 0.0065 0.0691 . 0.0203 5 (1 0.3333 0.0167 Ct. 016? o. oen8 0,0105 0.6A13 0.0197 
5 il 0.3125 0.0125 0.0126 0.058 - 0,0025 O. Cn47 0.0465 5 '*2 0,2041 0.0045 0.0033 O. Oe76 0.0144 0.1-093 0,0589 
6 6 o. 5,000 6.0000 0.0000 -0,0000 0.0()00 0.0000 
6 7 0.4615 -0.0115 -0.011Q -0,0087 -0.0119 -O. On27 0.0051 6 8 0.4286 -0.0024 -O. t)Oi4 O. C)3i')9 0.0270 O. C)t)53 0.0381 
6 9 0,4000 -O. -jo0o -O. t)nOO O. Oid. 36 0,0163, 0.0118 0.0348 
6 li. 0.3750 -O. UO69 -0.0031 O. OU06 . -0.0113 -O. On22 0.0483 6 '$1 0.3529 -0.0029 -0.0029 O. Onl6 -0.0087 -0,0021 0.0449 6 .2 0,3333 0.0167 O. C)167 O. C, 102 0. ()088 0.0004 0.0197 
7 7 0.5000 0.0000 -0.0011 0.01)00 -()jt)Oj 0., )000 t). O()(10 
7 a 0.4667 O. OOR3 0.0033 -0.0072 -O. Oill O. OD09 0.0000 
7 9 0.4375 -0.0114 -0.0104 0.0199 6.0158 O. OnO4 0.0023 
7 "0", 0.4118 -o. oliB -0.0118 0,0129 0.6055 0.0106 0.0230 
7 1i 0.38 IVU -0.0139 -0.0145 0.0126 O, Oo12 0.0332 
7 ', 2 0.3684 -0.0004 -0.0015 -0.0138 -0.0242 0.0103 0.0511 
8 8 0.5000 -0.0000 -0,0009 0.0000 -O. t)o()() O. Ono() (). 00()() 
8 9 0.4706 6.0044 0.0044 -0.0119 -0.0150 0.0054' 0.0294 
8 io 0,4444 G. 0306 0.0306 0.0143 0.0103 O. On58 -0.0097 8 "ll 0.4211 -0.0211 -0.0211 0.0377 0.0337 -0.0013 0.0022 
8 '#2 0.4000 -0.0000 -0.01100 0.0057 o. 0001 0.003 0.0224 
9 9 0.5000 0. '0000 -O. OtIO6 0.0060 -0.0000 0.0000 0.0000 
9 00 0,4737 0.6013 0.0013 -0.6150 -0.0190 -O. OA21 A. A263 
9 ', 1 0.4500 0.0250 0.0250 0.0087 0.0047 0.0()54 0,01? 1 
.9 '. 2 0.4286 -O. C)050 -0,001 0.0115 0.0093 -0.0042 -0.0061 
Io . (. o. 5000 0.0000 -0.0006 0.0000 -0.0000 O. OoOO 0,0000 
io ;, 0.4702 -O. Onl2 -0.0012 0.0438 0.0238 -(). 0()46 0.0238 
14) , j2 0.4545 O. U205 0.0205 -0.014S -0.0167 -0.1)t)35 0.0067 
0.5000 0.0000 -0.0006 0.0000 -0.000() 010000 0.0006 
0-. 4783 -0.0033 -O. i)033 o. V' 17 0.0217 -0.0021 O. Oi3l 
I 12 iz 0.500co 0.0060 -O. C)OU6 0,0000 * 0()D() -0. 0. ()()00 0' ()Oof) 
-240- 
ERRORS IN SMS ASSUMING 7 IMPERFECT ASSESSMENTS (ACC. PAR. 00.10 ) 
N'H2 TRUE CRK0RER J', O R 
VA LUF. 1-1 ET li 0DHF7 Il () D 
33 011890 0,0103 -O. V208 
340.1750 -0.1760 -0.2428 
750.1614 0.0079 -0.0324 
'X 6 0.1491 -(). Ol 76 -0,0776 7 0,13A? 0.6568 0,0012 
380.1286 -0.0704 -0.1505 
390.12ol -0.0916 -0.2,205 
1 ; '-, 0.1126 0.04h9t -0.0568 
.3; 10.1059 (). j)681 -0.0462 7, #" . 0.1000 0.1535 0.0770 
440.1667 0. ()572 0. k)21 A 
450.1571 -O. G562 -0.1161 
460.1477 -0. uO83 -0.0677 
470.1389 -0.1267 -0.; 104(/ 
430.1307 -6.0988 -0.1947 
490.1234 0.1196 0.0607 
4 10 0,1166 0.1)127 -0. ()947 
4 ii 0.1106 -0.032R -0.1,395 
4 12 0.1050 0.0454 -0.0673 
550.1503 -0.132Q -0.1926 
560.1437 0.0339 -0.0210 
570,1367 0.0666 0.0116 
580.1300 -0.0549 -0.1281 
590.1237 -0.0472 -0.1611 
5 It- 0,1179 0.0025 -0.106f) 
5 ;)0.1124 (',. uSh4 -O. op46 
5 '12 0,1074 -6.0854 -0.2R5A 
660.1397 -6. v421 -0,0974) 
670.1332 O. OQ65 0,0369 
680.1278 0.0882 0.0276 
690.1225 -0.0366 -0,1494 
6 -1-, - 0.1174 -0.067? -0.1933 
.6 11 0,1126 0.0466 -(). 0511 
6 't 2 0.1081 0,0846 -0. () 1 4r4 
770.1291 0.0299 -0.0213 
780.1247 -0.057 -0.1705 
790,1203 0.1414 0,083p, 
7 16 0,1160 0.01AI -0.0886 
7 "1 0.1118 -0.6448 -0.1527 7 i2 0.1079 O. U196 -0.0062 
880.1213 -0.0627, -0.1681 
890,1176 0.0042 -0.1041 
8 10 0.1140 0.0351 -0,0698 8 $1 O. lio4 0.065A -O. Cp361 
8 *12 (). 1069 0.0951 -0.. ()'633 
990,1147 -0,0716 -0,1823 
9 10 0.1116 0.0550 -0.047R 
9 '1 1 0.1086 -0. ()J(,;, g 
9 12 0.1055 -0.0663 -0,2042 
r . ito 40.0-109, -0.4)193 -0.1246 
1 to 'i '1 0.1065 G. 09A7 0.0007 
118 'o , 0.1038 0.1212 0.02 1 . 
56 
, 0) i, 0.1043 0.0260 -0, ()746 
11 12 0-1020 0.1369 0.0431 
,2 '12 0.1000 0.0658 -0.007 1 
ER lz OR 
flETHOD 
3 
0.1719 
cf. 2368 
0.2961 
"'070 
3500 
0., 3-(58 
0.3963 
0.4340 
0.4535 
0.4-bl 9 
0.2697 
0.2850 
0.3351 
0.. 3169 
0.3450 
0.3543 
0.3b07 
0.4403 
0.4637 
0,3.594 
0,3016 
0j3174 
0.3515 
0.. 3576 
0.3831 
0.3988 
0.4217 
302 
0.. 3296 
0.3393 
0.3903 
Ü. 4057 
0.4252 
0.3434 
0.345? 
0 
. 3647 0.3699 
0.3844 
0.4309 
il. 3364 
0.3743 
0. 
. 39 
37 
0.4121) 
0.4072 
0.3z23 
0.41)62 
0.41), 2 27 
0 
. 419 
5 
0.4ü29 
0.4173 
0.4288 
0.3936 
0.4070 
0.4l(14 
EPROR 
METHOD 
4 
0.0877 
0.1513 
0.2172 
6.2001 
O. Z327 
0.2027 
0.1983 
0. ?. 483 
0.2294 
0,? 571 
0.1950 
0,1871 
0.2561 
0.1829 
0.2066 
0.1654 
0 .1 6fil 
0.2519 
0.7,721 
0,27119 
0.1873 
0.1913 
0.? 175 
0,203A 
0.2026 
0.1874 
0.2060 
0.? 663 
0.2030 
0,1812 
0.1596 
0,2444 
0.2272 
0.2471 
0.2273 
O. Zong 
0.? 207 
0.1950 
0.1786 
0.2600 
A. 15.56 
0,2294 
0,? 533 
0.276.9 
0,2031 
O. ZO13 
0.2687 
0.2889 
0.2431 
0.240.3 
0.25A6 
0.2551 
0.1321 
0,1511 
o. 1675 
FR140R ERROR 
METHOD METHOD-, 
56 
0.0409 0.1062 
0.0598 0.1306 
0,0160 0.1568 
0.0191 0.2017 
0.0748 0,2631 
0.1218 0.3162 
0.0085 0.3613 
0.04? 2 0.4274 
0.0472 0.4651 
0.1114 0.4974 
0.0572 0,1340 
0,0175 0.1333 
0.0512 0,2185 
0.0909 0.2552 
0.0880 0.2982 
0.0049 0.3421 
0,0491 0.3779 
0.0575 0.4120 
0,0777 0.4481 
-0.0133 0.1896 
0,0384 0.2072 
0.0107 0.2458 
0.1072 0.2739 
O. OA72 0,3359 
0.0163 0.3715 
0.0745 0.005 
0. ýQ27 0.4272 
0.0030 0.2155 
0.0088 0.7651 
0.0284 0,2ý52 
n. 0803 0.3108 
-0.0118 0.3373 
0,0132 n. 3675 
0.0565 0.4? 32 
0.0718 O. R697 
0,0789 0.3121 
0.082A 0.3781 
0.1147 0.3472 
0.0506 0.3683 
0.0470 0.3909 
0,0299 0.3140 
0.0090 0.3345 
O. OA71 0.35R5 
0.0081 0.3769 
0.0643 0.3673 
0.0823 0.3511 
-0.6006 0.3530 
0.1216 0,3596 
0.0458 0.3953 
0.1271 0.3677 
0.0457 0.3830 
0.0035 0.3A69 
0.1596 0,3945 
n. OA63 0.3975 
0.0202 0.3975 
-241- 
ERRORS IN MEANS ASSUMING 3 111PERFECT ASSESISIM4, TS (ACC. PAR. 110901 ) 
NI 142 TRUE EPRON E: RKf)R ERROR ýRROR ERRnR FRROP 
VA LUE HE 7H OD ME TH OD 11 ET HO D METHOD METHOD Ml ETH0D 
1 li 345,6 
3 0.5000 0.0000 -0.0013 0.0000 -0.0024 0.0non 0.00110 
4 0.4286 0.0009 0.011 0.0139 0.0037 0.0107 0.0235 
3 5 0.3750 -0.0025 0.0014 0.0453 0.0054 0.0148 0.0412 
6 0.3333 -0.0038 - -0.0010 0,0342 0.0067 0,0154 O. n626 
7 0.3000 -0.0o2s -0.0015 0.0451) 0,0123 0,0184 0.0770 8 0.27P7 -0.0031; -0.1)07? 0, ()523 0,016() 0.0197 0.0032 
3 9 0. ý500 -0.0038 -0.01e2 0.0575 0.0163 0.6258 0.1063 
3 OLý -0.2308 -0.0033 -0.0132 0.0617 0,0170 0.0279 0.1177 3 11 0. ý143 -0.9043 -0.040 (0.0632 0,01-52 0.0345 0.1318 
" 12 0.? ()00 -0.0025 -0.0117 0. ()639 0.0127 0.0410 0.1392 
4 4 0.5000 O. wOOO -0.0007 0.0000 0.0020 0.0()00 0. ()O()o 
4 5 0.4444 0.0031 0.0012 0.0131 0.6060 0,0056 0.0211 
4 6 0.4000 -6.0025 -0.0004 O. OeOO 0.0043 0.0073 0.0389 
4 7 0.3636 -0.0013 O. OnO2 0,0490 0.0070 O. On94 0,0534 
4 8 0.3333 -0. ()033 0.0017 0.0.592 0.0126 0.0106 0.0672 
4 9 0,3077 -0. v027 0. ()tl37 0.0448 0.0136 D. 0121i 0.0825 
4 V, 0.2657 -0.0023 0.0017 O. C)497 0.0147 (). 0175 0.0019 
4 ,1 0,2667 -0.0042 -0.0057 0.0503 0.0110 0,0231 0.1027 
4 '16" 0,2500 -0.0050 -0.0122 0.0575 0.0161 0.0266 0.1167 
5 5 0.5000 -0.0000 -0.0004 0.0900 -0.0017 -O. OnOn 0,0000 
5 6 0.4545 0.0005 -0.0026 0.0114 0.0022 0.001p, 0.0175 
5 7 0.4167 O. uO33 0.0022 0.6183 0.0058 O. On4R 0.0338 
5 8 0.3946 -0.0021 -0.0033 0,6454 0.0039 0.000 0,0479 
5 9 0.3571 -O. UO21 0.0011 0.0329 0.01DJ 0.6065 0.0606 
5 10 0.3333 -0.0068 0.0057 0.0392 0,0129 0.0113 0.0715 
S 11 (). 31? 5 -(). ()()00 0.0086 0.0423 0.011S 0.0143 0.0843 
5 '12 0.2941 -0.0016 0.0068 0.0487 0.6152 0.0i8a (1. A94S 
6, 6 0.500() (J. 0000 -0.0f)Oi 0.0000 -0.6015 0,0000 0.0000 
6 7 0.4615 -O. (jOO7 -0.0054 0.0075 0.0026 0.0074 0.0170 
6 8 0,4286 0.0014 -0,0016 0,0189 0.0059 om33 0.03f12 
6 9 0.4000 -0.0000 -0.0044 0.0100 0.0039 0.0044 0.0446 
6 'it*) 0,3750 -0.0000 -0.000() 0.6475 0.0046 O. On82 0,0549 
6 11 0.3529 -0.0()04 0.0)40 0.0346 0.0083 0.0094 0.0644 
6 12 0.3333 O. On13 0. ()ngo 0.0366 0.0002 0.0139 0.0767 
7 7 0,5000 0.0000 -0.0001 0.01)00 0.0012 0.0non 0.0060 
7 8 0.4667 -0.6017 -O. OA72 0.0073 0.0063 -6.0(104 O. Oi5j 7 9 0.4375 -0.0025 -0.0112 0. (025 0.0031 0.0023 0.0281 
7 1ý 0.4113 O. uOO7 -0.01)61 0.0407 0,0046 0.0054 0.0388 
7 -61 0.3889 0.0010 -0.0021 O. OZ57 0.0056 0,0062 0.0490 
7 '12 0.3634 0. ()016 0.00? 7 0. ()eQl 0.0079 0.0115 0,0609 
R 8 0.5000 6.0000 -0.0001 0.0000 0.0012 O. onoo O. Orloo 
8 9 0,4706 -0.0006 -0.00(37 0.0069 0.0009 O. Onli 0.013A 
8 'ILI 0,4444 -0.0019 -O. OIZ3 0.0106 -0.0005 0.007 0.0246 
8 1 0,4211 -O. Gnij -0.0096 0.0189 0.6045 O. On4Q 0.0354 
8 12 0.4000 -0.0000 -0. (054 (#. OeOO 0.0038 0.0088 0.0463 
9 9 0.5000 0.0000 -0.00041 0.00(10 -0.0010 0.0nuo 0.0000 
9 io 0.4737 0.0013 -0,0054 0.0078 0.0026 O. OOOQ 0.0109 
9 ', 1 0.4500 -0.002's -0.0137 0.0075 -0.6004 O. OA25 0.0217 
9 '12 0.4286 -0.0011 -0.0114 0. (1146 0.0011 o. ()n52 O. e331 
111- 1 0.5000 ci. onoo -0. )no() (). ()()oO -O. ooirl 0.0000 O. two 
ill 11 0.4762 - 0. (')()()2 -U ng ri. 0049 -0.0002 -0.0005 0.0110 
Itl -. 2 0.4545 -0.0020 -0.0140 O. u114 0.004-9 0.0n67 (). 02()2 
If 0 0.5000 O. Clo(lo -0.0oof) 0.1)ooo -0.000a O. unon 0.0000 
1*, 2 0.47-33 -0.0023 -O'clill 0.0,067 0.0026 O. (jn51 0.0093 
It 2 0.5000 0.0000 0,0000 0.0000 -1). ()OOA 0.01)00 0.0000 
-242- 
ERRORS IN S. D. S ASSUMING 3 IMPERFECT ASSESSMENTS (ACC. PAR. 10,01 ) 
NI N2 TRUE E. RROR 
VALUE 11 ET HO D 
1 
330.1890 0.1173 
.340,17.50 
0.1447 
350,1614 0.1511 
360.1491 0.1690 
370.1332 0.2000 
380.1286 0.2145 
3.90,1201 (). 2344 
3 -10 O. JJR6 0.251*7 
3 
3 12 0.1000 0.2807 
440.1667 0.1487 
450.1571 0.1669 
460.1477 0.1947 
470.13S9 0.1933 
480.1307 0.2212 
490.1234 6.2431 
4 10 0.1166 0.2753 
4 11 0.1106 0.?. 0 26 
4 'j2 0.1050 0.3121 
550.1503 0.1743 
560.1437 0.1876 
570.1367 0.2030 
S80.1300 0.92091 
9 0.1237 0.2336 
5 '1 (k 0.1179 0.2,587 
5 '41 0.1124 0.2807 
5 ', 2 0.1074 0.3071 
660,1387 0.1761 
670.1332 0.18? 3 
680.1278 0.2250 
690.1225 0.2189 
6 -10 0.1174 0.? 414 
6 11 0.1126 0. (! 545 6 12 0.10al 0. ý7Q3 
770.1291 0.196-1 
780.1247 0.2244 
790.1203 0.2251 
7 10 0.1160 O. Z3AO 
7' 11 0.1113 0.2513 
7 12 0.1079 0.2632 
IR 8 . 0,1213 0.2455 
990,1176 0.1'549 
8 10 0.1140 0.2405 
8 -, ,10.1104 0.2545 
8 12 0.10tig 0.2593 
990.1147 0.2491 
0 10 0.1116 0.2787 
9 1-1 0.1086 0.2652 
9 12 0.1055 0.7.645 
o. inql 0., "A57 
111 1-1 0.1065 0.2742 
j2 0.1-038 0.2848 
-1 -1 0,1043 0.3175 
1) )2 0.1070 0.3049 
12 12 0.1000 0.3072 
l» RROR 
flETHOD 
2 
0.0261 
0.0947 
0.1734 
0.1766 
0.187.9 
011835 
0.2.077 
0.0660 
0.0444 
04444 
-0.4025 
0.0501 
0.1090 
0.1015 
0. L)643 
0.26; 30 
0.1043 
0.0752 
0.0705 
0. (10.35 
0.035A 
0.082c1) 
0.1339 
0., 1.000 
0.1257 
(). 08(5 
0.1033 
0.0165 
0.0361 
0.0577 
0.1020 
0.1607 
0.1350 
0.0621 
0.0484 
0. ö499 
0.0628 
0. c. 1 16 
0.1762 
0.0905 
0.075A 
0.0653 
0.2304 
0.2103 
G. 12 c3 2 
0.0972 
. 
O. 20.3o 
0.2010 
0.16(),; 
0.3005 
0.234Q 
0.. 3072 
ER RO I? 
MFTHOD 
3 
0.2276 
0.2 , ? 30 
0.3Z83 
() . 3778 0.4? 18 
0.4647 
0.5017 
0.5518 
O.. S640 
0.5883 
0.2986 
0.3360 
0,3719 
0.4074 
0.4451 
G. 47 52 
1). 5U76 
0.3564 
0,3797 
(1.40,13 
0,4372. 
0.4648 
0,4933 
(1.5156 
0,5 39 2 
0.3995 
0.4193 
(1.4417 
0.4648 
0.4862 
(I.. S()gg 
0 . 5306 0.4-531 
0.4523 
0.4705 
(). 4879 
0.51)82- 
0.5260 
0.4675 
0.4768 
0,4944 
0.5118 
0.5267 
0.4894 
().. 5028 
0.5152 
0.5Z73 
0.5143 
0.5Z04 
0.5331 
0.5497 
0.5402 
0.5489 
F RROR 
METH On 
4 
0,0355 
0.0471 
0.0899 
0,1212 
r). 1526 
0.2007 
O. Z405 
0,? 608 
0.3104 
0.3279 
0.0687 
0.1024 
0.1190 
G. 1390 
0.1873 
0.2040 
0.2503 
0.2674 
0.305o 
G. 1169 
0,1220 
0,1420 
0,1694 
0.1926 
0.2319 
0.2422 
0.2746 
0,1470 
0.1570 
0.1777 
0,1948 
0.2136 
'1490 
0.2667 
0.1655 
0.1912 
0.2050 
0.21 7Z 
0.2455 
0.2592 
0. ?l 61 
0.2009 
0.2277 
0.2539 
0. ? 614 
0.9,201 
0.2384 
0.245o 
0.?. 522 
0.2581 
0.2415 
0.2615 
0.2540 
0.2708 
0.2845 
ERROR 
METHOD 
5 
0.0932 
0.1334 
0,1625 
0.1689 
0. IA13 
0.1781 
0.1901 
0.1832 
0,1060 
0.2.343 
0.1555 
(1,1765 
0,1 j368 
0.1929 
0.1 A? 7 
0.1 A43 
0.1 A46 
0.1969 
0.109,3 
0.1910 
0.1982 
0.7o29 
0.1993 
0.1 Abi 
0.1953 
(), 1 A68 
0,1898 
0.2084 
0.2nA1 
O.? o76 
0.2. ()82 
0 '043 
. fý 0.1932 
() . ýni 1 0.2138 
0.2084 
0.2. o35 
0.2095 
0.1063 
0.214() 
0.2n58 
0,2101 
0.2006 
0.194t) 
0. ?. o93 
0.2n5.3 
0.2053 
0,2o09 
0.1970 
0.92 o9 2 
0.1938, 
0.1984 
0.200 
0.1043 
0.1 A48 
F RR(IR 
fl ET HOC 
6 
0.0886 
0.1457 
0.2170 
(). 28? A 
0.3446 
0.. 3971 
0.4433 
0.040 
0.5169 
0.5497 
0.1718 
0.2141 
0.2642 
0.3147 
0.3624 
0.4038 
0.4440 
0.4795 
0.5069 
0.2373 
0.2711 
0.3107 
0.3496 
0.386n 
-0.4213 0.4521 
0.4815 
0.2918 
0.3196 
0.3496 
(1,3798 
0.4107 
0.4399 
0.4657 
(). 33FN2 
0.3504 
0.3844 
0.4094 
0.4348 
0.4579 
(1.3746 
0.3941 
0.4146 
0.4354 
0.4564 
0.4073 
0.4239 
0.4413 
0.4999 
0.4362 
0.4497 
0.4648 
0.4606 
(), 4729 
0.4A23 
-243- 
ERRORS IN MEANS ASSUMIN-ri 7 It,? PhRFECT ASSCSSfir-PITS (ACC. PAR. =0,01 
NI N2 TimE ERVOR ERROR ERROR ERROR ERRnR FRROP 
VALUE METHOD METHOD METHOD METHOD METHOD METHOD 
123.456 
3 3 0.5000 -0.0000 -o., )no3 0.0000 -0.0001. 0.0000 -0.0000 
4 0.4286 -O. t)024 -0. ()026 0.0052 -0.0004 O. OoU , 0.0081 
5 0,3750 -0.0038 -0.0036 0.0135 0.0043 O.. oo3o 0.0216 
3 6 0.3333 -0.6,021 -0.0021 0.0170 0.0042 0.0054 0.0323 
3 7 0.3000 -0.0000 -0.0005 0.0175 0.0020 0.0066 0.0392 
3 8 0.27? 7 0.0023 0.0023 O. oe46 0.0066 0.0o71 0-. 0526 
9 0.2500 -0.0025 -0.0026 0.0488 O, oloo 0.0097 0.0623 
3 1(ý 0.2308 -0.0008 -0.0004 0. (1352 0,0147 0.0089 (1.0744 
3 . 1* 0.2143 -0.0018 -0.0009 0.03zo 0.0093 0.0100 0.08n2 3 . 12 *0,2000 0.0000 0.0013 0.0-e79 0.0040 0.0123 0,0872 
4 4 0.5000 -0.0000 -0.0()04 0.0000 -0.0001 O. Onoo 0.0000 
4 5 0.4444 0.0031 0.0028 0.0043 -0.0000 0.0021 0.0114 
4 6 0.4000 -0.6025 -O. GOZ2 0.0087 0.0014 0.0t)30 0,0205 
4 7 0.3636 -0.6057 -0.0600 0.0151 0.0041 0.0039 0.0283 
4 8 0.3333 -0.0008 -0.0000 0.0111 -0.0024 0.0050 0,0415 
4 9 0.30"77 -O. OGA2 -0.0000 0, Ai! 23 0.0074 o. on5g 0.0474 
4 1,, '; 0.? 857 -0.0032 -0.0036 O, t)Z55 O. GO82 O. OA67 0.0565 
4 11 0,2667 -0.00o4 -0.0011 0.0458 0,0072 0,0(184 0.0612 
4 '12 0.2500 -0.0000 -0.0007 G. Oe46 0.0047 0.0084 0.0658 
5 5 0.5000 0.4)000 -0.0004 0,00clo O. Oono 0.0000 0.0000 
5 6 0.4545 O. oo3o O. C)031 0.0057 0.0018 0.0003 0.0090 
5 7 0,4167 -0.0017 -0.0017 0,0109 0.0046 O. On27 0.022P. 
S 8 0.3846 -0.0009 -0.0011 0.0116 0.0023 O. On35 0,0265 
5 9 0.3571 -0.6021 -0.0027 0,0109 -O. OODI A, ot)43 '0.031.6 
5 IC, 6.3333 0.0004 0.0602 0.0188 0.0654 0.0059 0.0410 
5 11 0.3125 O. t)M2 0.0015 O. OZ25 0.0074 0. (jn52, 0.0501 
5 -: z 0.2941 -Co. i)()04 -0. (100, r_ 0.0196 0.0031' 0.0056 0.0573 
6 6 ID.. SODD , -O. C, 1)00 -0.0004 
0.0000 -0.0000 0.6non 0.0000 
6 7 0.4615 -G. o013 -0.0011 -0.0003 -0,0031 o. on2o o. niio 
6 8 0.4286 0.0014 O. Oozn 0.010Z 0.0042 0,0024 0.0144 
6 9 0,4ooo o. o009 0.0011 0.0110 0.0033 0.0033 0.0246 
6 -ii) 0.3750 -C). C)013 -O. oozi 0.0150 0,0053 O, On46 0.0332 
6 11 0.3529 -O. k)013 -0., )n21 O. t)171 0.0053 0.0051 0.0389 
6 -, 2' 0.3333 0.0039 0.0034 0. ()-400 0.0668 0.0()63 0.0462 
7 7 0.5000 -0.0000 -0.0004 0.6000 -0.0000 0,0000 0.0060 
7 8 0.4667 O. CiOO8 0.0000 0.0030 o. nool -0.6001 0.01n7 
7 9 0.4375 -6.0025 -0.0024 0.0087 O. On36 0.0017 0.0168 
7 l !0 0.4118 0.6007 0.0012 0.01.07 0,0040 0.0036 0.0224 
7 il 0,3889 O. t)OZ4 0.0024 0.0127 0,0040 0.0028 0.0314 
7 12 . 0,3684 0.0022 0.0024 0.0159 0,0054 0.0057 0.0323 
.8 8 0,5000 -O. COOO -0.0004 0,0060 0.0noo 0.0000 0.00no 8 9 0.4706 -O. t)t)t)6 -0.06ops 0.0032 0.6006 0.002 0.0097 
8 -'0 0.4444 -0. oot)6 -0.0()Ui 0.0043 0.0001 O. On25 0.0150 
8 *11 0.4211 -O. k)025 -0.0018 0.0065 0.0003 OM29 O. o215 
R '1? 0.4000 -0. ilo0o 0.0600 0.0163 0.0084 0.0644 0.02A7 
9 9 0.5000 0.0000 -0.0003 0. ()0(10 -0 . (Mclo 0. ri 0 () 0 0.0000 
9 V, 0.4737 O. C, 018 0.0014 0.0042 0.0021 0.0007 0,0069 
9 ', 1 0.4500 -0. ()025 -0.01-)29 0.0062 0.6020 0.0017 0,0134 
9 -2 0.42,16 -0.0011 -0.0007 0.0102 0.0043 n. OA21 0.0219 0.500() 0. U01,10 -0. ()()03 0.0060 -O. UOOO 0 Onoo -0,0000 
I'l 11 0.4762 0. ý, 005 -0.0000 0.0022 0,0000 0.0001 0.0064 
1 t) j2 0.4545 -(1. (1008 -O. Ul)JS o. t)n57 0.0018 0.0032 (1.0137 
11 -, '. 
0.5000 0.0000 -0.0002 0. ()OCIO -0.0000 0.0000 0.0007 
11 12 Q. 4783 O. oO05 -0.0010 0,0042 o. (jo25 0.001.3 0.0044 
12 n 
: 
C. 0,5000 -0.4)000 -0.0006 0.00,10 -ri. o0oo 0.0()Oo -0.0ooo 
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ERRORS IN S, D. S ASSUMING 7. THPERFECT ASSESSMENTS (ACC. PAR. 0,01 ) 
N) IJ2 TRUE ERROR FRROR 
VALUE HETHOD 1-1 ETHUD 
330,18co 0.0575 0.0271 
340.1750 0.0260 -0.0144 
5 0.1614 0.0411 -0.0046 
.160.1491 
0.0361 -0.0204 
:K70,1382 0. o636 0.0110 
8 0.1286 0.08L^)5 0.0267 
9 0.1201 'ro. 0637 -0.0? 03 
"(' 0.1126 0.0843 -0.006? 
3 '. 1 (1,1059 6.0982 0.0030 
3 ""? 0.1000 0.1236 0.0291 
440,1667 O. U508 0.0133 
450,1571 0.6462 -0.0002 
460.1477 0.0542 0.0078 
1.7 0.1389 0.0421 -0.0202 
480,1307 0.6674 0.0027 
490.1234 0.0683 -0.0000 
4 10 0.1166 0.0601 -0.0137 
4 it 0.1106 0.0956 0.0196 
420.1050 0.1111 0.0257 
550.1508 0.0505 0.0006 
560.1437 0.0410 -0.0191 
570.1367 0.0725 0.0195 
580.1300 0.0615 0.0044 
590.1237 0.0761 0.0093 
5 IV 0.1179 0.0775 0.0059 
5 li 0.1124 0.0976 0.0237 
5 12 0.1074 0.0807 0,0069 
660.1387 0.0392 -0.0180 
670.1332 0.0437 -0.0228 
680.1273 0.0744 o. on73 
690.1223 0.0652 -0.0068 
6 jil 0,1174 0.0847 o. j)216 
6 1-1 0.1126 0.0827 0.1110 
6 42 0.1091 0.1n54 0.0313 
770.1291 0.0534 -0.0048 
780.1247 0.0759 0.0089 
790.1203 Oji664 -0.0175 
7 )(" 0.1160 0.0826 0.0020 
.7110.111 
S 0.0754 0.0022 
7 12 0.1079 0.6709 -0.0102 
880.1213 0.0887 0.0317 
890.1176 0.0926 0.0233 
, ov 0.1140 8 C, 0.0737 -0.0106 
8 11 0.1104 0.0787 -0.0121 
8 12 0.1069 0.0951 0,0125 
990.1147 0.0699 0.0117 
9 "0 0,1116 0.1072 0.0380 
9 -il 0.10r, 6 0. ()830 -0.0ion 
9 o2 0.1055 0.08932 -0.0061 
1a '1 6 0.1091 0.691)5 0.0390 
lo 11 0.1065 0.0727 -0.0151 
0.1038 0.0913 -0.0033 
11 0.1043 0.1176 0.06Z6 
11 "9 2 0.1020 0.1016 0.016R 
0.1000 0.0710 -0.0250 
C- R ROR 
flETHOD 
3 
0.1266 
0. Iöoo 
() . Kýl 15 0. c"> 33 
0,3025 
0.33,33 
ü. 3/, 9 4 
0.4185 
0.4426 
0.4736 
0.1812 
0.2052 
0.2452 
0.2826 
0.3005 
0,34A9 
0.3848 
0.4132 
0.4390 
0.2Z94 
0.2531 
0.192831 
0.3086 
0.3.590 
0.. 3658 
0.3944 
0.4177 
c?. 2,709 
0, t. 'jlil 7 
0.3091 
0.3321 
0.3615 
0.3649 
0.4052 
0.2986 
0.3z12 
0.3402 
0.3571 
0.3h17 
0.4067 
0.3270 
0. . ') 4 77 0. lib52 
0.3859 
0.3968 
0.3540 
0.3733 
0.3903 
0.3949 
0.3856 
0.. 3993 
0.40 
0.39 83 
0.4123 
0.4234 
ERROR 
ME TH0D 
4 
0.0226 
0.0549 
0.0659 
0.1006 
0. ()9, Q A 
0.1417 
0.1916 
011871 
0.2116 
0.0333 
0.0337 
0.0609 
0.0845 
0A801 
0.1240 
0.1574 
0.1739 
0.1899 
0.0542. 
0. (1695 
(1.0874 
1006 
11 lQ9 
0.1353 
0.1653 
0.1735 
0,0828 
0.0942 
(1.0935 
0.1033 
0.1376 
0.1575 
0.1697 
0.0819 
0.1079 
0.1225 
0.1252 
011539 
0,1863 
0.1003 
0.1275 
0.1380 
0,1619 
0.1557 
(1.1116 
0.1408 
0.1604 
0.1431 
0.1549 
0.1707 
0.1600 
0.1506 
0.1695 
0.1853 
FRRoR ERROR 
METHOD METHOD 
56 
0,0310 0.0427 
0,0397 0,0845 
0.0424 0,1425 
0.0596 0.2072 
0.0658 0.2706 
0.0793 0.3248 
0.106 0.3795 
0.105 0.4237 
0.1104 0.4667 
0.1424 O. 5n24 
0.0417 0.1000 
0,0489 0.1391 
0.0569 Q, 1788 
O. OS97 0.2317 
0.0731 0.281S 
0.0838 0.3262 
0.0945 0.3713 
0,. lo93 0.4145 
0.1152 0.4549 
0.0597 0.1524 
0.0529 0.1824 
0.0566 0.2209 
0.0711 0.2502 
0.0758 0.3033 
0.000 0.3436 
O. OQ09 0.3812 
0.6046 0,4129 
0.0701 0.2034 
0.0723 0.2273 
0.0693 0.2ý06 
O. OR17 0.2030 
0.0866 0,3260 
0.0903 0,3568 
0.1017 0,3905 
0,0778 0,2450 
0.0711 0.2658 
0.. ()767 0.2922 
0.0903 0.32n3 
0.0963 0,3482 
n'llo? 0,3800 
0,01,65 0.7803 
0,0782 0.29QR 
0.0797 0.3236 
0.0840 0.3492 
0.1008 0.3734 
O. OA23 0,3173 
0.0901 0.3337 
0.0946 0.3544 
0.0970 0,3715 
0.0990 0.3447 
n. 095A 0.36ng 
O. In39 0.3776 
0.100 0.3723 
0.1()46 0.3855 
0.1o43 0.3962 
-245- 
APPENDIX G 
OUTPUT FROM SENSITIVITY ANALYSES 
-246- 
i ty Tables G. 1 - G. 5 show the results of carrying. out sensitivi 
analyses for case studies A-E. The data used for the variables-is 'shown 
in appendix C. For all case studies the performance measure has been 
assumed to be NPV with a discount rate of 10%. 
The values of the performance measure which would be calculated 
using most likely values for-all variables are as follows: 
Case A: 5880 (in $'000s) 
Case B: 5670 (in $'000s) 
Case C: 59.3 (in Lire M) 
Case D: 8923 (in V000s) 
Case E: 2262 (in $'000s) 
Table G. 1 'Sensitivity Analysis: Case A 
Variable 
NPV at 
lowest value 
($, OOOs) 
NPV at 
highest value 
($, OOOs) 
Range of 
NPV 
($1000s) 
Range 
Coefficient 
Selling Price -19934 19303 39237 1.00 
Operating Cost -16836 19303 36139 0.92 
Mkt. Share -5736 12334 18070 0.46 
Init. Mkt. Size -3413 11456 14870 0.38 
Life of Invest. 9450 1163 8287 0.21 
Mkt. Growth 4217 7804 3587 0.09 
Init. Invest. 4880 8380 3500 0.09 
Fixed Costs' 6187 5419 768 0.02 
Residual Value 6072 5494 578 0.01 
-247- 
Table G. 2 Sensitivity Analysis: Case B 
Variable 
NPV at 
lowest value 
($'OOOS) 
NPV at 
highest value 
($'OOOS) 
Range of 
NPV 
($'OOOS) 
Range 
Coefficient 
Cost Growth Rate 9899 -10550 20449 1.00 
Production -1004 13680 14684 0.72 
Price Growth -597 11815 12412 . 
0.61 
Sales Price 2853 8271 5418 0.26 
Life'of Project 3164 6410 3247 0.16 
Extra Var. Costs 2 6207 2983 3218 0.16 
Fixed Costs - 6148 4236 1913 0.09 
Var. Costs Now 6314 4812 1502 0.07 
Capital Costs 6656 5177 1479 0.07 
Extra Var. Costs 1 6207 4866 1341 0.07 
Extra Var. Costs 3 5752 5215 536 0.03 
IWorking Capital 1 5889 1 5533 356 0.02 
Table G. 3 Sensitivity Analysis: Case C 
Variable 
NPV at 
lowest value 
(Lire M) 
NPV at 
highest value 
(Lire M) 
Range of 
NpV 
(Lire M) 
Range 
Coefficient 
Market Share -42.7 277.1 319.8 1.00 
Init. Mkt. Size -18.2 168.2 186.4 0.58 
Mkt. Growth 3.1 122.2 119.0 0.37 
Var. Sales Exp. 99.6 -2.7 102.4 0.32 
Cost of Goods 99.6 -2.7 102.4 0.32 
Fixed Costs 85.8 0.0 85.8 0.27 
1Price Adj. Factor 34.2 76.0 41.8 0.13 
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Table GA Sensitivity Analysis: Case D 
Variable 
NPV at 
lowest value 
11000S 
NPV at 
highest value 
1,000s 
Range of 
NPV 
1,000s 
Range 
Coefficient 
Life of Plant 8069 9935 1866 1.00 
Prodn. Capacity 8180 9244 1064 0.57 
Start Year 8499 9406 907 0.49 
Price (Home Mkt) 8532 9314 782 0.42 
Fixed Costs Prodn. 9314 8727 587 0.31 
Sales Vol (Home Mkt) 8415 8923 508 0.27 
Var. Costs (Home Mkt) 9080 8689 391 0.21 
Capital Costs 9003 8883 120 0.06 
Var. Costs Prodn. 8962 8884 78 0.04 
Fixed costs 
(Home 14kt). 8962 8884 78 0.04 
Working Capital 8955 8891 65 0.03 
Fixed Costs 
(Exp. Mktd). 8943 8904 39 0.02 
Start Costs 8934 8913 21 0.01 
Salvage Value 8919 8927 8 0.00 
Sales Vol (Exp. Mkt) 8923 8923 0 0.00 
Var. Costs (Exp Mkt) 8923 8923 0 0.100 
jPrice (Exp Mkt) 8923 8923 0 0.00 
Table G. 5 Sensitivity Analysis: Case E 
NPV at NPV at Range of Range 
Variable lowest value highest value NPV Coefficient 
($1000s) ($'OOOS) ($'OOOS) 
Year: 4th Gen. Equip 837 7165 6328 1.00 
Year: Hostile Act 2082 5895 3813 0.60 
Mkt: Int. Growth 1994 3379 1386 0.22 
Mkt: Ext Growth 2100 2966 867 0.14 
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APPENDIX H 
AN EXAMINATION OF THE INTERPRETATION WHICH CAN BE PUT ON 
THE RESULTS FROM A SENSITIVITY ANALYSIS 
-250- 
This appendiý investigates whether, in case A, the results from a 
sensitivity analysis provide a good indication as to. 
the relative importance of errors in the means of 
different variables. 
the relative importance of errors in the standard 
deviations of different variables. 
and (iii) the relative importance of dependencies between 
different pairs of variables. 
Table H. 1 summarises the data in tables 6.3 and 7.5. Table H. 2 provides 
the following ratios: 
Rati oI Effect of error in mean of variable on mean of NPV 
Sensitivity Coefficient 
Ratio II Effect of error in mean of variable on S. D. of NPV 
Sensitivity CoefficT-ent 
Ratio III Effect of error in mean of variable on S. D. of NPV 
Square of Sensitivity Coefficient 
Ratio IV : Effect of error in S. D. of variable on S. D. of NPV 
Sensitivity CoefficT-ent 
Ratio V: Effect of error in S. D. of variable on S. D. of NPVJ 
Square of Sensitivity CoefficTent 
Table. H. 1 Sensitivity Coefficients compared with effect of 
errors in means and standard deviations ($'000s) 
Sensitivity 
C ffi i t 
Effect of error in mean 
equal to 5% of range on Effect of 30% 
i S D 
Variable 
oe c en 
Isil 
Mean of S. D. of 
error n . . 
on S. D. of NPV 
NPV NPV 
Init. Mkt. Size 14870' 349 464 201 
Mkt. Growth 3587 83 121 27 
Selling Price 39237 1626 177 1591 
Mkt. Share 18070 457 579 295 
Init. Invest. 3500 -175 0 12 
Life of Invest. 8287 107 316 10 
Residual Value 578- 27 0 2 
Op. Costs * 36139 -1498 131., 1280 
lFixed Costs 768 -39 0- -1 
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Tiable H. 2 Ratios calculated from table H. 1 
Variable Ratio I Ratio II Ratio 6 
111 
x 10 
Ratio IV Ratio 6V 
x 10 
Init. Mkt. Size 0.023 0.031 2.1 0.014 0.91 
Mkt. Growth 0.023 0.034 9.4 0.008 2.10' 
Selling Price 0.041 0.005 0.1 0.041 1.03 
Mkt. Share 0.025 0.032 1.8 0.016 0.90 
Init. Invest. 0.050 0.000 0.0 0.003 0.98 
Life of Invest. 0.013 0.038 4.6 0.001 0.15 
Residual Value 0.047 0.000 0.0 0.003 5.98 
Operating Costs 0.041 0.004 0.1 0.035 0.98 
Fixed Costs 0.051 0.000 0.0 0.001 1.70 
Ratio I shows that the magnitude of a sensitivity coefficient provides 
a moderately good indication of the effect on the mean of NPV of errors in 
the mean of a variable. Ratios II and III show that neither the sensitivity 
coefficient nor the square of the sensitivity coefficient provides a 
particularly good indication as to the effect on the S. D. of NPV of errors 
in the mean of a variable. Ratios IV and V are similarly discouraging 
as far as the effect on the S. D. of NPV of errors in the S. D. of a variable. 
Table H. 3 compares the effect of total dependence between different 
pairs of variables with the product of their sensitivity coefficients. It 
provides the following ratios: 
Ratio VI Effect on Mean of NPV of total dependencel 
V Product of Sensitivity Coefficients 
Ratio VII Effect on S. D. of NPV of total dependencel 
Product of SensitTviTy C-oefficients 
(The square root of the product of sensitivity coefficients was taken in 
ratio VI-because of the results produced for the second of the two models 
considered in section 7.2). 
-252- 
t c 
m cy Ln CY M - CD " rý %t CM to cm 49 CY - M CD CY Ir in - CY - C> - CY r rý r C> cy 0 0% cy t" Z 
1-1 cý «ý N ci lle cý -: C! N 9 19 P,: 19! 1, ý 19 ce 19 19 112 -: c9 N lý N lý 9 19 1, ý 19 2 ý ý m uý r, c, cyl CIJ (3 CO - CD 0 %D «r CD CO CIJ Ln mr C) ý CY 42 «p m C> 0 - 41 u 0 CD - CY " - qo - 2 :2 ei CO el r . CM m 
CK 
g: 
ir ý. w Co 
to 9: ) %. 0 
CM 
M 
nr -& 
- 
m e4 CD 12 - 0 c2. " «" Ln 52 
to cn u2 - r CO CO C3N 0% " l', Ln = 0) nr %0 %0 cx% m & - - - 40 0% CO - + - to + 13 - ch 41 n 
u 4- 
+ ++ + + + 0. + + + + 
2! 0, 2 
4 
4ý 
(L) 
Z0 *o 
rý C, 4 ON 0 cl. CL Z c3 c3 rý 0% Co r_ Co ;; M c> 4- g; > e 0 tm - - ' , - - - - M m. " M e - " - 0 q cy c> - u 4- + + 9 + + + + + + + + 
ei 0 
4- 
. 4- 4J LU 0 
cz 
x 
tn r- CD cy %0 -e «r r, Co %0 r, 49 c9 9 ! 
r e, C! e: mý 9 cý 9 9 «, ý ll: c9 19 «'t cý 9 4J 4J A A cý c6 Z c; Z ' e. 0, - m 
" ý 
- Co cz m c c:, m c,. to cy gr c% to C> Q rý 
Ln 00 %0 Ul) ý! M Z - cy CJ ý rl to ýr - Ln :2 C3N l Ln cy Nn - %0 c a r 
0. V) 4- 
4- 
4; 4; 0 41 m ei 
IA M 1 11 A 
tu ( L) 0 4A 4A %A > 
4j I i 
>- m 
- 
> tn > 
c 4. - 
42 t4 m 
- 
a 
e z ei 
> . 41 2 '; 4j 
. 4ý 
0 
c2 vi 
- 
0 :3 Q "ý 0 = 0 -" 
2 2 1--, w 0) 0 0 CL, . 0 x 
- 
m . 
v 
e X C (L) c2 
J! 
(P w c 0 CL 
Z Z 
e 
x 4- to 
w 
. 
CL M 
ý! & 22 22 
J 
.5 
M_ 
v). Z - 
- 
_j CX 
. C) L- v) _ x - 
) 
= C: ) La. !e 
r- 
- 
- 
-J 
9 92. 
c2 
- Lý 
r- 
- 
m c) C.: 
h. 
(D ;Z Z cx c> ;Z N 2 L. C> LZ 2 
cu ! ! 2 ! 4: w 0, C :2ý ý ý : Z c . aj tu to lu 4) s 41 4. ) C. LD > C. L) > tn 
u 
> 
r- 
4.. d2 
4; 4; 4; 4; 4i 4; 4ý Ci a 
All E LU v LU 
> > > > 
E E 
e e 
g 0 0 , 0 
. . 
- 4- 4- %- os -0 ý - 1- >C =Z 
Z = Z = &- Z- ß- zyb 01 Im cm i- = m m c - - - - 
. . 0 m r- = tn &5 tn v) vi 0 a s '2i, 4; 1: 41 4; 4; 4; 4; : ý ; - 4; 41 6; 4ý J 4ý 4 4 4; 4 4- 0- e 0 
e ýe e -2 e e _V w - -- - - - - - V) V) Vb CA tn 
-253- 
Ratio VI shows that the magnitude of the product of the sensitivity 
coefficients of two different variables provides a very poor indication as 
to the effect on the mean of NPV of total dependence between the variables. 
Ratio VII shows-that-it provides a slightly better -: but not by no means perfect indication as to the effect on the S. D. of NPV. of total dependence between the 
variables. 
Section 7.2 shows that in the situation where all variables are 
either inflows or outflows of money a sensitivity ana ' 
lysis does provide 
a good indication as to the relative importance of errors in the means 
and standard deviations of, and the coefficients of correlation between, 
the variables. This appendix has shown that it would be dangerous to 
extend the results in section 7.2 to deal with situations where the cash 
flow model is non-linear. I 
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APPENDIX I 
THE RELATIONSHIP BET14EEN THE MEAN AND STANDARD DEVIATION 
OF NPV AND THE MEAN AND STANDARD DEVIATION OF INDIVIDUAL 
VARIABLES IN CASE A 
-255- 
Tables 1.1', 1.2 and 1.3 show the effect on the mean and standard 
deviation of NPV of different errors in the means and standard deviations 
of the variables in case A. (The results are based on 1000 simulation, runs 
and all amounts are in $1000s). 
Table I. 1 Effect on mean of NPV of different errors in 
- means of variables in case A. 
Vari ab 1e 
Effect on mean of NPV of error in mean of vari able equal to 
5% of range 10% of range 15% of range 
Init. Mkt. Size 349 698 1047 
Mkt. Growth 83 168 254 
Selling Price 1626 3252 4878 
Mkt. Share 457 914 1371 
Init. Invest. -175 -350 -525 
Life of Invest. 107 219 324 
Residual Value 27 55 82 
Op. Costs 1498 -2995 -4493 
Fixed Costs -39 -77 -116 
Table 1.2 Effect on S. D. of NPV of different errors in 
means of variables in case A. 
Effect on S. D. of NPV of error in mean of variable equal to 
Variable 
5% of range 10% of. range 15% of range 
Init. Mkt. Size 464 930 1397 
Mkt. Growth 121 244 369 
Selling Price 177 388 631 
Mkt. Share 579 1162 1748 
Init. Invest. 0 0 0 
Life of Invest., 316 629 928 
Residual Value 0 0 0 
Op. Costs -131 -229 -295 
Fixed Costs 0 0 1 
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Table 1.3 Effect on S. D. of NPV of different errors -in 
S. D. s of variables in case A. 
Effect on S. D. of NPV of error -in S. D. - of Variable to Variable 
10% 30% 50% 
Init. Mkt. Size 61 201 363 
Mkt. Growth 8 27 49 
Sell-ing Price 505 1591 2755 
Mkt. Share 89 295 535 
Init. Invest.. 3 12 23 
Life of Invest. 0 10 23 
Residual Value 1 2 3 
Op. Costs 402 1280 2241 
Fixed Costs -1 -1 
The procedure suggested in sections 7.7,7.8 and 7.9 makes, inter. alia, 
the following assumptions: 
lip is linearly dependent on 
CP is linearly dependent on vi 
Gp- is linearly dependent on ai 
(For the notation here, see section 7.2) 
Tables 1.1,1.2 and 1.3 provide some empirical eyidence to support these 
assumptions. For example: 
(i) The ratio: 
Increase in Vp when Vi increases by 10% of range 
Increase in Vp when pi increases by 5/00 of range 
lies for all 9 variables between 1.97 and 2.05 
The ratio: 
Increase in vp when pi increases by 16% of range 
Increase in pp when vi increases by 5% of range 
lies for all, 9 yariables between 2.97 and 3.06 
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(iii) The-ratio: 
-Increase in ap when Vi increases by 10% of range 
Increase in ap when p j_ increases by 5% of range 
lies between 1.75 and 2.19 for all variables. 
(iv) The ratio: 
Increase in ap when pi increases by 15% of range 
Increase in ap when pi increases by 5% of range 
lies between 2.25 and 3.56 for all variables. 
(v) The ratio: 
Increase in ap when ai increases by. 30% 
Increase in up when ai increases by 10% 
lies between 3.15 and 3.31 for all variables where numerator 
is greater than 20. 
(vi) The ratio: 
Increase in up when ai increases by 30% 
Increase in up when ai increases by 50% 
lies between 0.55 and 0.58 for all variables where denominator 
is greater than 20. 
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APPENDIX J 
CALCULATION Or' THE POTENTIAL EFFECTS OF DIFFERENT FACTORS 
-259- 
This appendix outlines the way in which tables 7.9 and 7.10 were 
produced. 
In order to produce table 7.9 it was necessary-to assume. that, once 
highest, lowestznd most likely values for a distribution had been specified, 
the range of possibilities for the 'true' mean and the 'true' standard 
deviation was limited in some way. Suppose that ý'T and aT are the mean and 
standard deviation of the triangular distribution illustrated in figure J. 1. 
Then it was assumed: 
that the 'true' mean of the distribution lay between 
the mid point of the range and the mode. 
and (ii) that the 'true' standard deviation of the distribution 
lay between 0.5 OT and 1.5 OT 
Lowest Most Highest 
Value Likely Val ue 
Value 
Figure J. 1 Triangular distribution fitted to lowest, 
most likely and highest values. 
The calculations necessary to produce table 7.9 will be illustrated with. 
reference to the variable'selling price. The worst assumptions for this 
variable are: 
(i) Standard deviation equals 1.5 aT 
(ii) Mean equals mid point of range. 
The mid point of the range is, for selling price less than the mean of the 
triangular distribution by an amount equal to 5.26% of the range. The effect 
of the assumptions can therefore be calculated from tables 7.7 and 7.8 as 
the following: 
5.26 
x 1620 1704 -up decreases by '5M. 
5.26 50 
x 170 +Mx 1620 2521 ap increases by 7 
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giving a decrease in up -1.28 up of approximately 4900. Similarly the effect 
of assuming the best possible assumptions for the. variable (i. e. Standard 
deviation equals 0.5 13T and mean equals mostlikely value) is an increase 
of 6400 in up - 1.28 up (These calculations assume (a) that up depends linearly on ai and 11i 
ýnd (b) that up depends linearly on vi but not at all 
on ai. See section 7.9 for a discussion of the assumptions. ) 
As far as table 6.10 is concerned extra assumptions were necessary to 
produce the figures corresponding to the following factors: 
errors in selling price distribution 
errors in operating costs distribution 
selling price dependent on operating costs 
For the first two factors analyses along the lines indicated in section 
5.7 were carried out. As figures are not available. in appendix F for 
situations where 4 assessments are made some interpolation was necessary. 
The general procedure will be illustrated with reference to 'selling price'. 
The skewness of this variable is 0.16. Tables F. 15 and F. 16 do therefore 
suggest that with 3 assessments and accuracy parameter equal to 0.01 
Max. error in mean = 0.3% of range 
Max. error in S. D. = 31.3% (Sig. Level = 0.05) 
Tables F. 17 and F. 18 suggest that with 7 assessments and accuracy parameters 
equal to 0.01. 
. 
Max. error in mean = 0.3% of range 
Max. error in S. D. = 11.1% (Sig. Level = 0.05) 
With 4 assessments and an accuracy parameter of 0.01 the following assumptions 
were therefore made for the variable 'selling price'. 
Max. error in mean = G. 3% of range 
Max. error in S. D. = 26.2% 
These assumptions led, using'tables 7.7 and 7.8 in the same way as above, to the figures shown in table 7.10. 
For the last factor (i. e. the dependence between selling price and operating 
costs) it was assumed that the coefficient of correlation had been determined 
to ± 0.15 and that vp and ap were approximately linearly dependent on P. In view of the results in section 6.8, the first assumption is not unreasonable. 
The second assumption is discussed in section 7.9. 
