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Ultra-low latency is a key component of safety-critical
operations such as robot-assisted remote surgery or fi-
nancial applications where every single millisecond counts.
In this paper, we show how network operators can build
upon the recently proposed Segment Routing architec-
ture to provide a traffic duplication service to better
serve the users of such demanding applications. We
propose the first implementation of Segment Routing
in the Linux kernel and leverage it to provide a traf-
fic duplication service that sends packets over disjoint
paths. Our experiments show that with such a service
existing TCP stacks can preserve latency in the pres-
ence of packet losses. We also propose and evaluate
an efficient algorithm that computes disjoint paths that
can be realised by using segments. Our evaluation with
real and synthetic network topologies shows that our
proposed algorithms perform well in large networks.
1. INTRODUCTION
A wide range of Internet applications require both low
latency and reliability. In the TCP/IP protocol suite,
reliability has always been provided by the Transmis-
sion Control Protocol (TCP) whose implementation has
been heavily tuned over the years [?]. Despite all these
optimisations, short TCP flows can be severely affected
by packet losses that are not a rare event. A measure-
ment study performed on the google front end servers
revealed TCP retransmit rates in the range 0.8% - 2.4%
[?].
Various entreprise applications also require reliable
low latency services. Since the advent of electronic trad-
ing, the financial world has been actively researching,
developing and applying techniques to reduce the la-
tency of their systems, hence allowing for a larger num-
ber of transactions per unit of time, yielding a higher
profit. A typical use case is high frequency trading [?].
The desperate need for information to arrive as fast as
possible has motivated some institutions to provide spe-
cial low latency services for a fee. For example, Thom-
son Reuters supplies to its premium customers numbers
such as Consumer Confidence two seconds before it is
released to the general public for a $2,000/month fee [?].
Cable providers install new optical fibers or microwave
links over shorter paths [?] to better server financial
institutions. For high-frequency trading, every millisec-
ond counts. For example, a 1-millisecond advantage for
a major brokerage firm can yield a loss or a profit of
$100 million a year [?].
These financial applications are only one example among
a long list of applications [?, ?] that require both low
latency and reliable delivery. Other examples include
requests for web objects in a CDN network, telesurgery
and even online games. These applications typically ex-
change short amounts of data. The latency that affects
such an application is spread over different systems, i.e.
processing by APIs, applications, propagation between
internal systems, and finally network processing and
propagation. We focus on the networking part of the
chain and propose a novel technique that network oper-
ators can deploy to ensure low-latency transmission of
information between a source and sink in an IP network.
We build upon the Low Latency with Redundancy
proposal [?] and extend it to replicate packets over dis-
joint paths between the communicating nodes. We im-
plement this duplication service in the Linux kernel and
demonstrate experimentally that this solution is com-
patible with existing Internet protocols and applications
including TCP. We also leverage the recently proposed
IPv6 Segment Routing technique to realise these dis-
joint paths and propose efficient algorithms to compute
disjoint paths that are compatible with Segment Rout-
ing. Our work shows that traffic duplication can be
offered as a service to demanding applications in en-
treprise or ISP networks.
This paper is organised as follows. We first describe
in section 2 how the recently proposed Segment Routing
architecture can enable an ISP to deploy such a dupli-
cation service. In section 2.1, we implement a traffic
duplicator in the Linux kernel and evaluate its perfor-
mance with regular TCP traffic. We explain in sec-
tion 3 how segmentable disjoint paths can be used to
realize the traffic duplication service. We then propose
in section 3.3 an efficient algorithm that computes such
disjoint paths. We evaluate its performance on several
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network topologies in section 4. We discuss related work
in section 5.
2. ROUTER-LEVEL TRAFFIC DUPLICATION
In this section, we show how an ingress router can du-
plicate the traffic towards a given destination in a pure
IPv6 network. Our traffic duplicator builds upon Seg-
ment Routing. Segment Routing (SR) is a new forward-
ing architecture that is being developed within the In-
ternet Engineering Task Force. Segment Routing changes
the way packets are forwarded inside a network to en-
able network operators to have better control on the
path followed by the packets. In pure IP networks,
packets follow the shortest path towards their destina-
tion. In the control plane, this is achieved by using
routing protocols such as OSPF, IS-IS and BGP. The se-
lection of the shortest paths depends on the weights as-
sociated to each link. In the data plane, each IP packet
contains the source and destination addresses.
With SR, the path followed by a packet does not
need to be the shortest path towards its destination.
The proposed SR architecture [7] modifies the control
and the data planes to support such non-shortest paths.
Two variants of the data plane exist : MPLS-based
and IPv6-based [17]. In this paper, we focus on the
IPv6-based data plane and its modifications to sup-
port segment routing [15]. With Segment Routing, the
path between a source and a destination is composed
of one or more segments. Segment Routing supports
two types of segments: node segments and adjacency
segments. To understand these two types of segments,
let us consider the network shown in figure 1 where all
links have the same weight. Consider the paths from
a to h. With shortest path routing, the path a-b-c-
d-h is used. With segment routing, we can force the
utilization of other paths. A first solution is to use a
node segment towards f. The packets sent by a will first
follow the shortest path towards f and from there the
shortest path towards the final destination, i.e. h. An-
other possibility is to use an adjacency segment. In this
case, the source node includes in the packet a specific
link that needs to be used by the path. For example, if
link c-f is chosen, then the packets sent by a will reach
f via the single path a-b-c-f. f will then forward the
packets towards h over the shortest path. By combin-
ing node and/or adjacency segments, network operators
have proposed various new innovative services [8].
a b c d
e f g h
Figure 1: Simple network
In a regular IPv6 network, the intradomain routing
protocol (i.e. OSPF or IS-IS) is configured to adver-
tise the IPv6 loopback address of each router and the
IPv6 addresses of each of its physical interfaces. BGP
is used to advertise the external destinations. The Seg-
ment Routing architecture reuses this control plane. To
enable the utilization of any path, SR defines a new
IPv6 hop-by-hop header [17]. This header is a revision
of the Type 0 IPv6 Routing Header that was depre-
cated a few years ago due to security problems.. The
SR header contains a list of IPv6 addresses that specify
a path through the network. To encode a node segment,
the IPv6 loopback address of the corresponding router
will be inserted in the SR header. For an adjacency
segment, the IPv6 address of the outgoing interface will
be used. It also includes a HMAC, which did not exist
in the Type 0 Routing Header that solves the security
problems that caused the deprecation of RH0 [17, 15].
As with the Type 0 Routing Header, routers forward
the packets based on their destination address. A router
only checks the SR header when it receives a packet des-
tined to itself. In this case, it looksup the next address
in the SR header, updates the Last Segment field and
uses this address as the destination address of the for-
warded packet.
2.1 Evaluation
We have implemented Segment Routing in the Linux
kernel (3.14.x branch) through an IPv6 header exten-
sion (SR-IPv6). Our extension [15] implements the cur-
rent draft [17] as much as possible. Our implementa-
tion is able to forward packets containing an SR header
and to inject the SR header in a forwarded packet that
matches a given destination prefix. Our implementa-
tion contains about 2,000 lines of code. The processing
of an IPv6 packet containing an SR header is defined in
algorithm 1.
Algorithm 1 SR header processing
1: if DA = myself (segment endpoint) then
2: if Next Segment <> Last Segment then
3: Update DA with Next Segment
4: Increment Next Segment
5: else if Last Segment <> DA then
6: Update DA with Next Segment
7: if Clean-up bit is set then
8: Remove the SR header
9: end if
10: else
11: Locally deliver the packet
12: end if
13: end if
14: Forward the packet out
The processing of the SR header happens when the
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packet is considered for local delivery, after the PRE-
ROUTING and right after the INPUT hooks (as the desti-
nation address of the packet belongs to the router when
it is a segment endpoint), during the normal processing
of IPv6 header extensions. If the packet passes the nor-
mal checks (HMAC, correct header format, etc.) and
the router is not the last segment then the destination
address of the packet is changed to the next segment and
the packet is sent through the forwarding mechanism of
the kernel. If the processing node is the last segment,
then the packet is delivered to the local application or
to the corresponding kernel routine. See figure 2 for an
illustration of the Linux routing mechanism [18].
Figure 2: Linux routing mechanism
Our implementation is also able to add an SR header
when forwarding a regular IPv6 packet whose destina-
tion matches a given prefix. This injection is performed
just before the PREROUTING hook because we need to
modify the original destination address of the packet to
the address of the first segment. We provide a user-
land/kernel API that allows the construction of a seg-
ment table. This table contains a list of destination
prefixes. For each destination prefix, there is an in-
dexed set of segments lists. If there is only one segment
list, then the kernel uses this list for the SR header. If
there is more than one list, then the kernel can perform
two different actions: in one of them (SPLIT_RR), the
kernel will act as a round/robin over the available lists.
In the other action (MIRROR), the kernel will forward n
times the original packet, where n is the number of lists
available. This MIRROR mode is the one we use in our
experiments.
The ability to provide more than one segments list
per destination prefix enables the kernel to act as a
per-packet load balancer in order to spread the traf-
fic across the available paths. Due to space limitations,
we refer the reader to [15] for a detailed description of
this implementation.
2.2 Impact of duplication on TCP performance
Most applications that require a reliable delivery rely
on TCP. In this section, we experimentally evaluate
whether TCP is compatible with traffic duplication. The
answer to this question is not immediate since traffic
duplication may generate multiple duplicate acknowl-
edgments and adversely impact TCP performance by
triggering fast retransmits.
Due to space limitations, we focus our evaluation on
the impact of two main parameters that affect link per-
formance : delay d and packet loss l. We created a vir-
tual topology1 within the Mininet framework [12] (see
1The virtual image used for the experiment is available from
figure 3). Our reliable application is a web server. We
requested 100 KBytes files from an HTTP server (the
lighttpd dameon) to simulate low-latency requests. To
measure the impact of d and l, we used the following
methodology. Given a set of base RTTs brtt = {1, 5, 10}
milliseconds, a set of delta RTTs drtt = {2, 4, 6, 8, 10},
for each b in brtt and for each d in drtt, we set the delay
of the link L1 to b ms and the delay of the link L2 to
b + d ms. Then, we measure the total HTTP request
time with an increasing packet loss percentage on link
L1. We used tc with the netem module to set the delay
of the links and the htb module to set the bandwidth
of links L1 and L2 to 100 Mbps. The bandwidth of all
other links is not limited.
Figure 3: Test network
We performed 1,000 requests of 100KB between hostA
and hostB for each combination in the sets. Figure 4
reports the request reponse times measured over 1,000
requests generated across link L1 with a loss of 10% and
a delay of 10 ms; across link L2 with a loss of 0% and a
delay of 20 ms; and finally across both links using our
traffic duplicator. We can clearly see that using both
links at the same time yields a shorter response time
than when using either link individually.
Tables 1 and 2 show the latency measured over 1,000
requests using traffic duplication by setting link L1 to
resp. 5ms and 10ms and link L2 to resp. 5 + ∆d ms
and 10 + ∆d ms. We can clearly see that on average,
the fastest link wins. We can also see that the latency is
more stable when the ratio of the latency of the slowest
link over the fastest link is smaller.
Min Avg Stddev
∆d 2ms 70ms 70ms 0ms
∆d 4ms 70ms 70ms 0ms
∆d 6ms 70ms 70.37ms 5.79ms
∆d 8ms 70ms 70.11ms 1.86ms
∆d 10ms 70ms 70.01ms 0.31ms
Table 1: Latency measured over 1,000 requests with
link L1 set at 5ms and link L2 set at 5 + ∆d ms
3. SEGMENTABLE DISJOINT PATHS
The previous section has shown how a router can send
packets from a given flow over disjoint paths by insert-
ing different SR headers. To implement our service,
the router needs to know which SR header to be used
for each destination. For this, we propose algorithms
that compute link and node disjoint paths. These al-
gorithms could be implemented in a centralized con-
troller or directly on the router. Given that our service
http://www.segment-routing.org.
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Min Avg Stddev
∆d 2ms 140ms 140.08ms 2.52ms
∆d 4ms 140ms 140ms 0ms
∆d 6ms 140ms 140ms 0ms
∆d 8ms 140ms 140ms 0ms
∆d 10ms 140ms 140.3ms 6.35ms
Table 2: Latency measured over 1,000 requests with
link L1 set at 10ms and link L2 set at 10 + ∆d ms
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Figure 4: Percentage of requests having a given latency
builds upon the Segment Routing architecture, we need
to ensure that the disjoint paths that are computed by
our algorithm can be implemented as a sequence of seg-
ments. In general, any path could be implemented as
a sequence of segments. However, this could require
as many segments as there are links on a given path.
This would lead to very long SR headers that would
not be acceptable from a packet overhead viewpoint.
Furthermore, some deployed routers have difficulties in
forwarding packets that contain long extension headers.
For this reason, we limit the number of segments that
the SR header can contain. Due to space limitations,
we focus on node segments, but a similar approach can
be developed for adjacency segments. The proofs of the
theorems may be found in [?].
3.1 Notations and definitions
We model the intradomain network as a directed weighted
graph G = (V,E,w) where V is a set of nodes, E is a
subset of V × V that corresponds to the links and w is
a function from E to R+. This function corresponds to
the IGP costs configured on the links.
A path p is a sequence (x1, x2, . . . , xh) such that (xi, xi+1) ∈
E for all i and xi 6= xj for i 6= j.
Let c : E → R+. We define the cost of a path p =
(x1, . . . , xh) relative to c, denoted c(p), as the sum of
the weights of its edges:
c(p) =
h−1∑
i=1
c(xi, xi+1)
The edge set of a path p = (x1, . . . , xh), denoted E(p),
is defined as the set of edges that belong to p:
E(p) = {(xi, xi+1) | i ∈ {1, . . . , h− 1}}
Two paths p1, p2 from a node s to a node t are said to
be edge disjoint if E(p1) ∩ E(p2) = ∅.
Let p1 = (x1, x2, . . . , xh1) and p2 = (y1, y2, . . . , yh2)
be two paths on a graph G. If (xh1 , y1) ∈ E we denote
by p1 + p2 path that result from appending p2 to p1
p1 + p2 = (x1, x2, . . . , xh1 , y1, y2, . . . , yh2)
If xh1 = y1 we denote by p1 ⊕ p2 the concatenation
of p1 with p2, that is,
p1 ⊕ p2 = (x1, x2, . . . , xh1 = y1, y2, . . . , yh2)
Definition 1. Given a graph G = (V,E,w) and a
path p = (x1, x2, . . . , xh) in G we say that the path p is
k-segmentable if there exist k shortest paths s1, s2, . . . , sk
in G such that p = s1 ⊕ s2 ⊕ . . . ⊕ sk. The sequence
S = 〈s1, s2, . . . , sk〉 is called a k-segmentation of p.
A path is said to be unsegmentable if it is not k-
segmentable for any k. A k-segmentation of a path p
is said to be minimal if there exists no k′-segmentation
of p such that k′ < k. Note that there can exist several
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minimal segmentations. For instance in the graph on
figure 5 the path (a, b, c, d) has two minimal segmenta-
tions: 〈(a, b), (b, c, d)〉 and 〈(a, b, c), (c, d)〉.
a b c d
2 2 2
1
Figure 5: A graph G with a path (a, b, c, d) that
has two minimal segmentations: 〈(a, b), (b, c, d)〉 and
〈(a, b, c), (c, d)〉.
3.2 Path segmentation
In this section we explain how we can determine whether
a path is k-segmentable and how to compute a minimal
k-segmentation. Let G = (V,E,w) be a graph. Let us
denote by Dv the shortest path dag (directed acyclic
graph) rooted at v. That is, Dv is the subgraph of G
that contains all the edges that belong to a shortest path
from v to some node. These n graphs can be computed
in O(n3) using the Floyd-Warshall algorithm [3].
Naturally, k-segmentations of paths in G are inti-
mately related to the shortest paths dag’s of G. Con-
sider a k-segmentable path p = (x1, x2, . . . , xh) whose
segmentation is 〈s1, s2, . . . , sk〉. By definition each si is
a shortest path in G. Hence si is a path in Dvi where
vi is the first vertex of si. This means that a path is
k-segmentable if and only if it can be expressed as the
concatenation of k paths each belonging to some of G’s
shortest paths dag’s. The next lemma gives a charac-
terization of segmentable paths in a graph.
Lemma 3.1. A path p in G is unsegmentable if and
only if there exists some edge (x1, x2) in p such that for
all x ∈ V , (x1, x2) /∈ Dx.
Proof. Let p = (x1, x2, . . . , xh). If every edge (xi, xi+1)
in p belongs to a shortest path dag then we have a triv-
ial segmentation s = 〈(x1, x2), (x2, x3), . . ., (xh−1, xh)〉
for p. Hence p is segmentable.
In the previous lemma showed that for a path to be
unsegmentable it must have at least one edge that does
not belong to any shortest path dag. The next lemma
shows that given an edge (u, v) we actually only have
to check whether is belongs to Du in order to determine
if it belongs to some shortest path dag.
Lemma 3.2. If (x1, x2) /∈ Dx1 then for each x ∈ V ,
(x1, x2) /∈ Dx
Proof. Suppose that (x1, x2) /∈ Dx1 and that there
exists x ∈ V such that (x1, x2) ∈ Dx. Then there exists
a shortest path p from x to x2 such that its last edge is
(x1, x2). But because (x1, x2) /∈ Dx1 the path consisting
of a single edge (x1, x2) is not a shortest path. Since any
subpath of a shortest path must also be a shortest path
and (x1, x2) is a subpath of p, p cannot be a shortest
path. This contradicts the optimality of p.
In general, to obtain a minimal segmentation, we tra-
verse the path p by walking on the shortest paths dag’s
of G. We start on Dx1 and follow the path until we
reach an edge that does not belong to the current dag.
Denote that edge by (xi, xi+1). Then if (xi, xi+1) be-
longs to Dxi we continue our walk in Dxi . Otherwise,
by Lemmas 3.1 and 3.2, the path cannot be segmented
so we stop and report it.
3.3 Minimum latency K-segmentable path
In this section we describe an algorithm to find the
minimal latency K-segmentable path between two ver-
tices in a graph.
Given a graph G = (V,E,w) and a latency function
l : E → R+ we define a graph G such that a path p
in G corresponds a segmentation of a path p in G such
that l(p) = l(p). More precisely, a node of G is a tuple
(v,Dr, k) that is to be interpreted as a state with the
following meaning: v is the current node in G, Dr is
the current shortest path dag and k is the number of
segments used so far. The edges in G are defined such
that there is a path in G from (v,Dv, 1) to (u,Dr, k),
for some u, r, k, if and only if there is a k-segmentable
path from v to u in G.
Formally, we define G = (V ,E) with V = {(v,Dr, k) |
v, r ∈ V and 1 ≤ k ≤ K}. The edges E are defined as
follows: (v1,Dr1 , k1) and (v2,Dr2 , k2) are connected by
an edge of cost l(v1, v2) if one of the following conditions
holds: (i) (v1, v2) ∈ Dr1 , r2 = r1 and k2 = k1 and (ii)
(v1, v2) ∈ Dv1 , r2 = v1, k2 = k1 + 1 ≤ K.
We will denote the size of V by n and the size of E
by m.
To better understand this construction consider the
graph in figure 6 and the path (a, b, d, f, h, i). The
first two edges (a, b) and (b, d) belong to Da. How-
ever the third edge (d, f) does not because the short-
est path from a to f is (a, c, e, f) of length 4 whereas
the path (a, b, d, f) has length 5. This means that we
need a segment at node d. Now we are not in the dag
of a anymore but in the dag of d. One easily sees
that all the remaining edges belong to Dd so no fur-
ther segments are required. The decomposition of this
path is 〈(a, b, d), (d, f, h, i)〉. This path corresponds in
G to the path (a,Da, 1), (b,Da, 1), (d,Da, 1), (f,Dd, 2),
(h,Dd, 2), (i,Dd, 2). The first coordinates represent the
corresponding node in G. The second coordinates rep-
resent the current shortest path dag root. We see that
the first three nodes have second coordinate equal to a
which means that that portion of the path is executed
in Da. Then from (d,Da, 1) to (f,Dd, 2) the second co-
ordinate changes showing that we had to change the
current shortest path dag in order to proceed. In this
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case we changed from Da to Dd. The third coordinate
shows the total number of segments required.
a
b
c
d
e
f h
g
ij
a,Da,1
b,Da,1
c,Da,1
f,Dd,2 h,Dd,2
i,Dd,2
1
2
2
2
1
1
2
2
2
2
3
2
3
Figure 6: Example for G
We now bound the size ofG and propose an algorithm
that computes it.
Lemma 3.3. The number of edges of G is O(nmK).
Proof. A vertex (v, r, k) in G has at most d+(v)
outgoing edges satisfying each one of the conditions.
Thus
|E| ≤ 2
∑
v,r,k
d+(v) = 2
∑
r,k
∑
v
d+(v)
= 2
∑
r,k
m = 2nmK
Algorithm 2 builds the graph G given G, a latency
function l and the shortest path dag’s of G with respect
to the IGP costs. To do so, for each vertex (v,Dr, k) it
loops over all neighbors u of v in G and checks if either
condition (1) or (2) of the definition of the edges of G
applies. By Lemma 3.3 the algorithm runs in O(nmK).
The algorithm has a pre-processing cost of O(n3) be-
cause we need to compute the shortest path dag’s Dv
for all v ∈ V .
Now we establish formally the correspondence be-
tween paths in G and their segmentations and paths
in G.
Proposition 3.1. Let G = (V,E,w) be a network,
l : E → R+ and C ≥ 0.
There exists a k-segmetable path p = (x1, x2, . . . , xh)
in G with l(p) = C if and only if there exists in G a path
p of the form (x1,Dx1 , 1), (x2,Dr2 , k2), (x3,Dr3 , k3),
. . ., (xh,Drh , k) with l(p) = C.
Proof. (⇒) Let p = (x1, x2, . . . , xh) be a k-segmentable
path in G with l(p) = C. Let 〈s1, . . . , sk〉 be a k-
segmentation of p and denote number of vertices of si
by li and the j-th vertex of si by si[j]. Let Di be a dag
that contains si and let
si = ((si[1],Di, i), (si[2],Di, i), . . . , (si[li],Di, i)) .
Algorithm 2 Build-Graph
Input:
- A graph G = (V,E)
- l : E → R+
- Dv for all v ∈ V (G)
Output:
- The graph G as defined above
1: G← ({(v,Dr, k) | v, r ∈ V (G)∧ k ∈ {1, . . . ,K}}, ∅)
2: for v, r ∈ V (G), k ∈ {1, . . . ,K} do
3: for u ∈ neighbors(G, v) do
4: if (v, u) ∈ Dr then
5: connect(G, (v,Dr, k), (u,Dr, k), l(v, u))
6: end if
7: if k + 1 ≤ K and (v, u) ∈ Dv then
8: connect(G, (v,Dr, k), (u,Dv, k + 1), l(v, u))
9: end if
10: end for
11: end for
12: return G
By the definition, each si is a path in G (all the edges
satisfy the condition (i) of the definition of edges in
G). For each i we have that si[li] = si+1[1] so that
(si[li], si+1[2]) = (si+1[1], si+1[2]) ∈ Di+1. Therefore by
condition (ii) of the definitions of edges in G, we have
that (si[li],Di, i) is connected to (si+1[1],Di+1, i+1) so
s1 + s2 + . . .+ sk is a path in G. By the way costs are
defined on G we have that l(p) = l(p). Since
s1 ⊕ s2 ⊕ . . .⊕ sk = (x1, x2, . . . , xh)
we have what we wanted.
(⇐) Let p be a inG of the form (x1,Dx1 , 1), (x2,Dr2 , k2),
(x3,Dr3 , k3), . . ., (xh,Drh , k). By construction, (x1, x2, . . . , xh)
is a path in G with the same cost. Since the third co-
ordinate of the last vertex is k is means that the sec-
ond coordinate changes exactly k times. Thus p is k-
segmentable.
Then, given s and t, by Proposition 3.1, we can find
the shortest s-t path on G that requires at most K
segments by computing a shortest path on G. This
can be achieved with Dijkstra’s algorithm. However the
following lemma tells us that we can do this even faster.
Lemma 3.4. Given a graph G, the corresponding graph
G is acyclic.
Proof. Suppose that G has a cycle. Let its vertices
be (v1,Dr1 , k1), (v2,Dr2 , k2), . . ., (vh−1,Drh−1 , kh−1),
(v1,Dr1 , k1). By the definition of the edges of G we
have that ki ≤ ki+1. But then we have k1 ≤ k2 ≤
. . . ≤ kh−1 ≤ k1 so k1 = k2 = . . . = kh−1. Again
by the definite of the edges of G we have that if an
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edge maintains the value of the third coordinate then
it maintains the second coordinate. Thus Dr1 = Dr2 =
. . . = Drh−1 . But this means that (x1, x2, . . . , xh−1, x1)
is a cycle in Dr1 . This contradicts the fact that Dr1 is
a dag.
Since G is acyclic shortest paths can be computed in
O(m+n) using Dynamic Programming [3]. By Lemma
3.3, we can express the time complexity as O(nmK +
n2K). The algorithm is specified as algorithm 3. In
this algorithm we call DAG-SP to compute the short-
est paths. We suppose that it outputs two vectors d
and pi, the first containing the shortest path distance
to each vertex and the second containing the parent of
each node in the shortest path tree. We take the con-
vection that when no path exists to a given vertex the
distance is infinite. Using pi we easily reconstruct the
path by taking the first coordinate of the nodes. The
segments are reconstructed using the third coordinates
which represent the number of segments. Whenever this
changes it means that a new segment was used.
Notice that for a fixed source s we do not need to
build the whole graph G. Building the subgraph of
nodes reachable from (s,Ds, 1) is sufficient and more
efficient.
Algorithm 3 SPS
Input:
- The graph G
- Two nodes s, t ∈ V (G)
- The maximum number of segments K
Output:
- Shortest K-segmentable s-t path
1: (d, pi)← DAG-SP(G, (s, s, 1))
2: (t,Dr∗ , k∗) ← arg minr,k{(t,Dr, k) | d(t,Dr, k) <
∞}
3: if (t,Dr∗ , k∗) = nil then
4: return nil
5: end if
6: path← ∅
7: seg ← ∅
8: cur ← (t, r∗, k∗)
9: while cur 6= nil do
10: path← path ∪ {cur.vertex}
11: if pi[cur] 6= nil and pi[cur].k 6= cur.k then
12: seg ← seg ∪ {pi[cur].vertex}
13: end if
14: cur ← pi[cur]
15: end while
16: return (path, seg)
3.4 Computing disjoint K-segmentable paths
with low latencies
Now that we have an algorithm that computes K-
segmentable paths, we can find a set of edge disjoint
paths by iteratively calling algorithm 3. Each time the
algorithm finds a path we remove all of its edges from
the graph. We continue until no more path exists. If we
want to provide traffic duplication over P paths and the
algorithm finds more than P ′ > P paths we can keep
the worst P ′−P as secondary path that we use in case
there is a failure in one of the paths we are using. This
allows to maintain a set of P paths even in the case of
a failure.
One thing that we have to be careful with is that an
edge in G corresponds to many edges in G. Formally
an edge (v, u) in G corresponds to all the edges in G
of the form ((x,Dr1 , k1), (y,Dr2 , k2)) for r1, r2 ∈ V (G)
and k ∈ {1, . . . ,K}. We can avoid to explicitly remove
all these n2K2 edges by using a n by n boolean matrix
A such that A[v][u] is true if the edges of the form
{((v, r1, k1), (u, r2, k2)) | r1, r2 ∈ V ∧k1, k2 ∈ {1, . . . ,K}}
are active and false otherwise. Then, instead of remov-
ing the edges we set A[v][u] to false and take the values
of A into consideration when finding paths.
The time complexity of finding P paths isO(P (nmK+
n2K)) since the SPS algorithm runs in O(nmK+n2K).
4. EVALUATION
In the previous sections, we have proposed algorithms
that enable routers to compute segmentable disjoint
paths. In order to assess their possible application,
we performed various experiments by considering sev-
eral topologies of Internet Service Providers (ISP). Each
topology is a graph with two attributes per link : the
IGP metric and the latency. We use five topologies for
our experiments. The first four ones were collected by
the Rocketfuel project and are described in [20]. Both
the IGP weights and the latencies were inferred from
traceroute data in these topologies. The last topology
includes the backbone routers of a large Tier-1 ISP with
the real IGP weights. The link latencies were computed
from the geographical distance between the cities. Ta-
ble 3 provides some data about these topologies.
Name # nodes # edges
Rocketfuel : AS1239 153 1010
Rocketfuel : AS1755 67 248
Rocketfuel : AS3257 103 484
Rocketfuel : AS3967 57 208
Real backbone approx 150 approx. 700
Table 3: ISP Topologies
We implemented the algorithms described in the pre-
vious sections in Java. Our code contains 3 classes and
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600 lines of code. For our evaluation, we used an intel
Core i7 on a laptop with 4 GBytes of RAM using Linux
Ubuntu 14.04 LTS.
In all our experiments we set K = 3 meaning that we
use at most 3 segments for each path. We performed
experiments with other values and they show that we
do not gain much by allowing more segments. Our first
evaluation is to measure the number of link and node
disjoint paths that exist in these networks. Figure 7
provides the proportion of the router pairs for which
there are at least P link disjoint paths. This proportion
was obtained by iteratively running algorithm 3 on each
topology for all pairs of nodes until no more paths where
found. The proportion of the number of link disjoint
paths depends on several factors, notably the number
of links attached to each router. We observe that for
more than 90% of the pairs at least 2 disjoint paths
exist in each topology, for 40% of the pairs we are able
to find 3 paths and that for approximatively 20% of the
pairs we are able to find 4 paths.
Using a brute force integer programming model we
computed the exact maximum number of disjoint paths
for the AS1755 and AS3967 topologies. This shows that
our algorithm achieves the maximum number of paths
for 96% of the pairs for the AS1755 topology and 98%
for the AS3967 topology. This shows that, at least in
these topologies, it would not be possible to find much
more paths. This information could not be computed
for the other topologies due to the exponential complex-
ity of the brute force algorithm.
Figure 7: For P = 1, . . . , 6 the figure shows the percent-
age of pairs in each graph for which we can find at least
P disjoint paths.
As we shown in Section 2.1, when the difference of
latency between the best path and the worst path in a
path set increases we get a decrease of performance of
TCP. Figure 8 shows for each ∆d what is the percentage
of pairs such that the difference between their worst
path and their best path is at most ∆d. We observe that
for 2 paths more that 90% of the pairs have ∆d < 10ms.
For 3 paths we have 75% of the pairs.
Figure 8: For P = 2, 3 and ∆d we show the percentage
of pairs that have a difference of latency between the
IGP path and the worst path in the path set found by
our algorithm at most ∆d.
In a real network, the running time of such algorithms
can be an important factor. Link and node failures are
relatively frequent events in large ISP networks. After
a remote failure, a router may need to recompute the
disjoint paths that it uses to reach distant routers. As
we said previously, we run our algortihm until no more
paths are found. This means that we may find a lot
more disjoint paths than the ones we use for traffic du-
plication. If this is the case we can instantly switch to
another path upon a link failure. In the meantime we
recompute a new path set from scratch to try to find
a better set of paths. In the real ISP, our unoptimized
Java code takes on average less than 315 milliseconds to
find all the paths from a source to a destination. This
remains a reasonable computation time compared with
the various computations that the IGP already requires
on routers [10].
5. RELATED WORK
The Low latency via Replication proposal [?] is the
closest to our work. They also propose replicate pack-
ets across diverse resources then use the first answer.
However, their approach differs in the sense that they
use replication to query different systems such as DNS,
while our solution use multiple disjoint paths to interact
with one destination. Our approach is more network-
based rather than system-based.
Different source routing techniques have been pro-
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posed in the literature, e.g. [19, 13, 21, 5]. Segment
Routing is a modern and standardised form of source
routing. It inherits several of the features of the earlier
proposals. On the other hand, Segment Routing has
two advantages. First, its standardisation progresses
well within the IETF, which implies that it will be use-
able in real networks in the near future. Our imple-
mentation in the Linux kernel will also contribute to
this deployment on both servers and routers. Second,
the IPv6 version of Segment Routing solves the security
problems that affected the IPv6 Source Routing header
and other proposals.
Another type of approach is to rely on Forward Er-
ror Correction to protect reliable services from the im-
pact of losses. Balakrishnan et al. propose in [?] a
Forward Error Correction (FEC) mechanism to recover
from bursty losses. The goal of the authors is different
in the sense that they want to recover from loss, while
we focus on minimizing network delay.
In the literature there are essentially two approaches
to compute disjoint paths between a source and a des-
tination[6]. The most straightforward approach is in
the same spirit as ours in the sense that it consists on
successively computing shortest path with the Dijkstra
algorithm. Then the paths are deleted until no more
path can be found [11]. To our knowledge, none of
these approaches have been extended to support Seg-
ment Routing. A frequent cited drawback of using suc-
cessive shortest paths is that there are pathological cases
where the algorithm is trapped in a path and cannot
find the disjoint ones. This happens when a shortest
path has edges in common with other potential paths.
Although this problem exists, [6] has shown that it is
very rare in real networks. The results obtained by
our exact algorithm confirm this for the AS1755 and
AS3967 topologies since we where able to find the max-
imum number of paths possible for more than 96% of
the pairs. A more sophisticated approach consists of
computing the maximum flow between the source and
the destination [2].
6. CONCLUSION
In this paper, we have proposed three main contribu-
tions that allow network operators to offer a better ser-
vice for mission critical applications that require both
low latency and reliability. Our solution builds upon the
Segment Routing architecture that is currently being
discussed within the Internet Engineering Task Force.
Our first contribution is a complete and open-source
implementation of the IPv6 version of Segment Routing
inside the Linux kernel. This is the first complete im-
plementation on this new protocol in an operating sys-
tem kernel. Our second contribution is the implemen-
tation and of a traffic duplication service that uses dis-
joint paths by leveraging the capabilities of our Segment
Routing implementation. We experimentally shown that
this solution is compatible with existing TCP-based ap-
plications and does not require any change to the TCP
stack. It can thus be deployed by network operators
in access routers or be included in hypervisors in dat-
acenters. Our third contribution is an efficient algo-
rithm that computes disjoint segmentable paths in large
networks. Its evaluation in real and inferred networks
shows that it finds disjoint paths that have close laten-
cies and do not require a large number of segments to
be realised.
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