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Abstract
Scholars frequently employ relatedness measures to estimate the similarity between two different items
(e.g., documents, authors, and institutes). Such relatedness measures are commonly based on overlapping
references (i.e., bibliographic coupling) or citations (i.e., co-citation) and can then be used with cluster
analysis to find boundaries between research fields. Unfortunately, calculating a relatedness measure is
challenging, especially for a large number of items, because the computational complexity is greater than
linear. We propose an alternative method for identifying the research front that uses direct citation inspired
by relatedness measures. Our novel approach simply replicates a node into two distinct nodes: a citing node
and cited node. We then apply typical clustering methods to the modified network. Clusters of citing nodes
should emulate those from the bibliographic coupling relatedness network, while clusters of cited nodes
should act like those from the co-citation relatedness network. In validation tests, our proposed method
demonstrated high levels of similarity with conventional relatedness-based methods. We also found that
the clustering results of proposed method outperformed those of conventional relatedness-based measures
regarding similarity with natural language processing–based classification.
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1. Introduction
Although it is difficult to consider cutting-edge technology, the mapping of scientific publications is still
a major sub-field in information science [1, 2]. A typical approach is to use citation relations between
scientific items (i.e., papers, patents, and authors). The citation network can be understood as a directed
graph between articles, so direct citation (DC) is the most straightforward way of tracing the citation linkage
from one article to another [3]. The major motivation of citations is to review and give credit to prior studies
[4]. However, citations of relevant sources can be missing for various reasons, such as information overload,
search failure, and non-use policy of journals [5]. Although up-to-date information technology enables more
articles to be accessed online, this also steeply increases the amount of information. Still, there is always
the possibility of missing the linkage between two scientific items.
To estimate the missing links between two scientific items, scholars frequently employ relatedness mea-
sures. The two most common citation-based relatedness measures are coupling measures: bibliographic
coupling (BC) and co-citation (CC). BC counts the relatedness between two scientific items when they have
common third items in their reference lists (Fig. 1(a)) [6, 7]. The strength of BC between two items is de-
termined by the reference lists written by the original authors of the two items; thus, the linkage is based on
the two authors’ accumulated backgrounds when each article was published. Meanwhile, CC measures the
frequency with which two items are cited together in a third item (Fig. 1(b)) [8]. CC conveys information on
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Figure 1: Coupling methods: (a) BC links item A and B when they cite common items C, D, and E; (b) CC links items A
and B when they are cited by common items C, D, and E. (c) The relationship between BC and CC can be interpreted as
second-neighbor relations with inverse directions in a citation network.
the cognitive similarity between two items from descendant authors because it depends on the reference lists
of later publications. There are also many textual-based approaches introduced from the field of information
retrieval such as BM25 and hybrid approaches that mix citation and textual similarity [9, 10].
Because of the numerous approaches in the field, the accuracy of each measure for mapping science and
technology needs to be compared. Although no ground truth is available, some scholars have suggested
determining the most accurate relatedness measure among the candidates [11, 12]. Other scholars have
argued that the accuracy cannot be absolutely determined and that each relatedness measure is accurate from
its own perspective, so finding one relatedness measure that is more precise than the others is unnecessary
[13]. This camp’s main claim is that different relatedness measures focus on different agents and viewpoints
in science and technology. For example, the CC count varies over time, while the BC count does not change
over time. We believe both views are correct in some sense, but the second approach suggests that each
relatedness measure needs to be fitted to the purpose of the analysis. For a comprehensive understanding
of science and technology, a specific relatedness measure is sometimes needed.
Modern advances in information technology enable a large amount of bibliographic metadata to be
tracked. For example, Scopus contains more than 76 million records as of early 2020 and is rapidly in-
creasing in size with time [14]. Even though modern improvements in information technology have made
available huge amounts of computational power, the number of records is also much greater than in the past.
Calculating the relatedness of BC and CC is challenging because of the high computational complexity. The
exact complexity depends on the implementation method but should be greater than linear. Thus, as new
items are introduced into a database, more computational resources are needed to manage the extra data.
To overcome the above difficulties, we propose a new approach for identifying the research front that
combines the principles of each relatedness measure, i.e., BC and CC. We applied a simple modification
to the citation graph to emulate BC and CC without suffering from the massive computational complexity
of relatedness measures. In particular, a simple node-splitting method for the DC graph makes it possible
to get similar information as that of coupling relatedness measures. In this study, we mainly focused on
the similarity between clusters from the original relatedness measures and those of our proposed method
captured by an information entropy-based similarity measure. We also tested the performance when the
citation linkages were normalized to find the optimal normalization for our proposed method. Our validation
results showed that the clustering of the proposed method not only emulated the original relatedness-based
clusters but also outperformed them in accuracy when compared to natural language processing-based article
classification.
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Figure 2: Schematic diagram of the proposed clustering method. (a) A network comprising entire articles and citations is
generated. (b) A node is split into two distinct nodes based on the citation direction. BC links items A and B when they cite
common items C, D, and E, (b) whereas CC links items A and B when they are cited by common items C, D, and E. (c) The
interrelation between BC and CC can be interpreted as second-neighbor relations in a citation network.
2. Methods
2.1. Node split method for graphing citations
Citation relations can be understood with graph theory. Nodes represent scientific items (papers or
patents), and the directed edges between two nodes represent citations. From this perspective, BC and CC
can be interpreted as second-neighbor relations between two items (Fig. 1(c)). A bipartite network with two
distinct types of nodes can be projected onto a single layer [15]. For instance, if cited items are nodes and
citing items are virtual edges between them, this naturally yields information similar to CC by projection.
This is also valid for BC in reverse. Thus, clustering in BC and CC networks is equivalent to clustering in the
projected citation network. Going further, DC already has the BC and CC information as second-neighbor
relations (Fig. 1(c)), so projection does not need to be employed. Instead, the clustering information of the
layer simply needs to be taken separately, as long as the network is bipartite. However, the critical problem
is that an empirical citation network is not bipartite. A single paper can cite another paper, while a third
paper cites both of them; thus, a paper can act as both the cited node and citing node at the same time.
We propose the node split method, which allows citation networks to be considered as a bipartite network.
For a citation network, the two main roles of a node are giving and receiving citations. Our idea is simply to
split a single node into two distinct nodes based on its role. First, we begin with a raw directed network of
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papers and citations (Fig. 2(a)). We then duplicate each paper P (i) into two papers belonging to different
layers: a citing node Po(i) and cited node Pi(i) (Fig. 2(b)). The two items in different layers are linked
when a citation exists in the original network. As an illustrative example, if paper P (A) cites another paper
P (B), there is an edge between nodes Po(A) and Pi(B) in the node split network. Note that there is no edge
between nodes in the same layer. We remove dangling nodes with no edge and convert a directed edge into
an undirected edge to generate the final network (Fig. 2(c)). Additionally, we may apply an edge weight
normalization technique to enhance the clustering accuracy, which we discuss further in Section 3.1. We
then apply network clustering algorithms to the generated network. There is no restriction on algorithm
selection, so any clustering algorithm can be applied [16, 17, 18]. The resulting clusters comprise both
citing and cited nodes. We again separate the cited and citing nodes to yield two distinct clustering results.
Because there is no edge between nodes in the same layer, the clusters in a single layer fully depend on the
higher- and even-order neighbor relations. The second-neighbor relations should have the largest impact on
the clustering. In other words, the resulting clusters of citing nodes Po(i) and cited nodes Pi(i) emulate BC
and CC clusters, respectively.
One of the most important advantages of the node split method is the computational cost compared
with BC and CC. Although the computational complexity of clustering algorithms in time and space has
not been well studied, the required resources essentially depend on the numbers of nodes and edges. Our
proposed method does not change the number of edges and increases the number of nodes twofold at most
compared to the original graph. In contrast, BC and CC drastically increase the number of edges. Although
they do not change the number of nodes, the increased number of edges increases the spatial complexity.
Thus, edge filtering techniques need to be applied to reduce the complexity of these coupling measures [10],
which the node split method does not need. Moreover, calculating the coupling relatedness is inherently
costly. A typical approach is to multiply the adjacency matrix of the citation network. The CC adjacency
matrix is given by C = AAT , and the BC adjacency matrix is given by B = ATA, where A is an m×m DC
adjacency matrix and m is a number of nodes. The computational complexity of a general network is O(m3)
at most for a dense matrix if the cost of the matrix transpose is neglected. Fortunately, the complexity
can be up to O(nnz(A) × m) because the citation network is very sparse. However, this is still costly.
Here, nnz(A) is the number of nonzero elements (i.e., total number of citations of articles) for an adjacency
matrix. In contrast, the node split method requires a single loop for the edges to re-index the citing and
cited articles. The temporal complexity is therefore only O(nnz(A)). In summary, the node split method is
more computationally efficient than coupling measures in terms of temporal and spatial complexities.
Table 1: Total number of nodes and edges for each benchmark set.
Source Nodes Nodes (without isolated) Edges
Information Science 13217 9945 63171
Sociology 1182674 352587 865051
Materials Science 1559740 862752 5457293
Physics 1739118 1182880 7806808
2.2. Constructing benchmark networks
Although the proposed method has the theoretical merit of computational efficiency, it needs to be
empirically validated with real citation data. We constructed a benchmark for the proposed method from
the October 2018 dump of Microsoft Academic Graph (MAG) [19, 20], which contains the complete entries of
Microsoft Academic Service. This dataset includes metadata of items in TSV format; it includes articles and
patents with the citation relations between them. The field of study (FOS) classified by MAG was assigned
to all items. We first filtered papers published within 10 years from 2008 to 2017. We then collected papers in
three different fields among 19 top-level FoSs for the benchmark: sociology, materials sciences, and physics.
A set of articles published in three well-known information science journals between 1950 and 2017 was
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Table 2: Total number of nodes in the sampled networks.
Type of network Information Science Sociology Materials Sciences Physics
DC 9945 352587 862752 1182880
DC (GCC) 9779 318425 843300 1151450
BC, Top 20 8132 204403 653917 820012
BC, Top 20 (GCC) 8060 195821 647521 807180
CC, Top 20 7841 217343 646301 886303
CC, Top 20 (GCC) 7762 205913 639898 874018
Node Split 16344 460846 1332449 1763237
Node Split (GCC) 15903 404175 1295457 1699048
Node Split, Citing 8353 225449 673811 856792
Node Split, Citing (GCC) 8141 198262 655559 824999
Node Split, Cited 7991 235397 658638 906445
Node Split, Cited (GCC) 7762 205913 639898 874049
also selected: the Journal of Informetrics (JOI), Journal of the Association for Information Science and
Technology (JASIST), and Scientometrics. For all sets, we only used items for which DocType was assigned
to journal.
We restricted our analysis on the citation relations so that both the citing and cited articles belonged to
the target subset. Each set contained 9945 nodes (information science) to 1182880 nodes (physics without
isolated nodes; see Table 1). We then constructed relatedness networks with the original DC, BC, and CC.
Edges of coupling measures were filtered with the TopM method at M = 20 based on coupling strength [10].
Here, the coupling strength was defined as the number of co-references (for BC) or co-citations (for CC)
between two nodes. Only the giant connected component (GCC) of each network was considered, so nodes
outside GCC were also filtered out (see the statistics in Table 2). Note that the number of nodes (articles)
in the GCC was greater for the node split network than its counterpart (for BC, compare the nodes of BC
and citing nodes of the node split GCC; for CC, compare the nodes of CC and cited nodes of the node
split GCC). An important merit of the proposed method is that it does not remove edges according to their
strength. Therefore, it can cluster more nodes than the coupling methods for analysis.
We also normalized relatedness measures by dividing the relatedness of a measure by the total sum of
relatedness for a paper P (i) [21]. Thus, the normalized edge weight rˆ (i.e., DC, BC, or CC) of papers P (i)
to P (j) is given by
rˆij =
rij∑
k rik
, (1)
where rij is the raw relatedness strength between papers P (i) and P (j). This normalization rescales the
edge strength for all papers to be at the same magnitude. Similarly, we tested four normalization methods
for the node split network: the raw network (Raw), out-directional normalization (OutNorm), in-directional
normalization (InNorm), and bidirectional normalization (BiNorm). All edges of the node split network must
exist between a citing paper and cited paper, so the methods are distinguished by the basis of normalization.
The out-directional normalization is performed on citing papers, so the out-directional normalized edge
weight wˆoij between a citing paper Po(i) and cited paper Pi(j) is defined as
wˆoij =
wij∑
k wik
, (2)
where wij is the link strength between a citing paper Po(i) and cited paper Pi(j). In-directional normalization
is performed in the reverse direction of out-directional normalization on the cited papers, so the in-directional
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normalized edge weight wˆiij between a citing paper Po(i) and cited paper Pi(j) is defined as
wˆoij =
wij∑
k wkj
, (3)
Finally, bidirectional normalization considers both directions, so the normalized weight is defined as the
geometric mean of the out- and in-directional normalized weights:
wˆbij =
√
wˆoij × wˆoij =
wij√∑
a wia ×
∑
b wbj
. (4)
2.3. Clustering analysis of the benchmark networks
To find the cluster for a given network, we applied the up-to-date Leiden algorithm [17], which is a refined
version of the Louvain algorithm. The Leiden algorithm allows various modularity or quality functions to
be used; we used the quality function of the Potts model with the configuration null model proposed by
Reichardt and Bornholdt (RB model) [22]:
Q =
∑
ij
(
Aij − γ kikj
2m
)
δ(σi, σj), (5)
where Aij is the edge weight between nodes i and j, ki and kj are the node strengths of nodes i and j,
respectively, and m is the total number of nodes. The resolution parameter γ can be controlled to vary the
number of clusters. Here, σi denotes the assigned community of node i where the delta function δ(σi, σj) is
1 if σi = σj and 0 for other cases.
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Figure 3: Similarity between the clusters from the relatedness measures and node split network. (a–d) NMI similarity of
clusters between BC(Top20) and the citing papers from the node split network with the four different normalization methods
(Section 2.3). (e–h) NMI similarity of clusters between CC(Top20) and the cited papers from the node split network with
the four different normalization methods (Section 2.3). For (a–h), the similarity between BC(Top20) and CC(Top20) is also
presented to represent the baseline.
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We calculated the normalized mutual information (NMI) to estimate the similarity of the clustering
results [23, 24], which is based on information theory and is known for its robustness. Although NMI gives
fair results for most cases, a bias has been reported for comparisons between different numbers of clusters
[25, 26]. Comparing clusters with similar granularity enhances the accuracy, so we considered the granularity
of clusters for the results.
3. Results
3.1. Similarity between clusters from the relatedness networks and node split network
Our main goal was to emulate the original relatedness clusters with a low computational cost. We used
NMI to demonstrate the similarity between clusters from the relatedness networks and node split network.
Our primary interest was to prove that our method provides results reasonably similar to the target clusters,
not a perfectly match. The clusters from different methods should be similar to some degree because they
reflect the landscape of science and technology. We compared our results with the coupling-based clusters
(i.e. CC and BC clusters) through NMI. Despite slight differences in disciplines, we found common high
NMI scores for our proposed method (Fig. 3). Specifically, NMI > 0.5 for most of the range of the resolution
parameter γ, which was much higher than the baseline similarity. We found that NMI was stable with
varying γ for large sets. NMI showed a large dip around γ ∼ 1.0 for smaller subsets (Figs. 3(a), (b), (e),
(f)) but not for the large sets (Figs. 3(c), (d), (g), (h)).
We continued our analysis by comparing the results with the normalization methods. Because the target
relatedness network was normalized by the total sum of the relatedness of a given paper, normalization
should increase the similarity. We indeed observed better similarity when the correct normalization was
used. First, when BC was emulated for citing papers, out-directional normalization always outperformed
the other three normalization methods (Figs. 3(a)–(d)). However, when CC was emulated for cited papers,
the results were rather unclear. Subsets of the information science and sociology journals gave better results
with in-degree normalization (see Figs. 3(e) and (f)). However, in-degree normalization was only the second-
best method for physics (see Fig. 3(h)) and third-best method for materials science (see Fig. 3(g)). In both
of the latter cases, bidirectional normalization outperformed the other normalization methods.
In summary, normalization increased the similarity between the original target clusters and node split
clusters. Thus, for clusters of citing papers, we used out-directional normalization for the citing nodes and
refer to this as bipartite backward citation coupling (BBCC). Despite the uncertainty in the results, we
believe that in-directional normalization is the logical choice for clusters of cited papers if we consider the
structure of the bipartite network in Fig. 2. This is because we normalized the CC strength with the number
of total co-citing articles, which is correlated with the number of in-directional links to cited nodes. Hence,
we used in-directional normalization for the cited nodes, which we refer to as bipartite forward citation
coupling (BFCC).
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Figure 4: Correlations between the granularity and resolution parameter for each network. Note that the granularity G is an
increasing function of the resolution parameter γ.
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3.2. Clustering accuracy of the node split network compared to benchmark networks
Although it was not our primary interest, the general clustering similarity between the node split and
coupling networks suggests an interesting question: Can the clustering results be improved with a measure
other than relatedness? Obviously, there is no gold standard for perfect clustering. However, we believe
textual-based similarity [10] is a good candidate. Thus, we again borrowed the FOS of MAG. This FOS
encompasses natural language processing and citation-based similarity in a large-scale dataset that is orga-
nized hierarchically into six levels, where level 6 has the highest granularity. We used the level 2 FOS for
validation data; this comprised 82, 878 different labels. Multiple FOSs were assigned to an article with a
confidence score from 0 to 1. We did not allow the overlapping community structure at the clustering stage,
so we only took the most confident label for each paper.
Before we proceed to the detailed analysis of the clustering accuracy, we stress that the granularity levels
of each clustering method may differ, even for the same resolution parameter. The granularity GX for the
clustering X can be defined as
GX =
N∑
α (S
X
α )
2
, (6)
where N is the number of nodes in the set and Sα is the number of publications in the cluster α [10]. The
granularity G gradually increased as a function of γ, as we expected. However, the estimated granularity GX
was quite different among the methods (see Fig. 4). For the same γ, BBCC always had higher granularity
than the other measures. To compensate for this effect, we evaluated the accuracy at each granularity level
as well as resolution parameter value (Fig. 5).
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Figure 5: Clustering accuracy for the 82, 878 clusters of the MAG Level 2 FOS according to NMI: (a–d) accuracy as a function
of the resolution parameter γ and (e–h) accuracy as a function of the granularity G.
In this analysis, we used NMI for the clustering results and MAG FOS to quantify the clustering per-
formance of the different methods: a higher NMI indicated better clustering accuracy. First, the trend of
NMI as an increasing function for both γ and G (see Fig. 5) reflects its bias towards highly granular clusters
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Figure 6: Application of the node split method to the author network. We selected the top 100 authors in the information
science journals based on the h-index. Panels (a–d) show the clustering results with the CC network, and panels (e–h) show
the results with the node split method. For (a–h), the edges represent CC relations, and the color corresponds to the clusters.
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[25, 26]. Naturally, BFCC and BBCC outperformed the relatedness networks (BC, CC, and DC) for the
same γ level because they had higher granularity (see Fig. 4). This trend was still valid when we accounted
for the granularity. Both BBCC and BFCC had higher clustering accuracy than the corresponding BC and
CC relatedness networks, respectively (see Fig. 5(e–f)). Additionally, BFCC outperformed the other net-
works for most of the granularity range. Overall, the node split method not only reduces the computational
cost but also may provide better clustering results.
3.3. Application to coupling authors
Although our clustering method is primarily intended for papers or patents, which cannot be expressed as
a bipartite network, it can be applied to networks in a bipartite state. For instance, an author-paper citation
network can be drawn as a bipartite network yet still be partitioned by our method. We demonstrate the
results of the CC network and BFCC network for authors sampled from the information science field [27].
We selected the top 100 authors in the set of information science journals presented in previous sections
according to their h-index extracted from the citation in the set (see Fig. 3.2. CC and BFCC gave similar
results for low resolution parameter values (γ ≤ 0.2), while BFCC gave more granular clusters for higher
resolution parameter values (γ ≥ 0.6). Besides the higher granularity, BFCC also yielded more singleton
clusters than CC. These results demonstrate that the proposed method can be applied to any citation
relations even if they are already in the bipartite state because it can yield similar clustering information as
the corresponding relatedness network.
4. Conclusion
In this study, we developed a novel approach towards mapping scientific literature that is inspired by the
coupling relatedness measures of BC and CC. We applied our approach to an empirical dataset of papers
in the fields of information science, sociology, materials science, and physics and demonstrated its merits.
First, both layers of our method keep more nodes than its conventional coupling counterparts. According to
NMI, our proposed method gives similar results without suffering from a heavy computational load. Level
2 FOS of MAG was used to evaluate the clustering accuracy, and the proposed method showed a higher
clustering similarity than the coupling measures. Our validation was limited to certain fields of science
within 10 years of publication, which certainly does not represent all fields of science and technology. The
accuracy advantage may be smaller (or even negative) for other disciplines, but the proposed method still
provides the advantage of a lower computational cost, which was our original objective. We also applied our
method to clustering authors and compared the results with CC coupling to demonstrate its flexibility.
Although previous studies have examined relatedness measures in detail, they usually focused on cal-
culating the relatedness directly, which requires a heavy computational load and high memory usage
[1, 3, 6, 7, 8, 11]. We suggest that an in-depth understanding of the citation structure may be needed
to enhance the efficiency of the citation analysis. Our approach also can be understood as a refinement
of investigating the extended direct citation [10], which enhances the clustering accuracy with a minimum
increment of the computational cost using structural information. Beyond the mapping harnessed in this
study, many questions remain to be addressed. If data-driven analysis is based on a solid understanding of
the mathematical formulation of the citation graph itself, the resulting synergy will help lead to an unbiased
and quantitative understanding of the dynamics of science and technology.
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