We consider a more practical scenario in which only four retransmissions are allowed with 10 iterations between retransmissions. The block length is 900 information bits, and each retransmission contains N, systematic bits, each of which is repeated r times, such that uN, = 60. Thus each retransmission consists of 60 channel symbols for binary phase shift keying (BPSK) modulation and amounts to approximately 2.1 % incremental redundancy. The retransmissions effectively reduce the rate of the code and hence increase E,,/N0 at the receiver. We account for this additional received energy by defining the eflective Eb/No as the average Eb/No at the receiver, taking into account the average number of incremental redundancy transmissions per packet. We note that the comparison is not completely fair because we are not accounting for the energy transmitted from D to S in the retransmission requests, and the code rate after retransmissions may be as low as 0.288.
Multiplierless multilayer feedforward neural network design using quantised neurons H.K. Kwan and C.Z. Tang An approach for designing multiplierless multilayer feedforward neural networks using quantised neurons is proposed. The design has significant merits for digital VLSI implementation in terms of reduced silicon area and increased operational speed. As compared to one-powers-of-two weights approaches of multiplierless design, the quantised neurons approach offers additional advantages of simplicity in activation function realisation and freedom in weights adaptation.
Introduction:
In recent years, neural networks have found increasing applications in diverse fields. Real-world applications require dedicated hardware to take full advantage of neural network architectures [ 1, 21. As compared to analogue techniques, digital techniques offer desirable features with regard to dynamic range, accuracy, modularity, expandability, and programmability for implementing neural networks [3] . The two major drawbacks of digital implementation of neural networks are larger silicon area and slower speed [3] , which are due to the massive multiplications requirement for computing weighted signals, and the complexity in computing the outputs of nonlinear activation functions. The hardware impacts of these two drawbacks can be reduced by innovative designs. Restricted integer-weight approximation of continuous-weight multilayer feedforward networks is advanced in [4] . In [5], weight values of multilayer perceptrons are restricted to powers-of-two or sum-of powers-of-two (SPOT), thus saving chip area and computation time. The design was applied to binary input to binary output pattern recognition problems. In [ 6 ] , one-powers-of-two (OPOT) weights and simplified sigmoid activation functions, and in [7] , OPOT weights, are respectively used to implement multilayer feedforward neural networks (MFIWs) for discrete input to output mapping. The approaches described in [5-71 represent each weight in an OPOT format such that no multiplication is required. An alternative approach to eliminate multiplications in an MFNN is to represent the outputs of activation functions in an OPOT format. In so doing, a multiplication is again reduced to a binary shift operation. In this contribution, we introduce multilayer feedforward neural network design using quantised neurons (QNs) with OPOT activation outputs. With QNs, the operation of computing the weighted sum through multiplications and additions is reduced to binary shifts of weights and additions.
OPOT activation .function: The simplest form of the QN generates outputs in the form of OPOT values as (&I, 52-1, &2-2,, . . , &244,0) (1) M determines the number of discrete output levels. Except for its discrete output format, the QN operates in a similar way to an ordinary neuron with a bipolar sigmoid activation function. The discrete output of the QN can be realised by the OPOT activation function as defined by:
where C,n for m = 1,2, . . . , M+ 1 are boundary values to be determined later.
OPOT derivative function:
The backpropagation algorithm is commonly used in the training of an MFNN, which requires the derivatives of activation function for learning. The OPOT activation function defined in (2) has zero derivative within each interval. If zero derivatives are used, no learning will occur. As the OPOT activation function is approximating a continuous bipolar sigmoid activation function, an appropriate nonzero derivative can be assigned to each interval to approximate the original activation function. Consider the bipolar sigmoid activation function as
No. 73g ( r 1.0) is a gain factor. First, the values of z,,,( =zo, zl, . . . , zM) at  F ( z , ) 2-"' for m = 0, 1, . . . ,Mare found. Then, the boundary points of each interval of G(z) are determined as A plot of the original bipolar sigmoid activation function and the OPOT activation function for M = 3 is shown in Fig. 1. The derivatives of   F(z,,) at z,( =zo, z l , . . . ,zM, and 0) are used, respectively, to approximate the derivatives of G(z) within the interval above C,, that bounded by (C,,,, to C,,,) for II? = I, 2, . . . , M, and that below CM+, as 
Fig. 2 Recall accavacy against input noise
Simulalion results: The XOR and parity problems have been used to test the mapping ability of the design method. Simulation results have shown that an MFNN with QNs achieves the same mapping performance as the corresponding standard MFNN without need to increase network size. For the recognition of 26 English alphabets, each alphabet is represented by a matrix of 10 x 10 bipolar (3~1) elements on the input side and by a vector of 5 bipolar ( 2~1 ) elements on the output side. The FNN used has 100 bipolar inputs, 5 bipolar outputs, and one to two hidden layers with different numbers of hidden neurons. The convergence and generalisation properties of the network are examined. Simulations results indicate that convergence is always reached in each simulation. The generalisation capability is measured by the recall correctness of noisy patterns. Noisy patterns are constructed by randomly inverting a pre-specified percentage of the total elements in each training pattern, with noise levels ranging from 5% to 20%. A plot of the recall accuracy against the input noise percentage of the MFNN design using QNs, with one layer of 20 hidden nenrons and M = 4 is shown in Fig. 2 . CMFNN represents the standard MFNN designs and QMFNN represents the corresponding designs of MFNN with QNs. As expected, the generalisation capabilities of both CMFNN and QMFNN decrease as the noise level increases. As compared to CMFNNs, QMFNNs have insignificant deteriorations.
Hardware savings and speed gain: A binary shift operation, in which the output vector is a shifted version of the input vector, can be implemented using simple combinational logic. AVHDL design of an OPOT shifter has been implemented. This design has an area of 474 design units (158 gates) with a maximum delay of 1.35ns in LSI Logic 0.6 vm 3.3 V CMOS 600K ASIC technology. If we consider an 8 x 8 2's complement multiplication with carry-save array in the same technology, the multiplier requires 2525 design units (842 gates) and has a maximum delay of 11.30 ns. It can be seen that the area-delay product is significantly improved by replacing multiplications with OPOT shifters in the QMFNN desing. Another benefit of the QMFNN is that the implementation of the activation function is much simplified. The OPOT activation function can be realised using either comparators or combinational logic. A synthesised circuit of a VHDL design of this OPOT activation function for M=4 has been obtained. The input is assumed to be represented by 16 bits. This design requires an area of 1937 design units (646 gates) in LSI 600 K ASIC technology. In comparison, a 128-word 8-bit memory based look-up-table of the corresponding bipolar sigmoid activation function requires approximately 2560 gates.
Conclusions: Significant reductions in silicon area and signal delays have been achieved in designing an MFNN with QNs. The feasibility of the design based on the OPOT activation and derivative functions has been verified for applications like XOR, parity, and 26 English alphabets recognition problems. Nearly identical recall performance as the standard MFNNs can be achieved. The idea of QNs with OPOT outputs can be generalised to QNs with uniformly quantised outputs in the form of SPOT values at an additional hardware cost.
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