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Summary
Implementing a multi-agent system (MAS) on a wireless sensor network comprising sensor-
actuator nodes is very promising as it has the potential to tackle the resource constraints
inherent in wireless sensor networks by efficiently coordinating the activities among the
nodes. In fact, the processing and communication capabilities of sensor nodes enable them
to make decisions and perform tasks in a coordinated manner in order to achieve some
desired system-wide or global objective that they could not achieve by their own.
In this thesis, we review the research work about multi-agent learning and learning of
coordination in cooperative MAS. We then study the behavior and performance of sev-
eral distributed reinforcement learning (DRL) algorithms: (i) fully distributed Q-learning
and its centralized counterpart, (ii) Global Reward DRL, (iii) Distributed Reward and
Distributed Value Function, (iv) Optimistic DRL, (v) Frequency Maximum Q-learning
(FMQ) that we have extended to multi-stage environments, (vi) Coordinated Q-Learning
and (vii) WoLF-PHC. Furthermore, we have designed a general testbed in order to study
the problem of coordination in a MAS and to analyze more into detail the aforementioned
DRL algorithms. We present our experience and results from simulation studies and actual
vii
SUMMARY
implementation of these algorithms on Crossbow Mica2 motes, and compare their perfor-
mance in terms of incurred communication and computational costs, energy consumption
and other application-level metrics. Issues such as convergence to local or global optima,
as well as speed of convergence are also investigated. Finally, we discuss the trade-offs
that are necessary when employing DRL algorithms for coordinated decision-making tasks
in wireless sensor networks when different level of resource-constraints are considered.
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This Chapter provides a brief overview of the general principles of single-agent RL meth-
ods. The focus is on problems in which the consequences (rewards) of selecting an action
can take place arbitrarily far in the future. The mathematical tool for modeling delayed re-
ward problems are Markov Decision Processes (MDPs) and thus the approaches discussed
here are based on MDPs. The most prominent learning algorithm for Reinforcement
Learning (RL), Q-learning, is presented in Section 1.4.2 along with some of the theoretical
foundations on which this type of learning is based.
1.1 Wireless Sensor Networks and Multi-Agent Systems
Wireless Sensor Networks (WSNs) is a recent and significant improvement over traditional
sensor networks arising from advances in wireless communications, microelectronics and
miniaturized sensors. In fact, these low power, multi-functional sensor nodes are tiny in
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size, have embedded processing as well as communication capabilities and present a wide
range of applications from health to home, from environmental to military or from traffic
to other commercial applications. The main challenges in WSNs stem from their limited
resources. Actual commercialized motes such as Crossbow Mica2 motes (the current re-
search and industry leading hardware and software platform) [1] are small devices with
limited and generally irreplaceable battery power, small memory, constrained computa-
tional capacities and transmission bandwidth, etc. Moreover, being inexpensive devices,
sensor nodes are prone to failures. The most general concept is to have a large number of
wireless sensor nodes spread out in an environment for monitoring or tracking purposes.
Most of the research work on sensor networks focuses on techniques to relay sensed in-
formation in an energy-efficient manner to a central base station. In addition, methods
for collaborative signal and information processing (CSIP) [2] which attempt to perform
processing in a distributed and collaborative manner among several sensor nodes have also
been proposed.
A distributed approach to decision-making using WSNs is attractive for several rea-
sons. First, sensing entities are usually spatially distributed, thus forming distributed
systems for which a decentralized approach is more natural. Second, sensor networks can
be very large, i.e. containing hundreds or thousands of nodes; consequently, a distributed
solution would always be more scalable than a centralized one. Finally, a distributed ap-
proach is compatible with the resource-constrained nature of sensor nodes.
Therefore, a decentralized approach to performing computation, i.e. using distributed
algorithms, and limiting the amount and distance of communication are necessary de-
sign parameters in order to achieve an efficient, energy-aware and scalable solution. Fur-
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thermore, the restricted communication bandwidth and range in WSNs would exclude a
centralized approach.
Implementing a Multi-Agent System (MAS) for distributed systems is a useful (if
not saying a required) solution that presents numerous advantages. In fact, the different
entities of a distributed system often need their own systems to reflect their internal
structures, actions, goals and domain knowledge: MAS are particularly suited for this
modular representation and are practical to handle the interactions between these entities.
Having multiple agents can also speed up the system’s learning by providing a method for
concurrent learning. Another advantage of MAS is their scalability: it is easier to add new
agents to a MAS than it is to add new abilities to an existing monolithic system. Systems
like WSNs whose capabilities and parameters are likely to change over time or across
agents can gain from this benefit of MAS. Moreover, MAS are usually more robust than
their single-agent counterparts: they indeed distribute the tasks of the system between
several agents and enable redundancy of operations and capabilities by having several
identical agents. MAS can therefore be a solution to nodes failures. In addition, they
avoid the risk of having one centralized system that could be a performance bottleneck or
could fail at critical times. Finally, MAS are usually simpler to program by distributing
the system’s functions among several agents.
All of the above advantages of MAS make them a practical and suitable approach to
distributed decision-making on WSNs. However, implementing a MAS on a WSN does
not come without specific issues.
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1.2 Challenges with Multi-Agent Systems
Although MAS provide many potential advantages as aforementioned, the conceptualiza-
tion, design and implementation of a MAS arise a number of challenges [3], [4]. These
include the need for a proper formulation, description and decomposition of the overall
task into sub-tasks assigned to the agents. Usually agents have an incomplete view of the
environment: they therefore have to inter-operate and coordinate their strategies in order
to coherently and efficiently solve complex problems and avoid harmful interactions.
From a particular agent’s point of view, MAS differ from single-agent ones most sig-
nificantly in that the environment dynamics and an agent dynamics can be influenced by
other agents as shown by Figure 1.1. In addition to the uncertainty (i.e. stochasticity)
that may be inherent in the environment, other agents can affect the environment in un-
predictable ways due to their actions. However, the full power and advantage of a MAS
on WSNs can be realized when the ability for agents to communicate with one another
is added, enabling learning to be accelerated, more information to be gathered about the
world state, and experiences of other agents to be shared. Different methods can be de-
signed depending on the kind of information that is communicated, e.g. sensory input,
local state, choice of action, etc.
Following the taxonomy of MAS presented by Stone and Veloso in [5], the MAS do-
main can be divided along two dimensions: (i) degree of heterogeneity of the agents and
(ii) degree of communication involved. This thesis considers two main combinations of
heterogeneity and communication: homogeneous non-communicating agents (Section 3.1)
and homogeneous communicating agents (From Section 3.2 to Section 3.6). Agents may
4
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Figure 1.1: Abstract view of a 2-agent system.
also be characterized by whether they are cooperative, self-centered or competing as it is
proposed in [6]. Cooperative agents share some common goal referred to as the overall sys-
tem objective, whereas selfish agents work toward distinct goals but might still coordinate
with other agents in order to make these agents help them achieve their own objectives.
Competing agents have opposite objectives: their rewards are inversely correlated such
that the sum of all the agents rewards always equals zero. In this thesis, we focus on
cooperative MAS where coordination between the agents is needed in order to achieve
some overall system objective.
For decision-making problems on WSNs, a class of learning algorithm that facilitates
the learning of coordination is Reinforcement Learning (RL). The main motivation for
this choice is that we consider the case of sensor nodes which can actuate and cause
changes to the environment they operate in, i.e. sensor-actuator nodes. These nodes use
environmental information (based on their sensor readings) and feedback to learn to decide
5
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which actions to take. Coordination can therefore be similarly learnt using the same class
of algorithms. In the next section, we explain RL further and provide more justification
for using this method of learning with WSNs.
1.3 Reinforcement Learning
As defined in [7], “Machine Learning is the study of computer algorithms that improve
automatically through experience”. There exist three major learning methods in Machine
Learning: supervised learning, unsupervised learning and RL. In supervised learning, the
learning system is provided with training data in the form of pairs of input objects (often
vectors) and correct outputs. The task of the supervised learner is to learn from these
samples the function that maps the input to outputs and to predict the value of this
function for any valid input object and to generalize from the presented data to unseen
situations. On the other hand, in unsupervised learning, the system is given no a priori
output and the learner has to find a model that fits to the observations. RL is located
between supervised and unsupervised learning: it consists in “learning what to do –how to
map situations to actions– so as to maximize a numerical reward signal” [8]. The learner
is not told which are the correct actions but it has to determine them through continuous
trial-and-error interactions with a dynamic environment in order to achieve a goal [8], [9].
There are several engineering reasons why Machine Learning in general and RL in
particular are attractive for WSNs. Some of these include:
• The working environment of the nodes might only be partially known at design time.
6
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Machine Learning methods that teach the nodes knowledge about the environment
are useful;
• The amount of information needed by certain tasks might be too large for explicit
encoding by system designers. Machines that learn this knowledge might be able to
capture more of it than system designers could or would want to write down;
• Sensor nodes are usually randomly scattered in the environment and at locations
that can be unaccessible (such as in a battlefield beyond the enemy lines). Therefore,
redesign or update of the knowledge of the nodes is not possible. Machine Learning
techniques enable the nodes to learn by their own and enhance their skills in an
online manner;
• Environments change over time. Machines that can adapt to a varying environment
would reduce the need for constant redesign and could run longer;
In a MAS, the system behavior is influenced by the whole team of simultaneously and
independently acting agents. Thus, the features of the environment (e.g. the states of
the agents, etc.) are likely to change more frequently than in the single-agent case. As a
learning method that does not need any prior model of the environment and can perform
online learning, RL is well-suited for cooperative MAS, where agents have little or no
information about each other. RL is also a robust and natural method for agents to learn
how to coordinate their action choices [10], [11].
In the standard RL model, the learner and decision-maker is called an agent and is
connected to its environment via perception or sensing, and actions, as shown in Figure 1.2.
7
1.3. Reinforcement Learning CHAPTER: 1
Figure 1.2: Abstract view of an agent in its environment in the RL framework.
More specifically, the agent and environment interact at each of a sequence of discrete
time steps t. At each step of the interaction, the agent senses some information about
its environment (input), determines the world state and then chooses and takes an action
(output). The action changes the state of the environment and this of the agent. One
time step later, the value of the state transition following that action is given to the agent
by the environment as a scalar called reward. The agent should behave so as to maximize
the received rewards, or more particularly, a long-term sum of rewards.
Let st be the state of the system at time t and assume that the learning agent chooses
action at, leading to two consequences. First, the agent receives a reward rt+1 from the
environment at the next time step t+ 1. Second, the system state changes to a new state
st+1.
There are several ways to define the objective of the learning agent, but all of them
attempt to maximize the amount of reward the agent receives over time. In this the-
sis, we consider the case of the agent learning how to determine the actions maximizing




krt+k+1 where γ is a discount factor in [0,1] used to weight near term rewards
more heavily than distant future rewards. We chose the discounted return since it is ap-
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propriate for continuing tasks in which the interaction with the environment continues
without limit in time.
The mathematical framework for delayed reward problems are Markov Decision Pro-
cesses (MDPs). This framework is discussed in the next section.
1.4 Markov Decision Processes
A RL problem that satisfies the Markov property, i.e. future outcomes are based only
on the current state, is called a Markov Decision Process, or MDP. An MDP is formally
defined [8] as follows:
Definition 1 A Markov Decision Process is a 4-tupleM = (S,A,P,R) where S is a set
of states, A is a set of actions available in each state, P : S ×A×S → [0, 1] is a mapping
from the state-action space to a probability distribution over the state space. A function
of P is called a transition probability and is denoted P ass′ = Prob(st+1 = s′|st = s, at = a).
Finally, R : S × A → R is a mapping of the state-action space which returns the reward
of taking a particular action in a given state. Rass′ = E[rt+1|st+1 = s′, st = s, at = a].
In this thesis, we focus on finite state discrete MDPs for which the state and action
spaces are both discrete and finite.
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1.4.1 Value functions
A policy Π is defined as a rule by which the agent selects its action as a function of states.
It is therefore a mapping from each state s ∈ S and action a ∈ A to the probability of
taking action a when in state s, i.e. Π : S ×A → [0, 1].
Moreover, the value of a state s under a policy Π, denoted V Π(s), is the expected
return the agent can receive when in state s and following policy Π thereafter. This
function, which is a mapping from the state space, is called the state-value function for
policy Π. It is formally defined by:





Similarly, the value of taking action a in state s under a policy Π, denoted QΠ(s, a),
is the return that the agent can expect while starting in state s, taking the action a, and
following policy Π thereafter:




γkrt+k+1|st = s, at = a}
The quantity QΠ is called the action-value function for policy Π. The objective of the
learning task can be expressed with QΠ in the following terms: find a policy Π∗ such that
10
1.4. Markov Decision Processes CHAPTER: 1
the expected value of the return is maximized, i.e. find Π∗ such that:
QΠ
∗
(s, a) = max
Π
QΠ(s, a) ∀ (s, a) ∈ S ×A
Several algorithms for solving the RL problem have been proposed. The most promi-
nent, Q-learning, is presented in the next section.
1.4.2 The Q-learning algorithm
Q-learning [12] is an algorithm developed from the theory of dynamic programming for
delayed RL that does not need a model of the environment and can be used online.
In Q-learning, the action values QΠ are represented by a two-dimensional lookup table
indexed by the state-action pairs.
The update rule at time step t of the Q-learning algorithm is given by:







where γ ∈ [0, 1] is the discount factor mentioned earlier and αt ∈ [0, 1] is a time varying
learning rate parameter.
The action-value functions learned using Q-learning will converge to the optimal
action-value function independently of the policy being followed [13] under the follow-
ing conditions: (i) the learning rate αt is properly decayed over time, i.e. such that
11
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∑∞




t < ∞ (Robbins-Monro’s conditions) and (ii) all the state-
action pairs are visited infinitely often.
The general form of the Q-learning algorithm is given in Figure 1.3.
Algorithm Single-agent Q-learning Algorithm
(∗ Phase I: Initialization ∗)
1. Q(s, a)← 0, ∀(s, a) ∈ S ×A
2. Sense initial state s0
3. a0 ← random action
(∗ Phase II: Learning phase ∗)
4. repeat (for each time step t)
5. t← t+ 1
6. Determine the new state st
7. Observe the reward rt(st)
8. Update Q-value:
Q(st−1, at−1) = (1− αt) Q(st−1, at−1) + αt
(
rt(st) + γmaxa∈AQ(st, a)
)
9. Take action at (-greedy action selection):
at =
{
argmaxa∈AQ(st, a), with probability (1− )
random action, with probability 
10. until terminal condition
Figure 1.3: Single-agent Q-learning with -greedy exploration.
1.5 Focus, motivation and contributions of this thesis
In this thesis, we consider the general case of a MAS implemented on a network of sensor-
actuator nodes which have to learn the correct behavior. This learning is achieved by
interacting with the environment they operate in: nodes use their sensors to determine
the state of the system, determine the best action to take by running a RL algorithm and
actuate causing changes to the environment. We focus on the discrete state and action
spaces and on infinite-horizon case by using a discounted expected return as optimization
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criterion in the learning process. We also concentrate on cooperative MAS for which all
the agents work together toward a global objective.
Our motivation is to study extensions of RL-based algorithms to MAS proposed in
the literature and implement the most promising ones on actual wireless sensor nodes and
study how these algorithms behave in real environmental conditions. These algorithms
are later referred to as Distributed Reinforcement Learning (DRL) algorithms.
Our contribution can be summed up as follows: although there has been related
work which adopt a multi-agent perspective to sensor networks [14] and RL is a common
technique employed in MAS [15, 16, 17], our work is novel since it is the first study and im-
plementation of cooperative and coordinated RL algorithms in an actual sensor network.
Parameters of interest for WSNs are specifically taken into consideration in order to com-
pare the algorithms. We provide an extensive literature review about distributed solutions
to reinforcement learning that are implementable on wireless sensor nodes. Furthermore,
we propose two extensions of Kudenko and Kapetanakis’ FMQ heuristic to multi-stage
environments. Moreover, a general testbed has been designed to test the learning of co-
ordination provided by the algorithms. Finally, we implemented numerous (nine) DRL
algorithms in nesC and compiled them on actual Crossbow Mica2 sensor nodes, which
makes this work the first implementation of distributed decision-making algorithms on
WSNs. These algorithms are recent (proposed by the literature during the past five years)
and represent the state of the art in resource-constrained distributed reinforcement learn-
ing.
This thesis is organized in the following way:
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Chapter 1 (this Chapter) introduces the main concepts discussed thereafter such as
Wireless Sensor Networks, Multi-Agent Systems, Reinforcement Learning and Markov
Decision Processes. It also explains the focus and contributions of this work;
Chapter 2 gives an overview of the most related work in the field of MAS. Several ap-
proaches to distributing the learning process among several agents of a MAS are
described;
Chapter 3 describes further the DRL algorithms proposed in the literature that are the
most interesting to apply to WSNs. The main idea and update rules as well as the
weaknesses and strengthes of these DRL algorithms are presented and discussed. A
first comparison in terms of memory requirements and scalability with respect to
the state and action spaces is also provided;
Chapter 4 presents a general testbed that we have designed in order to compare the
learning of coordination provided by the DRL algorithms of interest. This testbed
allows settings with multiple optimal joint-actions and takes into consideration de-
terministic, partially stochastic and stochastic rewards and/or state transitions;
Chapter 5 presents our experience and results from the implementation of the studied
DRL algorithms on actual Berkeley motes in terms of communication, computa-
tion and energy costs. Moreover, convergence and speed of convergence to optimal
policies are also studied: we investigate whether globally optimal or merely locally
optimal policies are achieved. We also discuss the trade-offs that are necessary when
employing the DRL algorithms for decision-making tasks in resource-constrained
WSNs;
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Chapter 6 gives the concluding remarks and directions for future work;
Appendix The pseudo-code of the DRL algorithms are given in this Appendix as well




RL has been an active research area in AI for many years. RL methods are fairly well
understood and have been successfully applied to many single-agent systems in various
domains (such as an elevator dispatching task [18], a checkers playing system [19] or a
juggling robot [20] to name only a few). However, extending RL methods to MAS is a
much less mature research area because it is harder to formulate and analyze theoretically.
This Chapter provides a short literature review of research work about multi-agent
learning related to the scope of this thesis. It is organized in the following way: the two
main challenges of multi-agent learning are first identified. We then review some research
work that tackle these issues and explain the solutions they present. In conclusion, we
consider the algorithms that appear the most interesting for cooperative decision-making
implemented on actual WSNs.
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2.1 Multi-agent Learning
A possible approach to multi-agent learning is to regard the MAS as a large single agent
whose state and action spaces are the concatenation of the local state and action spaces
of the different agents. The system then learns the optimal joint-policy using standard
single-agent RL techniques. This corresponds to the centralized approach to multi-agent
learning. However, such an approach is infeasible for most real-world problems because it
suffers from scalability: in fact, both the state and action spaces scale exponentially with
the number of agents. For example, imagine a small MAS that comprises 5 agents, each of
them can be in 100 different states. Then, the size of the state space of the MDP becomes
1005 = 10, 000, 000, 000 states. This exponential growth of the number of parameters to
be learned as a function of the number of agents was termed as the curse of dimensionality
by Bellman in [21].
Another reason why multi-agent learning is more challenging than single-agent learn-
ing is partial observability: states and actions of other agents are not fully observable.
Nonetheless, these are usually required for decision-making by a particular agent so that
the whole system can act optimally.
Several approaches have been proposed to tackle the two challenges inherent to multi-
agent learning: the curse of dimensionality and the partial observability. The most im-
portant approaches are considered in the following sections.
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2.2 Solutions to the curse of dimensionality
An easy way to cope with the curse of dimensionality given by research was to consider the
MAS as a sum of independent single agents arising the question of whether cooperation
between agents was useful in multi-agent learning. Solutions to this question are addressed
by [22] and [10].
2.2.1 Independent vs. cooperative agents
In fact, each agent can learn its policy independently of the other agents in the system:
it optimizes its own behavior and ignores the other agents by considering them as part
of the environment. The standard convergence proof for Q-learning does not hold in that
case since the transition model depends on the action of the other learning agents. This
may result in oscillatory behavior.
In [22], the author compares the learning of cooperative agents to the learning of
independent agents for several simulated hunter-prey tasks. The author comes to the
conclusion that trade-offs exist: cooperative agents can learn faster or converge sooner
than independent ones but, on the other hand, additional sensory information can interfere
with learning, sharing information comes with a communication cost and it takes a larger
state space to learn cooperative behavior, slowing down the learning (see Section 2.3.2 for
more details about the communication issue in MAS).
In [10], Claus and Boutilier also study this aspect and define these two approaches as
the Independent Learners (ILs) and the Joint-action Learners (JALs) approaches. They
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show that both JALs and ILs converge to an equilibrium in the specific setting of fully co-
operative, repeated games. In fact, even though JALs have much more information about
the other agents, they do not perform much differently from ILs in the straightforward
application of Q-learning to MAS. They also show that in games with multiple equilibria,
optimality of the chosen equilibrium is not assured: agents might agree on a sub-optimal
uncoordinated joint-action (general problem of equilibrium selection presented in [23]).
Finally, the authors report a repeated failure to reach the optimal equilibrium with JALs
when miscoordination is heavily penalized.
To conclude, even though convergence for independent learners is not guaranteed,
this method has been applied with success in multiple cases ([11], [22]). These results
encourage us to use the independent agents approach as a benchmark for comparison with
more complex approaches.
Another approach to tackle the curse of dimensionality is to solve the global optimiza-
tion problem by locally optimizing the different agents learning. This allows to restrict
the amount of information needed by each agent.
2.2.2 Global optimality by local optimizations
Several methods of global optimization with local information in a distributed manner have
been proposed by the literature: based on reward or value sharing ([15], [24]), projection
of the action space [16] or direct policy search [25].
In [15], Schneider et al. propose two new algorithms for Distributed Reinforcement
Learning (DRL) based on distributing the representation of the value function among the
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agents. Cooperative decision-making in the MAS is achieved by the exchange of either the
immediate reward received by each agent (Distributed Reward DRL) or the value of the
states each agent lands in (Distributed Value Function DRL) with its direct neighbors. In
the latter case, each agent learns a value function that is an estimate of a weighted sum of
future rewards for all the agents within the system. The authors demonstrate that their
algorithms perform better than the independent agents and the centralized approaches in
simulations of a distributed control of a power grid.
In [26], Ferreira and Khosla use the Distributed Value Function DRL algorithm (DVF)
[15] to reach collaboration in a MAS and apply it to two different distributed applications:
a mobile robot planning and searching task, and an intelligent traffic system in an urban
environment. In the case of the urban traffic control application, the DVF algorithm was
implemented on intersection controllers of a urban area of the city of Pittsburgh (USA).
Several other controllers were designed for comparison: fixed-time controllers and more
complex adaptive controllers based on local probabilities and queues. Empirical results
show that the DVF controllers outperform the two others by reducing the traffic volume
in the system as well as the network density. However, no comparison with other existing
distributed algorithms was provided. The good performance showed by the empirical
studies of the DVF algorithm explain why it is often cited by the literature ([16], [27],
[28]) and used for comparison ([17], [29]). This also motivates us to study Schneider et
al.’s DRL algorithms more in detail.
Lauer and Riedmiller [16] also studied a distributed approach to RL in a cooperative
MAS of independent and autonomous agents. Their main idea is to reduce the action
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space information needed by the agents to make a decision by projecting it to smaller
action spaces, rendering the information about the action space required by the algorithm
only local. Their algorithm is proven to find optimal policies in deterministic environments
without requiring communication between the agents: this is achieved by making agents
choose their local action by assuming the other agent’s behavior. An additional cooperative
scheme ensures that the combination of the elementary actions taken by the agents is
globally optimal.
In [30], Kudenko and Kapetanakis show that the exploration strategy has a crucial
impact on the performance of a multi-agent learning system. They present a heuristic,
called Frequency Maximum Q-learning, that modifies the way the value of an action is
defined in the Boltzmann action selection strategy to achieve convergence to an optimal
joint-action. Contrary to Lauer and Riedmiller’s algorithm, their heuristic keeps a history
of the rewards received during the learning process by defining frequency factors. These
frequency factors are used to influence the agents toward their elementary part of the
optimal joint-action. However, this heuristic has originally been designed for repeated
single-state cooperative games [10] and has to be extended to multi-state MAS which are
the focus of this work.
In [24], the authors present another approach to distributed learning. Their main
idea is to break down a global world utility function into local agents utilities. This leads
to create individual reward functions for every agent from a given one and to gather
the agents into clusters to build a “subworld-factored system”. The main drawbacks
of this procedure are that it complicates the analysis of the problem and enlarges the
21
2.2. Solutions to the curse of dimensionality CHAPTER: 2
computational expenses [16]. Moreover, experiments conducted in [31] show that learning
can become difficult and slow.
Besides the theoretical studies, several applications of DRL have been proposed. For
example, packet routing is a domain for which DRL algorithms have been designed. In [32],
Littman and Boyan describe the routing task as a RL problem and propose a self-adjusting
RL-based algorithm that requires only local information. Although their empirical studies
and simulations are promising, they are not realistic from the point of view of actual
computer networks.
in conclusion, the main drawback of the methods based on local optimization is that
the problem of finding a global optimal solution at the system-level in a local manner
with partial information is hard to solve and known to be intractable [33]. An alternative
approach is to exploit the structure of the multi-agent problem in order to find an efficient
solution.
2.2.3 Exploiting the structure of the problem
In many RL problems, the specific structure of the problem can be exploited in order to
solve more efficiently the multi-agent learning problem. Based on this observation, two
main tools have been proposed: Coordination Graphs (CGs) that can be used to coordinate
the actions of several agents and factored MDPs that can represent exponentially large
MDPs very compactly.
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Coordination Graphs
In [29], the authors introduce a new framework for multi-agent coordination: the concept
of Coordination Graph. In this paper, the authors factorize the Q-function of the MAS as a
sum of local Q-functions that are assigned to each agent and that depend on a subset of the
agents. Then, they use a CG to represent the coordination requirements within the MAS.
A CG is a directed graph where a node represents an agent and where there is an edge from
agent i to agent j if and only if agent i affects the value of the local Q-function of agent
j. Therefore, a CG allows a tractable representation of the coordination problem since
its edges connect agents that must directly coordinate their actions in order to maximize
some particular local functions. A CG can be combined with an action selection scheme
such as the Variable Elimination (VE) mechanism presented in [29] in order to determine
a joint-action maximizing a global Q-function.
CGs are a general technique and have been used with other distributed algorithms for
action selection such as the Coordinate Ascent algorithm or the max-plus algorithm ([34],
[35]) and have been successfully applied to a robot soccer team [36].
Factored representation of an MDP
Initially developed by Boutilier et al. in [37], factored MDPs have become an active
research area for RL in MAS since they provide a considerable representational economy
([38], [39], [40], [41], [42], [43]). Factored MDPs are based on the observation that the state
of a system can often be described using a set of features or factors [44]: the state is then
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viewed as the cross product of these features, each of which takes on significantly fewer
values. This also allows one to adopt a factored representation of several other components
of an MDP such as the action space, the reward function, the state transitions, etc. For
instance, the state transition induced by the actions of the agents can be described by
only reporting the change of the value of the features on which the actions actually have
an effect when executed.
Recently, Guestrin et al. presented an efficient planning algorithm for coordination
and decision-making problems in cooperative MAS [29]. In this paper, they model the
entire system by a factored MDP rendered possible by approximating the joint-value
function as a linear combination of local value functions, whose values depend on a small
number of agents. They provide an algorithm based on linear programming that computes
such factored value functions. The factorization of the system also enables the agents to
coordinate their actions using a simple message passing scheme based on a CG. Finally,
the authors validate their approach by successfully comparing it to the DVF algorithm
discussed previously. However, several drawbacks make this approach unpractical for an
implementation on WSNs. First, as highlighted in [42], the linear program computing
the parameters used in the approximation is computationally extensive and cannot be
implemented on actual sensor nodes. Second, the factored representation in [29] assumes
that the model of the environment is known a priori (their algorithm requires the state
transition probabilities). In most practical situations, a complete model of the environment
is not available. In addition, although factorization is desirable to deal with large tasks,
it is not always possible in general environments.
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In [17], the same authors tackle the problem of unknown state transition probabilities
and reward distribution by taking a RL approach. In this paper, Guestrin et al. show
how their action selection scheme based on a CG presented in [29] can be applied to
efficient DRL algorithms built on existing single-agent RL algorithms: Q-learning [12],
LSPI [45] and policy search [46]. Their Coordinated Reinforcement Learning algorithms
are all based on a parameterized representation of a policy or value function. Agents
then use their experience with the environment to optimize the parameters. A structured
coordination between the agents appears both in the learning algorithms and in the action
selection scheme, ensuring a coordinated behavior of the agents. Nonetheless, the learning
mechanism that computes the appropriate value function can only be distributed with
Q-learning. In fact, some centralized coordination is required to compute the project of
the value function in the LSPI approach as discussed in [39]. The distributed aspect is of
particular interest with WSNs as shown in Chapter 1.
Both [17] and [29] do not address the communication cost of the message passing strat-
egy, which constitutes an interesting direction of work for WSNs since energy is a major
constraint in such networks. In addition, in the Coordinated Reinforcement Learning for-
mulation, there is no guarantee of convergence like in almost all approaches combining
function approximation and Q-learning. On the other hand, this method incorporates
an efficient cooperative action selection mechanism inducing structured communication
between the agents and distributes the learning mechanism independently of the approxi-
mation architecture. Therefore one can apply this approach to other research work based
on function approximation (like Baird’s residual algorithms [47]) for which convergence
results are provided. These reasons motivate us to study in greater detail the Q-learning
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variant of the Coordinated Reinforcement Learning framework in Chapter 3.
Hierarchical Reinforcement Learning
Hierarchical Reinforcement Learning (HRL) methods combat the curse of dimensionality
by using the task structure of the problem. This allows to restrict the space of policies
which do not apply to primitive states anymore but to tasks and subtasks instead. The
key idea of the HRL approach is that skills are learned more efficiently if the agents have a
hierarchical representation of the task: learning can indeed be accelerated by sharing and
reuse subtasks. Several frameworks for HRL have been proposed, including Hierarchies
of Abstract Machines (HAMs) [48], options [49] and MAXQ [50]. Barto and Mahadevan
surveyed these three methods in [51].
In [50], Dietterich presents the MAXQ method designed for sequential single-agent
RL settings. The key idea is to store the value function in a distributed way in all nodes
by using a MAXQ graph. The global task of the system has first to be decomposed
into subtasks, a task graph is then constructed and is finally converted into a MAXQ
graph. Two types of nodes appear in a MAXQ graph: MAX nodes and Q nodes. MAX
nodes represent primitive actions or subtasks whereas Q nodes are immediate children
of MAX nodes and denote actions that can be performed to complete its parent’s task.
This distinction between the two types of nodes is important in order to obtain a nice
decomposition of the value function. A hierarchical policy is then defined for the graph: it
consists in a set of policies, one assigned to each MAX node, that indicate which actions
each node should take. The MAXQ value function decomposition breaks the Q-function
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of a subtask into the sum of two components. The first component (value function for the
subtask) represents the expected cumulative reward received while executing an action a
in the state s of the node and then following the node policy Π thereafter. The second
component (completion function) is the expected cumulative reward of completing the
subtask following Π after taking a in s. Each MAX node stores the value of the Q-
function whereas Q nodes store the value of the completion function. The exact algorithm
is more complex and beyond the scope of this review. We refer the readers to [50] for more
details.
In [52], Makar et al. extend the MAXQ approach to multi-agent RL. The main idea
of [52] is to take advantage of the hierarchy approach and enable communication at high
level tasks only. Each node uses the same MAXQ hierarchy but Q nodes at the highest
level(s) also represent the value of the completion function for joint-actions of all agents.
The authors apply this algorithm to a complex multi-agent scheduling task and show
that it performs better than a large single-agent running the MAXQ algorithm. The same
authors extend this HRL algorithm in a later work ([53]) by addressing the issue of rational
communications: decision-making about communicating are explicitly considered. In this
new algorithm, the authors introduce cooperation levels at specific levels of the hierarchy.
These levels comprise groups of subtasks called cooperative subtasks in which coordination
among agents has significant impact on the performance of the overall task. The agents
can only communicate with their teammates at cooperative subtasks to learn joint-action
values. Moreover, before selecting an action at a cooperative subtask, agents have to decide
if it is worth communicating with other agents in order to acquire the actions taken by their
teammates in the cooperative subtasks. It allows agents to learn a communication policy
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to balance the amount of communication for proper coordination and communication cost.
Nonetheless, such an approach increases the number of parameters to be learned by the
agents by introducing communication actions. Finally, convergence to (hierarchically)
optimal policies is no longer guaranteed since lower-level subtask policies are varying at
the same time as higher-level policies in the learning process.
To conclude, the major drawback of HRL methods is that their design relies on two
strong requirements: (i) a hierarchical task decomposition and (ii) a temporal abstraction
using Semi-MDPs (SMDPs). The first requirement raises a number of central questions
on how to efficiently break the overall task into subtasks (MAXQ is not able to learn
the hierarchy itself) or how to define a policy for subtasks. Moreover, the success of
HRL methods highly depends on providing a good initial hierarchy as shown by [53]. The
second is justified by the fact that subtasks can take a variable amount of time to complete,
rendering the MDP framework not applicable. Usually the update rules are based on the
SMDP model which is more complex.
2.3 Solutions to partial observability
Usually in distributed MAS, a specific agent does not have complete information about
the environment. This partial observability led to the introduction of a new MDP-based
model: the Partially Observable Markov Decision Process or POMDP model. Beyond
research work relying on this model, partial observability is also addressed by the use of
communication between agents allowing them to get useful information that is unavailable
to one agent.
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2.3.1 Partially Observable MDPs
In this section, we provide a brief overview of the POMDP model as well as some work
that extend it to the multi-agent domain. Readers who wish more details about POMDPs
are referred to the work of Michael Littman, Tony Cassandra and Leslie Kaelbling who
have been extensively studying this model [54].
POMDP is a formal model that generalizes the common MDP framework for solving
partially observable problems. It adds two new components: the observation set and
the observation probabilities. In fact, in this model, the agent does not directly see the
environment state but receives instead an observation which is some probabilistic function
of the actual state. The observation probabilities represent the likelihood of making an
observation for each state of the system. Based on the current observation of the state
and the observation probabilities, the agent computes its belief state as a function of its
old belief state and its last action. However, determining the belief state is difficult since
the same observation can be observed in different states. The solution to a POMDP
maps the set of all probability distributions over the belief state space into the set of
the agent’s possible actions. The main drawback is that the space of the belief states is
continuous and no more discrete which is the main reason why POMDPs problems are hard
to solve. Nevertheless, there are algorithms that can work in the belief space and yield
optimal solutions: though they are somewhat complex and computationally inefficient.
A standard approach to obtain a solution is based on the representation of the optimal
policy as a piecewise-linear and convex function over the belief space [9]. This method is
computationally intensive.
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Among researchers, there has been an increasing interest in extending the POMDP
model to MAS. In [33], Bernstein et al. introduce the DEC-POMDP framework to allow
multiple agents to have local observations and base their decisions on these observations.
The state transitions and expected rewards depend on the actions of all agents. They
studied the complexity of POMDP and decentralized POMDP problems and showed that
these latter provably do not admit polynomial time but exponential time algorithms even
for problems with only two agents. In [25], Peshkin et al. present a similar framework,
called Partially Observable Identical Payoff Stochastic Games (POIPSG), and describe
some algorithms for obtaining approximate solutions to the corresponding optimization
problem. In [55], the authors introduce their COMmunicative Multi-agent Team Decision
Process (COM-MTDP) as a general framework that combines and extends existing multi-
agent theories. Contrary to DEC-POMDP, it allows agents to communicate with one
another. To conclude, in [56], the authors also extend the POMDP model to the multi-
agent domain and apply their framework to a network routing problem.
Recently, an exact dynamic programming algorithm was proposed for DEC-POMDPs
[57]. It is based on iteratively eliminating the dominated policies for finite horizon DEC-
POMDPs. However, it suffers from the fact that the memory requirements grow quickly
with each iteration, which explains why it has only been used to solve very small problems.
A number of approximation algorithms have also been developed for multi-agent POMDPs.
A direction taken by these research work is to simplify the multi-agent POMDP problem
by focusing on local optimality rather than trying to solve the global optimality ([25],
[58], [59]). Another direction is the one that focuses on restricted domains, e.g. domains
with transition independence or collective observability [60] or domains where agents have
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strong locality in their interactions [61].
Unfortunately, the application of POMDPs remains limited to very small problems
due to the complexity of the solving algorithms [62]. This complexity gets even worse
when the problem is extended to MAS. The computational and memory requirements of
the existing solutions do not allow us to implement any of them on actual wireless sensor
nodes.
A more natural and tractable solution to partial observability is to enable the agents
to exchange information via communication.
2.3.2 Multi-agent learning with communication
Allowing agents to communicate with one another in a multi-agent domain brings numer-
ous advantages that can speed up the overall learning process. These include the ability
to gather knowledge about the world state or about other teammates behavior that a par-
ticular agent is enable to get alone, the ability to get redundant information for reliability
(useful to tackle faulty local sensory inputs for instance), the ability to share the experi-
ences, the learning of other agents, etc. However, as highlighted in [63], communication
also comes along with multiple negative aspects that may be crucial in WSNs:
• Communication delays due to transmission delays or to other agents being busy may
render the information exchanged out of date. This can slow down the overall per-
formance by having agents relying on outdated information misleading their choice
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or agents waiting to receive useful data before taking their next actions. This waste
of time could be spent learning by performing actions;
• Failure of agents that are part of the communication process such as intermediate
routing nodes or communication controllers might be fatal;
• Transmission errors make the exchanged information incomplete or flawed. The
learning process of the system becomes more difficult because some agents might
reason using erroneous knowledge as input and propagate wrong decisions;
• Security becomes at risk: competitive agents might overhead communications and
get useful information that one might not want to reveal;
• Communication usually comes with a cost: in addition to its normal actions, each
agent should be able to decide if this cost is worthwhile. But decision-making about
communication actions increases the complexity of the overall learning process by
increasing the number of parameters to be learned (bigger action space);
• Excess of information is also detrimental. This appears when agents are too eager
to propagate their recently acquired skills. Agents can then be flooded by informa-
tion from teammates, slowing down their own learning, especially when agents are
exploring the same area of the search space and acquire the same information at
roughly the same time;
• Communication requires the definition of a common language (ontology) so that
agents understand each other when they exchange information;
• Several other questions have also to be answered. These are mainly related to what
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to communicate, when to communicate, whom to communicate to and how to com-
municate.
Communication therefore appears like a two-edged sword as discussed in [63]: it can be
very helpful but, at the same time, it can hinder the learning process. No wonder why early
work ([10], [11], [22]) addressed the question whether communication capabilities should
be used and compared the performance of communicating agents with non-communicating
ones. In [11], the authors’ main motivation is to examine whether the less a learner de-
pends on shared knowledge, the better it can adapt to a dynamic environment. Their
results about a two-agent block-pushing problem show that the agents could learn compli-
mentary policies without any knowledge about each other. However, in order to converge
to a coordinated behavior, the agents have to repeatedly perform the same task which
is unpractical in real-world situations. In [22], Tan focuses on the question of what kind
of information to exchange during learning, when to exchange it, and under which con-
ditions it is worth exchanging it. Experiments on the hunter-prey problem make use of
three different types of communication: sharing of instantaneous information, sharing of
episodic experiences and sharing of learned policies. His results show that sharing data is
beneficial only if the agents can use it efficiently, that sharing learned policies speeds up
learning at the cost of communication and that communicating agents can significantly
outperform independent ones for joint-tasks even though it may slow down their initial
learning rate.
In [64], Xuan et al. argue that when communication implies a cost the optimal policy
of an agent should balance the amount of communication such that the gain of having
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additional information obtained by communicating is not overwhelmed by the cost of
acquiring it. In [65], they further describe their framework: each agent is assigned a
Markov process that includes local states and communication decisions for every agent.
Before deciding any regular action, each agent first enters a communication sub-stage in
which it decides whether to communicate or not in order to get more information about the
world state. Therefore, communications between the agents have to complete before an
agent can take any action which introduces synchronizing issues between agents that chose
not to communicate and already actuated causing changes to the world state. Moreover,
only one type of communication is considered by their framework: agents namely exchange
information only about their local states.
The trade-off between communication cost and the value of the acquired information is
currently a very active research area in multi-agent learning and planning ([66], [67], [68]).
Goldman and Zilberstein ([67], [68]) developed a theoretical model based on POMDPs that
takes into consideration both standard actions and communication actions as part of the
action space of each agent. Their model allows several languages of communication and
different cost models. They also formally defined the value function and the optimization
problem facilitating the study of the trade-off between the cost and the value of the
information acquired in the communication process. In [66], Nair et al. add communication
capabilities to their class of algorithms called Joint Equilibrium-based Search for Policies
(JESP) [58] which finds locally optimal joint-policies in finite horizon POMDPs problems.
Communication is used by the agents to share their observation histories with one another
in order to better coordinate. Communication also allows the authors to develop a novel
compact policy representation that results in savings of both space and time which they
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verify empirically.
2.4 Other approaches
This section briefly overviews two additional approaches that researchers have proposed
to address the learning of coordination in MAS: the game theoretic approach and the
Bayesian approach.
2.4.1 The Game theoretic approach
The framework of Stochastic Games (or Markov Games) is a natural multi-agent exten-
sion to the traditional MDP model that explicitly defines a local state space and a local
action space for every agent. In a Stochastic Game (SG), all agents take their actions
simultaneously and their next local states as well as the reward they receive depend on
the joint-actions according to the Markov property. This framework can therefore better
take into consideration the interactions between the various agents [69].
Littman was probably the first to consider Markov Games as a framework for multi-
agent environments and to propose a learning method, called Minimax-Q [69]. This Q-
learning-like algorithm learns optimal policies in two-player zero-sum Markov games, for
which the gain of an agent is the other agent’s loss. However, this algorithm uses linear
programming at each time step to update the policy of the visited state which is prob-
lematic since the computational complexity of each step might be large. In [70], Hu and
Wellman extended the Minimax-Q algorithm to general-sum SGs and design a multi-agent
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Q-learning algorithm, the NashQ algorithm, that is proven to converge to a Nash equi-
librium under specified assumptions. First, it requires that each agent needs to maintain
Q-tables for all other agents which implies not only a computational and a memory burden
but also that every agent is able to observe the immediate rewards received by the other
players. This is unrealistic in most cases. The other assumption is that the game must
have a unique equilibrium, which is not always true in general-sum SGs. If several Nash
equilibria exist, the algorithm is not guaranteed to converge anymore as shown in [71] and
should be combined with other learning techniques to overcome the equilibrium selection
problem.
Finally, in [72] Bowling and Veloso study learning in SGs and present two properties
that are desirable for multi-agent learning algorithms: convergence and rationality. An
algorithm is said to be rational if it converges to a policy that is a best-response to other
players’ policies if these latter converge to stationary policies. They then propose a rational
algorithm called WoLF-PHC (Win of Learn Fast-Policy Hill Climbing). This algorithm
applies a variable learning rate based on the WoLF principle (learn quickly while losing
and slowly while winning) to the PHC algorithm that performs hill climbing in the space of
mixed policies, which are probability distributions over a player’s actions. The algorithm
is shown empirically to converge to an equilibrium even in games with multiple equilibria.
WoLF-PHC is considered to be a state-of-the-art multi-agent RL algorithm that is shown
to perform well in various experimental domains [73].
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2.4.2 The Bayesian approach
[74] proposed a Bayesian framework for optimal exploration methods in multi-agent RL
problems. In this framework, the learning agent uses priors to reason about its beliefs over
(i) the other agents strategies and (ii) how its action will influence the behaviors of other
agents. Some prior probabilities over possible dynamics and reward distribution have to
be known by the agent. A key assumption in the Bayesian framework is that at every time
step, each agent can observe the actions taken by the other agents, the resulting state of
the system as well as the local rewards received by the other agents. In order to predict
accurately the actions of other agents, the learner uses this information to update its prior
probabilities. Moreover, it also needs to keep track and maintain an observation history
for every agent in the system. Two other assumptions are made on the belief representa-
tion in order to make the belief state maintenance tractable. First, the prior over both the
reward and transitions models have to be factored into independent local models. Second,
the authors assume that the beliefs about the opponent strategies can be factored and
represented in some convenient form. Their experiments in identical interest games and
fictitious plays show that the Bayesian approach can improve online performance (with
regard to the accumulated reward) when compared to heuristic exploration techniques
that explicitly try to induce convergence to optimal equilibria [74].
To conclude, beyond the computer science and engineering communities, there is a
considerable amount of related work that are inspired by methods developed in other
disciplines such as social laws and conventions, economics, linguistic, etc.
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2.5 Summary
This literature review highlights how much attention RL methods have been receiving
since the 1990’s to address the problem of learning to coordinate in MAS brought by
different communities (Machine Learning, Game Theory, etc). Several models have been
proposed such as Stochastic (Markov) Games (SGs), Multi-agent MDPs (MMDPS), Dec-
(PO)MDP, Dec-(PO)MPDs-com to name a few. These models serve as frameworks for
numerous algorithms.
As mentioned in Chapter 1, this thesis focuses on studying and implementing DRL
algorithms on a network of actual wireless sensor nodes. Therefore, challenges of sensor
networks have to be taken into consideration: limited computational capabilities, severe
memory constraints and battery power are engineering problems that have to be consid-
ered in the choice of the algorithms to implement. Moreover, this thesis considers only
decentralized cooperative MAS.
In the literature, several techniques appear promising for our DRL in WSNs problem
and we consider them in detail in the next Chapter (Chapter 3). These are:
• The centralized approach which models the MAS as a single large MDP;
• The fully distributed approach that consists of independent agents each running the
Q-learning algorithm and relying their action decisions only on local information;
• The Global reward DRL: independent agents each running the Q-learning algorithm
but sharing a global reward signal;
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• The Distributed Reward DRL and Distributed Value Function DRL algorithms pro-
posed by Schneider et al. in [15];
• The Optimistic DRL algorithm presented by Lauer and Riedmiller in [16];
• Kudenko and Kapetanakis’ Frequency Maximum Q-learning heuristic described in
[30];
• Guestrin’s Coordination Reinforcement Learning framework and in particular the
Coordinated Q-Learning algorithm presented in [17];





In recent years, several extensions to RL and Q-learning for distributed cooperative sys-
tems have been proposed (See Chapter 2 for a brief review). In this Chapter, we explain
further several of them: (i) fully independent Q-Learners and their centralized counterpart
which we shall respectively refer to as IL and Centralized in short, (ii) Global Reward DRL
which we shall denote as GR DRL, (iii) Distributed Reward DRL and Distributed Value
Function DRL presented by Schneider et al. in [15] which we shall respectively indicate as
DR and DVF, (iv) a DRL algorithm proposed by Lauer and Riedmiller in [16] which we
shall denote as OptDRL, (v) FMQ heuristic suggested by Kapetanakis and Kudenko in [30]
which we will extend to multi-state environments, (vi) Coordinated Q-Learning developed
by Guestrin in [39] which we will designate as CQL and (vii) the WoLF-PHC algorithm
proposed by Bowling and Veloso in [72] which we will mention as WoLF-PHC. Finally, we
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conclude this Chapter by providing a short summary and theoretical comparisons between
these DRL algorithms.
Before going further into the detail of the algorithms, we would like to specify the
notations used thereafter.
• S is a discrete set of states;
• A is a discrete set of actions available in each state;
• V (s) refers to the value of state s (state-value function);
• Q(s, a) refers to the value of taking action a in state s (action-value function);
• Finally, superscripts are used to refer to local quantities corresponding to some
particular agent. For example, si will refer to the local state of agent i whereas S
will refer to the global state of the MAS.
3.1 The common multi-agent extensions to Reinforcement
Learning
This first section considers the most natural extensions of RL techniques to the MAS
domain, i.e. the centralized approach, the independent Q-learners algorithm and the
global reward DRL algorithm.
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3.1.1 The centralized approach and the independent Q-learners algo-
rithm
According to the centralized approach, the MAS is represented by only one large MDP:
the single-agent RL methods can then be applied to this MDP in a straightforward manner
in order to solve the problem. In practice, this method is impossible due to the size of the
state and action spaces.
The independent Q-learners (IL) scenario is the simplest distributed multi-agent case
which involves homogeneous non-communicating agents: all the agents have the same
internal structure, i.e. state spaces, available actions, goals and reward functions. Agents
rely on their perception of the environment they operate in, and decide on their own the
actions to take using the Q-learning algorithm shown in Equation 1.1 (page 11). In this
approach, the learning process is entirely performed locally and other agents are ignored
(they are part of the environment).
3.1.2 The Global Reward DRL algorithm
The GR DRL approach is similar to the previous IL approach in the sense that the MAS is
apprehended as the concatenation of several independent single-agent systems. However,
the agents’ decisions are based on a global reward function. This implies communication
between the agents in order to spread the global reward within the system.
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3.2 Schneider et al.’s Distributed Value Function algorithms
In [15], Schneider et al. tackle the problem of finding a distributed solution to multi-agent
RL problems. They present two novel methods according to what kind of information is
exchanged between the agents in order to enable coordination. These methods are:
• Distributed Reward DRL (DR). Within the MAS, nodes communicate and act to
help each other out by exchanging information about the immediate local rewards
they receive from the environment. Then each node considers a weighted average
of its own reward and the sum of the rewards collected from its neighbors while
updating its Q-values. According to this scheme, the nodes act not only in order
to optimize their own behavior but also to optimize the behavior of their direct
neighbors;
• Distributed Value Function DRL (DVF). In that approach, nodes also communicate
to reach coordination. However, they do not communicate about their immediate
rewards but about their state-value functions instead. Consequently, agents cooper-
ate not only with their direct neighbors but with all the nodes within the MAS since
the state-value function of one agent also contains information about the rewards
received by neighboring nodes. Moreover, by choosing the weighting functions well,
the sum of the value functions obtained by this approach over all the nodes can be
equal to an expected future weighted sum of rewards over all the nodes [26]. (Like
in the GR DRL approach but with access to only local rewards and communication
of value function information only between neighbors).
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Usually, in MAS, agents only have local state information since the global state of the
system is not fully observable from each agent’s point of view. Hence, Schneider et al.
propose a Q-learning based algorithm for the DVF case which allows each node to compute
its local state-value function based only on available local information. According to this
version of the DVF algorithm, agents only need to transmit the estimated value of the
current state they land in, i.e. V i(sit) for agent i at each time step t.

























where (f i(j))j∈Neigh(i) are factors that weight the value function of the neighbors of agent
i in the computation of its own value function. Several weighting factors are conceivable.




|Neigh(i)| , if Neigh(i) 6= 0;
1, otherwise.
(3.3)
where j ∈ Neigh(i), the set of neighbor nodes of agent i.
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3.3 Lauer and Riedmiller’s optimistic assumption algorithm
Before describing further the algorithm presented by Lauer and Riedmiller in [16], the
general framework of Multi-Agent MDP is defined.
3.3.1 General framework: Multi-Agent MDP
For the analysis of this distributed decision-making method based on RL, a general frame-
work which is close to the basic MDP case (see Definition 1 on page 9) is used [16]. This
framework extends MDPs to the multi-agent case by taking into consideration the local
state and action spaces of every agent. A state and an action therefore become vectors
composed of all the elementary states and actions of the different agents of the system.
There is a close relationship between the single-agent MDP and the multi-agent extension,
defined as follows:
Definition 2 A cooperative Multi-Agent Markov Decision Process (MAMDP) of m agents
is a 4-tuple M = (S,A,P,R) where S = ∏mi=1 Si is the global state of the system, A =∏m
i=1A
i the global action space, P : S ×A× S → [0, 1] a probability distribution function
over the state space and R : S ×A → R the reward function.
With this background in mind, we can now proceed to Lauer and Riedmiller’s algo-
rithm.
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3.3.2 The Optimistic DRL algorithm
The algorithm presented by Lauer and Riedmiller in [16] focuses on distributed RL for
cooperative MAS in which agents are given the same reward function.
The challenge of incomplete information with respect to the choice of action is tackled
by the authors. Every independent learning agent only knows its local part of the action-
vector (its own local action) and by consequence cannot distinguish between several action-
vectors which have the same local action for the agent. Therefore, the basic idea is
to project the information of the whole system (considered as an MAMDP) into smaller
tables available at each agent which depend only on local actions. The projection proposed
by Lauer and Riedmiller is to set the local Q-value for agent i to:
Qi(S, a) = max
u=(a1,··· ,an),ai=a
Q(S, u) (3.4)
i.e. to select the best item in the central MAMDP Q-table. Figure 3.1 illustrates such a
projection.
However, projecting this information leads to some loss of information and there is no
more guarantee that the policies computed in the distributed manner are jointly optimal.
An additional mechanism of coordination between the agents is then designed to overcome
this problem.
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Figure 3.1: Optimistic assumption projection.


















Qit−1(St−1, a) 6= max
a∈Ai
Qit(St−1, a) (3.6)
The central idea of Equation (3.5) is that each agent chooses its action assuming the
other agents will act optimally. Equation (3.6) specifies that the policy Π is updated only
when there is an improvement in the Qi(·)-values, thus introducing coordination between
the agents.
Lauer and Riedmiller prove that this algorithm, which we shall refer to as OptDRL,
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finds optimal joint-policies in deterministic environments. However, these results are not
applicable in stochastic environments, since, for such environments, it is difficult to dif-
ferentiate between the behavior of other agents in the successor state from the random
behavior of the environment itself.
3.4 Kapetanakis and Kudenko’s FMQ heuristic
In [30], Kudenko and Kapetanakis address the problem of learning and coordination in
a MAS and propose the FMQ heuristic. Contrary to the OptDRL [16] and the DVF
[15] algorithms that affect the way Q-values are updated, their heuristic applies to the
action selection strategy in order to enable coordination in a single-stage game. In fact,
Kapetanakis and Kudenko propose a new Estimated Value function which is an estimate
of the usefulness of an action that is used in the Boltzmann exploration formula.









with EV i(ait) and the temperature Tt given by:
EV i(ait) = Q






Tt = T0 × e−ηt + 1 (3.9)
where:
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• Rimax(ait) is the maximum reward encountered so far at time t by agent i for choosing
action ait;
• Freq(Rimax(ait)) is the number of occurrence of Rimax(ait) over the number of times
action ait has been taken by agent i;
• C is a factor that weights the importance of the FMQ heuristic in the action selection;
• η is a rate of decay and T0 is a constant corresponding to the initial temperature.
If enough exploration of the action space of the MAS is permitted, the optimal joint-
action will be visited, the maximum reward will be received and the FMQ heuristic will
thereafter influence the agents to choose their component of the optimal joint-action. In
the case of existence of multiple optimal joint-actions, the choice of which joint-action to




), thus preventing the agents
from miscoordinating at the expense of lowering the corresponding Estimated Value. Fi-
nally, setting C to 0 reduces the Estimated Value function to: EV i(ait) = Q
i(ait) which
corresponds to the commonly-used Boltzmann exploration strategy. In that case, the FMQ
heuristic is similar to the GR DRL algorithm of subsection 3.1.2.
Experimental results given in [30] about simple single-stage games show that this
heuristic performs better than the OptDRL algorithm and manages to learn the optimal
joint-action in almost 100% of the game iterations.
However, when all joint-actions lead to stochastic rewards, its performance decreases
drastically. Furthermore, this heuristic only considers single-stage games. In the following
subsection, we propose two extensions of the FMQ heuristic to multi-state environments.
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3.4.1 Extensions of the FMQ heuristic to multi-state environments
The original FMQ heuristic is only applicable to single-stage games. Extending it to
multi-state environments can be straightforward by introducing the state dependency in
the quantities Rimax(a) and Q
i(a), i.e. these terms are modified to:
• Rimax(s, a) that refers to the maximum reward encountered so far by agent i after
taking action a in state s;
• Qi(s, a) that is the value of the state-action pair (s, a).
Two extensions are proposed depending on the level of information available to the
agents regarding the state of the system: FMQg for which the global state of the MAS is
observable by every agent and FMQl for which agents only have local information about
the state space.
3.5 Guestrin’s Coordinated Reinforcement Learning
In [39], Guestrin presents an approach that combines Q-learning and value function ap-
proximation with a message passing scheme based on a coordination graph by which the
agents efficiently determine the optimal joint-action with respect to the approximated
value function.
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3.5.1 Description of the approach
In the Coordinated Reinforcement Learning approach, the global Q-function of the MAS is
approximated using local parametric Q-functions. More specifically, each agent i is associ-
ated with one local Q-function Qi~wi(St, ~at). The global Q-function is obtained by summing





(St, ~at). In these notations, ~w = { ~wi}i is the
vector of the factors weighting the different feature functions used by the approximation
architecture with ~wi being the vector of parameters used in the approximation of the local
Q-function of agent i. The agents then use their direct experience with the environment
(commonly represented as a tuple: < St, ~at, R(St+1), St+1 >) in order to update the ~w
vector and improve the approximation of the global Q-function. Based on this repre-
sentation, the agents will determine the optimal joint-action for each state the system
lands in in a coordinated manner by using the Variable Elimination algorithm relying on
a Coordination Graph.
3.5.2 The Variable Elimination algorithm
The Variable Elimination (VE) algorithm is an exact algorithm that can be used to find
an optimal joint-action that maximizes a payoff function in a Coordination Graph (CG),
i.e. finding a∗ such that a∗ = argmaxa f(a). It is an iterative maximization procedure in
which agents are eliminated from the CG one after the other, following an order noted as
O, where O(i) returns the ith agent to be eliminated. Figure 3.2 shows the pseudo-code
of the VE algorithm.
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Algorithm Variable Elimination




Output: optimal joint-action: a∗ = argmaxa f(a)
1. repeat (for each step k)
2. Select an uneliminated agent: i = O(k)
3. Take all the feature functions hi influenced by the actions of i




5. Send ei to the next agent O(k + 1)
6. until all agents have been eliminated
Figure 3.2: Pseudo-code of the Variable Elimination algorithm.
Agents iteratively eliminate themselves from the CG by defining new functions ei at
each elimination step (see Line 4). These functions return the maximum value of the
component of the global payoff function on which the agent has an effect over the agent’s
action for every combination of choice of actions for the other agents influencing the same
component of the global payoff function.
The last agent to be eliminated can therefore determine its local action that maximizes
the resulting set of function. The maximizing actions choices of the other agents are
recovered by sending messages in the reverse order of O.
Guestrin proved that the elimination ordering, O, had no influence on the result of the
action selection scheme, i.e. the actions selected by the agents are jointly optimal given
the same global function using any ordering for eliminating the variables [39]. However,
the speed of the algorithm depends on this ordering. A simple and efficient heuristic
commonly used is to eliminate first the agent that has less influence over the global payoff
function (i.e. the agent whose actions influence the fewer local Q-functions).
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3.5.3 The Coordinated Q-Learning algorithm
The parameters of the approximation structure (the ~w vector) are updated using the
following gradient-based update scheme:
~wt+1 ← ~wt + α
[
R(St+1) + γ V (St+1)−Q ~wt(St, ~at)
]∇ ~wtQ ~wt(St, ~at) (3.10)
where V (St+1) = max~aQ ~wt(St+1,~a).
The only requirement for this update rule is that the approximation architecture must
be differentiable regarding the vector ~w. Therefore, each agent is free to maintain a local
Qi-function defined over the entire global state and action spaces or some restricted subset
of the state variables and joint-action space provided that it is a differentiable function
with regard to the local ~wi.
Once the Qi-functions are defined, the weight updates in the previous Equation 3.10
must be computed by each agent:
∆(St, ~at, R(St+1), St+1, ~wt) =
[
R(St+1) + γ V (St+1)−Q ~wt(St, ~at)
]
(3.11)
The global reward R(St+1) is observed directly from the environment while the Q-
value of the current state-action pair, Q ~wt(St, ~at) as well as the V-value, V (St+1) =
max~aQ ~wt(St+1,~a), are computed using the VE algorithm presented in Figure 3.2. Af-
ter each agent had access to the value of ∆(St, ~at, R(St+1), St+1, ~wt), the weight update is
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entirely local:




with ~wij,t being the value at time step t of the j
th parameter used in the approximation
of Qi. Each agent only needs to compute ∇~wij,tQ
i
~wij,t
(St, ~at) since the gradient decomposes
linearly as no two local Qi-functions share the parameters in ~w.
The complete Coordinated Q-Learning algorithm is shown in the Appendix (Sec-
tion 6.2, Figure A-6 on page 121).
A negative aspect of this Q-learning formulation is that, like almost all forms of Q-
learning with function approximation, it is difficult to provide any kind of formal conver-
gence guarantees. However, this algorithm is general enough to allow easy modifications
of the parameters update scheme in order to combine it with other research work with
better convergence proofs such as the residual algorithms proposed by Baird in [47].
3.6 Bowling and Veloso’s WoLF-PHC algorithm
In [72], Bowling and Veloso address the problem of policy learning in MAS and present
the WoLF-Policy Hill Climbing algorithm (WoLF-PHC) that extends the common Q-
Learning and Policy Hill Climbing algorithms. Specifically, this algorithm uses a variable
learning rate and the WoLF principle (Win or Learn Fast) according to which an agent
should “learn quickly while losing and slowly while winning”.
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Algorithm WoLF-PHC Algorithm
(∗ Phase I: Initialization ∗)
1. Qi(S, ai)← 0, pii(S, ai)← 1|Ai| , ∀(S, ai) ∈ S ×Ai
2. Ci(S)← 0,∀S ∈ S
3. Sense initial state S0
4. ai0 ← random action
(∗ Phase II: Learning phase ∗)
5. repeat (for each time step t)
6. t← t+ 1
7. Determine the new global state St
8. Observe the reward rit(St)
9. Update Q-value:
Qi(St−1, ait−1)← (1− α) Qi(St−1, ait−1) + α
(
rit(St) + γ maxa∈Ai Qi(St, a)
)
10. Update average policy p¯ii:
C(St−1)← C(St−1) + 1
p¯ii(St−1, a)← p¯ii(St−1, a) + 1C(St−1)
(
pii(St−1, a)− p¯ii(St−1, a)
)







i(St−1, a) Qi(St−1, a) >
∑
a∈Ai p¯i
i(St−1, a) Qi(St−1, a)
δl, otherwise
12. Update policy:
pii(St−1, ait−1)← pii(St−1, ait−1) +
{
δ, if ait−1 = argmaxa∈Ai Q(St−1, a)
−δ
|Ai|−1 , otherwise
13. Take local action ait with probability pi
i(St, ait)
14. until terminal condition
Figure 3.3: WoLF-PHC algorithm for agent i.
Local Q-values are maintained as in common Q-learning but the algorithm also main-
tains the current mixed policy as shown in Figure 3.3. This latter is updated by increasing
the probability that it selects the action with the highest value using a variable learning
rate δ (Line 12). Practically, this algorithm requires two values for the learning rate δ:
δl and δw, with δl > δw. The learning rate to be used to update the policy depends on
whether the agent is currently winning (δw) or losing (δl). The method for determining
when the agent is winning is by maintaining the expected value of the average policy p¯i
(Line 10) and by comparing the expected value of following the current policy pi in the
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current state with that of following the average policy (see Line 11). The agent is winning
when the expectation of the current policy is larger than that of the average policy. In
this case, δw will be used in the policy update.
Notice that when δw = δl = 1, the algorithm is equivalent to Q-learning since the
policy is influenced towards the action with the highest value.
3.7 Summary and conclusion
Figure 3.4 illustrates the memory requirements of the presented DRL algorithms for a
5-agent system with respect to the size of the local action space (left) and the size of the
local state space (right) available to every agent.
From this Figure, we can see that FMQg, OptDRL and WoLF-PHC require signifi-
cantly more memory compared to the FMQl heuristic which itself is more demanding than
the IL, DR and GR DRL algorithms. More particularly, we can notice that the memory
requirements increase exponentially with the size of the state space for the FMQg, WoLF-
PHC and OptDRL algorithms.
Note that in this Figure, CQL and the Centralized approach are not represented. In
fact, the memory requirements of CQL are problem specific (they depend on the CG of
the problem) and these of the Centralized approach could not be showed on Figure 3.4
because they increase exponentially with regard to both the action space and the state
space.
Finally, Figure 3.5 gives a taxonomy of the DRL algorithms studied in this thesis.
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Figure 3.4: Scalability analysis of the DRL algorithms with respect to the size of the action
space (left) and the size of the state space (right).
These are divided along two dimensions: (i) the scope of state information and (ii) the
scope of action information. The amount of information required by the algorithms is
important for our problem since sensor motes suffer from severe memory constraints.
Therefore, the less global information is required the easier to implement these algorithms
are for two reasons: lower memory requirements and less communication involved.
OptDRL, WoLF-PHC, GR DRL, Centralized and both FMQ heuristics require the
broadcast of global information (either a global reward or the global state).
1For the CQL algorithm, the local Qi-functions can be defined over a subset of the state and action
variables that can include state variables and actions of other agents as defined by the coordination graph.
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Figure 3.5: Taxonomy of the DRL algorithms studied in this thesis.
3.7.1 Conclusion
In this Chapter, we describe further several algorithms for DRL: (i) IL and Centralized,
(ii) GR DRL, (iii) DR and DVF, (iv) OptDRL, (v) FMQ, (vi) CQL and (vii) WoLF-PHC.
These algorithms assume different requirements of information about RL parameters (re-
ward function and state space of the MAS) inducing different memory and communication
requirements. Further studies of these algorithms regarding the convergence rate achieved,
the speed of convergence as well as communication and computation energy consumption
are proposed later (see Chapter 5).
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Chapter 4
Design of a testbed for distributed
learning of coordination
In order to study the problem of coordination in a MAS and to analyze the presented DRL
algorithms a common testbed has been designed. We present how the RL parameters are
defined such as the local and global state spaces, the action spaces and the reward functions
(Section 4.1). This testbed allows settings for which multiple optimal joint-actions can be
defined rendering the tasks of learning and coordination even more necessary (Section 4.2).
An analysis of the testbed for the CQL algorithm is also presented. Specifically, the
coordination graph corresponding to the testbed as well as the approximation structure
are detailed in Section 4.1.3. Finally, we describe the characteristics of the Deterministic,
Partially Stochastic and Fully Stochastic environments (Section4.3).
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Figure 4.1: Testbed: simulated room represented by a 10×10 grid. Dark blue cells are
dim, light blue cells are illuminated by one mote and striped cells are illuminated by two
motes.
4.1 The multi-agent lighting grid system testbed
This testbed simulates a lighting control system of a room represented by a 10× 10 grid
(as shown in Figure 4.1). This latter contains 5 agents implemented in 5 sensor motes
(labeled from M1 to M5) with light sensing capabilities and embedded lights that they
can actuate. The objective is to study the algorithms in different settings obtained from
this testbed by varying several parameters.
4.1.1 State-action spaces
As described in the previous chapters, the studied DRL algorithms rely on different level of
knowledge about the states: only local information for the most distributed ones (e.g. the
IL case) whereas some others need global information (e.g. global state of the system for
the OptDRL algorithm). This section defines what local and global states these algorithms
use refer to.
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In this section, the area of an agent i, noted as Areai, refers to the 5 × 5 grid square
centered in agent i.
Local states
Each cell of the area of a mote is identified by a number ranging from 0 to 24 and has the
value 1 if it is illuminated and 0 otherwise. Each mote i then senses the light level in its
area and its local state si is the concatenation of the light readings (bright or dim) of the
25 cells. Therefore 225 states are defined at the local agent level.
Global state of the Multi-Agent System
The global state of the 5-agent system, noted S, is similar to the definition of the local
states but takes into consideration all the cells in the room. It becomes the concatenation
of the light level of the 100 cells of the room, thus leading to the definition of 2100 global
states.
Local actions available to the agents
Each mote has the ability to take one of the following 3 actions in any state it lands in.
More particularly, the action space of agent i, Ai, is:
• Action 0: Turn off the embedded light;
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• Action 1: Turn on the light in Low mode. This mode illuminates 9 cells around the
agent (e.g. M1, M3 and M5 in Figure 4.1);
• Action 2: Turn on the light in High mode. This latter illuminates the 25 cells in the
agent’s area (e.g. M2 and M4 in Figure 4.1).
4.1.2 Reward functions
Local information based algorithms
According to the IL, DR, WoLF-PHC and DVF algorithms, learning agents are rewarded
locally. The reward for agent i, noted ri, is a function of its local state, si (global state






• Gi(si) is a function of the number of cells illuminated in Areai. We used Gi(si) =
nb cells bright(Areai)×GAIN BRIGHT ;
• Ci(ai) is a function of the energy consumption resulting from agent i’s previous
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action, corresponding to the cost of turning on a bulb. We used:
Ci(ai) =

0, if ai= Action 0;
COST LOW, if ai= Action 1;
COST HIGH, if ai= Action 2.
Global information based algorithms
On the other hand, the Centralized, OptDRL, GR DRL, FMQl and FMQg algorithms use
the global state of the MAS and/or a global reward function in order to force cooperation
between the agents. In both cases the global reward is defined as:
R(St, ~at) = G(St+1)− C(~at) (4.2)
where:
• G(S) is a function of the number of cells illuminated in the whole room. G(S) =
nb cells bright(Room)×GAIN BRIGHT ;
• C(~at) is a function of the energy consumption resulting from all the previous agents
actions.
4.1.3 Analysis of the light-grid problem for the CQL algorithm
In this subsection, we present a detailed example of the operations required by the CQL
algorithm in order to solve the light-grid control system. This presentation follows several
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Figure 4.2: 5-agent light-grid system: (a) Coordination graph (b) Local Dynamic Decision
Network (DDN) component for agent M1 (c) Global Dynamic Decision Network (DDN)
of the light-grid problem.
steps: the problem representation, the feature functions selection and the elimination
ordering needed by the action-selection scheme.
Problem representation
First, we must fully specify the model for the problem. The structure of the Dynamic
Bayesian Network (DBN) is shown in Figure 4.2(c). A state variable X is associated with
each cell of the system and equals 0 if the corresponding cell is dark and 1 if the cell is
bright. Let S denote the set of these state variables (|S| = 100). Figure 4.2(a) represents
the CG corresponding to the light-grid problem.
64
4.1. The multi-agent lighting grid system testbed CHAPTER: 4
Feature functions
In order to approximate the global Q-function, we must define the feature functions used
to represent the local Qi-function of every agent i. These functions, noted {const, gi, hi} :
S → IR, are defined as follows:
const(S) = 1, ∀S ∈ S; (4.3)
gi(S) = nb cells bright(Areai); (4.4)
hi(ai) =

0, if ai= Action 0;
9×GAIN BRIGHT − COST LOW, if ai= Action 1;
25×GAIN BRIGHT − COST HIGH, if ai= Action 2
(4.5)
The Q-function is then parameterized by eleven factors, i.e. ~w = {w0, · · · , w10}, such
that the local Qi-functions are a linear combination of the previous feature functions:
Q1~w1
(St, ~at) = w0 const(St) + w1 g1(St) + w2 h1(a1t ) for Agent M1 (4.6)
Qj~wj
(St, ~at) = w2j−1 gj(St) + w2j hj(a
j
t ) for Agent Mj, j ∈ [2; 5] (4.7)
Variable elimination order
In [39], the author proved that the elimination ordering on the variable, O, where O(i)
returns the ith variable to be eliminated, had no influence on the result of the action-
selection scheme, i.e. the actions selected by the agents are jointly optimal given the same
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global function using any ordering for eliminating the variables. However, the speed of
the algorithm is dependent on this latter. A simple and efficient heuristic commonly used
is to eliminate first the function depending on less variables. For the light-grid example,
the agents were eliminated using the order: O(i) = a5−i, i.e. agents are eliminated in the
order: Agent M5, Agent M4, Agent M3, Agent M2 and finally Agent M1.
4.2 Distributed learning of coordination
By varying the parameters GAIN BRIGHT, COST LOW and COST HIGH, differ-
ent reward functions can be defined and by consequence different coordination strategies
should be followed by the agents. In the following subsections, a joint-action is described
by a vector “a1a2a3a4a5”, where ai corresponds to the action of Agent Mi, ai ∈ [0, 2].
Finally, GAIN BRIGHT is set to 0.2.
4.2.1 Single optimal joint-action setting
This setting is the easiest among the studied ones from the agents point of view since
only one optimal joint-action has to be learnt (i.e. there is only one joint-action that
corresponds to the maximum reward the system can receive). Such a setting can be
obtained by setting COST LOW = 0.8 and COST HIGH = 3. Table 4.1 shows the
characteristics of this setting, i.e. (i) the optimal joint-action (implying a reward of 8.0
for the whole system) that has to be learnt by the agent and (ii) the joint-action that has
the second maximum reward (reward of 7.2), called the sub-optimal joint-action.
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Table 4.1: Characteristics of Setting 1.
Parameters Values COST LOW=0.8, COST HIGH=3
Optimal joint-action 02222
Sub-optimal joint-action 12222
We shall refer to this setting as Setting 1.
4.2.2 Multiple optimal joint-actions settings
These settings are particularly useful to evaluate the applicability of the studied algorithms
to a DRL problem because coordination plays a more crucial role in such systems. Defining
several joint-actions with maximal rewards makes the coordination task more elusive to
the agents since they have to learn not only their elementary component of the optimal
joint-actions but also to agree on which action to take so that the resulting joint-action
remains globally optimal.
Table 4.2 gives an example of the parameters values that can be taken in order to
create a setting for which two optimal joint-actions (reward of 6.4) and one sub-optimal
joint-action (reward of 6.2) exist. This setting is later referred to as Setting 2.
Table 4.2: Characteristics of Setting 2.
Parameters Values COST LOW=0.6, COST HIGH=3.4
Optimal joint-actions 02222, 11122
Sub-optimal joint-action 12122
For clarification, Figure 4.3 illustrates the two equilibria that correspond to both
optimal joint-actions of Setting 2.
Similarly Tables 4.3 and 4.4 show the characteristics of Setting 3 (maximum reward
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Figure 4.3: Optimal equilibria for Setting 2 corresponding to joint-actions (a) 02222 and
(b) 11122.
of 8.8 and second maximum reward of 8.6) and Setting 4 respectively (maximum reward
of 6.6 and second maximum reward of 6.0).
Table 4.3: Characteristics of Setting 3.
Parameters Values COST LOW=0.2, COST HIGH=2.8
Optimal joint-actions 02222, 12122, 11122
Sub-optimal joint-actions 12222, 11222
Table 4.4: Characteristics of Setting 4.
Parameters COST LOW=0.4, COST HIGH=3.6
Optimal joint-actions 11111, 11112, 11121, 11122
Sub-optimal joint-actions 12111, 12112, 12121, 12122
4.3 Deterministic and stochastic environments
After describing the Deterministic environments, this section defines the Partially Stochas-
tic and Fully Stochastic environments.
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4.3.1 Deterministic environments
An environment that is fully deterministic is one in which the subsequent state(s) is
dependent only on the preceding state(s) and the actions of the agents. Therefore, in
deterministic environments the probability transitions from one state to another are either
equal to 0 or 1 depending on the actions previously taken by the agents. Such settings
do not take into consideration a possible interference or uncertainty occurring in the
environment on the MAS dynamics.
4.3.2 Stochastic environments
More general cases are the stochastic settings which take into consideration the effect of
the environment on the dynamics of the system. For example, in the simulated lighting
system other factors than the mote bulbs may namely have an influence on the light
readings (such as the sunshine or faulty light sensors). This aspect is usually represented
by a state transition probability function used to denote the likelihood of a transition
from a state st to a state st+1 when an action a is performed. Such a probability is noted
T (st, a, st+1) where T : S ×A× S → [0, 1].
Stochasticity may appear at different levels such as in the state transitions or in the
reward distribution. For the experimental studies, we simulated two degrees of stochas-
ticity.
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Partially Stochastic environments
Partially Stochastic environments1 are directly inspired by the extension of the traditional
climbing game ([10]) made by Kapetanakis and Kudenko in [30]. In this approach, stochas-
ticity appears only in the reward of one of the joint-actions which is now associated with
a stochastic reward, rewardPartSto, defined as follows:
rewardPartSto ←

0, with probability 0.5;
2× rewardDeterministic, with probability 0.5.
Table 4.5 shows the actions with random rewards chosen for our simulations: these
are taken among the sub-optimal actions for each setting so that the maximum reward
associated with them is greater than all other possible rewards corresponding to the other
joint-actions. For example, in Setting 1, the sub-optimal joint-action 12222 will now yield
a reward of either 0 or 14.4 in 50% of the cases instead of always 7.2 as in the previous
Deterministic Setting 1. All other rewards are within [0,8.0]
Table 4.5: Partially Stochastic environments.
Setting Partially stochastic Partially stochastic Maximum reward in
Action reward Deterministic setting
Setting 1 12222 0 or 14.4 8.0
Setting 2 12122 0 or 12.4 6.4
Setting 3 12222 0 or 17.2 8.8
Setting 4 12122 0 or 12.0 6.6
1One might not agree with the use of the term “environment” since the Partial Stochasticity does not
affect the state transition but only one reward. Hence, Partial Stochastic environments can be considered
as Deterministic environments with one noisy reward.
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Fully Stochastic environments
In this approach, not only one joint-action is probabilistically rewarded but all of them
receive random rewards. This randomness is introduced at the action level. For example,
since in the deterministic case the environment had no influence on the light levels, an
action (for example, Turn On a bulb in the Low mode) always had the same consequences
on the light status of the cells in the area of a mote (9 cells in the area are illuminated) and
then always lead to the same successor state. On the contrary, in a stochastic environment
the same action can lead to different states as if another action was taken instead. That
is why stochasticity may be simulated at the action level.
The following Table T (Table 4.6) shows the probability T [i][j] with which a decided
action i is replaced by an action j in the simulations due to the inherent stochasticity.
For example, if a mote takes Action 0 (Turn Off a bulb), the next state of the system will
be determined as if this action was really performed with probability T [0][0] = 80% or
as if Action 1 (Turn On the bulb in Low mode) would have been performed instead with
probability T [0][1] = 15% or Action 2 (Turn On the bulb in High mode) with probability
T [0][2] = 5%.
Table 4.6: Table T: Stochasticity on the performed action by a mote.
Table T Action 0 Action 1 Action 2
Action 0 80 % 15 % 5 %
Action 1 10 % 80 % 10 %
Action 2 5 % 15 % 80 %
Finally, contrary to the Partially Stochastic environments where randomness only af-
fects the reward distribution of one joint-action, in Fully Stochastic environments, stochas-
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ticity affects the reward distribution of every joint-actions as well as the state transitions.
4.4 Summary
In this Chapter, we presented the light-grid testbed that will be used to study the learning
of multiple agents running the DRL algorithms described previously (Chapter 3).
This testbed allows 4 different settings: Setting 1 with only one optimal joint-action,
Setting 2, Setting 3 and Setting 4 with respectively 2, 3 and 4 optimal joint-actions at
the system-wide level. Finally, we extended these settings to Partially Stochastic and
Fully Stochastic environments. In Partially Stochastic environments, stochasticity only
affects the reward of one sub-optimal joint-action whereas it affects the state transition
and reward induced by all the joint-actions in Fully Stochastic environments.
Partially Stochastic environments can be used to simulate a faulty sensor (for which
the probability of getting wrong measurements can be high) whereas Fully Stochastic
settings can take into consideration randomness due to other environment dynamics (such
as the sunlight, etc).
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Chapter 5
Implementation on actual sensor
motes and simulations
In order to test and compare the different DRL algorithms, we implemented them on ac-
tual sensor motes (Crossbow Mica2 motes) and used the TOSSIM [75] simulation platform
to evaluate parameters of interest for WSNs such as energy consumption. We investigate
the convergence of the algorithms towards globally optimal joint-actions or merely locally
optimal ones.
After presenting some generalities about the simulations, this Chapter provides the
experimental results about the energy consumption induced by the DRL algorithms for
computation and communication (Section 5.2). Simulations results for the Deterministic
(Section 5.3), Partially Stochastic (Section 5.4) and Fully Stochastic (Section 5.5) envi-
ronments are then presented. Finally, we discuss the trade-offs that are necessary when
employing DRL algorithms for coordinated decision-making tasks in resource constrained
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sensor networks.
5.1 Generalities
We start by introducing the hardware and software used to implement the DRL algorithms,
as well as describing the RL parameters used in the simulations.
5.1.1 Software and Hardware
All the computations were made on the same desktop computer, with a Pentium 4 pro-
cessor running at 2.99 GHz, and 504 MBytes of RAM. The algorithms were implemented
on Crossbow Mica2 motes [1] using nesC 1.1. NesC is a component-based programming
language that extends the C language and respects the structuring concepts and event-
driven execution model of TinyOS. TinyOS ([76], [77]) is an event-driven operating system
designed for sensor network nodes that have severe resources constraints (e.g. 8-Bit Atmel
ATMega microcontroller, 128 KBytes of program memory, 512 Bytes of RAM for Mica2
motes).
We simulated the TinyOS motes using TOSSIM [75]. TOSSIM is a discrete event
simulator for TinyOS sensor networks that builds directly from the same TinyOS code
written for the actual motes. Energy measurements are obtained with PowerTOSSIM
[78], which is an extension to TOSSIM that provides an accurate per node estimate of
power consumption of several motes components like the radio or the CPU. TOSSIM also
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has a GUI tool, TinyViz, which can help to visualize and interact with running simulations
as well as a scripting tool (TinyOS version of Python).
5.1.2 Parameters used in the simulations
Preliminary simulations were run in order to determine the values of the RL parameters
that give the best performance for each of the studied algorithms.
For the DR, DVF and IL algorithms, the learning and discounting rates were respec-
tively set to α = 0.1 and γ = 0.5. For the CQL, GR DRL, FMQg and FMQl algorithms,
α was set to α = 0.1 and γ to γ = 0.3. For the WoLF-PHC algorithm, we set α = 0.1 and
γ = 0.6. Moreover, the winning learning rate δw and losing learning rate δl give the best
results with an aggressive ratio: δlδw = 4. Lastly, the best results for the Centralized case
were obtained with a high learning rate of α = 0.9 (γ = 0.3).
For all the algorithms except FMQg and FMQl, the action selection strategy used was
an -greedy strategy for which the probability of taking a random action at time step t,
noted β(t), is decreased with regard to the time step according to the rule:
β(t) =

1, if t ≤10,000
1− 1Maxstep−10000 × (t− 10000), if t ∈ [10, 000;Maxstep]
0, if t ≥Maxstep
As described in [30], the FMQ heuristic uses a Boltzmann exploration strategy. In our
simulations, we fixed the parameters described in Equation 3.9 (page 48) to T0 = 1, 000
and η = 0.02, so that the temperature at time step t is given by Tt = 1000× e−0.02×t + 1.
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We set the length of the learning phase toMaxstep = 60, 000. All the results presented
thereafter are the average over 2,000 runs of 60,000 steps each except stated otherwise.
The Centralized algorithm could not be implemented on Mica2 motes because of the
memory constraints. In fact, the table needed to store the Q-values over the global state
space and the global action space is much larger than the memory space available on the
motes. The results corresponding to the Centralized approach were obtained by simulations
written in C# language.
Considering that energy is a scarce resource for WSNs, this aspect has a great impact
on the choice of the DRL algorithm to implement on actual motes for a real application.
The next subsection focuses on the energy consumption of the system running the different
algorithms.
5.2 Energy considerations
Table 5.1 compares the energy spent on communication and computation by the entire
MAS comprising the five agents on motes during the learning phase (first 60,000 iterations)
for the different algorithms.
We can observe that the CQL agents consume the most energy for communication
and computation (four times more than any other DRL algorithms). The communication
cost is explained by the fact that CQL agents need to exchange much more messages at
each iteration of the algorithm as shown by Figure 5.1. The computational cost is due to
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the evaluation of the new functions created at each time step for every possible actions of
the uneliminated agents in the VE process as explained later.
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Figure 5.1 shows the average number of messages exchanged at each iteration by the
motes running the DRL algorithms (average over 60,000 steps). We can see that CQL
induces much more communication than the other algorithms. This is due to the VE algo-
rithm used to determine the optimal joint-action at each time step. In fact, this algorithm
implies the exchange of new functions created while iteratively eliminating the agents,
e.g. Agent M5 has to send the function e5(a1, a2, a3, a4) = maxa5{Q1(a1, a2, a3, a4, a5) +
Q5(a1, a5)} to Agent M4 when it is eliminated before Agent M4 similarly sends to Agent
M3 the function e4(a1, a2, a3) and so on until Agent M1 sends back to Agent M2 its action
choice a1∗ = argmaxa1 e2(a1) and so on back to Agent M5.
In our experiments, we have assumed that the global state and global reward could
be broadcasted to all agents and all are within radio range. This means that the number
1Given that the Centralized approach could not be implemented on actual Mica2 motes, simulations
about energy consumption using the Mica2 energy model of PowerTOSSIM could not be used. Nonetheless,
the results should be intuitively similar to these of the IL approach with additional communication energy
consumed (in order to build the global state of the system and the action vector).
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Figure 5.1: Average number of messages communicated between agents running the DRL
algorithms at each iteration (average over 60,000 iterations).
of messages for Centralized, FMQg, FMQl, OptDRL, GR DRL and WoLF-PHC will only
increase linearly with the number of agents in the environment under consideration. If the
global state and global reward need to be relayed in a hop-by-hop manner, the amount of
exchanged messages is likely to increase exponentially with the number of agents. This will
not be the case for DVF and DR since agents running these algorithms only communicate
with their direct neighbors. As for the CQL algorithm, the number of messages exchanged
increases linearly with the width of the CG of the problem (which is 5 for the light-grid
problem as one can see in Figure 4.2(a) on page 64). Therefore, CQL might require the
communication of fewer messages than the other DRL algorithms based on the broadcast
of global information (GR DRL, WoLF-PHC, OptDRL, Centralized, FMQg, and FMQl)
for very large MAS.
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In this Chapter, an algorithm is said to converge at time t if the greedy policy learned
by the system at time t is jointly-optimal. In other words, if the learning phase is stopped
at time t, the algorithm will choose an optimal joint-action (a joint-action yielding the
maximum reward) at every time steps thereafter. In the next sections, the percentage of
convergence of an algorithm is defined as follows:
Definition 3 The percentage of convergence of a DRL algorithm at time step t is obtained
by running several experiments and by dividing the number of experiments for which the
algorithm has converged at time t by the total number of experiments run.
5.3 Results for the Deterministic environments
5.3.1 Convergence and speed of convergence of the algorithms for the
Deterministic environments
Figure 5.2 shows the percentage of convergence toward an optimal joint-action policy
achieved by the motes running the DRL algorithms with respect to the number of iterations
during the learning phase for the four settings 1, 2, 3 and 4 in Deterministic environments.
Several interesting results can be underlined:
• All the algorithms converge toward an optimal joint-policy with a rate greater than
95% for all the settings at the end of the learning phase except IL (for which a
convergence rate of only 50% is achieved in settings 1, 2 and 3), Centralized (con-
vergence rate of 73% in Setting 2 and 79.7% in Setting 3), GR DRL and both FMQ
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Figure 5.2: Percentage of convergence achieved by the 5-agent system running the DRL
algorithms during the first 60,000 iterations for the four Deterministic settings (average
over 2,000 runs).
heuristics (average convergence rate of 50% for Setting 2, 55% for Setting 3 and 0%
for Setting4).
• IL performs poorly in terms of both convergence rate and speed of convergence
for settings 1, 2 and 3. Motes running this algorithm converge actually for most
simulation runs toward a sub-optimal joint-action.
• DVF and DR present similar convergence results in terms of both convergence rate
and speed of convergence even though DVF has slightly better results than DR.
These results are coherent with other experimental studies comparing these two
algorithms presented in [15] and [29]. Additionally, even though there is no proof of
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convergence for these two algorithms, they converge in 100% of the cases after the
learning phase.
• GR DRL has bad convergence results with a slower convergence than most of the
DRL algorithms. In fact, for this algorithm, coordination is only ensured by the
broadcast of the global reward. However, this reward does not reflect how much
each agent participates in the actual reward. Therefore, an agent that takes its
component of the optimal joint-action might receive a bad reward because of other
agents that took wrong action choices. One way to improve the performance of this
algorithm would be to add a mechanism that weights the global reward for each
agent according to their participation in the overall performance of the MAS.
• The extension of the FMQ heuristic relying on local state information (FMQl) con-
verges faster than the extension using global information (FMQg). This can be
explained by the fact that the state space to be explored by the FMQg heuristic is
larger then the local state spaces needed by the FMQl heuristic. Furthermore, the
performance of these two heuristics decreases while increasing the number of optimal





factors that slow down the learning process by not being able to influence the agents
toward one or the other of the local components of multiple joint-actions.
• OptDRL agents present good overall convergence results. It is the algorithm based
on global state information that converges the fastest. This is because during the ex-
ploration phase, once an optimal joint-action is discovered, the system will remember
it in its policy table and will not update it thereafter.
81
5.3. Results for the Deterministic environments CHAPTER: 5
• CQL outperforms all the other DRL algorithms in terms of speed of convergence. A
convergence rate of 100% is achieved in all the four settings. The evaluation of the
value of each joint-actions during the VE phase explains why CQL agents are able
to determine the optimal behavior early in the learning. Slower learning in Setting
4 is due to the slower convergence of the parameters used in the approximation as
shown by Figure 5.3.
• Results for Setting 4 are different from the other settings: all the algorithms perform
better in this setting than in the others except for both FMQ heuristics that perform
badly in Setting 4 by never converging toward any optimal joint-policy. Moreover,
algorithms using local state information converge faster than algorithms relying on
global state information. These results can be explained by the fact that all the 4
optimal joint-actions are close to each other.
Figure 5.3 shows the convergence of the parameters used to approximate the local Qi-
functions in the CQL algorithm. These graphs illustrate the case when the parameters were
all initially set to 1. However, the parameters converge to the same values independently of
the initial values; these latter only affect the speed of convergence. We can notice that the
parameters converge more slowly in Setting 4 than in the other settings. This explains the
slower convergence of CQL agents in Setting 4 (100% of convergence in 25,000 iterations)
compared to the convergence in the other settings (100% of convergence achieved in less
than 5,000 iterations for Settings 1, 2 and 10,000 iterations for Setting 3 respectively).
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Figure 5.3: Convergence of the parameters used in the linear approximation of the global
Q-function in the CQL algorithm (Deterministic settings).
5.3.2 Application-level results
The application-level performance metrics, i.e. illuminating the entire room with the
fewest number of lights and the lowest setting are shown in Table 5.2. Results correspond
to Setting 1 since all the motes have to learn the same optimal joint-action. Therefore, it
makes sense to compare the number of bulbs turned on and the number of Action 1 and
Action 2 taken.
The most surprising results concern the CQL agents: these have never taken any
Action 1 during all the learning process and have always illuminated the complete room.
In fact, CQL agents began their learning by taking the action 22222 (i.e. Turn On all
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Table 5.2: Application-level performance of the MAS with 5 motes during the first 60,000
iterations, Deterministic environments.
Lights LOW Lights HIGH Cells bright
Ideal case 0 240,000 6,000,000
Centralized 40,959 209,420 5,504,602
IL 33,226 243,803 5,996,499
GR DRL 37,536 228,057 5,782,922
DR 26,105 240,624 5,995,239
DVF 22,523 240,412 5,995,282
OptDRL 27,104 219,645 5,665,206
FMQg 36,694 211,447 5,479,317
FMQl 8,439 236,712 5,910,364
CQL 0 243,199 6,000,000
WoLF-PHC 34,592 228,181 5,792,299
the bulbs in the High mode) before selecting action 02222 as an optimal joint-action after
receiving some experience from the environment.
Table 5.3 and Figure 5.4 show the average cost of running the different algorithms in
order to solve the light-grid problem (average over 2,000 runs). This cost is obtained by
subtracting the total reward that the MAS would receive if it chooses the highest value
action at each iteration during the learning phase to the maximum possible total reward
(case where the MAS receives the maximum reward at each time step).
We can observe that the DVF, DR, CQL and OptDRL outperform the other DRL
algorithms with regard to this metric. On the other hand, both FMQ heuristics present
bad performances. FMQg even has the highest cost in three settings over the four studied.
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Figure 5.4: Average cost of the DRL algorithms over 2,000 runs of 60,000 steps, Deter-
ministic environments.
Table 5.3: Average cost of the DRL algorithms over 2,000 runs of 60,000 steps, Determin-
istic environments.
Setting Setting 1 Setting 2 Setting 3 Setting 4
Centralized 40,111 17,137 19,148 17,842
IL 38,690 11,080 15,041.4 2,882.5
GR DRL 37,621 20,686 20,400 7,817.9
DR 23,700 4,193.1 5,600.5 1,691.6
DVF 20,183 3,969.1 5,830.4 1,977.4
OptDRL 27,571 10,569 11,643 11,828
FMQg 47,826 39,828 36,017 49,988
FMQl 14,814 18,864 16,766 60,116
CQL 9,326.5 9,918 11,908 12,734
WOLF-PHC 33,749 15,993 16,032 12,636
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5.4 Results for Partially Stochastic environments
5.4.1 Convergence and speed of convergence of the algorithms for the
Partially Stochastic environments
Figure 5.5 shows the percentage of convergence toward an optimal joint-action policy
achieved by the motes running the DRL algorithms with respect to the number of itera-
tions during the learning phase for the four settings 1, 2, 3 and 4 in Partially Stochastic
environments.
Figure 5.5: Percentage of convergence achieved by the 5-agent system running the DRL
algorithms during the first 60,000 iterations for the four Partially Stochastic settings (av-
erage over 2,000 runs).
Figure 5.5 shows that:
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• The performance of the OptDRL agents decreases drastically in terms of convergence
rate to 0% for the four settings when partial stochasticity is added. The early
convergence of OptDRL in Setting 1 illustrates the reason of the poor performance of
this algorithm in such environments. In fact, while exploring the action space during
the learning phase, OptDRL agents try the partial stochastic action and receive the
maximum reward. According to their update rule, the agents then modify their
policy by replacing the previous action (that might be their elementary component
of the optimal joint-action if previously discovered) by this action. The policy of the
agents will not be modified thereafter since no action will yield a highest reward.
Further results (not presented here) verify this explanation showing that the OptDRL
algorithm converges toward the action associated with the partial stochastic reward
in 100% of the cases for the four settings.
• FMQ agents are also strongly affected by the partial stochasticity with a very low
average convergence rate of only 5% over the four settings.
• DVF, DR and WoLF-PHC agents present similar convergence results: 100% of con-
vergence achieved for settings 1, 3 and 4 and more than 65% for Setting 2. However,
WoLF-PHC achieves a faster convergence in Setting 2 whereas DVF andDR converge
faster in Setting 4. These 3 algorithms outperform all the other studied algorithms
except CQL.
• Only one algorithm manages to converge in 100% of the cases in Setting 2: CQL
which always converge to the optimal joint-action in the four settings. Actually, this
algorithm is not affected by the partial stochasticity: the sub-optimal joint-action
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with the stochastic reward is never taken by the agents, thus the consequence of
the random reward can not influence them. Precisely, CQL agents always start
their learning by jointly taking the action “22222” before taking one of the optimal
joint-actions.
5.4.2 Application-level results
Table 5.4 focuses on the application-level and more specifically on the energy consumed by
the lighting system based on the learning of agents running the different DRL algorithms.
Results correspond to Setting 1.
Table 5.4: Application-level performance of the MAS with 5 motes during the first 60,000
iterations, Partially Stochastic environments.
Lights LOW Lights HIGH Cells bright
Ideal case 0 240,000 6,000,000
Centralized 43,820 202,971 5,387,556
IL 38,400 243,540 5,992,006
GR DRL 51,021 212,316 5,535,988
DR 26,747 240,146 5,987,445
DVF 24,196 240,340 5,993,960
OptDRL 65,635 211,872 5,511,918
FMQg 63,128 198,784 5,280,371
FMQl 73,856 198,784 5,280,371
CQL 0 243,176 6,000,000
WOLF-PHC 34,320 227,984 5,789,022
We can observe that the number of lights turned On in the Low mode increases com-
pared to the results corresponding to the Deterministic environment (See Table 5.2 on
page 84) except for CQL and WoLF-PHC. This action is influenced by the added stochas-
ticity that affects the action 12222 in the Setting 1. This increase is particularly important
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for FMQg, FMQl and OptDRL agents (+72.0%, +775.2% and +142.2% respectively), im-
portant for GR DRL (+35.9%) and mild for other algorithms (less than +10%).
Table 5.5 and Figure 5.6 show the average cost of running the different algorithms in
Partially Stochastic environments (average over 2,000 runs). This cost is obtained in the
same manner as previously described (See Table 5.3 on page 85).
With regard to the cost metric, we can see that:
• The average cost is higher for all the algorithms while being compared to the average
cost obtained in Deterministic environments.
• The performance of both FMQ heuristics as well as the OptDRL algorithm are
particularly affected by partial stochasticity: these algorithms perform badly, always
inducing the highest costs. This trend is particularly visible for settings 1 and 3.
• On the contrary, DVF, DR, CQL and WoLF-PHC have low average costs for the
four settings. In particular, DVF and DR always imply the lowest cost for three
settings over the four studied.
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Figure 5.6: Average cost of the DRL algorithms over 2,000 runs of 60,000 steps for Partially
Stochastic environments.
Table 5.5: Average cost of the DRL algorithms over 2,000 runs of 60,000 steps, Partially
Stochastic environments.
Setting Setting 1 Setting 2 Setting 3 Setting 4
Centralized 46,458 21,170 25,622 21,288
IL 42,939 13,831.5 15,050.6 2,968.8
GR DRL 50,567 30,764 28,155 9,285.3
DR 24,331 10,154 5,865.9 1,794.9
DVF 21,568 7,883.9 6,281.2 2,052.6
OptDRL 65,957 26,197 32,849 40,142
FMQg 70,822 42,299 47,903 50,918
FMQl 66,999 36,604 65,515 60,342
CQL 9,258.1 11,909 11,992 12,894
WOLF-PHC 3,3601 16,625 16,479 12,684
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5.5 Results for Fully Stochastic environments
5.5.1 Convergence and speed of convergence of the algorithms for Fully
Stochastic environments
Figure 5.7 shows the percentage of convergence toward an optimal joint-action policy
achieved by the motes running the DRL algorithms with respect to the number of iter-
ations during the learning phase for the four settings 1, 2, 3 and 4 in Fully Stochastic
environments.
Figure 5.7: Percentage of convergence achieved by the 5-agent system running the DRL
algorithms during the first 60,000 iterations for the four Fully Stochastic settings (average
over 2,000 runs).
In this figure, we can observe that:
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• The performance of all the algorithms except CQL falls drastically for settings 2 and
3: the corresponding convergence rates are all under 50%.
• The Centralized approach is particularly sensitive to stochasticity. In fact, compared
to the convergence rates obtained in the Deterministic environments, these latter
drop from 100% to 6% for Setting 1, from 73% to 0% for Setting 2, from 96% to
0.15% for Setting 3 and finally from 98.4% to 0.05% for Setting 4.
• WoLF-PHC achieves the highest convergence rates after CQL for settings 1, 2 and
4 with convergence rates of 97%, 44.5% and 93.1% respectively.
• OptDRL agents’ performance drops when stochasticity is added, achieving conver-
gence for only 69.7%, 31.8%, 15.4% and 7.5% for setting 1, 2, 3 and 4 respectively.
The convergence rate of OptDRL agents decreases when optimal joint-actions are
added. Adding several optimal joint-actions increases the probability for an action
to receive the maximal reward in Fully Stochastic environments. Therefore, the
agents are more prone to being influenced thereafter to sub-optimal choices.
• CQL agents perform nicely even when stochasticity is added. In fact, CQL agents
still achieve convergence in all cases for the four settings. Nonetheless, stochasticity
slows down the learning of the optimal joint-actions. This is particularly clear for
Setting 4 where agents achieve a rate of 100% of convergence after 40,000 iterations
of the algorithm compared to 25,000 iterations needed in the Deterministic and
Partially Stochastic environments. The slower convergence of the algorithm is due
to the slower convergence of the parameters used in the approximation as shown by
Figure 5.8. This Figure shows the convergence of the approximation parameters for
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Setting 4 for the Deterministic (left) and Fully Stochastic environments (right).
Figure 5.8: Comparison of the convergence of the parameters used in the linear approxima-
tion of the global Q-function in the CQL algorithm achieved in Setting 4 in Deterministic
environment (left) and Fully Stochastic environment (right).
5.5.2 Application-level results
Table 5.6 focuses on the application level and more specifically on the energy consumed by
the lighting system based on the learning of the agents running the different algorithms.
Results correspond to Setting 1 since all the motes have to learn the same joint-action.
From a general point of view, we can see that the performance of the algorithms
decreases at the application level with a smaller number of cells illuminated for all the
algorithms except CQL. In fact, we can observe that the number of bulbs in the High mode
is smaller than in the case of the Deterministic environment. An increase of the number
of bulbs in the Low mode shows that the learning of the algorithms is slowed down by the
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Table 5.6: Application-level performance of the MAS with 5 motes during the first 60,000
iterations, Fully Stochastic environments.
Lights LOW Lights HIGH Cells bright
Ideal case 0 40000 1000000
Centralized 44,717 80,787 2,307,244
IL 28,033 241,898 5,967,807
GR DRL 55,533 214,909 5,568,324
DR 32,226 239,703 5,968,554
DVF 27,908 239,282 5,971,828
OptDRL 52,074 192,597 5,107,441
FMQg 75,803 186,995 5,064,148
FMQl 32,652 229,264 5,781,729
CQL 0 243,176 6,000,000
WOLF-PHC 47,486 220,968 5,667,558
additional stochasticity that renders the learning more elusive. We can also notice that
the results of the CQL algorithm are close to these obtained in the Deterministic case.
Table 5.7 and Figure 5.9 show the average cost of running the different algorithms
(average over 2,000 runs). This cost is obtained in the same manner as previously (See
Table 5.3 on page 85). In Figure 5.9, we can see that four algorithms are always among
the most expensive ones: Centralized, OptDRL as well as both FMQ heuristics. On the
contrary, DVF, DR and CQL agents have the lowest costs.
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Figure 5.9: Average cost of the DRL algorithms over 2,000 runs of 60,000 steps for Fully
Stochastic environments.
Table 5.7: Average cost of the DRL algorithms over 2,000 runs of 60,000 steps, Fully
Stochastic environments.
Setting Setting 1 Setting 2 Setting 3 Setting 4
Centralized 113,373 63,428 73,468 73,883
IL 44,590 19,601 16,515 17,999.3
GR DRL 55,531 33,164 31,997 25,313
DR 31,119 19,128 12,409 7,756.6
DVF 25,838 20,931 13,501 8,320.2
OptDRL 77,972 51,664 59,444 65,148
FMQg 88,840 51,082 56,752 59,253
FMQl 37,609 28,513 21,990 62,644
CQL 11,258.1 11,909 31,992 14,694
WOLF-PHC 47,429 25,582 25,468 20,624
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5.5.3 Influence of stochasticity over the convergence performance of the
DRL algorithms
Table 5.8 generalizes Table T (Table 4.6, page 71) by introducing a stochasticity rate,
referred to as ρ, that defines the degree of stochasticity of the environment. Results about
Fully Stochastic environments correspond to a rate of ρ = 20%.
Table 5.8: Table T(ρ): Stochasticity on the performed action by a mote. Stochasticity
rate: ρ.
Table T(ρ) Action 0 Action 1 Action 2
Action 0 (100 -ρ)% 34(100− ρ)% 14(100− ρ)%
Action 1 12(100− ρ)% (100 -ρ)% 12(100− ρ)%
Action 2 14(100− ρ)% 34(100− ρ)% (100 -ρ)%
Figure 5.10 shows the convergence results of the DRL algorithms with regard to ρ.
These results are the average over 2,000 runs of simulations corresponding to Setting 1.
Convergence toward the optimal joint-action is checked at the end of the learning phase
(i.e. after the 60,000 first iterations).
Several interesting points have to be highlighted:
• CQL converges to the optimal policy in 100% of the cases. However, further simula-
tion results (not presented here) show that the parameters values as well as the speed
of convergence are affected by ρ: CQL agents need more iterations of the algorithm
in order to converge to the optimal joint-policy under higher values of ρ.
• DVF and DR agents are more robust to stochasticity compared to DRL algorithms
using global state information (except WoLF-PHC). This is explained by the reason
96
5.5. Results for Fully Stochastic environments CHAPTER: 5
Figure 5.10: Influence of stochasticity over the performance of the DRL algorithms.
that these algorithms are based on local state information and are by consequence
not affected by the stochasticity that influences locally other agents.
• The convergence rate of agents in the Centralized approach drops drastically from
100% for ρ = 0% to only 6.8% with a stochasticity rate as low as ρ = 5% .
• FMQ agents resist nicely to stochasticity for ρ ≤ 20%. Their convergence rate
then decreases drastically with regard to ρ to fall under 20% of convergence when
ρ ≥ 35%.
• As expected, OptDRL agents are particularly affected by stochasticity and converge
to the optimal joint-action in less than 50% of the cases when ρ ≥ 33%. The reason
for this bad behavior is that the more stochasticity is inherent in the environment,
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the earlier the system will receive the optimal reward while taking a non-optimal
joint-action. The agents will misunderstand this sub-optimal action as optimal and
will take this action thereafter.
5.6 Conclusion
Table 5.9 summarizes the convergence results presented in this Chapter. It shows the
algorithms that offer the best convergence rate after the learning phase for the different
settings in the Deterministic, Partially Stochastic and Fully Stochastic environments. The
percentage of convergence achieved appears into brackets. The algorithms are presented
in decreasing speed of convergence.
Table 5.9: Summary of the convergence results.
Deterministic Partially Fully
Stochastic Stochastic
Setting 1 All (100%) CQL (100%) CQL (100%)
except IL Centralized (100%) WoLF-PHC (97%)
(51.6%) DVF, DR (100%) DVF (94.3%)
WoLF-PHC (100%) DR (90.1%)
Setting 2 CQL (100%) CQL (100%) CQL (100%)




Setting 3 CQL (100%) CQL (100%) CQL (100%)
OptDRL (100%) DVF, DR (100%)
WoLF-PHC (100%) Centralized (95.4%)
DVF (100%) WoLF-PHC (94.5%)
DR (98%)
Setting 4 All (100%) CQL, WoLF-PHC (100%) CQL (100%)
except FMQ (0%) DR, DVF (100%) WoLF-PHC (93.1%)
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In Table 5.9, we can see that the CQL algorithm outperforms the other DRL algorithms
studied in this thesis. Specifically, it is the only algorithm that manages to converge in all
cases (all settings in all environments). On the other hand, the CQL algorithm consumes
the most energy for communication and computation (see Table 5.1 on page 77) since
local functions have to be created for each agents at each iteration step and the value of
these functions have to be exchanged. However, the communication cost of this algorithm
is linear with the width of the CG of the problem. Thus, in very large MAS, it might
imply less communication than DRL algorithms using global information for which the
communication cost increases exponentially with the number of agents. An interesting
further work could be to study this aspect for very large MAS.
The WoLF-PHC agents present very good convergence results compared to the other
DRL agents (except for CQL). Specifically, when stochasticity is added (both partial and
full stochasticity), these agents present the best convergence rate after the CQL agents.
They also offer the advantage or requiring no communication about the state information.
Their main drawback however is the need of the broadcast of a global reward. A possible
way to improve this would be to combine this algorithm with an additional technique to
approximate the global reward with only local information. It would be captivating to
study the performance of the algorithm in this case.
The DVF and DR agents have more modest energy requirements for communication
since they only communicate their V-values or immediate rewards with their neighbors.
Otherwise, the algorithms are performed entirely locally. Furthermore, the memory re-
quirements of these two algorithms are significantly less than the other DRL algorithms
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since only local states are constructed. Since the DVF and DR algorithms can achieve a
coordinated behavior and find the optimal policy in Deterministic and Partially Stochas-
tic environments and still behave nicely when stochasticity is added, they seem to be an




Conclusions and Future Work
6.1 Contributions of this work
In this thesis, we have considered the general case of a MAS implemented on a network
of sensor-actuator nodes which have to learn the correct behavior by interacting with
the environment they operate in: nodes use their sensors to determine the state of the
system, decide the best action to take by running a RL-based algorithm and actuate
causing changes to the environment. We have focused on cooperative MAS for which all
the agents work together toward a common global objective.
Our motivation was to study several state-of-the-art DRL algorithms proposed in the
literature, to implement the most promising ones on actual wireless sensor nodes and to
study how these algorithms behave in real environmental conditions.
Although there has been related work which adopt a multi-agent perspective to sensor
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networks [14] and RL is a common technique employed in MAS ([15], [16], [17]) our work
is novel since it is the first study and implementation of cooperative and coordinated RL
algorithms in an actual sensor network. In fact, our contribution can be summed up as
follows:
• We have provided a literature review about recent research work related to multi-
agent learning and coordination for decision-making tasks. Different approaches
extending RL algorithms to MAS have been discussed for an implementation on
resource-constrained WSNs (Chapter 2 and 3).
• We have designed a testbed to study in detail the learning of coordination provided
by the DRL algorithms (Chapter 4). This testbed is general and can be used to
simulate various applications (such as a lighting control system, a sensing coverage
application, etc). It also offers the advantage of allowing settings for which sev-
eral optimal joint-policies have to be learned, which is the case for some real-world
applications.
• We have implemented several state-of-the-art DRL algorithms in nesC and compiled
them on actual Crossbow Mica2 sensor nodes. Consequently, this work is the first
implementation of distributed decision-making algorithms on wireless nodes, which
can be applied to a huge range of applications (commercial, military, etc).
• We have provided extensive simulations results and compared the algorithms with
regard to numerous parameters of interests for WSNs such as energy consumption,
number of messages exchanged at each iteration of the algorithms, etc (Chapter 5).
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We have also investigated whether globally optimal or merely locally optimal joint-
policies were learned.
6.2 Directions for future work
This research work has highlighted several challenges that still need to be tackled:
• First, the choice of the weighting factors in the DR and DVF algorithms influences
the system’s overall performance as the authors suggested themselves [15]. Ad-
ditional weighting functions could be studied. Specifically, these should take into
consideration the major constraints of WSNs. For example, the choice of the neigh-
boring nodes an agent exchanges its immediate reward or V-value with could be
decided on communication cost parameters, i.e. an agent could decide to trans-
mit its information to neighbors only when the communication cost incurred is less
than the expected gain obtained by the exchange of the data. Dynamic weighting
functions could also be used in order to adapt to varying environments.
• In a MAS, a particular agent cannot observe directly the local state of other agents;
instead, an agent can use communication in order to share this information and
determine the global state of the MAS needed in most DRL algorithm. However,
communication incurs a cost in terms of bandwidth and energy consumption, which
are two scarce resources in WSNs. Ideas of methods using partial observability can
be applied to enhance the studied algorithms. An agent should also decide if it is
worthwhile to perform a communication action at every iteration. Thus, an agent’s
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policy may need to include agent communication decisions in addition to action
decisions.
• As highlighted previously (Chapter 5), the WoLF-PHC agents present very promis-
ing results in terms of convergence rate, speed of convergence and memory require-
ments. However, their main drawback is the need for the global reward broadcast.
An interesting direction for future work would be to combine this algorithm with
techniques to approximate this global signal with local information.
• Finally, locality of actions could also be taken into consideration. For example, in
our testbed, Agent M2 has no direct influence over agent M5. Therefore, Agent
M2 could not take this agent into account in its local learning. This way, additional
mechanisms could be added to the studied DRL algorithms to deal with this locality:
this would decrease the complexity of the problem by reducing the state and action
space.
Finally, we plan to apply this research work to sensor networks which form part of
larger global architecture which we term SensorGrid ([79], [80]). This effort focuses on
integrating sensor and actuator networks, in particular, to the Grid in order to perform
real time decision-making on a large scale. It uses a hierarchical architecture relying on
sensor nodes at the lower level, cluster heads and finally the Grid at the upper level,
comprising Grid clients and Grid servers. All these entities are decision-makers at various
levels, and both network and application aspects of quality of service (QoS) such as delay,
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Appendix A - Pseudo-code of the DRL algorithms
A-1 Independent Q-Learning and GR DRL
Algorithm IL algorithm
(∗ Phase I: Initialization ∗)
1. Qi(si, ai)← 0, ∀(si, ai) ∈ Si ×Ai
2. Sense the initial state si0
3. ai0 ← random action
(∗ Phase II: Learning phase ∗)
4. repeat (for each time step t)
5. t← t+ 1
6. Sense the new state sit








t) + γ maxa∈Ai Qi(sit, a)
)
9. Take local action ait (-greedy action selection):
ait =
{
argmaxa∈Ai Qi(sit, a), with probability (1− )
random action, with probability 
10. until terminal condition
Figure A-I: IL algorithm for agent i.
In the GR DRL case, the algorithm is the same except that the reward signal is global
instead of local to the agent i, i.e. all the agents of the MAS receive the same reward that
depends on the joint-action taken by the agents at the previous time step.
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A-2 Distributed Value Function DRL - Schneider et al.
Algorithm DVF Algorithm
(∗ Phase I: Initialization ∗)
1. Broadcast a message to determine Neigh(i)
2. Compute f i(j), ∀j ∈ Neigh(i)
3. AllVvaluesReceived ← False
4. Qi(si, ai)← 0, ∀(si, ai) ∈ Si ×Ai
5. V i(si)← 0, ∀si ∈ Si
6. Sense the initial state si0
7. a0 ← random action
(∗ Phase II: Learning phase ∗)
8. repeat (for each time step t)
9. t← t+ 1
10. Sense the new state sit
11. Observe the reward rit(s
i
t)














V i(sit−1)← maxa∈Ai Qi(sit−1, a)
17. Take local action ait (-greedy action selection):
ait =
{
argmaxa∈Ai Qi(sit, a), with probability (1− )
random action, with probability 
18. until terminal condition
Figure A-II: DVF algorithm for agent i.
In the DR case, the algorithm is the same except that the agents do not broadcast
the value of the state they land in but the immediate reward they receive. Therefore,
in the previous Figure A-II, V i(sit) and V
j(sjt ) should be replaced by r
i(sit) and r
j(sjt )
respectively at Lines 12 and 15.
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Algorithm OptDRL Algorithm
(∗ Phase I: Initialization ∗)
1. Qi(S, ai)← 0, ∀(S, ai) ∈ S ×Ai
2. Πi(S)← 0, ∀ S ∈ S
3. Determine the initial global state S0
4. ai0 ←random action
(∗ Phase II: Learning phase ∗)
5. repeat (for each time step t)
6. t← t+ 1
7. Determine the new global state St











10. Update policy Π:
Πi(St−1)← ait−1 iffmaxa∈Ai Qi(St−1, a) 6= maxa∈Ai Qi(St, a)
11. Take local action ait (-greedy action selection):
ait =
{
argmaxa∈Ai Qi(St, a), with probability (1− )
random action, with probability 
12. until terminal condition
Figure A-III: OptDRL algorithm for agent i.
A-3 Optimistic DRL - Lauer and Riedmiller
A-4 WoLF-PHC - Bowling and Veloso
The pseudo-code of theWoLF-PHC algorithm for agent i is given in Figure 3.3 on page 55.
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A-5 FMQ heuristics extended from Kudenko and Kapetanakis
Algorithm FMQg Heuristic
(∗ Phase I: Initialization ∗)
1. Qi(S, ai)← 0, ∀(S, ai) ∈ S ×Ai
2. EV i(S, ai)← 0, ∀(S, ai) ∈ S ×Ai
3. Rimax(S, a
i)← 0, ∀(S, ai) ∈ S ×Ai
4. CountRimax(S, a
i)← 0, ∀(S, ai) ∈ S ×Ai
5. CountAction(S, ai)← 0, ∀(S, ai) ∈ S ×Ai
6. Determine the initial global state S0
7. ai0 ←random action
(∗ Phase II: Learning phase ∗)
8. repeat (for each time step t)
9. t← t+ 1
10. Determine the new global state St
11. Observe the global reward Rt(St)
12. Update CountRimax(St−1, ait−1):
if
(






Rt(St) == Rimax(St−1, ait−1)
)
CountRimax(St−1, ait−1)← CountRimax(St−1, ait−1) + 1
13. Update Q-value:
Qi(St−1, ait−1)← (1− α) Qi(St−1, ait−1) + α
(
Rt(St) + γ maxa∈Ai Qi(St, a)
)
14. Update EV-value:




15. Update pi (Boltzmann action selection):








16. Take local action ait with probability pi
i(St, ait)
17. Update CountAction:
CountAction(St, ait)← CountAction(St, ait) + 1
18. until terminal condition
Figure A-IV: FMQg algorithm for agent i.
In the FMQl case, the state relies on information locally available to every agent, i.e.
S has to be replaced by si in Figure A-IV.
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A-6 Coordinated Q-Learning - Guestrin
Algorithm CQL Algorithm
(∗ Phase I: Initialization ∗)
1. ~w0 ← 1, initial values for the parameters
2. Πi(S)← 0, ∀ S ∈ S
3. O: eliminating ordering
4. O−: action selection ordering (reverse ordering of O)
5. Determine the initial global state S0
6. ai0 ←random action
(∗ Phase II: Learning phase ∗)
7. repeat (for each time step t)
8. t← t+ 1
9. Determine the new global state St
10. Receive the global reward Rt(St)
11. Compute ~a∗t and V (St) using a distributed version of the VE algorithm presented
in Figure 3.2 on page 52, i.e.:
12. (i) Maximization:
13. Wait for signal for eliminating signal defined by O
14. Collect the local functions (ej and Qj-functions) influenced by the actions of i








16. Signal ei to the next agent to be eliminated given by O
17. (ii) Action selection and computation of V :
18. Wait for the action choice of previous agents given by O−
19. Determine ai∗t = argmaxa∈Ai ei(·)
20. Compute V (St)← V (St) +Q(St,~a∗t )
21. Signal ai∗t and V (St) to the next agent according to O−
22. The last agent defined by O− broadcast ~a∗t and V (St)
23. Compute ∇wiQi(St, ~at)
24. Update Qi-function parameters ~wi:




25. Take local action ait (-greedy action selection):
ait =
{
ai∗t , with probability (1− )
random action, with probability 
26. until terminal condition
Figure A-V: CQL algorithm for agent i.
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Appendix B - List of Publications
B-1 Published paper
[1] C.-K. Tham and J.-C. Renaud, “Multi-Agent Systems on Sensor Networks: A Dis-
tributed Reinforcement Learning Approach”, in Proceedings of the Second Intelligent Sen-
sors, Sensor Networks and Information Processing Conference (ISSNIP’05), Melbourne,
Australia, 2005, pp. 423–429.
B-2 Pending Publication
[1] J.-C. Renaud and C.-K. Tham, “Coordinated Sensing Coverage in Sensor Networks
using Distributed Reinforcement Learning”, will appear in the proceedings of the Second
Workshop on Coordinated Quality of Service in Distributed Systems (COQODS-II). This
workshop will be held in conjunction with the Fourteenth International Conference On
Networks (ICON 2006) in Singapore in September 2006.
B-3 Submitted paper
[1] Article under preparation for submission to an international journal.
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