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Abstrat
We propose a novel trust metri for soial networks whih is suitable for appliation to
reommender systems. It is personalised and dynami, and allows to ompute the indiret
trust between two agents whih are not neighbours based on the diret trust between agents
that are neighbours. In analogy to some personalised versions of PageRank, this metri makes
use of the onept of feedbak entrality and overomes some of the limitations of other trust
metris. In partiular, it does not neglet yles and other patterns haraterising soial net-
works, as some other algorithms do. In order to apply the metri to reommender systems,
we propose a way to make trust dynami over time. We show by means of analytial approx-
imations and omputer simulations that the metri has the desired properties. Finally, we
arry out an empirial validation on a dataset rawled from an Internet ommunity and om-
pare the performane of a reommender system using our metri to one using ollaborative
ltering.
Keywords: Trust, Soial Networks, Reommender Systems,
Personalisation, Information Overload
1 Introdution
An inreasing number of information tehnologies fouses on how web users an eetively share
opinions about various types of produts, servies or even other users. These tehnologies are the
basis of several types of Web 2.0 appliations suh as ollaborative tagging, soial bookmarking
[5, 9℄ and, in partiular, also reommender systems. Given the heterogeneity of web users, a major
issue is how to appropriately aggregate opinions in order to provide judgements that are useful
for eah individual user.
Most of these appliations use ollaborative ltering algorithms whih ompute an index of
similarity between users or between items, based on the ratings that users have provided on
these items [8, 12, 19℄. When a user belongs to a ommunity with ommon, shared tastes, these
algorithms work well in suggesting new items similar to the ones the users have already rated.
There are several other benets: exept providing enough ratings, no further ation is required
of users; algorithms for ollaborative ltering are salable (when similarities are omputed aross
items [22℄); and, nally, they provide some level of personalisation. A shortoming is that if users
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are looking for items whih are seldomly rated by their ommunity, the preditions are poor 
e.g. people who have rated only travel books may not reeive very good reommendations on
tools for gardening.
To ope with this, a line of researh has foused on basing reommendations for users not on their
similarity, but on their trust relations to other users. In this ontext, trust is meant to be the
expetany of an agent to be able to rely on some other agent's reommendations [15, 25℄. There
has been a body of work on trust webs [1, 10, 15, 21℄ and on their appliation to reommender
systems [7, 16, 18℄. The small-world property of soial networks [20℄ allows to potentially reah
a lot of information, while the trust allows to lter out the relevant piees [25℄. The benets
of these trust-based algorithms inlude strong personalisation, no need to have a long rating
history in the system beause reommendations are not based on similarity, and the ability to
reeive reommendations on items dierent from the ones already rated. Some limitations of the
trust-based approah onern the salability and the fat that, in addition to their ratings of
items, users have to provide information about their level of trust to some other users.
In this paper, we introdue a novel metri for trust in soial networks. A trust metri allows to
ompute the indiret trust between two agents in a soial network whih are not neighbours,
based on the diret trust between agents that are neighbours. While it is intuitive to do this
on a hain, e.g. from user A via user B to user C, for instane by multiplying the values of
trust along the hain, it is not a priori trivial how to proeed when a graph ontains multiple,
redundant paths, yles, or triangles (beause of mathematial issues related to uniqueness and
onsisteny). This is a ruial issue beause these patterns all play an important role in soial
networks, in partiular for the diusion of information and the build-up of soial apital [27, 24℄.
Some trust metris address these issues by reduing the diret trust graph to an ayli graph
before applying their omputation of indiret trust [7, 16℄. Other metris use only the path of the
shortest distane or of the highest trust [25℄. Our trust metri takes all the paths in the graph
into aount and it is well-dened on any given graph. It provides eah user with personalised
trust ratings about other users in the network. Our metri also is dynami, i.e. it evolves in time
depending on how useful the information reeived by users is to them. This makes the metri
suitable for appliation in reommender systems, as we will illustrate in the remainder of the
paper.
2 Bakground and Motivation
Consider a senario in whih there is a soial network of agents whih have trust relationships
among eah other. This an be desribed by a graph in whih the nodes represent the agents and
the links represent the trust relationships. There also is a set of objets whih an be rated by
agents. Sine eah agent only knows a few objets, it may want to know other agent's opinions
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on unknown objets. However, sine there are potentially many opinions of other agents, it needs
to be able to determine whih of these are trustworthy. This implies that an agent needs to
reason about the trustworthiness of other agents [25℄. However, sine its time and resoures are
onstrained, an agent an only build and maintain trust relationships with a limited number of
other agents.
Thus, if Tij ∈ [0, 1] represents the level of diret trust of agent i towards j, how do we ompute
the indiret trust T˜kl between two agents k and l that are not neighbours
1
?
In the following, we will desribe the TrustWebRank metri for omputing indiret trust in
a network with diret trust. This metri builds on the onept of feedbak entrality whih
assigns a entrality sore to the nodes of a network based on the entrality sores of the node's
neighbours. In other words, in feedbak entrality, the higher (or lower) the entrality sore of
a node's neighbours, the higher (or lower) this node's own entrality is. These priniples an
be adapted to dene a metri for the trustworthiness of agents in a soial network with trust
relationships.
We briey review PageRank, one of the most widely known and studied feedbak entrality
algorithms [4, 3℄. In our senario this would mean to assign a trustworthiness sore ci to an agent
i that depends on the trustworthiness of its neighbours j (adapted from [3℄):
ci = β
∑
{j:i∈Nj}
cj
|Nj |
+ (1− β) ∀i, (1)
where Ni is the set of neighbours of i, and β is a damping fator whih is hosen around 0.8 [4℄.
In vetor notation:
c = βPc+ (1− β)1 , (2)
where P is a stohasti2 transition matrix dened as
Pij =
{
1
|Nj |
if there exists a link from j to i
0 otherwise.
(3)
Eqs. (1) and (3) an easily be extended to weighted graphs [3℄. Solving Eq. (2) for c we obtain:
c = (I − βP )−1(1− β)1 , (4)
where I is the identity matrix and 1 is the vetor onsisting of ones. Sine P is, by onstrution,
stohasti and thus, by the Perron-Frobenius theorem [23℄, the largest eigenvalue is λPF(P ) = 1,
1
Variables expressing indiret trust are as the orresponding ones expressing diret trust, but with a tilde
symbol: e.g. T and T˜ .
2
We will always assume row-stohasti when we state stohasti; this does not imply that the matrix need
(or not) to be olumn-stohasti.
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it follows that λPF(βP ) = β < 1. This ensures the existene of a unique solution of c. Usually,
one uses Jaobi iteration to ompute suh a solution.
The result of applying this algorithm to a graph is a vetor whih gives a sore of the trust-
worthiness ci for eah node i in the graph. Note that this is a global metri, i.e. there is one
sore for eah agent. It has been observed in the literature that, for reommender systems, suh
metris are often not appropriate and that loal metris, whih are personalised for eah agent
(how trustworthy is agent i from the perspetive of agent j), are required [16℄. EigenTrust, for
example, is a PageRank-inspired, global trust metri [14℄.
3 A Novel Trust Metri
3.1 From Centrality to Trust
Proeeding in analogy to PageRank and using the priniples of feedbak entrality to onstrut
a personalised metri for trust, one ould dene the indiret trust of agent i to j as the indiret
trust of the neighbour agents k of agent i to agent j, weighted by the trust of agent i towards
these neighbour agents k. Let T be the trust matrix, where Tij ∈ [0, 1] reets the diret trust
from agent i to agent j (Tij = 0 if there is no link between agent i and agent j). S is the stohasti
matrix
Sij =
Tij∑
k∈Ni
Tik
, (5)
where Ni is the set of neighbours of agent i. S is a normalisation of T . We dene T˜ij to be the
indiret trustworthiness sore from i to j:
T˜ij =
∑
k∈Ni
SikT˜kj ∀i, j (6)
This allows us to estimate the trust between any two agents i and j: if there is a link between
i and j, Tij reets the trust between them; if there is no link between i and j, T˜ij reets the
trust between them. Notie that this denition is similar to to the approahes used in [7, 16℄. In
matrix notation, this is the reursive denition
T˜ = ST˜ (7)
Notie that this approah has several limitations:
1) Uniqueness of the solution: Let v˜∗j be one olumn of T˜ , i.e. the vetor that expresses how
muh agent j is trusted by other agents. Then, Eq. (7) gives
v˜∗j = Sv˜∗j ∀j. (8)
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If S is ayli [23℄ (i.e. the underlying graph is so), then there is a unique solution of Eq. (8). If S
is not ayli, it an be either primitive or non-primitive [13℄. If S is primitive (and stohasti),
there is a unique solution of Eq. (8), a vetor with all omponents being idential [23℄. This
would imply that all agents i would trust agent j equally, whih is obviously not desirable. If S
is not primitive, there are multiple solutions for Eq. (8), whih also is not desirable.
One way of dealing with this ould be to make S ayli, for example by onstruting a tree with
a breadth-rst searh (BFS) from a hosen node, as for example [7, 16℄ do. The BFS selets one
node as a root, and from there on, explores the neighbours of the nodes, proeeding in levels
1, 2, 3, . . . and removing links within a level and links from level k to level l where l < k at eah
step. However, this entails further limitations:
Soial networks are haraterised by a high lustering oeient [27, 20, 24℄. By making the
underlying graph of a soial network ayli, one removes the links within eah level and the
links from levels k to l where l ≤ k, thus making the lustering oeient 0. This implies that,
subsequent to this proedure, the trust metri will not be able to dierentiate well between
regions of high lustering (thus, possibly high trust) and regions with lower lustering (thus,
possibly lower trust) as on the original graph.
Further, depending on whih node is hosen as the root of the BFS, the ayli graph will be
dierent. This is not a problem in a deentralised senario, when the omputation is spread
over many nodes. In this ase, eah node omputes its own set of v˜∗j by being root of its own
breadth-rst exploration. However, this is a problem in a entralised senario, where suh an
approah is not salable and also not mathematially tratable: as a result of a BFS rooting at
eah i, the omputation uses a dierent matrix T for eah node.
2) Combination of diret and indiret trust : The metri dened in Eq. (6) is not able to aount
properly for the following situation: onsider an agent i that trusts a neighbour agent j with
intermediate level of trust, e.g. Tij ≈ 0.5, beause it does not yet know this agent well. If many
of the other neighbours of agent i trust agent j, this should inrease the trust between agent i
and j. This does not happen with the urrent denition of trust.
3) Normalisation of trust : another property, resulting from Eq. (5), is that the normalisation
removes knowledge from the system. If an agent i trusts n neighbours equally, it does not matter
whether it trusts them a lot or a little in [0, 1]  the normalisation would assign the same value of
trust of
1
n
to eah of the neighbours. Then, during propagation, only the relative trust ompared
to other neighbours is onsidered. Equally, suppose that an agent i has just one neighbour agent
j  no matter whether i trusts j highly or lowly, in eah ase the normalisation would ause the
trust from i to j to be 1. The normalisation is neessary, however, to have values of diret and
indiret trust whih are in the same range.
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3.2 The TrustWebRank Metri
Thus, given these limitations, an we modify Eq. (6) in suh a way that the following requirements
are met?
Requirement 1: The solution of the equation over graphs with yles is unique, but not trivial.
Requirement 2: The range of indiret trust is the same as for diret trust, i.e. [0, 1], so that
diret and indiret trust an be ompared.
Requirement 3: In the metri, diret trust adds on to indiret trust (apturing the fat that
it omplements it).
One possibility to address these issues is the following: we ompute the indiret value of trust
between two agents i and j based on the diret trust between them, if there is any, but also
based on the trust that the neighbours of i have in j:
T˜ij = Sij + β
∑
k∈Ni
SikT˜kj ∀i, j, (9)
where β ∈ [0, 1). Now, in matrix form Eq. (9) is
T˜ = S + βST˜ , (10)
and, using elementary algebra, we an derive
T˜ = (I − βS)−1S. (11)
There exists a unique, non-trivial solution to Eq. (11) if λPF(βS) < 1, [13℄. Sine S is stohasti,
i.e. λPF(S) = 1, and β ∈ [0, 1), it follows that λPF(βS) < 1 (Requirement 1).
The parameter β has a similar role as the damping fator in PageRank in Eq. (1): given β ∈ [0, 1),
the impat of agents far away in the soial network is disounted. This an be seen more learly
when expressing (1− βS)−1 as a geometri sum in Eq. (11) [13℄:
T˜ = (1− βS)−1S =
∞∑
k=0
(βS)kS = S + βS2 + β2S3 + . . . (12)
The kth power of the adjaeny matrix of a graph gives the number of walks of length k between
any two nodes in the graph. Similarly, the kth power of the matrix S gives the sum of the
produts of the weights along all walks of length k in the underlying graph of S. In Eq. (12),
the higher the length of the walks, the stronger the disount (sine β < 1). As in PageRank, a
reasonable value of β turns out to be around 0.75 to 0.85 (see Setion 4.5). Note that T˜ij /∈ [0, 1].
We an normalise it to
S˜ij =
T˜ij∑
k∈Ni
T˜ik
(13)
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to ensure the omparability of values of diret and indiret trust (Requirement 2).
Furthermore, if agents i and j are not neighbours, the indiret trust of i to j is entirely based on
how muh the neighbours of i trust j. However, if agent i has a neighbour j, the indiret trust of
i to j will also inorporate how muh the other neighbours of agent i trust or do not trust agent
j (Requirement 3).
The denition of Eqs. (9) and (10) naturally takes the real struture of a soial network into
aount without needing to prune any link. Unlike to what would happen during the onversion
of the underlying graph to a tree using a BFS, the algorithm preserves the links whih, in a soial
network, lead to a high lustering oeient, and are not negligible when reasoning about the
soial network itself [27, 20, 24℄.
When dealing with huge graphs, however, inverting a matrix as required by Eq. (11) poses an issue
of omputation time and memory. Yet, instead of inverting a matrix or omputing eigenvetors,
it is possible to use an iterative method [3℄ as follows:
T˜
(k+1)
ij = Sij + β
∑
l∈Ni
SilT˜
(k)
lj ∀i, j. (14)
At eah step k, one only needs the neighbourhood Ni of a given agent i, as well as aess to
the matrix of T˜ (k−1) omputed at the previous step k − 1. Notie that now we are omputing a
matrix while, with the entrality, e.g. in PageRank, we were omputing a vetor. This is natural
sine the entrality is one value per agent (it is a global notion), while trust is a value per pair
of agents (it is a loal, personalised notion). Therefore omputing trust (∼ O(N2)) is inherently
more expensive than omputing entrality (∼ O(N)). However, do we really need to ompute
indiret trust among all agents? In fat, for a given agent i, omputing the trust to a seleted
amount of other agents j, if well hosen, will be suient, as the trust to agents far away in
the network will be damped out anyway. So, the salability of the trust omputation rather is
(∼ O(mN)), where m is the number of other agents j to onsider for eah agent i.
4 An Appliation of the Metri
So far, we have desribed a trust metri whih allows to ompute a measure of trust between two
agents whih are not neessarily neighbours in a soial network. We will now onstrut a simple
model whih applies this metri in the ontext of a reommender system. The purpose is to show
how it is possible to ompute preditions of how an agent i likes a partiular objet o (suppose
a book, CD, or movie) based on how other agents j liked that item ombined with how muh i
trusts j.
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4.1 A Simple Model
Suppose we have a system of agents embedded in a soial network, dened by a graph and
assoiated to an adjaeny matrix A. Eah agent i keeps trak of its trust relationships to
neighbours j. These are reeted in the matrix of diret trust T . Obviously, Tij > 0 only if
Aij = 1. For the moment, we take the network to be desribed by a random graph [6, 2℄ in whih
eah agent roughly has the degree d.
Let eah agent i be haraterised by a prole pii. The prole expresses whih ratings an agent
would give to all possible objets; however, agents only know a subset of their ratings on objets.
Given an objet o, roi ∈ {−1, 1} is the rating of agent i on objet o. If an agent is willing to
share all its opinions with other agents, then the set of all of its ratings orresponds to its prole;
however, there may be agents whih are not willing (beause they want to keep their serets) or
able (beause they simply do not know partiular objets) to share ratings. This an be aptured
by a parameter η whih reets the probability of an agent to share  i.e. signal  its rating with
other agents. E.g., a value of η = 0.1 would imply that, on average, at eah time step 10 agents.
At the moment, η is the same value for all agents, but it ould also be set dierently for eah
agent i or even for eah pair of agents i and j.
If an agent i is not willing or able to share its rating for an objet o, the system omputes a
predition poi as follows:
poi =
∑
j∈Ni
S˜ijr
o
j , (15)
so poi ∈ [−1, 1], sine
∑
j∈Ni
S˜ij = 1 and r
o
j ∈ {−1, 1}. In vetor notation,
p = S˜r, (16)
i.e. the predition for an agent i is the sum of the ratings of all neighbours j weighted by the
indiret, normalised trust that agent i has in these neighbours j.
Note that this bears resemblane to Collaborative Filtering (CF) [8, 12℄ in whih the predition
for an agent i is also omputed as a weighted sum of the ratings of all neighbours j (not neighbours
in a graph-theoreti sense, but neighbours in terms of similarity of ratings). The more similar
a neighbour, the more inuential its rating will be for the predition. In our ase, making a
predition based on the ratings of the trusted neighbours implies that we make the assumption
that agents who are onneted by trust have similar mind-sets. Notie that this does not imply
that they have rated the same items  for example, one user ould appreiate the knowledge
of another user in gardening, even though his own domain are travel books. Thus, unlike the
similarity that ould be omputed e.g. by Pearson orrelation, this notion of similarity extends
not just aross rated items, but rather is an expeted similarity reeting a similar mind-set of
two agents.
8/19
Frank E. Walter, Stefano Battiston, and Frank Shweitzer:
Personalised and Dynami Trust in Soial Networks
Submitted to Reommender Systems 2009 (May 09, 2009).
4.2 Trust Dynamis
So far, we have a stati model whih, based on the trust web of a partiular agent i and the
ratings roj of its neighbours j, is able to ompute preditions p
o
i for that agent. We now would
like to model the evolution of the trust network over time in the sense that, based on the quality
of a partiular reommendation, agent i an update its trust to its neighbours j. This adds a
time dimension to the model and requires a mehanism to update the trust between neighbours.
This an be done by adding a utility funtion: agents experiene a utility by using the ratings
or preditions of neighbours and then the trust update is oupled with the utility experiened.
We dene eah agent i to experiene a utility uij(t) by following the reommendation from eah
neighbour j at time t as follows:
uij(t) =
{
1− |roi (t)− r
o
j (t)| if j signals to i
1− |roi (t)− p
o
j(t)| otherwise.
(17)
Note that uij(t) ∈ [−1, 1]. If the neighbour j signals to agent i, it knows the rating r
o
j (t);
otherwise, it only knows a predition poj(t). The loser the reommendation of agent j for agent
i to the rating of agent i is, the greater the agents' similarity is and thus the higher the utility
uij(t) that agent i experienes from the reommendation of agent j at step t is. Note that beause
of the level of ooperation η  whih aets whether agent j signals to i  the utility takes into
aount not only similarity [28℄, but also ooperation between agents. Based on the utility, agent
i an update the trust towards its neighbour agents j. We distinguish four ases, based on the
sign and the magnitude of the utility:
• If the sign is positive, this means that the rating or predition of a neighbour was good; if
it is negative, it means that the rating or predition was bad.
• If the magnitude is large, the neighbour had a lot of trust in the rating/predition of its
own neighbours; if it is small, the neighbour had little trust in the rating/predition of its
own neighbours.
This leads us to the following denition of how an agent i updates its trust to agent j from time
t to t+ 1:
T˘ij(t+ 1) =


γTij(t) + (1− γ)|uij(t)|
if uij(t) > uthr or − uthr ≤ uij(t) ≤ 0
γTij(t)− (1− γ)|uij(t)|
if uij(t) < −uthr or 0 < uij(t) ≤ uthr
(18)
where we take uthr = 0.5 and γ ∈ [0, 1] is a parameter that ontrols the relative weights of the
urrent history of trust between two agents, Tij(t), and of the urrent utility, uij(t). For γ > 0.5,
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Figure 1: Soial network of agents and trust build-up over time in ase of a fration of agents
not signalling as well as yles in the underlying network: there are two proles, red and blue,
indiated by the ores of the node. Only square nodes are signalling; e.g., nodes 2, 3, and 4 are
not signalling. There are two yles from 4 to 7 and 8, respetively, to 9 and then to 4. After a
few steps, the nodes learn whih other nodes to trust.
this gives the history of trust more weight than the urrent utility. In the analysis and simulations
(next setion), we found that γ = 0.75 is a reasonable value. Sine T˘ij ∈ [−1, 1], but we want
Tij ∈ [0, 1], we ap it to [0, 1]:
Tij(t+ 1) = max(0,min(1, T˘ij)). (19)
As an example, the eets of these dynamis are illustrated in Figure 1: this is an example of a
network of agents having two proles (red and blue). Some nodes are signalling (squares), others
are not (irles). The network ontains yles. At t = 1, the agents are just onneted, the trust
between all agents is equal to zero. At t = 2, agent 3 and agent 4 have reeived reommendations
from agents 5 and 6, and from agents 7 and 8, respetively. Sine agent 3 (4) has the same prole
as agents 5 and 6 (7 and 8), namely red (blue), it pereives a high positive utility from the
reommendation and thus inreases its trust to the reommending agents. At t = 3, the system
an now provide a reommendation to agent 2, even though agents 3 and 4 are not signalling
their own rating. Sine agent 2 has the same prole as agent 3, trust between these two agents
inreases. Agent 2 pereives a high negative utility from the reommendation of agent 4, thus its
trust remains zero. At the same time, the links from 3 to 5 and 6 reinfore. The same happens in
the yles. These mehanisms ontinue and we see that at t = 5, paths of trust have developed
between agents of the same prole. Although agent 1 has no agents of its prole that are signalling
in one or two levels of distane, it is still able to disover a path to two agents of its prole that
are signaling and further away in the network.
4.3 Analysis of the Model
In this setion we derive a self-onsistent equation for the matrix of trust whih allows to investi-
gate the dynamis of trust. We analyse the ase of a population of agents with only two opposite
proles (see Setion 4.1) whih provide ratings on objets as +1 or −1, respetively.
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We want to ompute the expeted value of trust at the equilibrium of the dynamis dened in
Eqs. (18) and (19). We do so by a mean-eld approximation in whih we replae the utility uij(t)
in Eq. (18) with the expeted utility over time, denoted by uij := E(uij(t)) (without the time
dependeny). We impose Tij(t) = Tij(t+ 1) at the equilibrium, obtaining
Tij = max(min(uij , 1), 0), (20)
whih requires us to estimate uij . Given the denition of uij(t) in Eq. (17) and the fat that
agents signal a rating with probability η and they do not with probability 1− η, it follows that
the expeted utility uij is
uij = η(1− |pii − pij |) + (1− η)(1 − |pii −
∑
k
S˜jkpik|). (21)
Sine we are onsidering the simple ase in whih agents signal faithfully, the expeted rating
provided by an agent j oinides with its prole: E(roj ) = pij. We an thus express the ex-
peted predition for agent j as E(poj) =
∑
k S˜jkpik. In future work, we will also onsider more
ompliated ases, e.g. inluding non-faithful (selsh or maliious) behaviour. Substituting into
Eq. (20), we get:
Tij = max(0,min(1, η(1 − |pii − pij|)
+ (1− η)(1 − |pii −
∑
k
S˜jkpik|))). (22)
Sine the proles pi are given, T is a funtion of S˜. Notie that by ombining Eqs. (12-13-5),
we an express S˜jk in terms of the omponents Tjk, (T
2)jk, (T
3)jk, . . . as well as Tjl, (T
2)jl,
(T 3)jl, . . . where l are the other neighbours of j:
S˜jk =
Tjk + β(T
2)jk + β
2(T 3)jk + . . .∑
l
∑∞
m=0(T
m)jl
. (23)
It follows that we an express the value of trust Tij between any pair of agents in terms of the
value of trust among the other pairs. This leads to a self-onsistent equation for T , where the
only parameters are the initial values of trust T (0), the probability to signal, η, the disount
fator along the walks of the graphs, β, and the proles of the agents, pi:
Tij = f(T, T (0), η, β, pi) ∀i, j. (24)
Notie that Eq. (24) is obtained without any assumption on the struture of the network that is
reeted in T .
One is, of ourse, interested in the xed points of Eq. (24), their stability and whether they
are attained by the dynamis. On the one hand, it is trivial to hek that the matrix T with
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Tij = 1 among agents with the same prole and Tij = 0 among agents with opposite prole is a
xed point of Eq. (24). Denote this onguration as {T+ = 1, T− = 0}. On the other hand, the
onguration with trust equal zero among all pairs {T+,− = 0} is not a xed point.
In the next setion, we nd, by means of omputer simulations, that the system, starting from a
onguration with no trust among the agents, {T+,− = 0}, always evolves to a onguration in
whih agents with similar prole trust eah other {T+ = 1, T− = 0}. This is true even if agents
do not signal all the time (i.e. η < 1). A formal investigation of the stability of all the xed
points of Eq. (24) will be performed in future work.
4.4 Simulations
The simulations that we arried out were done on an agent population of 500 agents. We on-
sidered two opposite proles with ratings on objets as +1 or −1. The agents are onneted in
a random graph [6, 2℄. Initially, Tij = 0 ∀i, j, i.e. the agents have to learn who to trust. We
varied the average degree d of eah agent, as well as the level of ooperation η in the system. The
following gures illustrate the system behaviour over 50 steps; all results were averaged over 100
runs.
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a
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Figure 2: Trust between agents of the same prole over time, for a xed average degree of
agents but variable level of ooperation.
Figure 2 illustrates the average trust between agents of the same prole over time: the average
degree of agents is xed, d = 7, and the level of ooperation η is variable, ranging from 0.01
to 0.25 in steps of 0.01. The average trust between agents of the same prole onverges to 1
for almost all η. For larger η, this proess takes plae muh faster than for smaller η. Given a
suient level of ooperation in the system, the agents develop trust to the agents that have the
same prole. Furthermore (this is not shown in the gure), agents of opposite proles do not
develop trust between eah other.
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Figure 3: Trust between agents of the same prole as a funtion of level of ooperation and
average degree of agents at t = 5 (left), and t = 10 (right).
Figure 3 illustrates the trust between agents of the same prole as a funtion of the level of
ooperation and the average degree of agents at t = 5, and t = 10. Initially, at t = 0, agents
still have to learn who to trust (and the whole gure would be blue, orresponding to zero trust
between everyone). At t = 5, trust is already developing; for larger average degrees of agents d as
well as for larger levels of ooperation η, this happens faster. At t = 10, trust between agents of
the same prole has developed for an average degree of agents d > 5 and a level of ooperation
η > 0.05.
The obvious onsequene of the evolution of trust is that preditions tend to math the proles.
We test this by measuring the performane of the system. Let the performane be dened as the
sum of the produts of the utility and the trust between all pairs of agents i and j:
Φ =
1
n
∑
i
∑
j
uij
Tij∑
k Tik
, (25)
where n is the number of agents, e.g. in our ase n = 500. Agents are exposed to ratings whih
lead to both positive or negative utility. By building trust, they give more weight to the positive
utility and less weight to the negative utility. Therefore, this measures how well agents use their
trust.
Figure 4 illustrates the performane over time: again, the average degree of agents is xed,
d = 7, and the level of ooperation η is variable, ranging from 0.01 to 0.25 in steps of 0.01.
The performane onverges to 1 for almost all d. The similarity to Figure 2 is due to the fat
that agents who have developed trust to other agents of the same prole are provided with good
reommendations from their neighbours; thus, these agents pereive high utility whih leads to
high performane.
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Figure 4: Performane over time, for a variable average degree of agents, but a xed level of
ooperation.
average degree d of agents
le
ve
l o
f c
oo
pe
ra
tio
n 
η
t=1
 
 
10 20 30 40 50
0.05
0.1
0.15
0.2
0.25 0
0.25
0.5
0.75
1
average degree d of agents
le
ve
l o
f c
oo
pe
ra
tio
n 
η
t=5
 
 
10 20 30 40 50
0.05
0.1
0.15
0.2
0.25 0
0.25
0.5
0.75
1
Figure 5: Performane as a funtion of level of ooperation and average degree of agents at t =
1 (left) and at t = 5 (right).
Finally, Figure 5 illustrates the performane as a funtion of the level of ooperation and the
average degree of agents at t = 1 and at t = 5. Again, just as the trust between agents of the
same prole inreases in Figure 3, the performane inreases with inreasing average degree of
agents and level of ooperation. One might wonder how, at t = 1, the performane an already
be nonzero  this is due to the fat that there are only two opposite proles; this implies that
half of the neighbours of an agent are of the same prole and, as soon as an agent has developed
some trust to one of these neighbours, it will benet from their reommendations whih, again,
drives the performane up.
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4.5 Empirial Validation
To support the analytial approximations of the model and the results of the omputer simula-
tions, we empirially tested the performane of a reommender system using our TrustWebRank
(TW) metri against one using a standard Collaborative Filtering (CF) approah, similarly to
what has been done in [17℄. We rawled Epinions.om, an on-line platform whih allows onsumers
to read and write reviews about produts. The unique feature of Epinions is that users an also
form a web-of-trust and speify other users that they trust with respet to their reviews. The
rawling was performed in mid-2007 and led to a dataset of 60,918 users with 896,969 reviews
on 223,687 produts and with 518,505 relationships. We leaned this dataset and removed users
that either had not written any reviews or had no relationships to other users beause no rea-
sonable validation an be done with these users. Furthermore, we fous on the greatest strongly
onneted omponent (SCC) beause a) there is only one large SCC and many small SCC (1-3
users) and b) membership in this SCC an be seen as a proxy for having a properly formed web
of trust. Having applied this proedure, we are left with 29,478 users, 731,220 reviews on 201,674
produts, and 471,888 relationships. The data sparsity is 99.9877 stars (max). There is a bias to
review favourably, as 75 ratings are either 4 or 5 stars and only 25 or 3 stars  probably beause
users are more likely to spend time to write a review when they like a produt.
We split the reviews into a training set RTraining and a test set RTest. We then ompare the
performane of TW and CF by training the algorithms on RTraining and testing with RTest. TW,
in general, has omparable performane to CF, and performs better in partiular situations, as
we will desribe in the following. The omplete empirial validation will, together with some
statistial analyses of the Epinions ommunity, be reported on in a separate paper [26℄.
Mean Absolute Error: the mean absolute error (MAE) is dened as
eMAE =
1
|RTest|
∑
RTest
|roi − p
o
i |. (26)
Figure 6 shows the MAE of TW for hanging β and CF. Depending on the value of β, TW
performs (marginally) better than CF. There is an optimal βopt ≈ 0.8.
However, the fat that most ratings are 4 or 5 limits the meaning of the MAE as a measure of
performane. Indeed, preditions based on the Simple Average (SA) of ratings on a produt, a
global algorithm whih is not personalised for users, outperform both TW and CF: eMAE(SA) =
0.21. Similar results were found in [17℄ using a dierent dataset of Epinions (from 2003). An
explanation for this is that reviews are very homogeneous and almost all ratings are positive.
Other datasets, suh as the ommonly used MovieLens dataset, are more heterogeneous and SA
performs worse than CF on suh datasets. Unfortunately, at the moment, Epinions is the only
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Figure 6: Mean Absolute Error of TW (blue/irles) against β and CF (red/squares). The
MAE is normalised to a sale in [0, 1], i.e. it reets perentages.
available dataset whih ombines rating data and a soial network  and whih is thus suitable
to test the performane of TW.
Coverage: overage measures the perentage of elements that an be predited from the training
set. Both TW and CF annot ompute preditions for all elements in the test set. For example,
if there is no similar or trusted user who has rated a partiular produt, CF or TW are not able
to ompute a predition for that produt. CF was able to ompute 41.65 75.11 with CF. The
reason for this is that TW is able to reah a large neighbourhood even when the neighbourhood
based on o-ratings, as in CF, is small.
Top-N Set Overlap: as noted, the value of ratings in Epinions does not seem to arry a lot of
meaning  probably beause people tend to rely more on the text of reviews than on the rating.
Therefore, it makes sense to ompare the performane based on the ability to predit the subset
of produts rated by a user. We dene the following measures of overlap between sets:
oNi =
|Pi ∩R
N |
min(|Pi|, N)
and oNX,i =
|Pi ∩R
N
X,i|
min(|Pi|, N)
(27)
where Pi is the set of produts rated by a user i; R
N
is the set of the N most rated produts
overall in the system; X denotes either CF or TW and thus RNCF,i and R
N
TW,i are the sets of the
N most rated produts in the neighbourhood of a user i onstruted by CF and TW. Note that
RN is a global set whih is the same for all users i. Thus, oNi is the ounterpart of eMAE(SA) in
this ontext. RNCF,i and R
N
TW,i are personalised sets whih depend on the neighbourhood of user
i and thus are dierent for any two users. We dene the average overlap aross all users as ON ,
ONCF , and O
N
TW . For N = 100, we obtain O
N ≈ 0.0819, ONCF ≈ 0.2526 and O
N
TW ≈ 0.1724. Sine
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a larger overlap signies a better predition, the larger the values, the better the performane.
This implies that the global measure ON performs worse than both ONCF and O
N
TW . In addition,
CF performs better than TW. However, it should be emphasised that this measure is obviously
biased in favour of CF: by denition, Pi ∩R
N
CF,i 6= ∅. In ontrast, Pi ∩R
N
TW,i an be empty, as a
user does not neessarily delare trust to people who are have rated the same items. Still, TW
performs signiantly better than the global measure ON .
This illustrates the diulty to ompare the performane of TW with CF. In fat, the most
appropriate way to measure performane would be based on user-provided feedbak subsequent
to having followed a reommendation.
In onlusion, we found that TW and CF have omparable performane. TW seems mostly useful
for reommendations of items dierent from those a user has already rated  e.g. reommenda-
tions on travel books for people usually interested in tools for gardening.
5 Extensions and Conlusion
We introdued a novel metri for omputing indiret trust in soial networks. We derived this
metri from feedbak entrality measures in graphs and illustrated how it addresses some limita-
tions of other trust metris; most importantly, that it takes yles in the underlying graph into
aount. We onstruted a simple model of a reommender system that makes use of our metri
and showed how indiret trust an be used to generate reommendations. We performed analyt-
ial approximations and omputer simulations to haraterise the system behaviour. Finally, we
also tested the model by validating it with empirial data of an Internet ommunity devoted to
produt reviews.
Some extensions to this model ould involve hanging the trust dynamis:
Trust update as a slow-positive, fast-negative dynamis. It has been observed in the literature
that trust follows a slow-positive, fast-negative dynamis [1, 10, 15, 21, 25℄. This means that
trust builds up slowly, but gets torn down quikly and this behaviour ould be implemented by
modifying Eq. (18).
Coupling the utility with the level of ooperation η. In real appliations, if, initially, the utility
for users is zero, then nobody will signal and this is a xed point  and a soial dilemma [11℄.
Thus, we ould ouple the probability of signalling to the utility and investigate how to make
the system esape from this undesirable xed point.
With this work, we have shown that inorporating this novel trust metri in reommender systems
is a promising and viable approah.
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