Abstract-Data reduction is an effective technique for energy saving in wireless sensor networks. It consists on reducing sensing and transmitting data while conserving a high quality of collected information. In this letter, we propose an online data reduction model based on Kruskal-Wallis test that allows sensor nodes to adapt their sensing rates based on the data variance. Then, we propose a local aggregation algorithm to reduce further the data set size before sending to the sink. Experimentation on real telosB sensor network testbed shows the effectiveness of our approach in reducing the size of data transmitted over the network and thus saving energy.
I. INTRODUCTION
W IRELESS sensor networks (WSNs) present a low cost solution to enhance our lives. Their main advantages are fast, easy deployment, and low maintenance cost [1] . Indeed, data reduction is one of the most efficient ways to reduce energy consumption in WSNs. It consists on reducing the amount of data sensed and transmitted to the sink.
In the literature, one can find various data reduction approaches based on in-network processing, data compression or data prediction methods. Adaptive filtering techniques were proposed in [2] - [5] . They are based mainly on algorithms like least mean square [3] , [5] and Kalman Filter [2] , [4] . These works focus on coordinating adaptive filters at the sensor node and prediction techniques at the sink. Each node stops send data when the error between the filter input and the filter output is within a specified threshold. Then, the filters are ready to predict the future data. Other data prediction approaches are also studied to conserve energy in WSN [6] - [10] . It means to predict future information with the use of various algorithms and prevent transmitting the raw data. Stochastic approaches [6] , time-Series forecasting [8] , and heuristics and algorithms [9] , [10] are used. Moreover data compression can be applied in sensor networks. It reduces the size of data transmitted in the network by involving encoding at nodes and decoding at the sink [11] - [13] . Although these approaches predict sensed values and allow efficient data reduction, however, they present several disadvantages. They are almost complex, sometimes they generate communication overhead, and the sink may need some transmissions to detect failures.
In this letter, we present two phases data reduction method. It is less complex and suitable for limited resources sensor nodes. The first phase uses Kruskal-Wallis test, instead of Bartlett test used in [14] , and aims to reduce the data acquisition on sensors by adapting their sensing rates to the varying nature of the sensed data. Indeed, Bartlett test has a serious weakness if the data normality assumption is not met. Consequently, in this letter we study the Kruskal-Wallis test which does not impose the data normality assumption. The second phase of our approach consists on aggregating collected data online based on some similarity properties before sending them to the sink. To evaluate our technique, we conducted several experiments on a real environment sensor networks based on telosB nodes. In our experiments, we compared our results to those obtained with Bartlett test [14] and a data compression method, called S-LEC, proposed recently in [11] .
II. DATA ACQUISITION REDUCTION
In this section, we introduce the first phase, i.e., data acquisition phase, which is based on the Kruskal-Wallis test. The idea here is to apply the Kruskal-Wallis test in order to verify if there is high variation in the collected measurements. In the affirmative case, the sensing rate must be at its maximum else we adapt the sampling rate according to the variation and to the situation risk as explained in [14] .
Subsequently, the Kruskal-Wallis H test is a rank-based nonparametric test that can be used to determine if there are statistically significant differences between two or more groups of data [15] . We propose to present the Kruskal-Wallis test via the following example.
A. Illustrative Example
Consider the readings taken in three periods p 1 , p 2 , and p 3 as shown in the following table.
In order to apply the Kruskal-Wallis test, we must first order the readings in all periods by increasing order of their values.
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. The order of each measure represents its rank, denoted r where r ∈ [1, N]. Then, we assign for each measure its rank as shown in Table I . Subsequently, in case where a measure is repeated several times, called "tied," the mean value of their rank is assigned to the measure. Then, consider the following two hypothesis.
1) H 0 : The three probabilities distributions are the same.
2) H 1 : The three probabilities distributions are not the same with some desired false-rejection probability (risk α). Then, the Kruskal-Wallis test statistic is given by
where N total number of measures in all periods; n i number of measures during a period; r i is the rank of each period. 1 Thus, based on (1), H is calculated as follows:
Hence, for α = 0.05 we have H t = 5.991, we have H < H t . Thus, the null hypothesis (H 0 ) is accepted and the sensor sampling rate should be adapted.
Algorithm 1 describes the adaptive sampling rate algorithm at the sensor node based on the Kruskal-Wallis test. For each round, every node decides to increase or decrease its sampling rate according to the difference between its collected measures and the application risk level. First, the node computes the rank for each measure (lines 7 and 8). Then, it uses the Behavior function [14] to adapt its sensing rate only if the calculated difference between measures is less than the Kruskal-Wallis threshold (lines [10] [11] [12] [13] [14] . As explained in [14] , we define the application risk level and we express this level by a quantitative variable R which can take values between 0 and 1 representing the low and the high risk level, respectively.
III. SENSORS DATA AGGREGATION

A. Definitions and Notations
In periodic applications, each period p is divided into T equal time slots where, at each slot, a sensor S i captures a new reading r i j , then, it forms a vector of readings during the period p as follows:
Mostly, R i may contain redundant (or very similar) readings, especially when the monitored condition varies slowly or when 1 The numbers "12" and "3" are fixed by the test and do not depend on the number of periods.
Algorithm 1 Adaptive Sensing Rate Algorithm
Require: p (1 round = p periods), τ : period size, R: application criticality, α: false-rejection probability. Ensure: S t (instantaneous sampling speed).
1: S t ← τ measures/period 2: while Energy > 0 do 3: for i = 1 → p do 4: takes measures at S t speed 5: end for 6: for each round do 7: sort measures by increasing order of their values. 8: compute the rank of each measure 9: find H t 
end if 9: end for the slots are short. In order to eliminate similar values from the vector R i , we define similar function as follows.
Definition 1: Similar function. We define the similar function between two readings as
where r i j and r i k ∈ R i and δ is a threshold determined by the application. Furthermore, two readings are considered similar if and only if their similar function is equal to 1. This means that two measures are considered redundant if they are equals or similar. Then, we define the weight of a reading as follows.
Definition 2: Reading's weight, wgt(r i j ). The weight of a reading r i j is defined as the number of similar readings (according to similar function) to r i j in the same vector R i .
B. Aggregation Phase Algorithm
Algorithm 2 presents the aggregation process which is running by the sensors themselves at each period. For each new captured reading, S i searches for similarities of the new taken reading. If a similar reading is found, the new one is deleted and the corresponding weight is incremented by 1, else the sensor adds the new reading to the set and initializes its weight to 1. Consequently, S i will possess a set of readings/weights, e.g., wgt(r i 2 ) ), . . . , (r i k , wgt(r i k ))} where k ≤ T , which will be sent to the sink.
IV. EXPERIMENTAL RESULTS
To evaluate our proposal, we deployed four Crossbow telosB motes, collecting temperature and humidity measures in our laboratory for about three days (Fig. 1) . The proposed approach (Kruskal-Wallis test), the Bartlett test [14] , the S-LEC data compression technique [11] and the naïve approach, 2 e.g., without adapting data collection, are implemented on motes Ids = 1, 2, 3, and 4, respectively. Every 30 s, each mote collects new measure and sends to a fifth mote, called collector with Id = 0, connected to a laptop machine, which acts as the sink node. Then, we implemented a Java application on the laptop machine in order to perform daily statistics over the data sent from the motes. In Table II , we show the metrics used in our experiments. Fig. 2 shows a comparison between the number of temperature and humidity measures sent daily by the motes. The results show that Kruskal-Wallis test reduces up to 19% and 26% of temperature and humidity measures sent with S-LEC technique. While, comparison between Kruskal-Wallis and Bartlett tests shows that for a small value of α, e.g., in days 1 and 2, the mote sends fewer number of measures (temperature and humidity) using Bartlett test, otherwise, data collected are more reduced using Kruskal-Wallis test. This means that Kruskal-Wallis is more flexible than Bartlett to reject the null hypothesis when the false-rejection probability increases. Fig. 3 shows how the temperature and humidity sensors are able to adapt their sampling rate using the Kruskal-Wallis test. The obtained results show that the sampling rate of each sensor is dynamically adapted after each round. This confirms the decrease in the volume of the collected data compared to the naïve approach, e.g., S t = 50 measures/period. We can also notice that the sampling rate of the temperature sensor has been more adapted compared to the humidity sensor. Fig. 5 shows an illustrative example for which data are collected by the temperature sensor using Kruskal-Wallis test. Compared to naïve collection, the results show that our adapting algorithm allows each sensor to collect most important measures in the round after adapting its sampling rate. 
A. Data Collected Reduction Size Study
B. Adapting Sensor Sensing Rate
C. Energy Consumption Study
In nesC programming, there is no model provided by tinyOS in order to measure the energy consumed in telosB [16] . In our experiments, we used the same radio model used in [17] as the most used model to evaluate the energy consumption in WSNs. Since the energy consumption is highly related to the amount of data collected/sent (see Fig. 2 ), the obtained results in Fig. 4 show that: 1) Kruskal-Wallis test conserves the energy of the mote up to 44% compared to S-LEC; 2) for α equals to 0.01 and 0.025, the Bartlett test consumes about 12% less energy compared to the Kruskal-Wallis test in the first two days; and 3) For α = 0.05 in the third day, Kruskal-Wallis test reduces the energy consumption in the mote about 6% compared to Bartlett test. Fig. 6 shows the percentage of data loss using the three approaches. The percentage of data loss is calculated by searching the measures collected in the naïve approach (mote Id=1) and do not collected (nor similar values) by the other motes. The results show that the percentage of data loss using Kruskal-Wallis test does not accessed 3.1% whereas it arrives to 6.4% and 4.3% using S-LEC and Bartlett test. Therefore, we consider that Kruskal-Wallis test is more efficient in terms of saving data integrity compared to other approaches.
D. Data Accuracy/Integrity
E. Further Discussion
In this section, we make more discussion about the three compared approaches then, we give some directions as to which approach is more suitable for a desired application. Regarding the energy preserving viewpoint, Kruskal-Wallis and Bartlett tests significantly reduce the energy consumption in motes, compared to S-LEC approach. Furthermore, comparison both tests shows that Bartlett conserves more energy when α is small (e.g., ≤ 0.025) whereas, the energy is more preserved using Kruskal-Wallis for a higher value of α (e.g., > 0.025). Therefore, for applications where we need to conserve the energy of the network, the decision makers should be used the suitable test depending on the chosen value of α. Regarding the data accuracy viewpoint, Kruskal-Wallis test can save the integrity of the collected data more than those in other approaches in almost cases. Hence, it is suitable to use the Kruskal-Wallis test for the application that does not permit flexibility regarding data accuracy.
V. CONCLUSION
In this letter, we proposed energy-efficient data reduction and aggregation techniques dedicated to wireless sensor networks. They were targeted to minimize the amount of data retrieved/communicated by the network without loss in fidelity. We studied a data collection model based on a Kruskal-Wallis test that allows each sensor node to adapt its sensing rate to the changing of the monitored condition. Furthermore, we added a second level of local data aggregation in order to reduce data transmitted in the network and save energy. We showed via real experimentation and telosB testbed that our approach can be effectively used to increase the sensor network lifetime, while still keeping the quality of the collected data high.
As a future work, we seek to extend our adaptive sensing technique in order to take into account the correlation between neighboring sensor nodes.
