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Abstract
The aim of this note is to give a new proof to the conjecture, proposed by Gray et
al. (2011), on the extinction of a stochastic differential equation SIS epidemic model.
The conjecture was proved by Xu (2017). Our proof is much more direct and simpler.
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1 Introduction
Epidemic models are inevitably affected by environmental white noise which is an important
component in realism. In fact, the presence of a noise source can modify the behavior of cor-
responding deterministic evolution of the system (cf. [1–5]). For this reason, many stochastic
epidemic models have been developed, see for instance [6–16] and references therein. How-
ever, compared to deterministic systems, it is extremely difficult to give the basic reproduc-
tion number of stochastic systems. Recently, Gray et al. [5] studied the following stochastic
SIS system: {
dS(t) = [µN − βS(t)I(t) + γI(t)− µS(t)]dt− σS(t)I(t)dB(t),
dI(t) = [βS(t)I(t)− (µ+ γ)I(t)]dt+ σS(t)I(t)dB(t).
(1.1)
Here S and I denote the susceptible and infected fractions of the population, respectively.
µ is the per capita death rate, and γ is the rate at which infected individuals become cured,
β is the disease transmission coefficient. B(t) is the Brownian motion with B(0) = 0 and
with the intensity σ2 > 0 . Given that S(t)+ I(t) ≡ N , they simplified system (1.1) into the
following single equation:
dI(t) = [(βN − µ− γ)I(t)− βI2(t)]dt+ σ(N − I(t))I(t)dB(t). (1.2)
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2They firstly showed that for any given initial value I(0) = I0 ∈ (0, N), system (1.2) has a
unique global solution I(t) ∈ (0, N) for all t ≥ 0 with probability one. Furthermore, they
studied the extinction and the persistence of system (1.2), and proved that if either
(i) RS0 < 1 and σ
2 ≤
β
N
or (ii) σ2 >
β
N
∨
β2
2(µ+ β)
, (1.3)
where RS0 =
βN
µ+γ
− σ
2N2
2(µ+γ)
, then the disease will die out, whereas if RS0 > 1, then the disease
will persist. Naturally, they proposed the following conjecture (see Conjecture 8.1 in [5]):
Conjecture If RS0 < 1 and
β2
2(µ+γ)
≥ σ2 > β
N
, then the disease will die out.
Recently, Xu [17] proved this conjecture by using Feller’s test (cf. Appendix A in [17]). The
aim of the present paper is to give a new proof of the conjecture, which is much more direct
and simpler. Our main result is as follows.
Theorem 1.1. Assume that I(t) is the solution of system (1.2) with the initial value I(0) =
I0 ∈ (0, N). We have
(i) If either σ
2
2
(
N + µ+γ
β
)
≤ β or N ≤ µ+γ
β
, then
lim sup
t→+∞
log I(t)
t
≤ (µ+ γ)(RS0 − 1) a.s.
(ii) If σ
2
2
(
N + µ+γ
β
)
> β and N > µ+γ
β
, then
lim sup
t→+∞
log I(t)
t
≤ −
σ2
2
(
µ+ γ
β
)2
a.s.
Namely, I(t) goes to zero exponentially a.s. if RS0 < 1. In other words, the disease will die
out with probability one.
2 Proof of Theorem 1.1
For convenience we introduce the notation: 〈x(t)〉 = 1
t
∫ t
0
x(s)ds.
The following lemma will play an important role in the proof of Theorem 1.1.
Lemma 2.1. Assume that I(t) is the solution of system (1.2) with the initial value I(0) =
I0 ∈ (0, N). We have
(i) If N ≤ µ+γ
β
, then lim
t→+∞
〈I(t)〉 = 0 a.s.
(ii) If N > µ+γ
β
, then lim sup
t→+∞
〈I(t)〉 ≤ N − µ+γ
β
a.s.
Proof. Integrating (1.2) from 0 to t yields
I(t)− I(0) =(βN − µ− γ)
∫ t
0
I(s)ds− β
∫ t
0
I2(s)ds
+ σ
∫ t
0
(N − I(s))I(s)dB(s),
(2.1)
3and dividing t on both sides of (2.1) gives
〈I2(t)〉 =
(
N −
µ+ γ
β
)
〈I(t)〉+ ψ(t), (2.2)
where ψ(t) = I(0)−I(t)
βt
+ σ
βt
∫ t
0
(N − I(s))I(s)dB(s). By the Ho¨lder inequality, we have
〈I(t)〉2 ≤
(
N −
µ+ γ
β
)
〈I(t)〉+ ψ(t). (2.3)
By the large number theorem for martingales (cf. [2, 5]), we have
lim
t→+∞
σ
βt
∫ t
0
(N − I(s))I(s)dB(s) = 0 a.s.
This leads to
lim
t→+∞
ψ(t) = 0 a.s. (2.4)
If N ≤ µ+γ
β
, then the conclusion (i) follows from (2.3) and (2.4) immediately.
If N > µ+γ
β
, we deduce from (2.3) and (2.4) that
(
lim sup
t→+∞
〈I(t)〉
)2
≤
(
N −
µ+ γ
β
)
lim sup
t→+∞
〈I(t)〉 a.s.
This implies the conclusion (ii), and ends the proof of Lemma 2.1.
Now we can give the proof of Theorem 1.1.
Proof of Theorem 1.1 By the Itoˆ formula, we deduce from (1.2) that
d log I(t) =βN − µ− γ − βI(t)−
1
2
σ2(N − I(t))2 + σ(N − I(t))dB(t)
=βN − µ− γ −
1
2
σ2N2 + (σ2N − β)I(t)−
1
2
σ2I2(t) + σ(N − I(t))dB(t).
(2.5)
Integrating (2.5) from 0 to t and dividing t on both sides of the resulting equation, we obtain
log I(t)− log I(0)
t
=βN − µ− γ −
1
2
σ2N2 + (σ2N − β)〈I(t)〉 −
1
2
σ2〈I2(t)〉
+
σ
t
∫ t
0
(N − I(s))dB(s).
(2.6)
Substituting (2.2) into (2.6) yields
log I(t)
t
=
(
βN − µ− γ −
1
2
σ2N2
)
+
[
σ2
2
(
N +
µ+ γ
β
)
− β
]
〈I(t)〉+Ψ(t), (2.7)
where Ψ(t) = log I(0)
t
+ σ
t
∫ t
0
(N − I(s))dB(s) − σ
2
2
ψ(t). By the large number theorem for
martingales (cf. [2, 5]), we have
lim
t→+∞
σ
t
∫ t
0
(N − I(s))dB(s) = 0 a.s.
4This, together with (2.4), leads to
lim
t→+∞
Ψ(t) = 0 a.s. (2.8)
If either σ
2
2
(
N + µ+γ
β
)
≤ β or N ≤ µ+γ
β
, by Lemma 2.1 (i) and (2.8), we derive from (2.7)
that
lim sup
t→+∞
log I(t)
t
≤ βN − µ− γ −
1
2
σ2N2 = (µ+ γ)(RS0 − 1) a.s.
If σ
2
2
(
N + µ+γ
β
)
> β and N > µ+γ
β
, by (2.8) and Lemma 2.1 (ii), we derive from (2.7) that
lim sup
t→+∞
log I(t)
t
=
(
βN − µ− γ −
1
2
σ2N2
)
+
[
σ2
2
(
N +
µ+ γ
β
)
− β
]
lim sup
t→+∞
〈I(t)〉
≤
(
βN − µ− γ −
1
2
σ2N2
)
+
[
σ2
2
(
N +
µ+ γ
β
)
− β
](
N −
µ+ γ
β
)
= −
σ2
2
(
µ+ γ
β
)2
a.s.
The proof of Theorem 1.1 is completed.
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