We propose a simple method for evaluating the model that has been chosen by an adaptive regression procedure, our main focus being the lasso. This procedure deletes each chosen predictor and refits the lasso to get a set of models that are "close" to the one chosen, referred to as "base model". If the deletion of a predictor leads to significant deterioration in the model's predictive power, the predictor is called indispensable; otherwise, the nearby model is called acceptable and can serve as a good alternative to the base model. This provides both an assessment of the predictive contribution of each variable and a set of alternative models that may be used in place of the chosen model.
Introduction
We consider the usual regression or classification situation: we have samples (x i , y i ), i = 1, 2, . . . n where x i = (x i1 , . . . x ip )
T and y i are the regressors and response for the ith observation. In regression, y i is quantitative while in classification it takes on one of K discrete values. We will focus for now on the regression problem, but will discuss classification in Section 5.
We assume that an adaptive regression procedure has been fit to the data, and we want to assess the chosen model(base model). Our main focus in this paper is on the lasso, although procedures such as subset or stepwise regression may also be amenable to our approach. The lasso method solves the following problem(for simplicity, we have left out the intercept):β = argmin 1 2n
yielding a final model with sparse coefficientsβ, for a sufficiently large value of λ. The data analyst is often interested in the importance of the selected predictors. One way to measure the importance is to adopt a sub-model interpretation where we consider whether a predictor has a non-zero coefficient in the selected model. Conditional on the selected model, we can form post-selection p-values for the non-zero coefficients (Berk et al. (2013) , Lee & Taylor (2014) , Lee et al. (2016) , Tibshirani et al. (2016 Tibshirani et al. ( , 2015 , Fithian et al. (2014) ). Another way to measure its importance is to consider if the deletion of this predictor leads to significant deterioration in the predictive power given a training procedure. If the answer is "yes", this predictor is indispensable. Otherwise, the new model trained without this feature is acceptable and may work as a substitute for the base model.
The measures coincide when there is no feature selection. When n >> p, we can fit a full regression model
If we restrict ourselves to the OLS regression only, the p-value that we obtain for each predictor reflects both (1) the significance of its coefficient being non-zero conditional in the current model, and (2) the deterioration in predictive power when the predictor is deleted and the model is refitted. When p is large and especially when p > n, a full regression fit is not feasible, and the lasso is a popular approach for fitting. When we use the lasso penalty to select a model, however, these two criteria are different. The recent progress in the field of post selection inference has focused on the sub-model interpretation. In practice, researchers will sometimes be more interested in the second perspective. Motivated by the discussion above, we propose to find and assess models "close" to the base model, a procedure that we call Next-Door analysis. The idea is as follows. We first fit the usual lasso, using cross-validation to choose λ. Then for each predictor in the support set, we remove that predictor and refit the lasso to all of the remaining predictors (not just the support set) using the chosen value of λ. This gives a nearby model(proximal model) corresponding to the deletion of each of the member of support set. Finally, we examine and evaluate each of these nearby models. Algorithm 1 gives the details.
Algorithm 1: Next-Door analysis for the lasso 1. Fit the lasso with parameter λ chosen by cross-validation. Let the solution beβ(λ). Let S be the active set where the coefficient inβ(λ) is non-zero.
2. For each j ∈ S, solve the lasso problem with the coefficient for the j th predictor being fixed at 0:
Let d j be the increase in the true validation error for this model relative to the base model.
3. Form an unbiased estimate of d j and test if predictor j is indispensable: that is, test whether d j is positive.
As outlined in Algorithm 1, our test for indispensibiltiy is a test of H 0 : d j ≥ 0. It is challenging since the candidate models and the hypothesis are data adaptive and involve selections. One main task of this paper is to provide a good estimate of the p-value for the above test taking into consideration the selections. Table 1 gives a preview of results from a Next-Door analysis. We apply it to a prostate cancer data set taken from Friedman et al. (2001) . The data consists of n = 67 training observations and 30 test observations. There are eight predictors. The response is the log PSA for men who had prostate cancer surgery. Each column contains one set of model coefficients using a fixed training procedure. The columns corresponding to the proximal models are ordered according to their de-biased CV errors(from small to large). Details of the model p-value and model score for the "indispensability test" are provided in Section 2. The "selection frequency" is the proportion of times that the predictor is selected when the model fitting procedure is applied 50 times to bootstrap samples. The "feature p-value" is a post-selection p-value testing for non-zero coefficients. It is obtained using the R package selectiveInference (Lee et al. (2016) ) . The feature p-values suggest that several predictors are significant, but only lcavol is indispensable considering the out-of-sample performance according to the model p-value and model score. For example, lweight is highly significant according to the feature p-value but not by the other two measures.: the test error results suggest that the coefficients on other predictors can be adjusted to produce a model with no much worse out of sample performance.
Related work
Next-Door analysis measures the importance of a predictor by whether we can find a good model excluding this feature. It is closely related to the LOCO parameters described in Rinaldo et al. (2016) and the variable importance measures used in random forest (Breiman (2001) ). In the work of Rinaldo et al. (2016) , a hold-out data set is available. They do model selection, hypothesis selection and model fitting using only the training data. For each selected predictor, they coerce it to have a zero coefficient and rerun the model selection and training procedure. They then compare the performance of the original model and the new model in a hold-out validation set to evaluate its importance. They are able to do model free inference conditional on the training data. Later, Markovic et al. (2017) suggests the use of marginalized LOCO. In the procedure of training a model with lasso penalty, instead of conditioning on the training data, they condition on a penalty being selected as well as the selected feature set E. They retrain the models with all data using OLS with features in E and features in E \ j, and compare instead the prediction errors of these two models after marginalizing out the randomness in the training. Next-Door analysis essentially looks at a different type of marginalized LOCO parameter, without restrict ourselves to the selected feature set E. It is different from the work of Rinaldo et al. (2016) or Markovic et al. (2017) in the following ways:
1. Next-door analysis considers a different marginalization level. We marginalize out all randomness including the parameter tuning.
2. We do not have a hold-out data set and we measure the importance of a feature by the test error of the CV models.
3. After the penalty is chosen with CV, we fix it when leaving out a predictor and retraining the model to loosely control the model complexity so that it is similar to the original model. We can also vary this λ as in Rinaldo et al. (2016) . However, it does not seem to be necessary when we have marginalized out the randomness in the penalty picking step.
The answer of which marginalization level to consider should depend on how people make prediction in practice. For example, if we do not retrain the model with new data coming in, the LOCO conditional on the training data in Rinaldo et al. (2016) is more proper. However, if we repeat the whole training procedure including the parameter tuning, we may want a fully marginalized quantity. If we look at it from a different perspective, our proposal is also related to the low dimensional projection estimator (LDPE) , Zhu & Bradic (2017) , Yu et al. (2018) ). These estimators are concerned with the question of whether a predictor is important conditioning on all other predictors. To deal with the high dimensionality, LDPE is constructed using good initial model coefficient estimates and the part of a predictor that is "almost" orthogonal to other predictors. Our approach deals with high dimensionality through a different perspective and restricts ourselves to a small set of "accessible" models, which are models close to the base model in Next-Door analysis. Instead of looking at the coefficients, it looks directly at the prediction error. Another less related procedure is "Stability selection" (Meinshausen & Bühlmann (2010) ). This method identifies a set of "stable" variables that are selected with probability above a threshold by procedures like the lasso. Like the p-values from post-selection inference, even if a predictor is selected with reasonably high probability, it is still possible that we can find an alternative among the reachable models with similar prediction performance. For example, if we have two predictors that are identical and each of them is very important to the response without conditioning on the other, neither of them should be indispensable, but the selection probability will be around 0.5 for each of them.
The paper is organized as follows. In Section 2, we formalize how to test whether the difference in CV test errors d j is large with the full marginalization. We give details of the test method and give the definition of the model score in this section. Section 3, we provide intensive simulations to show the good performance of suggested methods. We apply Next-Door analysis to some real data examples in Section 4. In Section 5, we discuss the extension of Next-Door analysis to other settings.
Test for indispensability with full marginalization
In this section we give details of methods for the "indispensability test" in Step (3) of Algorithm 1 above. Let Λ := {λ 1 , . . . , λ m } be the set of penalty parameters that we consider and suppose that we divide the data into V folds ∪ V v=1 V v with equal size. For any fixed penalty λ k , k = 1, 2, . . . , m, let S k be the set of predictors selected. The CV errors for models trained with and without predictor j are Q k and Q j k , defined as
where Q k (x i , y i ) and Q j k (x i , y i ) are the loss for the sample (x i , y i ) in CV:
are the coefficients trained using data ∪ v =v V v with penalty λ k . Let Err k and Err j k be the CV test error defined as the expectation of validation errors:
In practice, we will pick λ k according to a criterion R. In this section, we consider the case where we pick λ k = λ k * to minimize the randomized validation error(we will discuss the randomized error later). Other criterion could also be used. For example, one can use the CV one standard error rule (Friedman et al. (2001) ).
The index k * chosen is a randomized quantity -if we do the selection with a different random seed, we can end up with a different penalty λ k * . As we do not want to make judgement about predictor j based on a random quantity, we marginalize out the randomness in k * and end up with the marginalized test error under the criterion R. We let O k * to be the event of selecting penalty index k * , and (x, y) be an independent sample generated from their joint distribution. The test error after marginalization is defined as
We are interested in the following hypothesis:
The two events below prevent us from using the observed validation errors to do the test directly :
The selected λ k * penalty achieves the smallest randomized CV errors among all λ k ∈ Λ.
2. Selection event A 2 (hypothesis selection): j is in the non-zero support S k * .
To make the proposed method more generalizable to complicated settings, we consider the event A 1 and A 2 separately. Intuitively, the event {j ∈ S k * } should only have small effect: the fact that the predictor j is selected will not typically have a big influence on the error of a refitted model that excludes this predictor, when the number of covariates is moderately large. However, the validation error obtained after selection event A 1 can be significantly biased (Tibshirani & Tibshirani (2009) ). We give definition of the randomized cross-validation error and construct a de-biased test error estimate in Section 2.1. In Section 2.2, we describe the Bootstrap p-value with the de-biased test error estimate considering only the event A 1 . In Section 2.3, we propose a new importance measure called the model score, which uses the previous p-value to construct a quantity which can control the type I error after both selections A 1 and A 2 . From a practical view, we recommend the use of the model score if the cost of falsely rejecting the null hypothesis is high; otherwise, the Bootstrap p-value constructed in Section 2.2 usually works well and has higher power when signal detection is hard.
Randomized cross-validation error and the de-biased error estimate
For simplicity of notation, for a pre-fixed predictor j, we let Q = (Q 1 , . . . , Q m , Q 
where
0 I) with γ 1 and α being a positive constant and σ 2 0 being the smallest diagonal elements ofΣ, an estimate of the covariance of √ nQ. We choose the model index k * to minimize the randomized validation errors Q α k ( , z) for k = 1, 2, . . . , m. In other words, we let the event
The first term √ n is proposed by Rinaldo et al. (2016) the avoid the technical problem when applying CLT to the LOCO parameter in the sample splitting case. It is also proposed in Markovic et al. (2017) to make the randomized CV curves asymptotically normal with invertible covariance structure under suitable assumptions, which have a similar style to the consistency, range, moment and dimension assumptions below.
• Consistency assumption: For every λ and predictor index j considered, the lasso estimatorβ(λ),β(λ; j) are consistent to some fixed vectors β(λ) and β(λ; j) at the rate n 1 4 :
• Range assumption: For any sample size n, we consider only the range of λ such that λ < Cn
for a large enough constant C.
• Moment assumption:
2 ) are in the range [c, C] for some positive constants c and C.
2 ] < ∞ • Dimension assumption: the dimension p and the number of penalty parameters m considered is finite.
Remark 1. The range assumption indicates that the λ we considered depends on the sample size n, which is also what happens in practice. When there is non collinearity, the λ is considered to be sufficiently large if (2009)). The range assumption is very mild in this sense.
The second terms α n z and 1 nα z are introduced to make Q α and Q 1 α marginally and asymptotically independent under the assumptions above. This kind of parallel construction is proposed in Harris (2016) . In their work, the author estimates the prediction error for estimators like relaxed LASSO in the linear regression when the noise in the response y is homoscedastic Gaussian with variance σ 2 . They also create two marginally independent responses y α and y 1 α by adding noises √ α and √ α to y with ∼ N (0, σ 2 ). Marginally, the prediction error estimate with y 1 α is unbiased for any selection performed using y α . When √ nQ is asymptotically normal, we also get an almost unbiased test error estimate using Q 1 α after selecting the model using Q α (Guan (2018) ). Algorithm 2.1 gives details of the de-biased test error estimate and Theorem 1 states that this procedure can successfully reduce the bias under assumptions above.
Algorithm 2.1: Debias Error Estimation with Randomization
1. Input the n × 2m error matrix Q(x i , y i ) and parameters α, σ 2 0 , the number of repetitions H and covarianceΣ. By default, we set γ 1 = α = 0.1, H = 1000. The default forΣ is the sample covariance matrix.
2. Generate Gaussian noise ( , z) and let k * be the index chosen using Q α ( , z).
3. Generate H samples of the additive noise pair: at the h th round, let ( h , z h ) be the random vector generated and k * h be the index chosen. The de-biased errors are given by:
4. Output the de-biased error estimates: Err, Err
Let Σ be the covariance structure of
Theorem 1. Suppose the consistency, range, moment and dimension assumptions hold. LetΣ be an estimate of Σ. If this estimate satisfies the following two requirements (
Lemma 1. Suppose that the consistency, range, moment and dimension assumptions hold. LetΣ be the sample covariance structure:Σ
Instead of estimating Σ using paired Bootstrap which requires huge computational cost for large p, Lemma 1 suggests that we can use the sample covariance matrix estimate under assumptions in this paper. Another heuristic way to justify the use of sample covariance estimate is from a perspective conditional on the training model, which can be found in Lei (2017) .
Under assumptions above, we can also write Err R and Err j,R are weighted test error in terms of Err.
Lemma 2. Suppose that the consistency, range, moment and dimension assumptions hold, then we have
Proofs of Theorem 1 and Lemma 1, 2 are in Appendix B.
Bootstrap p-value approximation
We look at the quantity T = ( Err
. Theorem 1 states that no matter what the parameter for the underlying population is, the √ nT will have mean very close to 0. Hence we bootstrap this test statistic to approximate the true p-value. We expect that the cumulative distribution function of T * , the test statistics from the Bootstrap sample, will be close to that of T : let F (x) be the CDF of T and F * (x) be the CDF of T * , we take the approximation that F (x) ≈ F * (x). The p-value for the null hypothesis is then calculated as p = 1 − F * ( Err j − Err). Some corrections can be introduced to improve the empirical performance of the type I error control. Here, we apply two modifications:
1. It is possible that the distributions of √ nT * and √ nT are asymptotically degenerate. To account for this case, instead of looking at the empirical distribution of T * , we look at the empirical distribution of T * + w, where
) for a small constant γ 2 . The larger γ 2 is, the less power we will have and we will be more conservative.
Let
and Err 1 , Q 1 , ζ 1 be the means of the test error, validation error and ζ k for the first m models. We know that
We see that the Bootstrap population have inflated underlying test error dispersion due to noise. Let Q s be a vector of size 2m. To match the average variability among the first m models' test errors, we can let
Similarly, let Q 2 be the mean validation error for the m models in the second half, to match the average variability among the second m models' test errors, we let
The mean-rescaled Bootstrap is to do dootstrap in the population with the population mean Q s instead of Q. Let Q(x i , y i ) be 2m vector representing the the loss for sample i. The mean-rescaled bootstrap generates samples from the mean-rescaled population:
The mean-rescaled Bootstrap statistics T * is the realization of the test statistics from the distribution above.
The p-value testing H 0 is constructed as p = P ( Err j − Err ≤ T * + w). We reject the null hypothesis when p ≤ α.
We provide simulations of this approximate p-value's distribution in Appendix A, the results show that approximate p-value using Bootstrap with the de-biased estimates is more uniform compared to that from the bootstrap using the observed CV errors.
Bootstrap p-value approximation 1. Input: Level α, the errors {Q(x i , y i ), i = 1, 2, . . . , n} (first m correspond to the original model and the last m correspond to models excluding predictor j), the number of bootstrap repetitions B, the extra noise level γ 2 . By default, B = 10000 and γ 2 = 0.05. 
where Q s,R and Q s,j,R are the test errors under criterion R using the mean-rescaled Bootstrap population:
We reject the null hypothesis for the predictor j ifp ≤ α.
Model score: a conservative measure of importance
In this section, we consider an additional post-processing step to deal with the selection event A 2 and to guard against being overly optimistic. It first ignores A 2 and then accounts for it by discounting the importance of a predictor based on how frequently it is selected by the model. Let p be a p-value considering only the selection event A 1 , O k * being the event such that we select the penalty λ k * with criterion R. The model score is defined as s = p γj , where
is the average selection frequency for predictor j with criterion R.
• Selection frequency assumption: as n → ∞, the selection frequency of a predictor j converges to a constant
We only consider predictors whose selection frequency has limit greater than 0. For those predictors with non-vanishing selection frequency, we can control the type I error at level α asymptotically by rejecting only s j < α(Theorem 2).
Theorem 2. Let predictor j be a predictor with c j > 0, let p be a the p-value constructed and s = p γj . If the p satisfies lim n→∞ P H0 (p ≤ α) ≤ α for any fixed α, then we have
. We take the limit of the above inequality and apply the Slutsky's theorem to conclude the proof: lim n→∞
The denominator of the model score s is γ j , the frequency of a predictor being selected using criterion R, which is also used by stability selection (Meinshausen & Bühlmann (2010) ). In practice, we can estimate γ j by doing a paired bootstrap of (X, Y ), refitting the models, and picking the k * using the new error. We then estimate the frequency of predictor j being selected in those models. Also, we will set a small cut-off, say, 0.05, on the observed selection frequency γ j and we do not reject a predictor if γ j is smaller than that.
Simulations
In this section, we evaluate the performance of our proposal in the linear regression setting and compare them to predictor p-values from post-selection inference and a naive approach neglecting all selections when looking at the model errors. We consider both the de-biased approach neglecting selection event A 2 "model pvalue", and the debiased approach using model score to account for A 2 "model score". The p-values using the naive approach is referred to as "model pvalue(naive)". For the post selection inference approach, we consider the post selection feature p-value "feature pvalue" from the selectiveInference package (Lee et al. (2016) ), the post selection model p-value"model pvalue(post selection)" neglecting the selection event A 2 , as described in Appendix C. We include the later to support our claim that the event A 2 does not have significant influence. At any given level α, a rejection using the model score is the same as a rejection using a p-value: we reject a hypothesis if its score is smaller than a given level α.
We generate n = 100 observations from a linear model
for different dimensions p and sparsity levels s. When s = 0, we set β = ( Orthogonal Design: Let X be standard Gaussian predictors and Z i be standard Gaussian.
Redundant Design I: This is a setting designed specifically for Next-Door analysis. The design matrix is in a way such that almost no predictor is indispensable. Let the first half predictors X 1:
and W be standard Gaussian predictors with length Empirical type I error results for targeted 90% coverage are given in Table 2 . For the type I error calculation, we look at the settings with s ≤ From our simulations, both the bootstrap model p-value and post selection p-value considering only A 1 have reasonable performance in controlling the type I error on average. The model scores are conservative and perform well in controlling the type I error. The naive approach and feature p-value can not control the type I error as expected. When we look at Figure 1 , we see that 1. Comparing the bootstrap model p-value for the marginalized test error and the post selection model p-value conditional on the penalty selected, we can see that there is loss in power for the latter.
2. Comparing model p-values with the feature p-value, we can see that conditioning on the whole selected feature set E can lead to dramatic power loss in high dimensional setting. In practice, the model p-value that neglects the selection A 1 is generally well-behaved. It also has less computational cost and higher power in extremely small signals. However, the model score approach may be preferred in cases where exact type-I error control is essential.
Real data applications
In this section, we provide two more real data examples. The second example uses the HIV data (Rhee et al. (2003) ) where the author studied six nucleoside reverse transcriptase inhibitors that are used to treat HIV-1. We take the measurement of one of the inhibitors 3TC as the response, and the predictors are 240 mutation sites. There are 1073 samples in this experiment. We randomly split the samples into 800 training samples and 273 test samples. The mutation site p184 is special, and has prediction power dominating all other sites. Results are given in Table 3 . The original randomized model selected 21 predictors. For the sake of space, we do not include in the table those predictors whose model p-value and feature p-value are both greater than 0.2, and the test error for its proximal model is no greater than the test error for the original model(15 left). With a p-value cut-off being 0.1, four predictors, p184, p65, p215 and p69, are found indispensable. For the rows, we do not show predictors that only appear in the models deleting p184, p65, p215 or p69.
As a third example, we apply Next-Door analysis to a gastric cancer dataset, consisting of measurements on p = 2, 200 proteins, from each of 12, 480 pixels (observations) obtained from 14 patients. These data are presented in Eberlin et al. (2014) . In this example, instead selecting the model with the smallest randomized CV error, we use the CV one standard error rule. The CV folds are the same as the patients' id. The outcome is cancer (Y = 1) versus normal (Y = 0), and we fit a lasso-regularized logistic regression. The errors are based on the deviance from the fitted model. The results are shown in Table 4 . We select 19 proteins in the base model and 28 proteins in total are selected for all 19 proximal models. Among the 19 proteins in the base model, we keep only those who has at least one p-value no greater than 0.05(15 left). Among the 28 proteins, we keep in the rows only those proteins whose coefficients' magnitude is at least 0.05 (20 left) , to save the space. The model p-values suggest the first 6 proteins(#487, #476, #607, #431, #1049, #552 ) can be important to the models' predictive power with a p-value cut-off being 0.1. The protein #1509 is on the boundary(model p-value being 0.127), it might also be important as its proximal model has de-biased cv error larger than that of three other selected proteins. In this example, because of the heterogeneity of (x, y) from different patients(14 patients in the training data and 5 patients in the test data), the alignment between the test error and the CV error is not as good as the previous two examples.
Extensions

Generalization to other supervised learning algorithms
The methods proposed here can be extended in a straightforward manner to Cox's proportional hazards model and the class of generalized linear models where the outcome Y depends on a parameter vector η:
In this case, we have the penalized negative log likelihood as the objective function
The event A 1 can be characterized using the corresponding new CV loss we are interested in, and the selection frequency γ j remains unchanged. As a result, the p-value neglecting the selection A 2 and the model score are both easily obtained in more complicated scenarios where we do not know how to characterize the selection for event A 2 in an efficient way, even for a black box model. The Gastric cancer data set is an example where we apply the Next-door analysis to a classification problem. In this paper, we considered some assumptions under which the asymptotic joint normality holds for the randomized CV curve. In practice, we observe that such a jointly normality usually hold approximately, and the Bootstrap p-value itself is also usually robust.
A model with better out-of-sample performance
The model p-value and model score can serve as an alternative feature importance measure even when we considers features only in the current selected feature set E. It provides a different ordering of feature importance compared with p-value, correlation or partial correlation with the response. It can work better sometimes in practice as it Table 4 : Gastric Cancer Data. The leftmost column shows the fitted model lasso, and the remaining columns show the proximal model corresponding to the removal of each predictor.
. base  487  476  607  1509  431  1049  552  1648  608  1374  606  1453  423  894  171 considers the out of sample error directly. We provide examples using the prostate data, HIV data and the gastric cancer data. We consider the selected feature set in the first stage and retrain the model using the training data with OLS/logistic regression. We build a sequence of nested model where we add feature one by one according to their model p-value, model score and feature p-value. For the prostate data set and gastric cancer data set, we start from models containing one feature. For the HIV data set, we start from models containing 2 features as the test errors are much larger for models with only one feature compared with the others. In Figure 5 .2, we evaluate the models out of sample performance in the test set as a function of the number of features added. The vertical dashed line is the number where we want to stop based on the model p-value. In all three cases, the model p-values produced more sparse models with near optimal performance(smallest test errors achieved using the nested procedure). 
Discussion
Our post-fitting procedure Next-Door analysis gives insights into predictor indispensability and offers nearby alternative models. Our proposal shifts the focus from coefficients to models: having selected a model from the data, we look for alternative models that omit each predictor, and yet have validation error similar to the base model. The model performance is considered marginalizing out the parameter turning and randomness in the training. We present a bootstrap approach based on the de-biased test error estimate for a pre-fixed hypothesis. We also propose a simple concept called model score which takes into the hypothesis selection by considering its selection frequency. By considering the hypothesis selection and model selection separately in this paper, we can easily deal with more complicated model selection and hypothesis selection events. Next-Door analysis can also be used in cases where you want examine the removal of a set of predictors. In the case where the users have in mind which k predictors they do not want to use after looking at the fitted model, we can simply remove those predictors and all analyses still carry through. In general, however, it is not practical to enumerate all different combinations of k predictors. 3. Letμ be the true population mean marginalized over the given selection criterion. The p-values using the unadjusted error and the de-biased errors are given by:
Here, p 1,l and p 2,l are the probability of the bootstrap differences between the estimate and truth being smaller than the difference between our current estimate and the underlying truth, if p l < α, it means that the truth will be on the left to the confidence interval constructed for a given level α; similarly, if p r < α, it means that the truth will be on the right of the confidence interval constructed for a given level α.
In this simulation, we know that the test statistics is not degenerate, so we let γ 2 = 0 in the Bootstrap algorithm and we know that the covariance is not degenerate, so we let γ 1 = 0 in the de-biased error estimate algorithm. In Figure  3 , the left and right halves show the empirical CDF plot of the four p-values after mean rescaling and without mean rescaling across four parameter settings. The de-biased estimate Bootstrap has p-value distribution closer to uniform -it has less dependence on the correct underlying distribution than the native Bootstrap procedure. Also, the mean rescaling approach leads to better p-value distribution. 
B Proofs of Theorem 1, 2 , Lemma 1
We will use Proposition 1 to prove Theorem 1 and Lemma 1.
Proposition 1. Suppose the consistency, range, moment and dimension assumptions hold. For all λ ∈ Λ, let
whereβ is the coefficients from the model fitted with a training set of size n and β is the coefficient vector it converges in the consistency assumption. Let {(x i , y i ), i = 1, 2, . . . , n 2 } be a test set of size n 2 n, then there exists a constant large enough, such that,
Proof. The first statement is a direct application of CLT. For the second and the third statements, we divide
• By Cauchy-Schwarz inequality, we have E[( 
] is bounded. Now, we show that, when the range assumption holds, n 1 4 |E[(y − x T β)x j ]| ≤ C for a large enough constant C. Imagine now we have another training data set (x i ,ỹ i ), with sample size N , and letβ be the coefficient trained using this dataset. By the KKT condition, we have |
We know that N can be arbitrarily large and grow to ∞ faster than n. By LLN, for any fixed n, we let N → ∞ 
• By LLN, the moment assumption and consistency assumption, we have
• By Cauchy-Schwarz inequality and LLN again, we see that the second terms in both expressions go to 0:
The above results also hold if we exclude predictor j.
and W k , δ k be their mean over samples i for k = 1, . . . , 2m. Let µ k be the mean of W k (x i , y i ). As a direct result of Proposition 1, let Q v k be the mean validation error at penalty k and fold v, for a constant C large enough, we have
Proof of Lemma 1: Let Σ k,k = Cov(W k (x, y), W k (x, y)). We divide the covariance estimate into three parts:
• By Slutsky's theorem, Proposition 1 and use the fact that W k (x i , y i ) has finite variance, we have
As a result, we have Σ − Σ ∞ p → 0. Now we show that that E[ kΣ k,k ] < C for a large constant C. Letβ v (λ k ) be the coefficient trained for predicting fold k, we have
Bothe the first term and the second terms are bounded by equation (7 
Let (x i ,ỹ i ) for i = 1, 2, . . . , n be n new realizations, we know that 
Proof of Theorem 1
Besides Proposition 1, we will also use Proposition 2 below. 
In our case the vector Q α − Err and Q 1 α − Err are both square integrable by equation (7) in Proposition 1 and Lemma 1: 
