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Abstract. A novel framework based on local spatio-temporal features
and a Bag-of-Words (BoW) model is proposed for violence detection.
The framework utilizes Dense Trajectories (DT) and MPEG flow video
descriptor (MF) as feature descriptors and employs Fisher Vector (FV)
in feature coding. DT and MF algorithms are more descriptive and ro-
bust, because they are combinations of various feature descriptors, which
describe trajectory shape, appearance, motion and motion boundary, re-
spectively. FV is applied to transform low level features to high level
features. FV method preserves much information, because not only the
affiliations of descriptors are found in the codebook, but also the first
and second order statistics are used to represent videos. Some tricks,
that PCA, K-means++ and codebook size, are used to improve the fi-
nal performance of video classification. In comprehensive consideration
of accuracy, speed and application scenarios, the proposed method for
violence detection is analysed. Experimental results show that the pro-
posed approach outperforms the state-of-the-art approaches for violence
detection in both crowd scenes and non-crowd scenes.
Keywords: Violence detection · Dense Trajectories · MPEG flow video
descriptor · Fisher Vector · linear Support Vector Machine.
1 Introduction
Violence detection is to determine whether a scene has an attribute of violence.
Violence is artificially defined, and video clips are artificially labelled as ‘normal’
and ‘violence’. Violence detection is considered as not only a branch of action
recognition, but also an instance of video classification. Techniques of violence
detection can be applied to real life in intelligent monitoring systems and for
reviewing videos automatically on the Internet.
Early approaches of action recognition are based on trajectories, which need
to detect human bodies and track them for video analysis. They are compli-
cated and indirect, because human detection and tracking have to be solved in
advance. Recently, the methods based on local spatio-temporal features [16][17]
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have dominated the field of action recognition. These approaches use local spatio-
temporal features to represent global features of videos directly. Moreover, their
performance is excellent and robust under various conditions such as background
variations, illumination changes and noise. In [11], a Bag-of-Words (BoW) model
was used to effectively transform low level features to high level features.
Motivated by the performance of local spatio-temporal features and BoW
models, a new framework using Dense Trajectories (DT) [16], MPEG flow video
descriptor (MF) [7] and Fisher Vector (FV) [10] for violence detection is proposed
as illustrated in Fig.1. We provide the reasons for why DT and MF are chosen
for feature extraction and why FV is chosen for feature coding as follows.
For feature extraction, a variety of feature descriptors based on local spatio-
temporal features can be applied. These descriptors include Histogram of Ori-
ented Gradients (HOG) and Histogram of Oriented Flow (HOF) [8], Motion
SIFT (MoSIFT) [2], Motion Weber Local Descriptor (MoWLD) [21] and Motion
Improved Weber Local Descriptor (MoIWLD) [20]. The applications of these fea-
ture descriptors to describe human appearance and motion for violence detection
can be found in [11], [18], [21] and [20].
For the purpose of extracting more descriptive features to improve the per-
formance of violence detection, DT and MF are utilized for the first time for
violence detection in this paper. The interest points that are densely sampled by
DT preserve more information than all other features mentioned above. DT is
a combination of multiple features including trajectory shape, HOG, HOF and
Motion Boundary Histogram (MBH), so it takes the advantages of these features.
On the premise of ensuring prediction accuracy, MF improves the computational
cost and time consumption compared to DT.
For feature coding, Vector Quantization (VQ) [14] and Sparse Coding (SC)
[19] are two commonly used methods for encoding the final representations. VQ
votes for a feature only when the feature ‘word’ is similar to a word in the
codebook, so it may result in information loss. SC reconstructs the features by
referring to the codebook, preserves the affiliations of descriptors and stores
only the zeroth order statistics. The work using SC or its variants for violence
detection can be found in [18], [21] and [20].
Compared with VQ and SC, Fisher Vector generates a high dimensional
vector that stores not only the zeroth order statistics, but also the first and
second order statistics. Moreover, the running time of FV is much less than VQ
and SC, hence it is used for feature coding in this paper.
The contributions of this paper are summarized as follows. A novel frame-
work for violence detection is proposed. It uses DT and MF feature descriptors
as local spatio-temporal features and utilizes FV for feature coding. Some tricks,
that PCA, K-means++ and codebook size, are applied to improve the perfor-
mance of violence detection. Our proposed framework of violence detection is
analysed from various aspects including accuracy, speed and application scenar-
ios. Experimental results demonstrate that the proposed approach outperforms
the state-of-the-art techniques on both crowd and non-crowd datasets in terms
of accuracies.
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Fig. 1. The proposed framework of violence detection
The rest of this paper is organized as follows. In Section 2, we will elaborate
the proposed framework including Dense Trajectories, MPEG flow video descrip-
tor and Fisher Vector. In Section 3, the experimental results in crowd scenes and
non-crowd scenes will be showed and analysed. In Section 4, conclusions will be
discussed.
2 Methodology
This article proposes a novel framework of violence detection using Dense Tra-
jectories (DT), MPEG flow video descriptor (MF) and Fisher Vector (FV) as
illustrated in Fig.1. Firstly, from the violent video clips for training and testing,
DT or MF feature vectors are extracted and they describe trajectory shape, ap-
pearance, motion and motion boundaries. Secondly, PCA is applied to eliminate
redundant information after low level representations are generated. Thirdly,
testing videos are encoded as high level representations by FV according to the
codebook generated by Gaussian Mixture Models (GMM). Finally, linear SVM
is employed to classify the videos into two categories of normal patterns and
violence patterns. The algorithm for violence detection in videos based on this
framework is detailed in the following subsections.
2.1 Dense Trajectories and MPEG flow video descriptor
Dense Trajectories proposed in [16] is an excellent algorithm of feature extraction
for action recognition. DT extracts four types of features that are trajectory
shape, HOG, HOF and MBH. These features are combined to represent a local
region in the visual aspects of trajectory shape, appearance, motion and motion
boundaries.
MPEG flow video descriptor proposed in [7] is an efficient video descriptor
which uses motion information in video compression. The computational cost of
MF is much less than DT, because the spare MPEG flow is applied to replace
the dense optical flow. Furthermore, there exists only minor reduction in the
performance of video classification in contrast to DT. The design of MPEG flow
video descriptor follows Dense Trajectories except features based on trajectory
shape.
The feature descriptor of DT is a 426 dimensional feature vector, which
contains a 30 dimensional trajectory shape descriptor, a 96 dimensional HOG
descriptor, a 108 dimensional HOF descriptor and a 192 dimensional MBH de-
scriptor. Compared to DT descriptor, MF is a 396 dimensional feature vector
without a 30 dimensional trajectory shape descriptor. As types of feature descrip-
tor, DT and MF are pretty descriptive and robust because of the combination
of multiple descriptors.
2.2 Principal Component Analysis
Principal Component Analysis [15][9] is a statistical algorithm for dimension-
ality reduction. Due to the high dimension of DT (426 dimensional) and MF
(396 dimensional), PCA is utilized to reduce the dimension of feature vectors
in order to speed up the process of dictionary learning and improve the accu-
racy of classification. In addition, a whitening process usually follows the PCA,
which ensures all features to have the same variance. The transform equation is
illustrated as follows.
xPCA = ΛU
TxOriginal (1)
where xOriginal ∈ RM denotes an original feature, xPCA ∈ RN denotes the
PCA-Whiten result, U ∈ RM×N is the transform matrix of the PCA algorithm,
Λ ∈ RN×N is the whitening diagonal matrix.
2.3 Fisher Vector
Fisher Vector [12][13] is an efficient algorithm for feature coding. It is derived
from a fisher kernel [6]. Moreover, FV is usually employed to encode a high level
representation of a high dimension for image classification [10]. Both of the first
and second order statistics are encoded leading to a high separability of the final
feature representations. The FV algorithm is described as follows.
GMM is employed to learn the codebook, which uses generative models to
describe the probability distribution of feature vectors. Let X = {x1, ... , xN}
be a set of D dimensional feature vectors processed through the DT and PCA
algorithms, where N is the number of feature vectors. The density p(x|λ) and
the k-th Gaussian distribution pk(x|µk, Σk) are defined as:
p(x|λ) =
K∑
k=1
ωkpk(x|µk, Σk), (2)
and
pk(x|µk, Σk) =
exp[−1
2
(x− µk)TΣ−1k (x− µk)]
(2pi)D/2|Σk|1/2 ,
(3)
where K denotes the mixture number, λ = (ωk, µk, Σk : k = 1, ... ,K) are
the GMM parameters that fit the distribution of the feature vectors, ωk denotes
the mixture weight, µk denotes the mean vector and Σk denotes the covariance
matrix.
The optimal parameters forming λ of GMM are learned by the Expectation
Maximization (EM) algorithm [3]. Furthermore, the initial values of these pa-
rameters have an important influence on the final codebook, so k-means++ [1]
results are calculated as the initial values.
In the following equation, yik represents the occupancy probability, which is
the soft assignment of the feature descriptor xi to Gaussian k:
yik =
exp[−1
2
(xi − µk)TΣ−1k (xi − µk)]
K∑
t=1
exp[−1
2
(xi − µt)TΣ−1k (xi − µt)]
. (4)
Then, the gradient vector gXµ,d,k with respect to the mean µdk of Gaussian
k and the gradient vector gXσ,d,k with respect to the standard deviation σdk of
Gaussian k could be calculated. Their mathematical expressions are:
gXµ,d,k =
1
N
√
ωk
N∑
i=1
yik
xdi − µdk
σdk
, (5)
sparse coding problem can be formulated as
Z = argmin
Z∈Rk×N
1
2
∥X−DZ∥2ℓ2 + λ∥Z∥ℓ1 , (2)
where Z = [z1, z2, ..., zN ] ∈ Rk×N and zi is the sparse rep-
resentation of the feature vector xi. D = [d1,d2, ...,dk] ∈
Rd×k is a pre-trained dictionary, which is an overcomplete ba-
sis set, i.e. k > d. λ is a positive regularization parameter to
control the tradeoff between reconstruction error and sparse-
ness. When the dictionaryD is fixed, the optimization over Z
alone is convex. The LARS-lasso method [20] is utilized to
solve Eq. (2) to get the set of sparse codes Z. In this way, the
original query video representation in X is converted to the
corresponding spare code representation Z. Then, the video
analysis/recognition is carried out on Z domain.
The dictionaryD contains k atoms representing basic pat-
terns of the specific data distribution in feature space. Given
a large collection of the reduced MoSIFT features extracted
from training video clips Y = [y1,y2, ...,yM ] ∈ Rd×M , the
dictionary learning problem in sparse coding scheme can be
defined by
argmin
U∈Rk×M ,D∈C
1
M
M∑
i=1
1
2
∥yi −Dui∥2ℓ2 + λ∥ui∥ℓ1 , (3)
where U = [u1,u2, ...,uM ] ∈ Rk×M is the coefficients set
and C is a convex set
C , {D ∈ Rd×k, s.t.∥di∥ℓ2 6 1, i ∈ {1, ..., k}} .
The formulation is not convex with respect toD andU simul-
taneously. We adopt the online dictionary learning algorithm
[21] to solve this joint optimization problem, which has been
proven to be more suitable for large training sets.
2.4. Max pooling over motion features
To capture the global statistics of the whole video, max pool-
ing is applied over sparse code set Z ∈ Rk×N to get a video
level feature,
β = F(Z), (4)
where β is a vector with k dimensions and F is a pooling
function defined on each row of Z. Different pooling func-
tions construct different video statistics [14, 15]. It has been
reported empirically and also theoretically that max pooling
outperforms the average pooling [11, 22]. In this work, we
adopt the max pooling function defined as
βi = max{|Zi1|, |Zi2|, ..., |ZiN |}, (5)
where βi is the i-th element of β, Zij denotes the (i, j)-th
entry of the matrix Z.
Compared with the BoW model, sparse coding method
achieves a much lower reconstruction error and captures the
Fig. 3. Sample frames from Hockey Fight dataset (first row) and
Crowd Violence dataset (second row). The left three columns are
violent scenes while the right three columns are non-violent scenes.
salient properties of human actions. By max pooling proce-
dure over the sparse code set, the irrelevant information is dis-
carded. Only the strongest response to each particular atom in
dictionary is preserved. It generates a compact and discrimi-
native video feature β for our violence detection task. SVM
is then employed to classify β as either violent or non-violent.
3. EXPERIMENTS
3.1. Datasets
We carry out the experiments on two challenging datasets cre-
ated specifically for violent video detection: Hockey Fight [5]
and Crowd Violence [3]. Fig. 3 shows a few sample frames
from each dataset.
Hockey Fight dataset. This dataset contains 1000 video
clips of action from hockey games of the National Hockey
League (NHL). 500 videos in the dataset are manually labeled
as fight and others are labeled as non-fight. Each clip consists
of 50 frames with a resolution of 360× 288 pixels.
Crowd Violence dataset. This dataset is assembled for
violent crowd behavior detection. All video clips are collec-
ted from YouTube, presenting a wide range of scene types,
video qualities and surveillance scenarios. The dataset con-
sists of 246 video clips including 123 violent clips and 123
normal clips with a resolution of 320×240 pixels. The whole
dataset is split into five sets for 5-fold cross validation. Half
of the footages in each set present violent crowd behavior and
the other half presents non-violent crowd behavior.
3.2. Experimental settings
The regularization parameter λ in Eq. (2) and Eq. (3) is set to
1.2√
m
according to [21], where m is the dimension of the ori-
ginal feature. In our approach, the dimension of the reduced
MoSIFT feature is 150. Hence m = 150 and λ ≈ 0.098. To
assess the impact of dictionary size, we learn dictionaries of
different sizes. Both the MoSIFT feature and the final video
level feature vector are ℓ2 normalized. To evaluate the classi-
fication accuracy, we employ the 5-fold cross validation test
on each dataset.
3.3. Results and discussions
We compare the proposed method against the state-of-the-art
techniques including BoW based methods, Local Trinary Pat-3564 Fig. 2. Frame samples from the Hockey Fight dataset (first row) and the Crowd Vi-olence dataset (second row). The first row shows non-crowd scenes, while the secondrow shows crowd scenes. The left three columns show violent scenes, while the rightthree columns show non-violent scenes.and gXσ,d,k = 1N√2ωk N∑i=1 yik[(xdi − µdkσdk )2 − 1], (6)where d = 1, ... , D for D representing the dimension of the feature vectors.Finally, the Fisher Vector is the concatenation of gXµ,d,k and gXσ,d,k for k =1, ... K and d = 1, ... , D, and it is represented byΦ(X) = [gXµ,d,k, gXσ,d,k]. (7)Therefore, the final representation of a video is 2×K ×D dimensional.2.4 Linear Support Vector MachineBefore applying the video representations in the linear SVM, the power and `2normalization are applied to the Fisher Vector Φ(X) as shown in [13]. Then, thelinear SVM [4] is used for the violence classification of each video encoded byFV.3 Experiments3.1 Da asetsIn our experiments, two public datasets are applied to detect whether a scenehas a characteristic of violence. Th se datasets re Hockey Fight dataset (HFdataset) [11] and Crowd Violence dataset (CV dataset) [5]. HF dataset showsnon-crowd scenes, while CV dataset shows crowd scenes. The validity of theproposed framework for violence detection will be verified in both crowd scenesand non-crowd scenes. Some frame samples taken from them are displayed inFig.2. The datasets are introduced briefly below.
Table 1. Violence detection results using Sparse Coding (SC) on Hockey Fight dataset
Visual Words
MoSIFT + SC[18] MoWLD + SC[21]
ACC AUC ACC AUC
50 words 85.4 0.9211 89.1 0.9318
100 words 88.4 0.9345 90.5 0.9492
150 words 89.6 0.9407 92.4 0.9618
200 words 89.6 0.9469 93.1 0.9708
300 words 91.8 0.9575 93.5 0.9638
500 words 92.3 0.9655 93.3 0.9706
1000 words 93.0 0.9669 93.7 0.9781
Visual Words
DT + SC MF + SC
ACC AUC ACC AUC
50 words 90.3 0.9542 91.4 0.9564
100 words 91.6 0.9662 92.7 0.9700
150 words 91.2 0.9621 92.1 0.9744
200 words 92.3 0.9718 93.5 0.9766
300 words 92.5 0.9759 93.9 0.9792
500 words 92.4 0.9776 94.4 0.9823
1000 words 94.4 0.9831 94.9 0.9868
Hockey Fight dataset. This dataset contains 1000 video clips from ice
hockey games of the National Hockey League (NHL). There are 500 video clips
labelled as violence, while other 500 video clips are manually labelled as non-
violence. The resolution of each video clip is 360 × 288 pixels.
Crowd Violence dataset. This dataset contains 246 video clips of crowd
behaviours, and these clips are collected from YouTube. It consists of 123 violent
clips and 123 non-violent clips with a resolution of 320 × 240 pixels.
3.2 Experimental settings
In feature extraction, experiments are conducted based on three feature descrip-
tors, which are MoSIFT [2] (256 dimensional), Dense Trajectories (DT) [16] (426
dimensional) and MPEG flow video descriptor (MF) [7] (396 dimensional).
For feature selection, PCA is utilized to reduce the abovementioned three
types of features to the same dimension of D = 200.
For dictionary learning, 100, 000 features are randomly sampled from the
training set. For GMM training, k-means++ [1] is used to initialize the co-
variance matrix of each mixture. It is an important trick for improving the final
performance and making the results more stable. The mixture number of GMMs
is set to be K = 256.
Table 2. Violence detection results using Fisher Vector (FV) on Hockey Fight dataset
Methods ACC AUC
MoSIFT + FV 93.8 0.9843
DT + FV 94.7 0.9830
MF + FV 95.8 0.9897
MoSIFT + PCA + FV 93.6 0.9859
DT + PCA + FV 95.2 0.9849
MF + PCA + FV 95.8 0.9899
After the codebook is generated, the results using FV are compared with the
results using SC in feature coding. The parameter settings of SC are according to
those in [18]. The final feature vectors of videos are powered and `2-normalized.
Finally, the linear SVM [4] is employed for classification of the testing videos,
and the penalty parameter is set to be C = 100.
5-fold cross validation is used for evaluating the accuracies of video classifica-
tion. The experimental results are reported in terms of mean prediction accuracy
(ACC) and the area under the ROC curve (AUC).
3.3 Experimental results on Hockey Fight dataset
We perform a series of experiments for testing the superiority of 4 types of feature
descriptors. The 4 types of features are MoSIFT, MoWLD [21], DT and MF,
and they are used together with SC on the Hockey Fight dataset. The results
from DT + SC and MF + SC are compared with those using the methods
recently developed in [18] and [21]. Furthermore, in order to assess the effect of
the codebook size, we set 7 groups of experiments using SC, where the codebook
sizes range from 50 words to 1000 words.
As shown in Table 1, it is firmly convinced that the features of DT and
MF are more effective and discriminative in contrast with the MoSIFT and
MoWLD features. DT and MF features are introduced to violence detection for
the first time, but they show strong adaptability to non-crowd scenes. In overall
consideration of ACC and AUC values, the performance of MF features is the
best in these experiments.
The experimental results also indicate that the performance of these algo-
rithms improves with the increase of visual words, i.e., the codebook size con-
tributes to the accuracy of violence detection. In practical application, time con-
sumption will increase if the codebook size expands. So, we can utilize codebook
size as a trick to trade off prediction accuracy and time consumption.
FV is applied as an algorithm for feature coding on the Hockey Fight dataset.
The performance of FV demonstrated in Table 2 is superior to the performance
of SC shown in Table 1. Furthermore, the employment of PCA contributes to
the improvement of ACC and AUC, as particularly seen in the results using DT.
Table 3. Violence detection results of various methods on Crowd Violence dataset
Methods ACC AUC
ViF [5] 81.30 0.8500
MoSIFT + SC [18] 80.47 0.9008
MoWLD + SC [21] 86.39 0.9018
MoIWLD + SRC [20] 93.19 0.9508
MF + SC 90.63 0.9630
DT + SC 91.45 0.9664
MF + FV 89.83 0.9672
DT + FV 93.50 0.9889
MF + PCA + FV 91.89 0.9789
DT + PCA + FV 95.11 0.9866
Table 4. Comparative analysis of accuracy and speed for violence detection
Methods
HF Dataset CV Dataset Speed
ACC AUC ACC AUC (fps)
DT 95.20 0.9849 95.11 0.9866 1.2
MF 95.80 0.9899 91.89 0.9789 168.4
In summary, our proposed framework of violence detection, MF + PCA +
FV, outperforms the state-of-the-art methods in non-crowd scenes.
3.4 Experimental results on Crowd Violence dataset
We compare our proposed algorithm with various state-of-the-art methods in-
cluding ViF [5], MoSIFT + SC [18], MoWLD + SC [21] and MoIWLD + SRC
[20] on the Crowd Violence dataset. The codebook size of the compared methods
is set to be 500 visual words.
Obviously, our FV based method outperforms the state-of-the-art approaches
as shown in Table 3. Moreover, the utilization of PCA effectively improves the
accuracy of violence detection.
In crowd scenes, the performance of MF features is inferior to DT features.
Because, the information which MF preserves is insufficient due to video com-
pression.
3.5 Analysis of Violence Detection
Comparative analysis of accuracy and speed for violence detection is as shown in
Table 4. Speed means that how many frame pictures can be processed per second
by different algorithms of feature extraction. We mainly analyse our proposed
framework that DT + PCA + FV and MF + PCA + FV in different scenes.
If time consumption becomes a primary consideration, the framework based
on MF will be the optimal choice in both crowd scenes and non-crowd scenes.
Nevertheless, the diversity of application scenarios will result in different
options if prediction accuracy is major concerned. The prediction accuracy of
MF is superior to DT in non-crowd scenes, while DT outperforms MF in crowd
scenes.
4 Conclusion
This paper has proposed a novel framework of violence detection using Dense
Trajectories, MPEG flow video descriptor and Fisher Vector. Firstly, the exper-
imental results have shown that DT and MF as types of discriminative feature
descriptors outperform other commonly used features for violence detection. Sec-
ondly, FV as an excellent feature coding algorithm has been proven to be superior
to Sparse Coding. Thirdly, some tricks including PCA, K-means++ and code-
book size have contributed to the improvement of accuracy and AUC values in
violence detection. Fourthly, our proposed framework of violence detection was
analysed in overall consideration of accuracy, speed and application scenarios.
Fifthly, the performance of the proposed method was better than the state-of-
the-art techniques for violence detection in both crowd scenes and non-crowd
scenes. As our future work, whether DT, MF and FV are suitable for other
tasks of video analysis will be further researched.
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