Abstract-A new interconnection topology-the Extended Hypercube-consisting of an interconnection network of k-cubes is discussed. The extended hypercube is a hierarchical, expansive, recursive structure with a constant predefined building block. The extended hypercube retains the positive features of the k-cube at different levels of hierarchy and at the same time has some additional advantages like reduced diameter and constant degree of a node, This paper presents an introduction to the topology of the extended hypercube and analyzes its architectural potential in terms of message routing and executing a class of highly parallel algorithms. Topological properties and performance studies of the extended hypercube are presented.
I. INTRODUCTION N recent years considerable progress made in the design
I of integrated circuit technology has resulted in the emergence of highly powerful processors. Several new parallel architectures have been proposed [5] , [S] , [9] , [lo] , [16] to increase computing speeds to complement the advances in VLSI design. But to this day the problem of interconnecting processors to achieve high computational bandwidth has not been fully solved. Increased parallelism means more communication among processors and hence a corresponding increase in overheads. Internode distance, message traffic density, and fault-tolerance are dependent on the diameter and degree of a node. The product (diameter * degree of a node) is a good criterion to measure the cost and performance of a multiprocessor system [5] . An interconnection network with a large diameter has a very low message passing bandwidth and a network with a high degree of node is very expensive. In addition, computing systems should be easily expandable; there should be no changes in the basic node configuration as we increase the number of nodes.
The binary hypercube, henceforth referred to as the hypercube in this paper, has a robust topology (31. The hypercube has been employed to solve several problems [lS] , [21] . But the hypercube networks are not truly expandable because we have to change the hardware configuration of all the nodes whenever the number of nodes grows exponentially, as the nodes have to be provided with additional ports. The hypercube network does not have a constant predefined building block [9] . This is a very significant factor from the architectural/hardware point of view. Moreover, an incompletely populated hypercube lacks some of the properties which make the hypercube attractive in the first place. Complicated routing algorithms are necessary for the incomplete hypercube [8] .
Several modifications of the hypercube structure have been investigated in recent years to overcome the shortcomings of the topology of the hypercube. In [4] and [5] , Bhuyan and Agganval have proposed a general class of hypercube structures to achieve a very good cost factor, (degree of a node) * (diameter). Goodman and Sequin [9] have proposed a truly expansive tree structure-the Hypertree. Hypernet, a network of hypercubes is discussed in [lo] . The hypernet is a versatile architecture for a variety of applications. It has the good features of a complete binary tree and a binary hypercube and avoids some of the drawbacks of the two architectures.
A new hierarchy of hypercube interconnection topologies has been discussed by Lakshmivarahan and Dhall in [13] . This scheme includes the binary hypercube topology and in general has a high degree of a node and low diameter. Hierarchical Cubic Networks (HCN's) are discussed by Ghose and Desai in [8] . The HCN's are hierarchical networks and use hypercube networks as nodes.
In the schemes reported in [5] , [9] , and [lo] and most of the other popular communication schemes, the processor node has to perform two main functions, viz., 1) computation tasks and 2) communication tasks. An efficient communication scheme is one in which the processor nodes perform more of computation tasks and less of communication tasks. But in many of the Hypercube and related architectures [5] , [9] , [lo] the processor nodes are involved in communicating messages between their neighbors. A good utilization factor defined in Section I11 has to be achieved to increase the efficiency of a multiprocessor system.
In this paper, we discuss a new interconnection scheme-the Extended Hypercube (EH), earlier discussed in [12] and [15] . This scheme combines some of the topological features of the architectures proposed in [S]- [lo] and at the same time retains the attractive features of the hypercube topology to a large extent. The EH is built using basic modules consisting of a k-cube of processor elements (PE's) and a Network Controller (NC) as shown in Fig. 1 . The NC is used as a communication processor to handle intermodule communication; 2k such basic modules can be interconnected via 2k NC's, forming a k-cube among the NC's. The EH is essentially a truly expansive, recursive structure with a constant predefined building block. The number of 1/0 ports for each PE (and NC) is fixed and is independent of the size of the network. The EH structure is found to be most suited for implementing a class of highly parallel algorithms, viz., the DESCEND and ASCEND class described in [16]. The EH can emulate the binary hypercube in implementing a large class of algorithms with insignificant degradation in performance. The utilization factor of the EH is higher than that of the Hypercube. This paper is organized as follows. In the second section we present a summary of the EH topology and discuss about the features of the EH architecture. A method for addressing the nodes of the EH is also discussed in Section 11. In the third section, we discuss the properties of the EH and performance evaluation of the EH. In the fourth section we discuss message routing procedures and implementation of parallel algorithms on the EH. A comparison of the parameters of the EH architecture with those of the other multiprocessor architectures is done in Section V. The last section concludes the paper with a few comments on the capabilities of this topology.
THE EXTENDED HYPERCUBE
In this section, a formal introduction to the EH architecture is given and a methodology for addressing the nodes of the EH is also discussed. The EH architecture is suited for hierarchical expansion of multiprocessor systems. The basic module of the EH consists of a k-cube and an additional node for handling communication-the Network Controller (NC). There are a total of [ak * ( k / 2 + l)] links in the basic module, comprising of the [(2k * k)/2] links of the hypercube and 2k links for connecting the processor elements to the NC as indicated in Fig. 1 . Message passing scheme among the nodes within a h-cube is performed by adopting one of the hypercube message passing algorithms [2], [ 171. However, message passing among nodes at different levels of hierarchy is via one or more NC's.
The NC in effect allows the processor element (PE) of each node to concentrate on computation rather than on communication. The PE communicates directly with its neighbors (PE's at a Hamming distance of one) and the NC. All communications between noncontiguous nodes within the same k-cube are via the neighboring nodes, whereas communication among distant nodes belonging to different k-cubes is via one or more NC's. Thus, the PE's of an EH are involved in message transfer operations among the 2k nodes of the same k-cube only whereas in a hypercube each PE is involved in the communication operations between all pairs of PE's in the hypercube. This improves the computation to communication ratio considerably.
An EH consisting of a k-cube and one NC will be referred to as the basic module or EH(k,l) (Fig. 1) in the rest of this paper. The EH(k,l) has two levels of hierarchy: the k-cube at the zeroth level and the NC at the first level. The hypercube consisting of the PE's is referred to as the HC(k,O). An EH(k,2) has 2k k-cubes of PE's at the zeroth level, one kcube of NC's at the first level, and one NC at the second level.
In general an EH(k, 1) (1 is the degree of the EH), consists of one NC at the lth level and a k-cube of 2k NC's/PE's at the (1 -1)st level. The NC's/PE's at the (1 -1)st level of hierarchy form a k-cube. We will refer to this cube as HC(k. 1 -1). The NC's/PE's at the (1 -2)nd level of hierarchy form 2k distinct k-cubes which will be called as HC(k, 1 -2)'s. Thus, we have h-cubes at all levels j for 0 2 j < 1. The 2k*(r-1) number of HC(k,O)'s are all computation HC's and the HC(k, j)'s (for j 2 1) are all communication HC's. The basic module of the EH is a constant predefined building block and the node configuration remains the same regardless of the dimension of the EH. The basic module is said to be an EH of degree one, denoted by EH(k,1). The EH architecture can easily be extended by interconnecting the basic modules. We can interconnect eight EH(3,l)'s (basic modules) to get an EH(3,2) as shown in Fig. 2 . The interconnection topology formed by the 3-cube of NC's at the first level and a controller at the second level is identical to that of the basic module. Thus, we have a hierarchical structure consisting of 64 PE's at the zeroth level (lowest level), eight NC's at the first level, and one NC at the second level. In general, the EH is a single rooted, 2'-ary tree of height 1, with additional horizontal links. Every node in an EH(k, 1) is connected to its neighbors: k siblings at level 
A. Addressing the Nodes of the EH
As explained in Sections I and 11, the EH(k,1) consists of several HC(k,j)'s (0 5 j < 1) each with a topology identical to that of a k-cube. In other words, at all levels of hierarchy, we have an interconnection of k-cubes. We will use the term "node" in general for the PE's and NC's of the EH. As shown in Fig 
PROPERTIES OF THE EH
The EH is a loosely coupled network of computation and communication processors. The computation/communication processors are interconnected among themselves as k-cubes.
In addition, the computation processors ( the PE's) of any kcube are connected to a communication processor (the NC). In this section we shall refer to the processors of the EH as nodes. In the case of the basic module, e.g., EH(3,1), there are four parallel paths between any two nodes (Fig. 4) . For example, the parallel paths between 00 and 07 are given by 1) 00-0 1 4 0 3 1 07, 2) OO+ 0 2 4 0 6 1 07, 3) 00-1 0 4 4 05+ 07, and 4) 0 0 4 0-07. Obviously, the last path via "0" is the desired path as it is the shortest path and it does not involve any of the PE's.
However, in an EH(k:I), where 1 > 1, we utilize the NC's only for intermodule and level-to-level communications. In an EH of degree greater than one, there are no parallel paths from one level to another. We shall refer to the paths via the NC or NC's as extended links. For example in Fig. 4 , 00 + 0 1 07 is an extended link of the EH whereas 01 --f 03 is a link of the EH.
A. Spanning Tree of the EH
The EH is a connected graph and hence it contains a spanning tree, i.e., a subtree of the graph which contains all the nodes of the graph. The procedure for generating the spanning tree of the basic module is as follows, 1) at the root or the first level, we place the node corresponding to the NC, 2) at the second level two neighboring nodes of the EH are placed as children of the root as shown in Fig. 5(a) , then we place all the remaining odd nodes as the childredgrandchild of the odd node at the second level and the rest of the even nodes as the childredgrandchild of the even node at the second level (the levels referred here are different from the hierarchical levels of the EH). To obtain the spanning tree of the cube of higher dimensions, identical trees "ST" of Fig. 5(a) are appended to all the nodes of the first level of hierarchy as indicated in Fig. 5(b) .
B. Performance Analysis of the EH
In this section the performance of the EH will be compared to that of the other hypercube structures. Performance studies of multiprocessor systems have been carried out in the past. The performance characterestics of the binary hypercube have been discussed by Abraham and Padmanabhan in [l] . The performance of hierarchically interconnected multiprocessors is discussed in [20] . In [ l l ] Indurkhya et al. have investi- 
where N is the number of PE's. In an n-cube, the PE's have to perform message passing operations between their neighboring PE's, hence
In an EH the PE's perform communication functions related to nodes within the k-cube only, hence T,
S is the switching delay at the NC's, and S << ( R + ( N -1) * C.
The utilization factor is given by
The utilization factor of a multiprocessor system is a measure of the efficiency of the internode communication mechanism.
However, the overall performance of a multiprocessor system is also affected by factors such as problem partitioning and task allocation, as discussed in [6] and [7] .
C. Choice of k and 1 for an EH
In the following analysis, we shall refer to the communication among the nodes of a k-cube as local communication For a large value of Cl, it is desirable to have a large k and for low values of Cl, k should be small. The time spent by the PE in handling communication is proportional to the value of k , the dimension of the basic module. In a hypercube system, the time spent by the PE's is proportional to the value n, the dimension of the n-cube. In an EH, the NC's are used primarily to handle all global communications. All PE's transmit their nonlocal messages to the NC. Table I . It is clear that the cost factor given by (diameter * degree of a node) for an EH(k. 1) for k > 2 and 1 > 1, is less than that of the n-cube ( n = k*1).
If k is very high and 1 is small, then the properties of the EH topology are similar to those of the hypercube. The utilization factor of the EH decreases with increase in the value of k . The NC's are used primarily to handle all global communications. All PE's transmit their nonlocal messages to the nearest NC. In a communication-intensive problem such as total exchange, where every node sends a different message to every other node in the network, total number of messages to be handled by the NC's of an EH at different hierarchical levels and for varying values of k are tabulated in 
D. Parameters of the EH(k,l)
In this section we analyze the EH(k, 1) and determine the network parameters of the EH(k, 1) topology. The analysis for the EH(k,l) facilitates the understanding of the local communication among the PE's of a k-cube. The EH(Ic. 1) of Fig. 4 consists of nine nodes; eight PE's and one NC, which is essentially the topology of the basic module. The diameter of the EH(k, 1) defined as the maximum distance between any two nodes in an EH(k, 1) is k if the NC is not used for local communication within the k-cube. For EH(k, j)'s with j > 1 it is not desirable to use the NC's for communication among the nodes of the same k-cube, as the NC has to handle intermodule communication. However, if 1 = 1 then the NC can be effectively used for communication among noncontiguous nodes of the same k-cube. In the following we determine the parameters of EH(k, 1) with the NC utilized for communication among nodes of the same k-cube. In Table 111 .
E. Parameters of the EH(k, 1)
The number of nodes or PE's in the EH is equal to a power of 2'. The number of PE's in the EH, denoted by N , is given by N = 2'"*l, where 1 is the degree of the EH and n = k * 1. Of course it is also possible to have EH's with 2'L number of processors, where n # k * 1. But in such cases, the NC's at the top two levels of hierarchy do not form an EH (Fig. 7) . In an EH(Ic. 1) the PE's reside at the zeroth level of hierarchy. There are no NC's at the zeroth level, i.e., an EH with only one PE does not have an NC. All the NC's reside at hierarchical levels one and upwards. The number of NC's in the EH denoted by M is given by M = 0, for 1 = 0 and M = (2'*1 -1)/(2' -I), for I 2 1.
For 1 2 1, the number of links in the EH is given by
The diameter of the EH is given by
Each PE of the EH is connected to k neighbors and the NC. The degree of a node is a constant for all values of 1. Each NC is connected to 2' NC's/PE's at a lower level, k of its neighbors, and an NC at the next higher level. The degree of a PE in an EH is D, = ( k + 1) (for all 1). Whereas the degree of an NC is, D,, = (2' + k + 1) (a constant for all I). The 1 is given by
In an EH of degree 1 and consisting of N nodes, for any arbitrary node there are ~~= , c,"=, 2'"*3 * '"Ct * (2 * j + 1)
nodes at a distance of (2 * j + 2) for 1 5 7 5 k , and 0 < j < 2.
As an example, the number of nodes and their distances from a source node say (OOOO)8 to other nodes in an EH of degree three is shown in Fig. 3 . The average distance is very close to one for an EH of degree one, but increases with the increase in the degree of the EH. The variation in the value of "d" with the number of nodes is indicated by the plot in Fig. lO(a) .
Message TrafJic Density:
The message traffic density in the EH is given by p = (Average message distance x Number of nodes) / (Number of links) 
The average distance in the EH: The average distance within any HC(k,j)(l 5 j < I ) is a very small value. But due to the fact there is only one link from one level to another, the average distance increases with the degree of the EH. The general expression for the average distance in an EH of degree
IV. MESSAGE ROUTING IN THE EH
Using the NC, the interprocessor message traffic of a module gets redistributed into two categories, viz., local communication and global communication. Communication among the PE's belonging to the same k-cube is categorized as local communication. Local communication is handled by employing hypercube message passing algorithms. At zeroth level, the local communication is taken care of by the PE's: the time spent by each PE in communicating messages is proportional to the value of k . The NC's are involved in global communication. The single network controller at the topmost level retransmits messages to/from the host system from/to the PE's via the network of NC's. The message passing operation in local communication involves 1) the source PE, 2) upto ( k -1) PE's within the k-cube, and 3) the destination PE.
The message passing operation in the global communication involves 1) the source PE, 2) upto 2(1 -1) NC's, and 3) the destination PE.
A. Message Routing Procedure
The message is formatted at the source node with the source address, destination address, message length, and a few semaphore bits [S] . The addresses are indicated in the octal number system for an EH(3,3) as described earlier. Let us consider the topology given in Fig. 8 . The address of the node marked "A" is 0435. Here "0" corresponds to the address of the NC at the third level, "04" corresponds to the address of the NC at the first level and "0435" corresponds to the address of the PE at the zeroth level. The routing sequence for different destination nodes at different hierarchical levels is shown in Table IV . The transfer of message between two nodes at different levels of hierarchy is referred to as the vertical shift and the transfer of message within a hypercube is referred to as the hypercube shift. The procedure for routing a message from the host system to a PE involves a vertical shift from Df to DfDfP1 Of-, . . '0: Df-, ' . ' Dj" to end end.
Theorem: The diameter of the EH topology is
For message transfer between two PE's located at different HC(k, 0)'s there are two vertical shifts and one hypercube shift. Each vertical shift involves a maximum of (1 -1 ) hops and the hypercube shift involves a maximum of Ic hops. Hence,
B. Execution of Parallel Algorithms on the EH
The EH can emulate the performance of the binary hypercube in executing the DESCEND/ASCEND class of algo- 1og N ) 2 ) parallel steps. The n-dimensional binary hypercube is the most suitable topology for executing the algorithms of this class in O(1ogN) parallel steps. But the demand for high degree of a node, n = logN is not only expensive in terms of cost but also difficult for hardware implementation. The unfolded n-cube and the shuffle-exchange networks have been used in the past to overcome the disadvantages of the binary hypercube topology. Hwang and Ghosh [lo] have discussed the complexity of executing various algorithms on the hypernet and other topologies. The cube connected cycles (CCC) described by Preparata and Vuillemin in [16] combines the principles of parallelism and pipelining to emulate the binary hypercube and the shuffleexchange network with no significant degradation in performance but with a more compact structure. In a CCC the degree of a node is reduced to three. Preparata et al. have described the execution of the ASCEND/DESCEND class of algorithms on the CCC in O(1ogN) parallel steps. The function OPER described earlier can be executed by performing repeated cyclic shifts within each cycle of the CCC to emulate the binary hypercube. This limitation is overcome to a certain extent by pipelining analogous operations OPER (, i ; , ,) for T < i < n where 2' is the length of the cycle. All the processor elements of the CCC are involved in the cyclic shift operations: in other words, the PE's of the CCC are used in shifting data items of other PE's resulting in a low utilization factor.
In an EH(k, 1) the DESCEND/ASCEND class of algorithms can be executed in O(1ogN) parallel steps and the PE's of the EH do not perform data transfer operations of other PE's. The Algorithm 1 can be used to implement DESCEND in the EH(k, I), where n = k * 1. However, as the connectivity of the EH(k, I) is not equal to log N , the basic operation OPER is separated by an extended link of the EH(k, 1). The basic operation OPER is performed log N = n times: for an EH(3,2) with Z6 PE's, OPER is performed six times, i.e., for h + 5 step -1 until 0. The six steps are shown in Figs. 9(a) and (b).
In Fig. 9(a) Fig. 9(a) there need be no change in the hardware configuration of any node as the EH has a recursive structure.
VI. CONCLUSION
The extended hypercube is a hierarchical, extensive, recursive structure with a predefinable building block. The use of network controller nodes for each k-cube ensures efficient communication of messages via the interconnections among the network controllers. Further, the processor nodes perform more of computation tasks rather than communication tasks resulting in a high computation to communication ratio. The diameter and degree of a node of the EH have low values and hence the cost factor given by (diameter * degree of a node) of the EH is less than those of other topologies such as the binary hypercube, the cube connected cycles, the hypernet, the pyramid, etc. The ASCEND/DESCEND class of algorithms can be executed in O(1ogN) parallel steps on the EH. 
