It is shown how the time limit on a test can be set to control the probability of a test taker running out of time before completing it. The probability is derived from the item parameters in the lognormal model for response times. Examples of curves representing the probability of running out of time on a test with given parameters as a function of the time limit are presented. Unlike the traditional methods of dealing with test speededness, which assess the degree of speededness after the test has been administered, the curves enables us to set a desired degree in advance. The method is demonstrated using an empirical data set.
The problem of test speededness is persistent and has already challenged the creativity of generations of test theorists and practitioners. One reason for the continued interest in the problem is the direct impact of the speededness of a test on its fairness. When a combination of items and time limit forces test takers to work faster than intended, the odds of accidental errors during the test, or not reaching some of the later items at all, are high. As a result, the test scores will have a negative bias relative to the administration of the test under more valid time conditions. This inverse relationship between speed and ability is known as the speed-accuracy trade-off in reaction-time research in psychology, where it has been proven to exist for numerous types of tasks (e.g., Luce, 1986) . The problem becomes more disturbing when the test is adaptive because the selection of items with varying time characteristics for different test takers then easily leads to the problem of differential speededness (Bridgeman & Cline, 2004; van der Linden, 2009; van der Linden, Breithaupt, Chuah, & Zhang, 2007 ). An extensive review of the impact of speededness on the validity of test scores is given in Lu and Sireci (2007) .
But fairness is not the only issue; the problem of speededness can manifest itself equally seriously in item pretesting and calibration studies. When the time available for the items during the pretest does not reflect the operational conditions, the estimates of the item parameters will be biased, typically in the form of an item-location effect with a stronger bias for the items in positions that are more affected by the time limit (e.g., at the end of a highly speeded test). Obviously, bias in the estimates of item parameters leads to bias in the test scores. Likewise, when the time conditions for a testing program change over time, for instance, because new types of items are included that require more labor, any attempt to equate scores back to those on an earlier form will lead to biased results. Studies addressing these effects were reported, for instance, in Bejar (1985) ; Evans and Reilly (1972) ; Kingston and Dorans (1984) ; Meyer (2010) ; Oshima (1994) ; Wollack, Cohen, and Wells (2003) ; and Yamamoto and Everson (1997) .
A final area for which careful study of the relationship between test speededness and the time limit is warranted is test accommodations. Most types of accommodation require extended time (Sireci, Scarpatti, & Li, 2005; Stretch & Osborne, 2005) . Finding the right extension without introducing any new form of inequity is challenging unless what the time characteristics of the test are and how the test takers' performances are affected by the time limit are known exactly.
In spite of the urgency of these problems, no one has a generally accepted procedure for determining the degree of speededness of a test, let alone for setting effective time limits. In fact, no one even has a satisfactory definition of test speededness beyond the intuitive notion of ''test takers who have to work fast but are still likely to run out of time. '' Two early attempts to define the degree of test speededness were initiated by Gulliksen (1950) and Cronbach and Warrington (1951) . Both focused on the number of items the test takers are unable to attempt. Gulliksen's definition was based on the ratio of the variances of the numbers of unattempted and incorrectly answered items for a population of test takers. Cronbach and Warrington's index of speededness is rather demanding in that it assumes an experiment with two parallel versions of the test taken by the same examinees. Both versions are first taken with the time limit. When the limit is passed, the last item attempted is marked, and the test takers are asked to complete the remaining portion of the test without any time constraints. The index calculated from the speeded and unspeeded scores can be interpreted as the percentage of score variance attributable to speededness. For a more complete discussion of the earlier attempts to define the degree of speedesness of a test, see Rindler (1979) .
A current criterion for test speededness, originally introduced by Educational Testing Service (ETS) and subsequently adopted by several others in the testing industry, is that a test is unspeeded if at least 80% of the test takers complete all items and all test takers complete at least 75% of the items. Although the criterion has helped to standardize the discussion, it is ambivalent in that it contains two different norms that do not necessarily imply the same time limit. We will return to this issue later. More importantly, just as with the Gulliksen and Cronbach-Warrington methods, the criterion requires administration of the full test under operational conditions before its degree of speededness can be evaluated. Using the findings to fix speededness problems by changing the time limit and/or the composition of the test after its administration is not very helpful to the examinees who have already taken it. In fact, to evaluate the effectiveness of a change, the test has to be administered again before anything can be concluded. It would be much more effective if the level of speededness of a test could be evaluated in advance or, better still, a time limit be set that automatically leads to the desired degree.
In this research, we try to do so by capitalizing on the fact that several tests are now delivered in a computerized fashion and the response times (RTs) on the items are automatically logged. Instead of using intuitive notions of speed and speededness, we follow an approach based on a statistical model for the distributions of the RTs on the test items, which has parameters both for the speed of the test taker and the time characteristics of the items. We show how these parameters can be used to predict the degree of speededness of a test for a given time limit or select a limit to guarantee a desired degree for it.
Before doing so, however, we analyze the notion of speededness more carefully and present a formal definition of it.
Formal Definition of Speededness
First of all, it is important to distinguish between the degree of speededness of a test and the speed at which the test takers work. In any area of science where it is an object of study, speed always refers to the rate of change of a quantity of interest as a function of time. The prime example is speed of motion, which is the rate of change of the position of a physical body with respect to time. In the context of educational and psychological testing, the appropriate notion is speed of cognitive labor on the test items. More precisely, speed is defined as the rate of change in the amount of labor performed on the items with respect to time. Clearly, this definition refers to a performance by the test taker. In the model below, we therefore use a person parameter t to present the speed of the test taker. The amount of labor, however, is dependent on the nature of the items. In the present study, separate parameter b i is used to represent the amount required by item i.
Speededness is a more complicated concept. Generally, it refers to an interaction among the speed of the test taker, the amount of labor required by the items, and the time limit imposed on the test. The earlier intuitive definition of test speededness as test takers who have to work fast but are still likely to run out of time refers exactly to the joint impact of these three factors.
To arrive at a more formal definition of speededness, let T i be the random variable denoting the test taker's RT on item i. (For notational convenience, we omit the index for the test taker.) Hence, the total time on a test with items i = 1; . . . ; n is T tot = P n i = 1 T i . In addition, let t lim denote the time limit for the test. We define the degree of speededness of the test for a test taker working at speed t as the probability of passing the time limit without completing the test; that is,
where β = (b 1 ; . . . ; b n ) is the vector of item parameters representing the amount of labor required by the items, a is a vector of item discrimination parameters that will be defined more precisely once the expression for the RT model is given in Equation 5 below, and F Ttot ( · jt; a;β) is the cumulative distribution function for the conditional distribution of T tot given t. Expressions as in the second line of Equation 1 are more generally known as survival probabilities in statistics. Although the name is appropriate for areas where these probabilities are heavily used, such as studies in biostatistics of patients surviving a given time limit after a medical treatment, it would be somewhat ironic to refer to test takers who run out of time as ''survivors'' of the test. Instead, we refer to it as a test taker's risk of running out of time on the test. For a recent study with an entirely different role of survival functions in the modeling of RTs on test items, see Thompson, Yang, and Chauvin (2009) .
Observe that the risk in Equation 1 is for an individual test taker working at a given speed t. Alternatively, for a given population of test takers with a speed distribution with density f (t), the proportion of test takers running out of time on the test can be calculated as
where F Ttot ( · j a, β) is the cumulative distribution function for the marginal distribution of T tot .
To control the risk in Equation 1 for a test taker, the minimum speed at which he or she should operate needs to be specified. This requirement takes us to the problem of the status of speed parameter t relative to the ability y measured by the test, which could be framed as the choice between what is more generally known as a nuisance and an intentional parameter in statistics.
Ability y is always an intentional parameter; the primary goal of testing is estimating this parameter for the test takers. But t can be an intentional or a nuisance parameter. When t is a nuisance parameter, there is no interest whatsoever in estimating the speed of the test takers. A minimum acceptable speed level, t 0 , that is low enough for (nearly) all test takers to run negligible risk, should be selected. On the other hand, when t is an intentional parameter, the only defensible approach seems scoring the same test separately for ability y and speed t. The former is a standard operation in testing; as for the latter, the RT model below has ML estimates in a simple closed form that could easily be used for this purpose (van der Linden, 2006, Equation 34 ). But scoring tests both for ability and speed is not yet common practice in testing. Instead, the test score is typically taken to jointly reflect both factors, implicitly assuming that ability and speed are allowed to compensate each other. When a noncompensatory approach is to be preferred, a minimum acceptable level of speed, t 0 ; has to be set. The problem of setting the level is entirely analogous to that of setting pass/fail standards on tests; suggestions for doing so are presented in a separate section below.
If the marginal proportion of test takers running out of time in Equation 2 for a given population is to be controlled, its speed distribution f (t) needs to be known. This is possible, for instance, when the distribution can be assumed to be from a parametric family and its parameters can be estimated from an earlier test form in the same program. The method will be illustrated later in the article. It should be noted, though, that the use of the marginal proportion does not allow for direct control at the level of speededness of the test for the individual test takers. If the time limit is based on Equation 2, it remains unclear how fast they have to work to meet the limit with sufficient certainty. The comparison of Equations 1 and 2 reminds one of the difference between absolute cutscores (directly on y) and relative cutscores (determined by a percentage of the population that will be accepted) in testing for selection.
Finally, the measure of speededness in Equation 1 should not be taken to predict the probability of a test taker actually finishing the test before completing it. It would do so only when there was nothing whatsoever at stake for the test taker. But test takers usually do have an interest in completing the test, and when they sense that they are running out of time, they react by speeding up or using their last minute to guess on the remaining items. The result will be test scores lower than they would be under appropriate timing conditions. The measure in Equation 1 is the probability of this happening to an individual test taker working at a given speed. In other words, it is the probability of the test taker effectively running out of time-not of his or her answer sheet having omissions at the end of it. Likewise, Equation 2 is the proportion of test takers in the population for which this happens.
Distribution of T tot
To calculate the risk in Equation 1, the distribution of the total time for a test taker has to be known. For independent RTs on the items, the density of T tot for a test taker is the n-fold convolution of the densities of the RTs on the items,
where
and n is the length of the test. The operation in Equation 4 integrates the densities for the first two items over all possible combinations of t 1 and t 2 that yield the same value t for their sum. The result is the density of the total time on these items. The repeated application of the operation in Equation 3 gives the density of the total time on all n items in the test. The assumption of independent RTs for a single test taker underlying Equation 3 parallels the usual assumption of conditional independence between the responses for a test (''local independence''). At first sight, it may seem difficult to reconcile the two assumptions with the earlier speed-accuracy tradeoff, which implies a reverse relationship between t and y. However, the tradeoff is a within-person relationship, implying that when a test taker would decrease/increase the speed, his or her effective ability would go up/down. Clearly, such changes would introduce dependencies between the responses and RTs. Therefore, as indicated in van der Linden (2009, pp. 262-264) , a necessary condition for the assumptions of conditional independence between responses and/or RTs to hold is constancy of speed during the test. Of course, random fluctuations do occur. When they are minor, their effects are negligible. But more systematic changes, for instance, due to interruptions, bad instructions, or tight time limits, will lead to violations of the conditional independence assumptions. However, such changes are rare for professionally designed tests. In fact, the long history of operational testing programs with response models successfully fitted under the assumption of local independence would have been impossible without abilities that remained largely constant during the test. As the speed-accuracy trade-off implies constant speed for constant ability, the same history can be taken to warrant the reasonableness of the assumption of constancy of speed. For further motivation of the assumption of conditional independence of responses and/or RTs, statistical tests of it, and empirical results, see van der Linden (2009) and van der Linden and Glas (2010).
RT Model
First, the model for the densities of the RT distributions on the individual items is presented and then Equation 3 is returned to the problem of calculating.
The RT model is a lognormal model with the parameters t ∈ ½À∞; ∞ for the speed of the test taker and b i ∈ ½À∞; ∞ for the amount of labor required by the items discussed above. In addition, it has a discrimination parameter a i ∈ (0; ∞ for each item. The density is the lognormal
which is the same as a normal density for the log of the RT. The choice of the logarithmic transformation is motivated by the typical positive skewness of RT distributions. For a review of alternative RT models, see Schnipke and Scrams (2002) or van der Linden (2009).
Observe that b i À t is the mean of ln T i : Because the logarithmic transformation is monotone, it holds that the faster the test taker works, the lower the expected RT by the test taker. Likewise, the larger the amount of labor required by the item, the higher the expected RT. Because item parameter b i actually represents the effect of this labor on the expected RT, we alternatively refer to it as a time-intensity parameter for the item. Discrimination parameter a i controls the dispersion of ln T i about its mean. A higher value of a i means less dispersion and, therefore, better discrimination between the RT distributions of test takers working at different speeds.
Further motivation for the model is given in van der Linden (2009). For technical details and methods for estimating its parameters from empirical RT data and assessing its fit, see van der Linden (2006) . In the sequel, it is assumed that the items in the test have been calibrated previously, with parameters a i and b i estimated with enough precision to treat estimation error as negligible.
van der Linden

Cumulants of T tot
For lognormal components, the convolution integral in Equation 3 is unknown. In fact, even for the case of two items in Equation 4 only approximate solutions exist (e.g., Naus, 1969) . Also, for typical test lengths, accurate numerical approximation of the integral is still an impossible challenge. However, the first three cumulants of the total-time distribution are easy to calculate, and it is possible to derive an accurate approximation to the true density of the total-time distribution from these cumulants.
For the standard family of lognormal distributions with density
the kth moment about the origin is known to be equal to Kotz & Johnson, 1985, pp. 134-136 ; note that the square for the last k in the equation is erroneously omitted in this reference). For the RT model in Equation 5, the first three moments can be written as
The first three cumulants of the RT distribution follow as
The expression in Equation 11 gives the mean RT for a test taker working with speed t on item i, the next expression is for its variance, and the last is related to its skewness. The results reveal a remarkably convenient feature of the lognormal RT model: Each of these cumulants factorizes into expressions that depend only on the test taker or the item. The feature allows us to define new item parameters
As a result, there are quite simple expressions for the first three cumulants of the RT distribution on an item:
A well-known property of cumulants is their additivity for independent random variables. Thus, equally simple expressions for the cumulants of the distribution of the total time on the test are arrived at:
Lognormal Approximation
The risk in Equation 1 is defined as an area in the upper tail of the conditional distribution of T tot given t. The cumulants in Equations 20 through 22 do not offer any direct information about the tail; the full distribution of T tot to calculate the risk of running out of time on a test is needed.
To give an impression of the distribution that has to be approximated, we sampled the RTs for N = 100;000 test takers working at speed t = À 0:24; 0.0, and 0.24 from the lognormal distributions for the items in a test of n = 78 items and summed the RTs for each test taker. (The test will be described in the section with the empirical examples below; the distribution of speed estimates for the data set used in the example had mean 0.0 and standard deviation 0.24). The sample size was large enough to give stable distributions. From Liapuonov's theorem on the limit of nonidentical variables (see, e.g., Lehmann, 1999, sect. 2.7) , that the distribution of T tot converges to normality with the length of the test is known, but the convergence should be expected to be slow because RT distributions on items tend to be quite skewed. The histograms in Figure 1 show the results. Even for this test of 78 items, the three distributions still show a clear skew to the right, especially the two for the higher levels of speed.
The shape of these distributions suggests an approximation by a member from the standard lognormal family in Equation 6. In fact, this approximation is widely used, for example, in the literature on communications systems in engineering, where the calculation of the distribution of total noise in a transmission system with lognormal components requires the evaluation of the same type of convolution integral. A standard method in this literature is Fenton's (1960) method of cumulant matching, which identifies the approximating lognormal as that with a pair of low-order cumulants equal to those of the true distribution.
We explored two versions of the method, one for the approximation based on the first two cumulants of the distribution of T tot and another based on its second and third cumulant. Both approximations are derived in Appendix A.
For the version for the first two cumulants, the approximating lognormal distribution has parameters van der Lindenm = -t + ln
and
which can thus be calculated directly from the item parameters q i and r i and speed parameter t. The continuous curves in Figure 1 show the fit of the lognormal approximations based on Equations 23 and 24 to the earlier three sample distributions for N = 100; 000 test takers. The excellent fit for the upper tails of the distributions is especially noteworthy. The same type of Total Time 3,000 4,000 5,000 6,000 7,000 8,000 9,000 10,000 (a) (b) (c) Figure 1 . Histograms with the total time distributions for samples of N = 100;000 test takers working at speed t = À0:24, 0.0, and 0.24 on a test of n = 78 items Note: The continuous curves are the densities from the standard lognormal family with matching first two cumulants fitted to the distributions.
fit was realized for distributions sampled for several other test lengths and item parameters. Also, we did not find any noticeable improvement using the approximation based on the second and third cumulants. The main reason for these results is the nature of the relationship between the shape of a lognormal distribution and its parameters. Parameter m can be shown to be equal to the median of the lognormal distribution. In addition, as follows from Equation 7 for k = 1, the mean of a lognormal is always larger than the median by a size depending directly on s 2 . Thus, together these two parameters already account for much of the skewness of RT distributions. We therefore recommend the use of the simple approximation in Equations 23 and 24 over the more complicated alternative in Appendix A. However, when necessary, one could always check both approximations against a few sample distributions as in Figure 1 and choose the one with the best results.
As an aside, notice that parameter m in Equation 23 depends on speed parameter t but s 2 in Equation 24 does not. Thus, the speed at which a test taker works has a direct impact on the median of the total-time distribution but no impact whatsoever on the degree by which its mean exceeds the median, that is, its skewness.
Empirical Example
One possible way of using the expression in Equation 1 is to evaluate the risk of test takers running out of time on a given test. Another is to choose a time limit to realize a predetermined risk for test takers working at a given speed.
Both methods are illustrated for the test of n = 78 items already used in Figure 1 . The timeintensity parameters b i and discrimination parameters a i for the items were sampled from the empirical distributions of the estimates in the calibration study for the CAT version of the Arithmetic Reasoning test from the Armed Services Vocational Aptitude Battery (ASVAB) in van der Linden (2006) . The range of the estimates was 3.14 to 4.90 for the b i parameters and 1.38 to 2.31 for the a i parameters. The standard deviation of the t estimates for the N = 2;000 test takers in the calibration sample was 0.24. Parameters t and b i in the model were made identifiable by setting the mean of the t estimates equal to zero. The total-time distributions in this example were the lognormals with the parameters m and s 2 in Equations 23 and 24 calculated from these item parameter estimates. Figure 2 shows the risk of running out of time as a function of the test taker's speed for t lim = 4;000(1;000)8;000 seconds. The middle curve is for 6;000 seconds, which corresponds to 1 hr 40 min for this test of 78 items. The t scale ranges from approximately 2 standard deviations below to 2 standard deviations above the mean. Three different conclusions can be drawn from these curves. First, curves for different time limits on the same test run parallel. This is a general feature of the lognormal RT model because m in Equation 23 depends on t but s 2 in Equation 24 is independent of it. Second, the curves in Figure 2 are remarkably steep, which is consequential because the steeper the curve, the wider the range of risk for test takers with speeds in a given interval. For example, for t lim = 6;000 seconds (middle curve), test takers working slower than 1 standard deviation below the mean in this sample would have already run out of time with near certainty whereas the risk for those faster than 1 standard deviation above the mean would be entirely negligible. Finally, the effect of a marginal increase of the time limit appears to be substantially larger for the lower than for the higher limits. The difference is due to the asymmetry of the total-time distributions with their longer upper than lower tail.
When the goal is to set a time limit, curves as in Figure 3 are convenient. They illustrate how the limit behaves as a function of the risk for three different speed levels. For example, when the risk for an average test taker in this sample (t = 0) should be smaller than 0.10, the curve in Figure 3 gives a time limit of approximately 6,600 seconds (1 hr 50 min). Observe that the van der Lindendifferences between the curves increase with decreasing speed. Also, we expect the interest generally to be in the risk for the slowest test takers. For this portion of the t scale, the time limits in Figure 3 are rather sensitive to differences in speed. The sensitivity is the reverse of the effect of a marginal increase of the time limit observed in Figure 2 .
As a final example, the same data set was used to calculate the proportion of test takers p running out of time in Equation 2 as a function of the time limit under the assumption of a population with normally distributed speed. The example is based on the result in Appendix B, where it is shown that under this assumption, for the approximating conditional lognormal distribution in Equations 23 and 24, the marginal distribution of T tot is lognormal with the parameters m m and s 2 m in Equations B10 and B11. As already indicated, the mean and standard deviation of t for the data set were estimated to be equal to 0.0 and 0.24. For these values, Figure 4 shows proportion p as a function of t lim . Obviously, because of its lognormal shape, the function tapers off more slowly to zero at the upper end than to one at the lower end. Changes in the time limits at the upper end are thus less critical than at the lower end. For the current population, the time limit has to be close to 7,000 seconds (1 hour and approximately 56 min) to yield a proportion of test takers running out of time close to zero. Surprisingly, the curve for this limit in Figure 2 shows that test takers working at a speed lower than 1 standard deviation below the mean still run a considerable risk of not completing the test. The difference between the two results is due to the fact that the number of test takers in this population quickly decreases below this point.
Curves as in Figures 2 to 4 are easy to calculate. For the curves in Figures 2 and 4 , one only needs to know the cumulative distribution function for the lognormal distribution; for the curves in Figure 3 , the quantile function. Both types of functions are readily available, for instance, as standard functions in the statistical language R.
Selecting Minimum Acceptable Speed
As indicated earlier, to use the curves in Figure 3 for selecting an appropriate time limit, the status of speed parameter t has to be known. When t should be treated as a nuisance parameter, the minimally required speed level, t 0 , should be chosen such that, with the possible exception of a few outliers, every test taker has enough time to complete the test. Of course, the right to determine what levels of speed and risk should be considered as acceptable ultimately belongs to the owner of the testing program. But, for instance, a choice of t 0 equal to the 5th percentile in the population of test takers and p 0 in the neighborhood of 0.05 may make sense. When t is an intentional parameter but the test is not scored for it, the choice becomes more delicate. However, criterion information to motivate the choice is frequently available. For example, for a longer running testing program, test takers who worked at an acceptable speed on an earlier form could be selected and their speed estimates be used to set t 0 for the future tests in the program. The same method could be exploited when success on an external criterion has to be predicted, such as in testing for certification. For this type of testing, a group of qualified practitioners could be asked to take the test under operational conditions, and the speed levels they demonstrate could be taken to determine t 0 for the certification test. As already noted, for the lognormal RT model, the ML estimate of t has a simple closed form. Besides, it is known These are only first suggestions; others are easy to add. In fact, one could select any method from the overwhelming number of methods for setting pass-fail standards on tests available in the literature (e.g., Cizek, 2001) , and mimic the method in the current context. For example, an obvious choice is a judgmental type of method in the form of a panel of experts specifying the RTs for a test taker working at minimum acceptable speed on a selection of items. The necessary check on the consistency of the judgments, calculation of the estimate of t 0 , and evaluation of the associated risk for the test taker are easy to perform under the combination of the RT model and the total-time distribution derived in this article.
Concluding Remarks
The method of setting time limits and evaluating test speededness in this study has the advantage of enabling the testing organization to act before the actual administration of the test. The only requirement is previous calibration of the items under the RT model in Equation 5. Item calibration under a response model is standard practice in testing. Additional calibration of the items under the RT model does not involve any extra resources for tests administered on a computer. In fact, when calibrating the items simultaneously under both models, an increase in the statistical accuracy of the estimates of the item parameters in the two models can be expected because of their empirical correlations (van der Linden, Klein Entink, & Fox, 2010) .
An important question is under what timing conditions new items should be administered to collect a calibration sample. Because the lognormal RT has separate parameters for the effects 4,000 5,000 6,000 7,000 8,000 9 of the items and persons on the RTs, the speed at which the test takers work during the field test does not bias the item parameters estimates in any way. This is the same feature as the ''invariance'' of item parameter and ability estimation that makes the use of IRT models so flexible. Another issue, however, is the quality of the RT data and the fit of the model. For instance, if some of the test takers have to speed up toward the end of the test, the assumption of constant speed is violated and the parameter separation in the model does not work well. Likewise, guessing at the end of the test leads to RTs that are not in conformity with the model. These issues are no different than for the traditional calibration of items under a response model, though; the same conditions that lead to invalid RTs lead to responses that do not fit the response model. So far, testing organizations have found ways of dealing with the timing issue in item calibration studies on the basis of their experience and intuition. The nice thing about the RT model, however, is that it offers an explicit way of screening calibration data for problematic itemperson combinations through residual analysis. Residual RTs are defined as
Once all parameters are estimated, they are easy to calculate. Both guessing and changes in speed at the end of the test lead to specific patterns of residuals for test takers across the items (for examples of the latter, see the residual plots in van der Linden et al., 2007) . Item-person combinations with RT residuals indicative of problematic conditions should be removed from the sample. The same combinations will also have problematic responses. A key assumption underlying the results in this study was that all item parameters were estimated with enough precision to treat them as known. The same assumption is made in IRT, for instance, when assembling test forms or running an adaptive testing program. It has proven to be reasonable for the typical calibration sample sizes in use at professional testing organizations. It seems even more reasonable to use the same sizes to calibrate the item parameters in the lognormal RT. As its parameters are defined on the same fixed scale as the RTs are measured (e.g., seconds), the model is generally much better identified than the three-parameter logistic model and delivers quite accurate estimates (for an example, see the plots from a parameter recovery study with 500 test takers in van der Linden, 2010, Figure 4) . Also, the parameters of the total-time distribution in Equations 23 and 24 are defined directly on sums of item parameters; possible remaining calibration error will therefore cancel out quickly with increasing test length. Finally, it is important to note that the results in the manuscript do not involve any estimation of the speed parameter; all curves in the figures are direct functions of this parameter.
The currently popular criterion of test speededness of at least 80% of the test takers completing all items and all test takers completing at least 75% of the items seems to refer directly to Equation 2. However, as already noted, the criterion is ambivalent in that it contains two different norms each implying a different use of the expression in Equation 2: (a) The limit for the norm of 80% of the students completing all items would involve evaluation of Equation 1 for the full vectors of items parameters a and β; the density f(t) truncated from below at the 20th percentile, and a proportion close to one for the decimated population. (b) On the other hand, the norm of all test takers completing at least 75% of the test would require the evaluation of Equation 1 for the combination of the full density f(t), the first 75% of the item parameters in a and β (assuming the test takers work on the items from the beginning to the end of the test), and a proportion close to one for the decimated test. Of course, in practice one would choose the more liberal of the two limits. But it is still difficult to see why this choice would be meaningful for a full test administered to a full population of test takers.
van der Linden
Lognormal Approximation to Total-Time Distribution
The method of matching cumulants consists of two steps: (a) writing the parameters m and s 2 of the standard lognormal family in Equation 6 as a function of two of its cumulants and (b) substituting the corresponding cumulants for the total-time distribution given in Equations 20 through 22.
According to Equation 7, the first three cumulants of the standard lognormal distribution can be written as
k 2 ≡ m 3 À 3m 1 m 2 + 2m 3 1 = exp(3m + 3s 2 =2)½exp(3s 2 ) À 3 exp(s 2 ) + 2: ðA3Þ
Approximation Based on First Two Cumulants
For the version of the method based on the first two cumulants, the system of two equations in Equations A1 and A2 for m and s 2 needs to be solved. It holds that
Therefore,
Thus, from Equation A2,
Substitution of the first two cumulants for the distribution of T tot in Equations 20 and 21 for k 1 and k 2 in Equations A5 and A6 gives the parameters for the lognormal approximation,
and s = ln
as functions of the item parameters q i and r i and speed parameter t.
xjt ∼ N (t; s 2 ): ðB6Þ
The marginal density of x is equal to
which can be viewed as the prior predictive density of x for the case of a normal likelihood with known variance but unknown mean, f(xjt); and normal prior, f(t). It follows that
(e.g., Gelman, Carlin, Stern, & Rubin, 1995, sect. 2.6) . 
Comparison with the parameters for the conditional lognormal density of T tot shows that Equation B10 is obtained from Equation 23 by substituting m t for t whereas Equation B11 is equal to Equation 24 with s 2 t added to it.
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