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Dynamical spin properties of confined Fermi and Bose systems in presence of
spin-orbit coupling
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Due to the recent experimental progress, tunable spin-orbit (SO) interactions represent ideal
candidates for the control of polarization and dynamical spin properties in both quantum wells
and cold atomic systems. A detailed understanding of spin properties in SO coupled systems is
thus a compelling prerequisite for possible novel applications or improvements in the context of
spintronics and quantum computers. Here we analyze the case of equal Rashba and Dresselhaus
couplings in both homogeneous and laterally confined two-dimensional systems. Starting from the
single-particle picture and subsequently introducing two-body interactions we observe that periodic
spin fluctuations can be induced and maintained in the system. Through an analytical derivation
we show that the two-body interaction does not involve decoherence effects in the bosonic dimer,
and, in the repulsive homogeneous Fermi gas it may be even exploited in combination with the
SO coupling to induce and tune standing currents. By further studying the effects of a harmonic
lateral confinement –a particularly interesting case for Bose condensates– we evidence the possible
appearance of non-trivial spin textures, whereas the further application of a small Zeeman-type
interaction can be exploited to fine-tune the system polarizability.
PACS numbers:
I. INTRODUCTION
Due to the growing interest in the fields of spintron-
ics and quantum computation, spin manipulation tech-
niques have witnessed considerable scientific interest1–10,
and have permeated different areas of solid state
physics. While spin control is conventionally accom-
plished through the application of magnetic fields, spin-
orbit (SO) couplings are currently emerging as a promis-
ing alternative11,12, where the intrinsic momentum de-
pendence of SO effects can be exploited in order to mod-
ulate non-local magnetization properties and spin trans-
port. In particular, the Rashba13 and Dresselhaus14
SO interactions, which couple the particle momentum
to spin, have emerged in the last years in the context
of semiconductor quantum wells, due to their peculiar
strength tunability15–17. Recently, combined Rashba and
Dresselhaus SO couplings have also been realized in two-
component cold atom systems through the application of
controlled laser beams18–21, opening the way to a cleaner
control of polarization effects. The tunability of two-
body interaction22, of SO coupling strength and of con-
fining potentials, combined with the absence of phononic
vibrations, in fact, make cold atom systems ideal candi-
dates for investigating static and dynamical polarization
effects.
Depending on the specific system and on the details
of SO coupling, different situations may be encountered
both in Bose23–31 and Fermi system32–53. Concerning
the interplay of SO coupling and spin orientation, a pure
Rashba coupling was shown for instance to hinder the on-
set of finite polarization (Stoner instability) in both the
two- (2D) and three-dimensional (3D) repulsive Fermi
gas54,55, determining at the same time a more gradual
transition to the fully polarized state. A comprehensive
understanding of the role of SO couplings in polarization
and dynamical spin properties of atomic systems, how-
ever, is still missing, and appears at the moment highly
non-trivial due to the difficulties related to treating non-
local interactions and the contextual emergence of differ-
ent spin channels, such as singlets and triplets.
In order to tackle this problem, we will consider here
the case of low-dimensional confined gases (that are
mostly interesting in the context of transport), in pres-
ence of SO coupling. Two-component systems –labeled
by a pseudospin index– will be taken into consideration.
Given the potentially countless SO realizations, we will
focus in particular on equal Rashba and Dresselhaus in-
teractions, as experimentally realized by Dalibard and
coworkers18. This type of SO coupling admits wave vec-
tor independent single-particle spinors, and it is therefore
especially relevant for the realization and control of po-
larized states. With the aim of establishing the combined
role of dimensionality and confinement, we will first in-
vestigate the case of a 2D gas, commenting on the role of
Fermi and Bose-Einstein statistics, and considering the
effect of time propagation on polarization. The role of
a contact two-body interaction will be also analyzed for
both Fermi and Bose system, in relation to polarization
effects and spin dynamics of a two-particle system. More-
over, we will show how the combined effect of SO coupling
and two-body repulsion can be exploited in order to in-
duce a controllable current in the atomic Fermi gas. The
role of an external harmonic confinement will be finally
assessed, in order to evidence differences and analogies
with the homogeneous case, both in static and dynami-
cal context. The derived analytical single-particle ground
state solutions will have a particular relevance in the de-
scription of trapped Bose condensates, where coherent
fluctuating polarization and non-trivial spin texture may
2be encountered.
II. SPIN-ORBIT COUPLING
As mentioned above, the present work focuses on a
particular combination of the Rashba and Dresselhaus
SO couplings. Within a second quantization approach,
we define the two-components operators
Ψˆ(r) =
(
ψˆ↑(r)
ψˆ↓(r)
)
and Ψˆ†(r) =
(
ψˆ†↑(r), ψˆ
†
↓(r)
)
(1)
where ψˆ†(r)σ and ψˆ(r)σ construct and annihilate one
particle (fermion or boson) at position r with (pseudo-
)spin σ (σ =↑, ↓) respectively. More precisely, the field
operators can be expressed as
ψˆ(r)σ =
∑
i
φσi (r)aˆ
σ
i ,
ψˆ(r)†σ =
∑
i
φσ∗i (r)aˆ
σ†
i , (2)
where φσi for i ∈ {1,∞} represents a suitable single-
particle basis set (i.e. given by the solution of the one-
body Hamiltonian), and the operator aˆσi (aˆ
σ†
i ) annihilates
(creates) a particle in the corresponding state. In order
to simplify the notation, the constant ~ will be set to 1
throughout the paper. The one-body energy terms in the
Hamiltonian will thus be written as
Hˆ1B =
∫
d2r Ψˆ†(r)hˆspΨˆ(r) . (3)
where, in the present case, hˆsp contains kinetic energy
pˆ2/(2m) and SO interactions. Following from the above
notation, the two SO couplings read:
vˆRash = α(pˆyσx − pˆxσy) ,
vˆDress = β(pˆxσx − pˆyσy) , (4)
where pˆx,y represents the momentum operator and σx,y
are Pauli matrices. The factors α and β account for the
tunability of the SO strengths, and are assumed to be
equal in the following. The overall SO coupling, at α = β
can thus be expressed as
vˆSO = α(pˆx + pˆy)(σx − σy) . (5)
Despite the non-locality of the SO coupling, which de-
rives from momentum dependence, it is clear that VSO
can be diagonalized in spin space along a single direc-
tion, independently from the operator pˆ. This property
is peculiar of equal Rashba and Dresselhaus couplings,
and does not hold for instance in the case of pure Rashba
or pure Dresselhaus coupling. Making use of zˆ spin com-
ponents ↑ and ↓ (σz eigenvectors corresponding to the
eigenvalues +1 and −1), the spin eigenstates can be ex-
pressed as
χ± =
(
± (1 + i)√
2
| ↑〉+ | ↓〉
)
/
√
(2) . (6)
To simplify the notation one can also define the following
spin matrix:
σ˜− = (σx − σy)/
√
2 . (7)
The diagonalization of vˆSO then follows, observing that
σ˜−χ± = ±χ±.
III. 2D GAS
We consider here the case of a homogeneous 2D gas
(either fermions or bosons). We will initially focus on the
single particle problem to understand the spin structure
of the system, introducing two body interactions in a
second step.
A. Single-particle problem
In this case, the one-body Hamiltonian contains only
kinetic energy and SO interaction:
hˆsp =
pˆ2
2m
I+ vˆSO , (8)
where I is the 2D identity matrix. The single-particle
spinors which diagonalize the Hamiltonian are
φ±
k
(r) = eik·rχ± , (9)
where k is the wave vector, and the corresponding
eigenenergies are
ǫk,± =
k2
2m
±
√
2α(kx + ky) . (10)
The introduction of the SO interaction with equal Rashba
and Dresselhaus strengths thus induces a spin degeneracy
removal, with two single-particle parabolic bands shifted
in momentum by ∓2αm along the direction (xˆ+ yˆ)/√2.
Following from section II, all single-particle states rel-
ative to the above bands are polarized along the same
direction, at variance with pure Rashba or Dresselhaus
eigenstates. Hence, when defining the single-band occu-
pations as the expectation values of
nˆ± =
1
V
∫
d2r Ψˆ†(r)
(I± σ˜−)
2
Ψˆ(r) (11)
(V is the volume of the system, and n = n++n− the total
density) equal occupancy of + and − bands would lead
to zero overall polarization, while unequal occupancy will
cause spin polarization along the direction (xˆ − yˆ), as
follows from (5). In analogy with Eq.(11), one could
define the quantities n↑ and n↓ substituting the matrix
σ˜− with σz . Clearly, in this case n↑ − n↓ corresponds to
the spin polarization of the system along z.
3FIG. 1: (color online) Summary of the considered systems and corresponding results.
B. Single-particle wave function evolution
Making use of the eigenstates in Eq.(9), and of the cor-
responding eigenenergies of Eq.(10), the time evolution
of single-particle wavefunctions can be easily derived. In
particular, we consider here the interesting case of a par-
ticle (fermioni or boson) initially in the spin state ↑, with
momentum k, which evolves after the SO coupling is
switched on. The initial wave function (at time t = 0)
can be written in spinorial form as
φ(r, t = 0) =
1√
V
χ↑eik·r (12)
By making use of Eq.(6) one has
φ(r, t) =
1
1 + i
eik·re−i
tk2
2m
(
e−i
√
2α(kx+ky)tχ+
−e+i
√
2α(kx+ky)tχ−
)
, (13)
which can be also recast in the following form
φ(r, t) =
1
V
eik·re−it
k2
2m
(
cos(
√
2α(kx + ky)t)χ↑ −
−
√
2i
1 + i
sin(
√
2α(kx + ky)t)χ↓
)
. (14)
The z polarization of the system Pz = n↑ − n↓ = can
thus be computed at the generic time t, yielding
Pz(t) = cos(2
√
2α(kx + ky)t) . (15)
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FIG. 2: (color online) Single-particle bands, as from Eq.(10)
computed at (kx + ky) = 0. Lengths are given in units of
n−1/2, and energies in units of n/m. The SO coupling con-
stant α is fixed to 0.2 consistently with these units.
According to the above analysis the polarization is homo-
geneous in space, and oscillates with period π/(
√
2α(kx+
ky)).
Considering now a homogeneous gas of non-interacting
fermions, one finds that an initially unpolarized system
can only evolve in states characterized by Pz(t) = 0. This
can be easily understood given that the z polarization of
a single-particle state with spinor χ↓ at t = 0 is the op-
posite of Eq.(15). As a result, the contributions relative
to χ↑ and χ↓ exactly cancel out for every wave vector k.
In contrast, by considering a polarized initial state with
only spin ↑ particles, the time-dependent polarization be-
comes
Pz(t) =
1
(2π)2
∫
d2k θ(k − kF ) cos(2
√
2α(kx + ky)t) ,
(16)
where kF is the initial Fermi momentum of the system.
From this formula it is clear how polarization contribu-
tions relative to different wave vectors k generally induce
destructive interference. Yet, we remark that if the sys-
tem is initially prepared in states with equal (kx + ky),
no destructive interference occurs, and the system po-
larizability fluctuates periodically, and homogeneously in
space. Clearly, due to the one-dimensionality of the wave
vector subspace satisfying this condition, the coherence
of spin fluctuations in realistic systems (having finite den-
sity) will be limited in time. Small deviations ∆k from
a fixed value of (kx + ky) would however result in small
frequency bandwidth ∆ν ∼ α∆k and long-lasting coher-
ence, of the order ∆T ∼ 2π/∆ω.
In the case of non-interacting Bosons, coherent spin
fluctuations may be accomplished through multiple oc-
cupation of a single initial state with k 6= 0. On the
other hand, analogous considerations to the Fermi case
hold in case of small deviations of the momentum from
a fixed (kx + ky) value.
C. Two-body interaction in Fermi systems and
spin current
We now go beyond the single-particle picture, includ-
ing a two-body interaction Hˆ2B in the Hamiltonian:
Hˆ = Hˆ1B + Hˆ2B . (17)
At very low energy only the s-wave scattering will be
relevant, and the interaction can be modelled through
a contact potential acting between opposite spins. The
corresponding two-body contribution to the Hamiltonian
thus reads
Hˆ2B =
∫
d2r gψˆ†↑(r)ψˆ
†
↓(r)ψˆ↓(r)ψˆ↑(r) . (18)
The coupling constant g here is positive, and it may
be tuned experimentally through the Feshbach resonance
mechanism22,56.
As a first step, we observe that upon introduction of
the SO coupling, the ± single-particle bands (10) are
parabolic and rigidly shifted with respect to the bands
deriving from pure kinetic energy contribution. Within
a mean field approximation54, one could hence write the
total energy as a functional of the single-particle band
occupations:
Emf
V
=
π
m
(n2+ + n
2
−) + gn+n− − 2mα2(n+ + n−) , (19)
where n± are obtained as the expectation values of nˆ±
(See Eq. (11)) over a given non-interacting state. This
expression differs from the standard 2D Stoner model1,54
energy functional only by the third term on the right,
namely the energy shift 2mα2 times the total density.
At constant total density, the system will hence show the
same polarization transition as the standard 2D Stoner
model. In fact, a minimization of Emf will yield zero po-
larization (Pz = 0) for g < 2π/m, where the kinetic
energy increase upon polarization exceeds the polariz-
ing effect of the two-body interaction. Full polarization
(Pz = 1), instead is obtained for g > 2π/m, where the
two-body repulsion between particles with opposite spins
dominates over the kinetic contribution. It is important
to remark that the occupation of a single band in pres-
ence of SO coupling implies non-zero average momentum
in the system, due to the wave vector offset of the ±
bands (see Eq.(10)). Hence, the polarized state in pres-
ence of SO interaction will be characterized by a finite
density current. In fact, the expectation value of the
operator
Jˆ =
1
V
∫
d2r Ψˆ†(r)pˆΨˆ(r) , (20)
5amounts in modulus to 2αm(n+−n−), indicating a close
relation between density current and spin polarization.
In addition, given that all single-particle states of a
given band share the same spin alignment, the system
will be characterized by a finite spin current, as follows
from the operator
Jˆs =
1√
2V
∫
d2r Ψˆ†(r)pˆ (σx − σy) Ψˆ(r) . (21)
In fact, the expectation value of Jˆs amounts in modulus
to 2αm(n+ + n−), which is constantly non-zero for any
finite value of the SO coupling, regardless of polarization.
The Feshbach resonance and the SO coupling may thus
be viewed as an operational approach to induce and con-
trol density and spin currents in the system. We further
remark that the currents’ intensities depend linearly on
α, and can thus be fine-tuned in combination with the
SO coupling strength.
D. Two-fermion system
In order to investigate the combined effect of two-body
interaction and SO coupling on spin dynamics, we study
now the case of two fermions. In analogy with the single-
particle analysis, we initialize the system into a single
Slater determinant |Φ〉 with plane-wave single-particle
states characterized by the wave vectors k1 and k2, both
in the spin state ↑. In order to provide a compact oper-
atorial notation, we express field operators as
ψˆ(r)σ =
∑
k,σ
aˆk,σφk,σ , (22)
where
φk,σ(r) =
1√
V
χσe
ik·r . (23)
The conjugate fields ψˆ†(r)σ are defined accordingly in
terms of a†
k,σ. The operators a
†
k,σ, aˆk,σ hence create
and annihilate plane-wave single particle states with spin
σ. The wavefunction at t = 0 can thus be expressed as
|Φ(0)〉 = aˆ†
k1,↑aˆ
†
k2,↑|0〉, where |0〉 is the vacuum state, and
the wave function evolution can be described through the
equation
|Φ(t)〉 = e−iHˆt|Φ(0)〉 . (24)
Since the Hamiltonian is sum of non-commuting single-
particle (Hˆ1B) and two-particle (Hˆ2B) terms, we consider
the evolution over an infinitesimal time step (δt), and
approximate the real-time propagator through Trotter’s
formula:
e−iHˆδt = e−iHˆ1Bδte−iHˆ2Bδt +O(δt2) . (25)
It is now obvious how the two-body interaction does not
contribute to the first time-evolution step since the two
fermions have parallel spins. Concerning the one-particle
propagator, this is diagonal in momentum, but due to the
SO coupling it will produce a spin rotation, according to
Eq.(14). The wave function at time δt will thus read
|Φ(δt)〉 = 1
2
Θ(k1, δt)Θ(k2, δt)(
1 + i√
2
cos(
√
2α(k1x + k1y)δt)aˆ
†
k1,↑ +
+i sin(
√
2α(k1x + k1y)δt)aˆ
†
k1,↓
)
(
1 + i√
2
cos(
√
2α(k2x + k2y)δt)aˆ
†
k2,↑ +
+i sin(
√
2α(k2x + k2y)δt)aˆ
†
k2,↓
)
|0〉 , (26)
where Θ(k, t) = exp(−itk2/2m). The two-body interac-
tion, at the next steps will then act on the wave func-
tion spin-singlet component, and being non-diagonal in
k, it will spread the wave function in momentum space.
Analogously to non-interacting 2D gas in presence of SO
coupling, time propagation will thus lead to a destruc-
tive interference among spin fluctuations. We notice,
however, that if the initial states satisfy the condition
k1x + k1y = k2x + k2y , only spin-triplet components will
be present in the wave function at time δt. In this case,
the spin symmetry of the system will thus preserve the
periodicity of spin oscillations, since these will not be in-
fluenced by the two-body interaction. Remarkably, the
present condition on momenta coincides with that ensur-
ing the periodicity of spin fluctuations in many particle
systems. The considerations of Sec. III B regarding the
evolution of a many particle system hence extend to the
case of interacting particles.
E. Two-boson system
After considering the case of two interacting fermions,
we complete our analysis of 2D homogeneous systems
studying the problem of two interacting bosons in pres-
ence of SO coupling. Given the bosonic symmetry of the
system, a two-body interaction different from Eq.(18),
will be considered in this case, which is now independent
from spin. The new two-body term in the Hamiltonian
reads:
Hˆ ′2B =
∑
σ1,2,3,4
∫
d2r1 d
2r2 gψˆ
†
σ1(r1)ψˆ
†
σ2(r2)
v(|r1 − r2|)ψˆσ3(r1)ψˆσ4(r2) , (27)
where σi = ±, and v(|r1−r2|) describes the details of the
spherically symmetric interaction between two particles
at r1 and r2.
In the two-particle system one can formally solve
Schroedinger’s equation by defining center of mass and
6relative coordinates
rˆcm =
rˆ1 + rˆ2
2
rˆrel = rˆ1 − rˆ2 (28)
and the corresponding momenta
pˆcm = pˆ1 + pˆ2
pˆrel =
pˆ1 − pˆ2
2
. (29)
Since the above relations represent a canonical transfor-
mation, the relative and center of mass motions are in-
dependent and can be factorized. Morevoer, the kinetic
energy can be expressed in terms of the new operators
as:
pˆ21 + pˆ
2
2
2m
=
pˆ2cm + 4pˆ
2
rel
4m
. (30)
Concerning the SO coupling, we observe how, depending
on the spin configuration of the two particles, this will
contribute either to the center of mass or relative mo-
tion. In fact, by considering that the spin matrix σ˜− can
be diagonalized through the spinors χ±, in case of two
particles with (++) or (−−) spin state the SO couplings
relative to the two particles will sum up, contributing
to the center of mass motion. In presence of (+−) or
(−+) spin configurations instead, the SO couplings will
contribute to the relative motion. Due to the commu-
tativity between center of mass and relative coordinates,
the two problems can thus be separated, and the wave
function of the system will be correspondingly factorized
into two terms.
Since the two-body interaction only depends on the rel-
ative coordinates, the center of mass motion corresponds
to that of a free particle. Hence, for (++) or (−−) spin
configuration the center of mass is described by the single
particle solutions of Sec.III A, while for (+−) and (−+)
spin configurations, standard free-particle plane wave so-
lutions apply.
Concerning the relative motion, the case of (++) and
(−−) spin configurations exactly corresponds to the rel-
ative motion in absence of SO coupling. In the following
we will thus concentrate on the non-trivial case of (+−)
or (−+) spin configurations. Since we are focusing now
on relative coordinates, we drop for simplicity the label
“rel” from both rrel and prel. At this point, we further
simplify the notation by defining the new rotated coor-
dinates:
rˆp =
xˆ+ yˆ√
2
, rˆm =
xˆ− yˆ√
2
, (31)
and the corresponding momentum operators
pˆp =
pˆx + pˆy√
2
, pˆm =
pˆx − pˆy√
2
, (32)
again, according to a canonical transformation. In the
above definition, xˆ, yˆ and pˆx, pˆy represent the space and
momentum operator components along the Oxˆ and Oyˆ
axes, respectively.
With the use of the above definitions, and recalling
Eq.(7), the single-particle Hamiltonian operator for the
relative motion reads
hˆsp =
pˆ2p + pˆ
2
m
m
+ 4αpˆpσ˜− , (33)
where the SO coupling is now expressed in terms of a
single momentum operator and a single spin matrix.
Before proceeding we further define the following op-
erator:
Lˆ′z = rˆppˆm − rˆmpˆp ∓ 2αmrˆm . (34)
Here the sign + applies to the (+−) spin state, and the
− sing to (−+). This operator provides a generalization
of the z angular momentum in presence of SO coupling,
which commutes both with the single particle Hamilto-
nian and with the two-body interaction. As a conse-
quence, the eigenstates of the system can be chosen to
diagonalize Lˆ′z. By expressing rˆ in terms of its modulus
r and the angle with respect to the axis Orp, one finds
that the eigenstates fl(r) of hˆsp relative to the eigenvalue
l should obey the following equation:
− i∂fl(r)
∂θ
= (l ± 2αmr sin(θ))fl(r) . (35)
The solutions of the above equations can be expressed as
fl(r) = C(r)e
i[lθ∓2αmr cos(θ)] , (36)
where C(r) only depends on the relative distance between
the two particles, and l can only be an integer number
due to periodicity.
At this point, we observe that the single particle
Hamiltonian corresponding to the relative coordinates
can be rewritten for the considered spin states ((+−)
and (−+) respectively) as
hˆsp =
1
m
(
rˆ−2Lˆ
′2
z + rˆ
−2(rˆ · pˆrel ± 2αmrˆm)2 − 4α2m2
)
.
(37)
Making use of the expression (36), one obtains the fol-
lowing relation:
hˆspC(r)e
i[lθ∓αmr cos(θ)] =
1
m
(
C(r)
r2
l2 − 1
r2
(r2∂2rC(r) +
+r∂rC(r)) − 4α2m2C(r)
)
ei[lθ∓αmr cos(θ)] . (38)
After simplifying the phase factor, this equation corre-
sponds to that of a system in absence of SO interac-
tion, except for the constant energy shift proportional to
α2m. The energy levels of the system will thus be rigidly
shifted due to the SO coupling, while the energy differ-
ences between the different eigenstates will be unaltered,
regardless of the details of the potential v(r).
7If the potential v(r) in absence of SO coupling is char-
acterized by the spectrum Ei (i = 1,∞ labels both dis-
crete and continuum eigenvalues), then the eigenenergies
of the SO coupled system for (+−) or (−+) spin config-
urations will be
E1,i(kcm) =
k2cm
4m
+ Ei − 4α2m, (39)
where k accounts for the center of mass momentum. On
the other hand, if the spin configuration is (++) or (−−)
the energy spectrum becomes
E2,i(kcm) =
k2cm
4m
±
√
2α(kcm,x + kcm,y) + Ei . (40)
A comparison between the two spectra indicates that the
two spin configurations have equal energy if kcmx+kcmy =
±2√2αm (the ± sign refers to the (++) and (−−) spin
configurations), i.e. in the minimum of the single-particle
bands (see Eq.(10)). On the other hand, for smaller val-
ues of |kcmx + kcmy| anti-parallel spin configurations are
favored, while at larger |kcmx + kcmy| the ground state
has parallel spins.
In order to provide a detailed insight in the spin prop-
erties of the system we impose now the correct exchange
symmetry to the wavefunction, distinguishing between
the different spin configurations. In case of parallel spins
(either (++) or (−−)) the exchange of two particles has
the only effect of modifying the relative coordinate r into
−r. Hence, a symmetric wavefunction can only be con-
structed by imposing that the quantum number l is even
(odd in the fermionic case), exactly as in absence of SO
coupling.
Considering now the case of anti-parallel spins, one
finds, due to the symmetry of the problem, that the
solutions fl(r)χ+χ− and fl(−r)χ−χ+ are degenerate in
energy. The center of mass wave function has been ne-
glected here for simplicity since it can be factorized and
it is symmetric under particle exchange. A wavefunc-
tion with correct symmetry can therefore be constructed
through a combination of the two states, by imposing the
condition
Afl(−r)χ−χ+ + Bfl(r)χ+χ− =
= Afl(r)χ+χ− +Bfl(−r)χ−χ+ , (41)
where A and B are complex coefficients satisfying |A|2+
|B|2 = 1. The particle exchange symmetry is satisfied if
A = B. Considering Eq.(36), the bosonic relative eigen-
functions thus read
Φrel(r) =
C(r)√
2
eilθ
(
e−i2α cos(θ)χ+χ− ± ei2α cos(θ)χ−χ+
)
,
(42)
where the sign + (−) is relative to eigenstates with even
(odd) l: in fact, the transformation r → −r is equivalent
to a modification of the angle θ by π.
A simple rewriting of Eq.(42), leads to
Φrel(r) = C(r)e
ilθ
√
2
(
cos(2αr cos(θ))(χ+χ− ± χ−χ+)−
−i sin(2αr cos(θ))(χ+χ− ∓ χ−χ+)
)
,(43)
and an inspection of this formula evidences how the sys-
tem is characterized by a combination of triplet and sin-
glet spin states, where the relative weights of the two
components depends on the angle θ. This supports
the results of Devreese et al., evidencing how, in pres-
ence of SO coupling a superfluid state survives even un-
der application of rather strong magnetic fields due to
the existence of spin-triplet wave function components52.
Hence, by defining x′ = r cos(θ), for even (odd) l de-
pending on the orientation of the dimer different situa-
tions emerge: at x′ = Nπ/α ( with N integer) only the
triplet (singlet) component is present, while the relative
weight of the singlet (triplet) state reaches its maximum
at x = (N + 1/2)π/α. We also observe that, given the
dependence of the trigonometric functions on x, oscilla-
tions will be generally damped at large r by the wave
function decay in case of bound states.
To further investigate the time evolution of spin polar-
ization, we consider a two-particle bosonic state charac-
terized by center of mass momentum kcm, energy level
i (corresponding to odd angular momentum) and initial
spin ↑↑. We thus express the wave function at time t in
terms of the Hamiltonian eigenstates as:
Φ2(r, t)C(r)e
−i( k
2
cm
2m
+Ei)t
1
2i
(
χ+χ+e
−i√2α(kx+ky)t +
χ−χ−ei
√
2α(kx+ky)t − (χ+χ− + χ−χ+)ei4α
2mt
)
.(44)
The time-dependent z polarizability can then be straight-
forwardly computed, and gives
Pz(t) = 2 cos(
√
2α(kx + ky)t) cos(4α
2mt) . (45)
Even in this case the polarizability fluctuates periodi-
cally, and the two body interaction does not induce de-
structive interference. We observe that if kx + ky =
2
√
2αm then Pz(t) is positive (or zero) at any time, so
that the average polarization of the system in time is
〈Pz〉t = 2π.
We finally remark that the present analysis of inter-
acting bosonic dimers could be extended in principle to
Fermionic pairs with spin-independent interaction.
IV. HARMONICALLY CONFINED 2D
PARTICLES
In order to investigate the effect of an external con-
fining potential on spin structure and dynamics, we con-
sider a 2D system with harmonic confinement. Clear
8analogies exist between the present system and quan-
tum dots57–62, where SO effects have also been recently
investigated63–65.
If the confinement is described by a parabolic potential
with frequency ω, the single-particle Hamiltonian opera-
tor can be written as
hˆsp =
pˆ2
2m
+
mω2
2
rˆ2 + vˆSO . (46)
We underline at this point that while single-particle so-
lutions exist for the homogeneous 2D gas in presence of
arbitrary combinations of the Rashba and Dresselhaus
coupling, the harmonic confinement strongly complicates
the problem due to non commutativity. Accordingly, use
has been made so far of approximated solutions66,67, valid
in the limit of weak SO couplings. Clearly, such approx-
imate solutions imply loss of accuracy and the impossi-
bility of understanding the limit of large spin-orbit cou-
plings.
In the case of equal Rashba and Dresselhaus SO cou-
plings considered here, however, an exact analytical di-
agonalization of the single particle Hamiltonian is again
possible, being the spinorial structure of single-particle
orbitals independent from momentum.
A possible approach to the diagonalization of the single-
particle Hamiltonian consists of rewriting hˆsp as hˆx+ hˆy,
where
hˆx =
pˆ2x
2m
+
mω2
2
xˆ2 +
√
2αpˆxσ˜− ,
hˆy =
pˆ2y
2m
+
mω2
2
yˆ2 +
√
2αpˆyσ˜− . (47)
Since hˆx and hˆy commute, a common set of solutions
can be found diagonalizing the two terms independently.
A. Solutions
As a first step we notice that the Hamiltonian (46)
commutes with σ˜− (defined in Eq.(7)), meaning that the
two operators could be diagonalized by the same set of
eigenstates. In particular, the eigenstates of σ˜− corre-
sponding to the eigenvalues 1 and −1 are the spinors of
Eq.(6). Since hˆy has exactly the same form as hˆx once
x is exchanged with y, we concentrate on hˆx. Setting
pˆ′x = pˆxI+
√
2mασ˜− and observing that σ˜2− = I one can
write
hˆx =
pˆ′
2
x
2m
+
(
mω2xˆ2
2
−mα2
)
· I , (48)
which admits the following ground state solutions:


f+(x) = C · e−mω2 x2−iKx
f−(x) = C · e−mω2 x2+iKx
(49)
where
K =
√
2mα , (50)
and C is a numerical constant. Up to now only the prob-
lem for hˆx has been solved. Analogous results, however,
hold also for hˆy. In order to obtain a solution for hˆsp,
one can simply multiply the scalar functions relative to
the x and y variables, i.e.


f+(x, y) = C · e−mω2 (x2+y2)e−iK(x+y)
f−(x, y) = C · e−mω2 (x2+y2)eiK(x+y)
(51)
These solutions contain a Gaussian overall factor which is
due to the harmonic confinement present in the Hamilto-
nian, and show at the same time an oscillatory behavior
and a mixing between the up and down spin states (i.e.
σz eigenstates with sz = ±1). This is a clear effect of
the SO interaction which couples ↑ and ↓ through σ˜. We
remark that the two solutions share the same single en-
ergy value, meaning that the spin-orbit interaction causes
no splitting between different spin states and therefore
no degeneracy removal. On the other hand, the energy
spectrum is influenced by the presence of the spin-orbit
interactions by a negative shift proportional to α2.
This result is seemingly at variance with the homoge-
neous 2D Fermi gas considered above. In fact, in the ho-
mogeneous gas there exist two non degenerate spin states
depending on the wave vector ~k. The energy splitting,
given by α2
√
2|kx + ky| , has a linear dependence on α.
However, the occupation of the single particle quantum
dot ground state within the vanishing confinement limit
would correspond to the occupation of the |k| = 0 state
in the homogeneous case, which is again spin degenerate,
due to the splitting dependence on |k|.
Before concluding, we stress that an alternative ap-
proach to this problem can followed by means of trans-
formed variables as defined in Eqs.(31),(32). With this
transformation, the Hamiltonian is recast in the form
hˆsp = hˆp + hˆm, where
hˆp =
pˆ2p
2m
+mω2rˆ2p +
√
2αpˆpσ˜− (52)
and
hˆm =
pˆ2m
2m
+mω2rˆ2m. (53)
From the canonical transformations one has [hˆp, hˆm] = 0
and the two problems can therefore be solved indepen-
dently. Furthermore, only hˆp depends on the SO inter-
action, meaning that the motion for the m variables will
be that of a standard harmonic oscillator, regardless of
the spin. The solutions for hˆp can instead be derived fol-
lowing the procedure described for hˆx. From this point
of view it is easily understood why the phases of the so-
lutions (51) only show a dependence on momentum vari-
ables.
9When analyzing the symmetries of the system one finds
that the operator Lˆz (z-component of the angular mo-
mentum), which commutes with the kinetic energy and
external harmonic potential, does not commute with the
spin-orbit interactions. Hence, the system is not invari-
ant under in-plane rotations, and its eigenstates will not
diagonalize the angular momentum operator. A less ob-
vious symmetry can be determined by defining a modified
angular momentum, in analogy with Eq.(34):
Lˆ′z = xˆpˆ
′
y − yˆpˆ′x , (54)
as shown in the Appendix.
B. Spin properties
Expanding a generic normalized wave function |φ〉 over
the Hamiltonian eigenstates |φi〉 as
|φ〉 =
∑
i
ci|φi〉 =
∑
i
cifi(r)χi (55)
one could easily define the expectation value of the oper-
ator σz as
Pz =
∫
d2r σz(r), (56)
where
σz(r) =
∑
i,j
c∗i cjfi(r)
∗fj(r)〈χi|σz |χj〉 (57)
is usually referred to as the z spin density.
Let us consider first a single particle in the ground state.
It is easy to show that if the particle is in |0+〉 or |0−〉,
then not only the total polarization 〈φ|σz |φ〉 is zero but
also σz(r) = 0 is, indicating that that no z spin texture
63
(namely space-dependent σz(r) patterns) will be present.
This however is not true if the particle occupies any of
the states c1|0+〉+ c2|0−〉, with c1 and c2 being some nu-
merical constants obeying |c1|2+ |c2|2 = 1. For example,
setting c1 = −c2 = 1/
√
2 and calling this state |ψb〉 then
one has
σz(r) =
√
mω
4π
cos(2K(x+ y))e−mω(x
2+y2) (58)
yielding the ”z spin texture” shown in Fig. 3. At the
same time, integrating this expression over r one obtains
a non zero net magnetization. The possibility of having
both presence or absence of spin texture is caused by the
ground state being degenerate.
Analogously to the 2D homogeneous case, we also in-
vestigate the time evolution of a single particle wave func-
tion. Since the ground state solutions are degenerate in
energy, any combination of these would evolve simply ac-
quiring an overall phase factor. As a consequence, consid-
ering that the χ+, χ− spinors span the entire spin space,
it is hence possible to maintain any arbitrary spin po-
larization constant in time. An analogous result can be
found in the homogeneous 2D case only through the su-
perposition of single particle states with momentum k, k′
and spin +, − satisfying the property kx+ky = −k′x−k′y.
A different picture, instead emerges when combining
eigenstates relative to different energies. For instance,
the wave function |φ(0)〉 = |0+〉 + aˆ′†x |0−〉 (the treat-
ment straightforwardly extends to other excited states)
would evolve analogously to Eq.(14), yielding the follow-
ing time-dependent polarization density:
σz(r, t) =
√
2
π
mωx cos(2K(x+ y)− ωt) . (59)
This corresponds to a time-dependent spin texture, pe-
riodically fluctuating in time, damped at large distance
from the potential well center due to the harmonic con-
finement. The factor x is due to the specific excited
state chosen, and in the most general case |φ(0)〉 =
Aaˆ
′†
x |0−〉 + aˆ
′†
y B|0−〉 (with |A|2 + |B|2 = 1) it will take
the form (Ax + By). The wave-like dependence of the
phase on (x + y) is instead an intrinsic property of the
system, and it is induced by the SO coupling.
In consideration of the previous sections, macroscopic
spin textures and even collective polarization fluctuations
might thus be induced in case of Bose condensates, where
the many body wave function allows for a collective oc-
cupation of the ground state. Besides, we stress that the
presence of many fermions in harmonic confinement may
also lead to non-trivial spin properties. To evidence this
aspect we consider the example of two non-interacting
particles in the ground state occupying the two spin con-
figuration due to antisymmetry. This corresponds to a
closed shell configuration since all angular momentum
and spin states corresponding to a fixed value of the en-
ergy are filled. By explicitly writing the two occupied
states |0+〉 and |0−〉, the two-particle antisymmetric wave
function describing our system is given by the Slater de-
terminant
φ2 = Det
(
ψ+0 (r1, s1) ψ
−
0 (r1, s1) ,
ψ+0 (r2, s2) ψ
−
0 (r2, s2) ,
)
(60)
where ψ+0 (r, s) stands for the spinor corresponding to
|0+〉 calculated in r and contracted to the spin coordi-
nates s = (s↑, s↓). Also in this case the system shows
no magnetization along the z axis and no z spin tex-
ture. This is obviously true in general, for the occupa-
tion of any of the states (51). However, when computing
the expectation value of the operator σ2 = ~σ · ~σ where
~σ = ~σ1 + ~σ2, one can see how the two particles do not
occupy a spin singlet state: while the expectation value
of σ2 over a singlet would be zero, in this case it is not.
10
-2
-1
0
1
2
X
-2
-1
0
1
2
Y
-0.2
0
0.2
FIG. 3: (color online) Example of ”z spin texture” resulting
from the occupation of a single orbital of the type (51) with
c1 = −c2 = 1/
√
2. In the vertical axis σ(r) is reported, as
defined in Eq. (57). Distances are given in units of 1/
√
mω,
and the coupling constant K is set to 1.6
√
mω.
In fact, one can show that
〈φ2|σ2|φ2〉 =
=
16m2ω2
π2
∫
d2r1 d
2r2 [e
−mω(r2
1
+r2
2
)
sin2(K(x2 + y2 − x1 − y1))] =
= 8
(
1− exp(−4K
2
mω
)
)
. (61)
This tends to zero for K → 0 corresponding to the limit
of very small SO coupling and also for mω → ∞ corre-
sponding to overwhelming harmonic confinement. It is
clear from the integral how the contribution comes from
an oscillatory behavior damped by the confinement which
gives exponentially decreasing densities. A deviation of
about 10 percent from singlet σ2 expectation value could
be obtained for instance if the argument of the exponen-
tial is about 10−1.
C. Linear response
So far we considered how the spin of the system and
its dynamics can be influenced by a SO coupling. In
many cases, however, spins are controlled through ex-
ternal fields, inducing Zeeman-type interactions. In this
section the polarization induced by a small Zeeman-type
interaction will be calculated for a single-particle system
within the static linear response theory67, in order to un-
ravel the role of the SO coupling in the response mecha-
nism. Clearly, some parallelism exists between the proce-
dure followed here and perturbative approaches for two-
level systems68. In absence of SO coupling the quantum
Harmonic oscillator Hamiltonian commutes with σz, so
that an eigenstate of the system initially set for instance
in the ↑ spin state will be unaltered by the application
of the Zeeman interaction. Only additional external per-
turbations, or the initial superposition of different eigen-
states might lead to a change in the polarization.
In contrast, in the presence of SO coupling, the com-
mutativity of the Hamiltonian with σz is lost, and the
Zeeman interaction may perturb the spin state of the
system leading to non-zero response.
The single-particle analytical solutions derived in section
IVA represent the best choice for a precise calculation
of response properties, where a correct description of the
wave function phase can play a major role.
In presence of a perturbing Zeeman-type field, the Hamil-
tonian operator could be written as hˆpert = hˆsp + hˆint,
where the interaction Hamiltonian operator is
hˆint = Bσz . (62)
where hˆsp was defined in (48), and B is the coupling
strength.
Due to the two-fold degeneracy of the ground state,
particular attention should be given to the wave function
perturbation induced by the operator σz . For this reason
we define the states
|ψ01,2〉 =
|0+〉 ± |0−〉√
2
, (63)
satisfying the relations 〈ψ01,2|σz |ψ01,2〉 = 0, and
〈ψ01,2|σz |ψ02,1〉 = ± exp (−K2/(mω)). In practice, these
states are chosen in a way to lift the ground state de-
generacy at the first perturbative order in the Zeeman
interaction.
Let us now set the initial state of the system to |ψ02〉
(analogous results can be found choosing |ψ01〉), and
rewrite the response function of the system as
ξ = lim
B→0
〈ψ0|σz |n〉〈n|hˆint|ψ0〉
B(E0 − En) + (64)
〈ψ0|hˆint|n〉〈n|σz |ψ0〉
B(E0 − En) ,
where the summation over the states |n〉 is intended to
span over all hˆsp eigenstates orthogonal to the ground
state. E0 and En respectively denote the hˆsp eigenvalues
relative to |ψ01〉 and |n〉.
In computing the elements of (64) one should notice
how 〈χ±|σz|χ±〉 is identically equal to zero, while terms
of the kind 〈χ±|σz|χ∓〉 give a non zero contribution. Be-
sides, one can prove that σz can excite |0±〉 into higher
energy states having orthogonal spin. at variance with
the standard oscillator case in absence of SO. Denoting
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a˜†x,y|0±〉 with |1±x,y〉, it is easily proved that
〈0+|σz |1−x,y〉 = −
√
2
mω
iKe−
2K2
mω
〈0−|σz |1+x,y〉 =
√
2
mω
iKe−
2K2
mω . (65)
This is caused by the presence of the ±iKx phases in
the Hamiltonian eigenstates (67) , which cancel out for
couples of states with equal spin, but add up when con-
sidering transitions between different spin states, leading
to non zero space integrals. Notice how, for a standard
harmonic oscillator, such a phase is absent, forbidding
transitions between ground and excited states.
In view of the properties just illustrated, one can show
that in the expression (64) the intermediate states |1+x,y〉
will give a non zero contribution to the response function.
Explicitly computing the transition coefficients to higher
energy states, it is also possible to prove that, for small
values of the parameter α, other terms in the summation
will only give small contributions to the final result due
to a geometrical convergence controlled by the quantity
2K2/(mω). According to the properties just illustrated,
the response function to leading order in K2/(mω) is:
ξ =
∑
i=x,y
〈ψ01 |σz |ψ+1i〉〈ψ+1i|σz |ψ01〉
−ω +
〈ψ01 |σz|ψ−1i〉〈ψ−1i|σz|ψ01〉
−ω =
= − 2K
2
mω2
e−
4K2
mω , (66)
and this interestingly differs from zero.
In absence of SO interaction, the effect of a Zeeman inter-
action is simply that of lifting the spin degeneracy, with-
out modifying the space dependence of the wave function.
As a consequence, the expectation value of σz over the in-
teracting wave function is identical to the non-interacting
value, and, following from the definition (64) the response
function will be zero. Once the SO interaction is consid-
ered, instead, one faces a modification of the σz expecta-
tion value in presence of Zeeman interaction. Given the
negative sign of the response function, the particle will
be forced to partially align along −zˆ, or, equivalently, the
particle will be in a stretched spin configuration.
Similar calculations could be carried out for the homoge-
neous non-interacting Fermi gas. In that case it could be
shown that σz only allows for transitions between states
having the same wave vector k. This implies that no
spin stretching effect will be present under application of
Zeeman fields. The finite spin response of the system is
thus a clear signature of the combined effects of the SO
interaction and the harmonic confinement, and denotes
a gradual modification of the system polarization.
V. CONCLUSIONS
We have investigated static and dynamical spin prop-
erties of two-dimensional systems in presence of equal
Rashba and Dresselhaus coupling. The recent develop-
ments in the experimental realization of SO couplings in
ultracold atomic systems69,70, and the contextual con-
finement of Bose71 and Fermi72 gases, suggest that the
detailed control of spin effects may become possible in
the next years. Theoretical predictions can thus serve
as a guide for the next experimental investigations, sug-
gesting possible pathways for controlling both static and
dynamical spin properties. In the homogeneous gas we
showed how the SO coupling can induce single-particle
polarization time fluctuations. The oscillations relative
to single-particle states with different wave vectors in-
terfere destructively in general. When occupying states
characterized by equal values of (kx + ky), however, col-
lective periodic polarization fluctuations can occur in the
system.
Analogous conclusions can be extended to two-particle
Fermi systems in presence of contact interaction. In fact,
this condition on momenta ensures, for two fermions ini-
tially in the ↑ spin configuration, the absence of spin-
singlet wavefunction components, protecting the wave
function from scattering on different momenta. Periodic
polarization oscillations can also take place in interacting
two-boson systems, where an analytic description of the
problem has been accomplished.
Moreover, we have evidenced how density and spin-
density currents can be induced and controlled in the
repulsive homogeneous Fermi gas due to the combined
effect of SO coupling and Stoner instability. The exper-
imentally available control of the SO coupling strength
and the Feshbach resonance mechanism hence represent
potentially viable tools for an efficient control of the
transport properties of the system.
To complete our study, a 2D system in presence of
external harmonic confinement has been taken into ac-
count. Exact single particle solutions have been derived
and analyzed, demonstrating the emergence of complex
spin textures, which evolve in time in analogy with the
homogeneous case. These results suggest that Bose con-
densates, due to macroscopic population of the ground
state may analogously exhibit non-trivial collective po-
larization features. Interestingly, the SO coupling in-
duces a combination of spin singlet and triplet even in
a simple closed-shell two-particle configuration. Finally,
the application of linear response theory indicates that
in presence of a SO interaction a harmonically confined
particle can respond to an applied Zeeman interaction,
allowing for detailed control of the system polarization.
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VII. APPENDIX: ALTERNATIVE APPROACH
TO HARMONICALLY CONFINED 2D
PARTICLES
Due to the dependence of Lˆ′z on pˆ
′ (which satisfies
[pˆ′x, x] = −i and analogously for the y components), this
operator commutes with the Hamiltonian (46), so that a
common basis set can be defined which contemporarily
diagonalizes Lˆ′z and hˆsp. Using polar coordinates (x =
r cosϕ and y = r sinϕ), the ground state solutions given
in the previous section read
ψ+0 (r, ϕ) =
(mω
4π
)1/4
e−iKr(cosϕ+sinϕ)e−
mω
2
r2
( 1+i√
2
1
)
ψ−0 (r, ϕ) =
(mω
4π
)1/4
eiKr(cosϕ+sinϕ)e−
mω
2
r2
( − 1+i√
2
1
)
(67)
It is easily shown that these are at the same time eigen-
states of hˆsp with energy ω−2mα2, and of L˜z with eigen-
value 0. Other eigenstates of L˜z relative to the eigenvalue
l can be obtained by defining the following creation and
destruction operators
aˆ
′†
± =
1√
2
(aˆ
′†
x ± iaˆ
′†
y )
aˆ′± =
1√
2
(aˆ′x ∓ iaˆ′y).
(68)
These operators satisfy the usual commutation proper-
ties, in analogy with aˆ
′†, aˆ′.
Moreover, from the application of aˆ
′†
± it becomes evi-
dent how Lˆ′z and Lˆz eigenstates only differ by the phase
factor ±Kr(cosϕ+ sinϕ), induced by the SO coupling.
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