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Abstract
Let τλ be the topology of convergence locally in measure on L1 = L1(λ) and P be the Yosida–Hewitt projection from L∗∗1
onto L1. We characterize convex, τλ-compact subsets C of L1 as precisely those for which P is a compactness preserving map
from Cw∗ with the weak∗-topology to C with the τλ-topology. We further show that a convex, τλ-closed, L1-norm bounded
subset C of L1 is a Schur set if and only if P : (Cw
∗
,w∗) → (C, τλ) is sequentially continuous. Finally, we discover which τλ-
closed, bounded, convex subsets C of L1 are such that P : (Cw
∗
,w∗) → (C, τλ) is continuous. We call such sets C good. They
turn out to be precisely the pluriweak-to-measure-continuity sets, in the sense defined below.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In 1952, K. Yosida and E. Hewitt [28] proved that there is a projection P : L1(λ)∗∗ → L1(λ) such that
‖x‖ = ‖Px‖ + ‖x − Px‖ for every x ∈ L1(λ)∗∗. This projection is known as the Yosida–Hewitt projection. Later,
A.V. Bukhvalov and G. Lozanovski [3] showed that for L1-norm bounded, convex subsets C of L1 = L1(λ), C is
closed for the topology of convergence locally in measure (τλ) if and only if the Yosida–Hewitt projection P maps
Cw
∗ precisely onto C. In the setting of the work of Bukhvalov and Lozanovski, in this paper we are going to charac-
terize three classes of τλ-closed, convex, bounded sets in L1 by means of continuity properties of the Yosida–Hewitt
projection. Namely we will prove the following three statements.
Theorem 0. Let C be a convex, L1-norm bounded, τλ-closed subset of L1. Endow W := Cw∗ with the weak∗ topology
on L∗∗1 , and C with the topology of the convergence locally in measure τλ. Consider the Yosida–Hewitt projection
P |W : (W,w∗) → (C, τλ). Then we have:
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(2) P |W is a weak∗-to-τλ compactness preserving mapping if and only if C is τλ-compact; and
(3) P |W is weak∗-to-τλ continuous if and only if C is a good set, if and only if C is a pluriweak-to-measure-continuity
set.
Moreover, we deduce that a subset of L1(λ) is a Schur set whenever it is τλ-compact, and it is τλ-compact whenever
it is a good set. We will give some examples to show that the converses of these two statements are generally false.
We also give some applications of Theorem 0(3) in the last section.
As corollaries to Theorem 0, we show how to simply recapture known characterizations of the nicely placed
subspaces X of L1 for which the Yosida–Hewitt projection P : BX∗∗ → BX has two of the three above-mentioned
continuity properties, due to G. Godefroy, N. Kalton and D. Li [11]; as well as gain one new result.
We remark that G. Godefroy [8, Lemma 1.3] has extended the result of Bukhvalov and Lozanovski [3] described
above. D. Li [19] has also extended the Bukhvalov and Lozanovski theorem to the setting of quotient spaces of L1,
and more recently H. Pfitzner [24] has extended this theorem to Banach spaces which are L-embedded.
2. Preliminaries
We will denote the set of all positive integers by N, while our scalar field is the real numbers R. For a Banach
space X, BX denotes the closed unit ball of X.
Throughout this paper Ω will be a non-empty set, Σ will be a σ -algebra of subsets of Ω , and λ will be a complete,
positive, σ -finite, countably additive measure on Σ . For p ∈ {0,1,∞}, Lp(λ) is the F -space or Banach space of all
(equivalence classes of) measurable functions f : Ω → the scalar field for which ‖f ‖p < ∞, where
‖f ‖1 :=
∫
Ω
|f |dλ,
‖f ‖∞ := ess-sup
{∣∣f (ω)∣∣: ω ∈ Ω}, and
‖f ‖0 :=
∞∑
n=1
1
2n
1
λ(En)
∫
En
|f |
1 + |f | dλ.
Here (En)∞n=1 is a Σ -partition of Ω into sets with 0 < λ(En) < ∞, for each n. Such a Σ -partition exists as λ is
σ -finite. If λ is finite we have the simpler definition,
‖f ‖0 :=
∫
Ω
|f |
1 + |f | dλ.
Of course, L1(λ) ⊆ L0(λ). The L0(λ)-topology restricted to L1(λ) will be denoted by τλ and called the topology
of convergence locally in measure, or the topology of convergence in measure when λ is finite.
In all of our proofs, we will consider only the case where λ(Ω) < ∞ and τλ is the topology of convergence in
measure. The results obtained in this paper remain true for σ -finite measures with the topology of convergence locally
in measure by, as usual, splitting the measure space into a countable number of subsets of finite measure (as described
above), or by a standard change of density argument.
We remark that every τλ-compact, convex subset of L1(λ) must be L1-norm bounded. This is a result of Khamsi
and Turpin [17].
The symbol ∼= will denote isometric isomorphism between Banach spaces. Let j be the natural embedding of L1(λ)
into L∗∗1 (λ). It is a fact that
L∗∗1 (λ) = j
(
L1(λ)
)⊕1 Ls,
for some subspace Ls of L∗∗1 (λ). Indeed, L∗1(λ) ∼= L∞(λ) and so L∗∗1 (λ) ∼= L∗∞(λ), which is isometrically isomorphic
to the space of all bounded, finitely additive measures on Σ that vanish on λ-null sets (see [28, Theorem 2.3]). Hence,
by the Yosida–Hewitt decomposition theorem [28, Theorem 1.24] and the Radon–Nikodým theorem,
L∗∞(λ) ∼= L1(λ)⊕1 pfa(λ),
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Recall that a positive finitely additive measure φ is said to be purely finitely additive if every countably additive
measure ψ such that 0  ψ  φ is identically zero. If φ belongs to L∗∞(λ) and both φ+ and φ− are purely finitely
additive, then φ is said to be purely finitely additive.
We identify pfa(λ) with a subspace Ls of L∗∗1 (λ), and we denote by P the natural projection of L∗∗1 (λ) onto
j (L1(λ)). For subsets Q of L1(λ), we will often identify Q with j (Q). Throughout the paper, C will denote a
convex subset of L1(λ). We will implicitly assume that C is non-empty. We say that C is bounded if C is L1-norm
bounded. Further, we will denote the weak∗ = σ(L∗∗1 (λ),L∗1(λ))-closure of a subset U of L∗∗1 (λ) by Uw
∗
. Also, we
will consistently denote the weak∗-closure of j (C) in L∗∗1 (λ) by W . We say that P |W is a w∗-to-τλ compactness
preserving mapping if it maps w∗-compact subsets of W to τλ-compact sets. Recall the following result.
Theorem 1. (See Bukhvalov and Lozanovski [3, Theorem 1, p. 133 and 1.1′, p. 128].) Let C be a convex subset of
L1(λ) and let W be the weak∗-closure of j (C) in L∗∗1 (λ).
(a) If C is τλ-closed, then P(W) = j (C).
(b) If C is L1-norm bounded and P(W) = j (C), then C is τλ-closed.
Next, recall that a closed subspace X of L1(λ) is said to be nicely placed if its unit ball BX is closed for the
topology of convergence locally in measure [8,9]. From the Bukhvalov–Lozanovski theorem, it is easily deduced that
the bidual of a nicely placed subspace of L1(λ) can be written as X∗∗ = X ⊕1 (X∗∗ ∩ Ls), so we can consider the
Yosida–Hewitt projection P : X∗∗ → X. The nicely placed subspaces of L1(λ) are examples of L-embedded Banach
spaces. Recall that a Banach space is said to be an L-embedded Banach space if there exists a projection P : X∗∗ → X
such that ‖x‖ = ‖Px‖ + ‖x − Px‖ for all x ∈ X∗∗. This fact is equivalent to the existence of a closed subspace
Xs ⊂ X∗∗ such that X∗∗ = X ⊕1 Xs . We say that a Banach space E is an M-ideal (also called M-embedded space) if
E∗∗∗ = E∗ ⊕1 E⊥ where by E⊥ we denote the annihilator of E in E∗∗∗. In this case the projection P : E∗∗∗ → E∗
coincides with the canonical projection from E∗∗∗ to E∗. The notion of M-ideal was introduced by Alfsen and Effros
in 1972 [1]. It is clear that if E is an M-ideal, then X = E∗ is an L-embedded space. (In the monograph [15] a wide
study of these classes of Banach spaces can be found.)
Finally, recall that a Banach space X is said to have the Schur property if every weakly convergent sequence is norm
convergent. It follows from [25] that X has the Schur property if and only if every bounded sequence {xn} satisfying
‖xn − xm‖  δ > 0 for some δ > 0 and n = m, has a subsequence equivalent to the usual unit vector basis of 1. It
is said that a Banach space X has the 1-strong Schur property if for all 0 < δ  2 and any ε > 0, every normalized,
δ-separated sequence in X has a subsequence that is ( 2
δ
+ ε)-equivalent to the usual unit vector basis of 1. The
space 1 has the 1-strong Schur property. Bourgain and Rosenthal [4] have constructed a subspace of L1[0,1] with
the 1-strong Schur property that is not isomorphic to a subspace of 1.
3. A second dual characterization of convex, τλ-compact sets in L1
We shall characterize below τλ-compact, convex subsets of L1(λ) using Theorem 1 and related ideas. The following
is an adaption of the key lemma used to show Theorem 1′ in [3].
Lemma 2. Let (wn)n be a bounded sequence in L∗∗1 (λ) and assume that w0 is a weak∗-cluster point of (wn)n. Then
there exists a function q ∈ L∞(λ) with q(x) > 0 for almost all x ∈ Ω , such that if we define the measure μ by
dμ := q dλ, then P(w0) is a σ(L1(μ),L∞(μ))-cluster point of (P (wn))n.
Proof. We set
wn := fn + νn, fn ∈ L1(λ), νn ∈ pfa(λ), n ∈N∪ {0},
and define the following measure:
ρ := |ν0| +
∞∑ 1
2n
|νn|.n=1
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subspace of L∗∗1 (λ).
By Yosida and Hewitt [28, Theorem 1.22], there exists a non-decreasing sequence (Ak)∞k=1 in Σ such that
lim
k→∞λ(Ak) = λ(Ω) and ρ(Ak) = 0 for each k ∈N.
Consequently, |νn|(Ak) = 0 for every k ∈N and n ∈N∪ {0}. Define
q :=
∞∑
k=1
1
2k
χAk .
Notice that q ∈ L∞(λ) and q(x) > 0 for almost all x ∈ Ω . Let μ be the measure on Σ defined by
dμ := q dλ.
Then μ and λ have the same null measure sets and the same measurable functions, so the convergence of sequences of
measurable functions almost everywhere w.r.t. λ and w.r.t. μ coincides. We also have L∞(λ) = L∞(μ) and L1(λ) ⊆
L1(μ) since q ∈ L∞(λ).
Now that we have introduced the measure μ, we are going to check that P(w0) = f0 is a σ(L1(μ),L∞(μ))-cluster
point of the sequence (P (wn))n = (fn)n.
Let ε > 0 and h1, . . . , hm ∈ L∞(μ) and define
V = V (f0;h1, . . . , hm, ε) :=
{
f ∈ L1(μ):
∣∣∣∣
∫
Ω
(f − f0)hi dμ
∣∣∣∣< ε, i = 1, . . . ,m
}
,
which is a σ(L1(μ),L∞(μ)) neighbourhood of f0.
Fix n0 ∈ N. Since w0 is a σ(L∗∞(λ),L∞(λ))-cluster point of {wn} and hiq ∈ L∞(λ), i = 1, . . . ,m, there exists
N  n0 such that∣∣〈wN −w0, hiq〉L∗∞(λ),L∞(λ)∣∣< ε, for i = 1, . . . ,m.
Let us prove that fN := P(wN) ∈ V . Consider i ∈ {1, . . . ,m}.∣∣∣∣
∫
(fN − f0)hi dμ
∣∣∣∣=
∣∣∣∣
∫
(fN − f0)hiq dλ
∣∣∣∣

∣∣〈wN −w0, hiq〉L∗∞(λ),L∞(λ)∣∣+ ∣∣〈νN − ν0, hiq〉L∗∞(λ),L∞(λ)∣∣
 ε + ∣∣〈νN − ν0, hiq〉L∗∞(λ),L∞(λ)∣∣.
To finish the proof we are going to prove that
〈νn,hiq〉L∗∞(λ),L∞(λ) = 0 for every n ∈N∪ {0}.
Define H := ‖hi‖L∞(λ). Fix n ∈N∪ {0}, let δ > 0 and choose M ∈N such that∥∥∥∥∥q −
M∑
k=1
1
2k
χAk
∥∥∥∥∥
L∞(λ)
<
δ
(H‖νn‖L∗∞(λ) + 1)
.
Then
∣∣〈νn,hiq〉L∗∞(λ),L∞(λ)∣∣
∣∣∣∣∣
〈
νn,hiq −
M∑
k=1
hi
1
2k
χAk
〉
L∗∞(λ),L∞(λ)
∣∣∣∣∣+
∣∣∣∣∣
〈
νn,
M∑
k=1
hi
1
2k
χAk
〉
L∗∞(λ),L∞(λ)
∣∣∣∣∣
 δ +
M∑ 1
2k
∣∣〈νn,hiχAk 〉L∗∞(λ),L∞(λ)∣∣.k=1
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∣∣〈νn,hiχAk 〉L∗∞(λ),L∞(λ)∣∣=
∣∣∣∣
∫
Ak
hi dνn
∣∣∣∣
∫
Ak
|hi |d|νn|H |νn|(Ak) = 0,
since |νn|(Ak) = 0. Now, because δ is arbitrary, we deduce that 〈νn,hiq〉L∗∞(λ),L∞(λ) = 0 for every n ∈N∪ {0}, which
implies that fN ∈ V . Therefore, f0 is a σ(L1(μ),L∞(μ))-cluster point of {fn: n ∈N}. 
Remark 3. As a consequence of Lemma 2 above, we deduce that Ls = pfa(λ) is always a weak∗-sequentially closed
subspace in L∗∗1 (λ). This subspace is not in general weak∗-closed. Indeed, if pfa(λ) were weak∗-closed, then the
Banach space L1(λ) would be a dual space [15, IV.1.9]; and it is known that for σ -finite measures, L1(λ) is a dual if
and only if λ is purely atomic [23, Theorem 4.1].
Another technical result is the following
Lemma 4. Let C be a convex, norm-bounded, τλ-closed subset of L1(λ) and let W be the weak∗-closure of j (C) in
L∗∗1 (λ). Then the Yosida–Hewitt projection P : (W,w∗) → (C, τλ) is closed, i.e., P maps w∗-closed subsets of W
onto τλ-closed subsets of C.
Proof. Let A ⊆ W be a weak∗-closed subset. Let us check that P(A) is τλ-closed. Let (fn)n∈N be a sequence in P(A)
that is τλ-convergent to a function g ∈ C. We will prove that g ∈ P(A).
Taking a subsequence, if necessary, we can assume that
fn → g, λ-a.e.
On the other hand, since fn ∈ P(A), there exists wn ∈ A such that P(wn) = fn for every n ∈ N. But A is a
weak∗-compact set, so the sequence (wn)n∈N has a weak∗-cluster point in A, say w0. Then f0 := P(w0) is a
σ(L1(μ),L∞(μ))-cluster point of the sequence (P (wn))n∈N, where μ is the measure defined in Lemma 2. Note
that the sequence (fn)n∈N also tends to the function g, μ-almost everywhere. Under these conditions, we are going to
prove that f0 = g, λ-almost everywhere:
Fix k ∈N. Using Egoroff’s theorem, there exists a measurable set Gk such that μ(Gk) < 1k and
lim
n∈N
∥∥(fn − g)χΩ\Gk∥∥L∞(μ) = 0.
This implies that limn∈N fnχΩ\Gk = gχΩ\Gk in L1(μ) and also w.r.t. the weak topology σ(L1(μ),L∞(μ)). But f0 is
a σ(L1(μ),L∞(μ))-cluster point of (fn)n∈N, and so f0χΩ\Gk is a σ(L1(μ),L∞(μ))-cluster point of (fnχΩ\Gk )n∈N.
Consequently,
f0χΩ\Gk = gχΩ\Gk , μ-a.e.; with μ(Gk) <
1
k
.
Let G :=⋂k∈NGk . It is clear that μ(G) = 0, and so λ(G) = 0. Now, it is easy to check that f0 = g for μ-almost every
x ∈ Ω \G. Thus f0 = g, λ-a.e.; and this implies that g ∈ P(A). Hence, P(A) is τλ-closed. (An alternative argument
for proving that f0 = g, λ-almost everywhere follows from Lemma 1.1 in [10].) 
Using the above lemma we can prove the main result of this section.
Theorem 5. Let C be a convex subset of L1(λ) and let W be the weak∗-closure of j (C) in L∗∗1 (λ). Then the following
statements are equivalent.
(a) C is τλ-compact.
(b) C is bounded, P(W) = j (C) and P |W is a weak∗-to-τλ compactness preserving mapping.
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bounded. Also C must be τλ-closed in L1(λ). Hence, from Bukhvalov and Lozanovski Theorem 1(a), P(W) = j (C).
Now using the previous lemma, it is easy to prove that P |W is a weak∗-to-τλ compactness preserving mapping.
(b) ⇒ (a). By hypothesis, C is bounded. So j (C) is norm bounded in L∗∗1 (λ). Thus, by the Banach–Alaoglu theo-
rem, W is weak∗-compact. By hypothesis, P maps W onto j (C), while P |W is weak∗-to-τλ compactness preserving.
Hence, j (C) must be τλ-compact; i.e. C must be τλ-compact. 
Remark 6. It is clear that, under the hypotheses of Theorem 5, if the mapping P |W were weak∗-to-τλ continuous,
then the set C would be τλ-compact. However, in Section 5 we will see that there exist convex τλ-compact subsets
of L1(λ) for which the corresponding mapping P |W is not weak∗-to-τλ continuous (see also [11, Proposition 3.8(ii)]).
Corollary 7. Let X be a nicely placed subspace of L1(λ). Then the following are equivalent.
(a) X has the 1-strong Schur property.
(b) The Yosida–Hewitt projection P : BX∗∗ → BX is a weak∗-to-τλ compactness preserving mapping.
Under the hypotheses of Corollary 7, with C := BX ,(
Cσ(L
∗∗
1 (λ),L
∗
1(λ)), σ
(
L∗∗1 (λ),L∗1(λ)
))= (Cσ(X∗∗,X∗), σ (X∗∗,X∗)).
Also, by Goldstine’s theorem, Bσ(X
∗∗,X∗)
X = BX∗∗ . So, we see that Corollary 7 is a direct consequence of Theorem 5
and the following result due to Rosenthal [26] (and also see [11, Lemma 3.4]).
Lemma 8. Let λ be a positive σ -finite measure and let X be a subspace of L1(λ). Then X has the 1-strong Schur
property if and only if the unit ball BX is relatively compact for the topology of convergence locally in measure.
Proof. The result is stated in [11] only for the case where the measure λ is finite. However, it is well known that
every L1(λ) for λ a σ -finite measure is isometrically isomorphic to L1(ν) for a finite measure ν, such that λ and ν
have the same sets of measure zero, and for which, the topology of convergence locally in measure on L1(λ) and the
topology of convergence in measure on L1(ν) correspond. Thus, since Lemma 8 is true for L1(ν), it must also be true
for L1(λ). 
4. A second dual characterization of τλ-closed, bounded, convex Schur sets in L1
In this section we are going to characterize those convex, τλ-closed, bounded subsets C of L1(λ) for which the
Yosida–Hewitt projection P : (C∗,w∗) → (C, τλ) is sequentially continuous (Theorem 14). Notice that, in the par-
ticular case that C is the unit ball of a nicely placed subspace of L1(λ), this characterization was obtained in [11,
Proposition 3.8] (see Corollary 15).
We need to introduce the following definition.
Definition 9. Let X be a Banach space and let S be a subset of X. We call S a Schur set if whenever (sn)n∈N is a
sequence in S, s ∈ S and sn → s as n → ∞ with respect to the weak topology it follows that sn → s as n → ∞ in
norm.
Note that if S if a subset of L1(λ), then S is a Schur set if and only if whenever (sn)n∈N is a sequence in S, s ∈ S
and sn → s as n → ∞ with respect to the weak topology, it follows that sn → s as n → ∞ w.r.t. the τλ-topology (see,
for example, [20, Chapitre 6, Proposition I.4]). Indeed, by a theorem of Vitali [27, Theorem V.5], whenever (fn)n∈N
is a relatively weakly compact sequence in L1(λ) that also converges locally in measure to some g ∈ L1(λ), it follows
that
‖fn − g‖L1(λ) →n 0.
This result, which we will refer to as Vitali’s theorem, is a straightforward consequence of Egoroff’s theorem and the
Dunford–Pettis uniform integrability characterization of weakly compact sets in L1(λ) (see, for example, Diestel [5]).
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converse does not hold.
Example 10 (A τλ-closed Schur set which is not τλ-compact). Let C be the following subset of L1[0,1],
C :=
{ ∞∑
n=1
tnqn: each tn  0 and
∞∑
n=1
tn  1
}
,
where each qn := fn + rn, each fn := n(n+ 1)χ[1/(n+1),1/n] and (rn)n∈N is the sequence of Rademacher functions.
Since there is no subsequence of (rn)n∈N that is τλ-convergent, while (fn)n∈N converges to 0 in measure, it is clear
that (qn)n∈N is a sequence in C that fails to have a τλ-convergent subsequence. Consequently, C is not τλ-compact.
Also, it is clear that C is a convex, norm bounded subset of L1[0,1]. Moreover, C is τλ-closed and C is a Schur
set, as we verify in the next two propositions.
Proposition 11. The set C is τλ-closed.
Proof. Let (uk)k∈N be a sequence in C such that uk →k g0 ∈ L1[0,1] w.r.t. the topology τλ. WLOG, by passing to a
subsequence if necessary, we may suppose that
uk →k g0 almost everywhere.
We aim to show that g0 ∈ C. Now each uk is of the form
uk =
∞∑
n=1
t (k)n qn,
where each t (k)n  0 and each
∑∞
n=1 t
(k)
n  1. Further, each uk = Fk +Rk , where
Fk :=
∞∑
n=1
t (k)n fn and Rk :=
∞∑
n=1
t (k)n rn.
Define t (k) := (t(k)n )n∈N, for each k ∈ N. The sequence (t(k))k∈N is in the closed unit ball of 1. Now, B1 is
σ(1, c0)-sequentially compact, by the Banach–Alaoglu theorem and the fact that c0 is separable. So, WLOG, the
sequence (t(k))k∈N itself converges w.r.t. the σ(1, c0)-topology (which coincides with the topology of coordinatewise
convergence on B1 ) to some β = (βn)n∈N ∈ 1. Moreover, it follows that each βn  0, and
∞∑
n=1
βn  lim inf
k∈N
∞∑
n=1
t (k)n  1.
Define D ∈ L1[0,1] by
D :=
∞∑
n=1
βnfn.
Since the sequence (fn)∞n=1 is pairwise a.e. disjointly supported, we see that Fk →k D almost everywhere on [0,1].
Hence,
Rk = uk − Fk →k g0 −D almost everywhere.
Let Y := 〈rn〉n∈N = the L1-norm-closed linear span of (rn)n∈N which is a closed subspace of L1[0,1] isomorphic to
2, by Khintchine’s inequalities (see, for example, [5, p. 105]). Since (Rk)k is a bounded sequence in Y , WLOG we
can assume that (Rk)k converges to an element h0 ∈ Y for the Hilbertian weak topology of Y and then for the weak
topology on L1[0,1]. By Vitali’s theorem, h0 = g0 −D. Also, there exists γ = (γn)n∈N ∈ 2 such that
h0 =
∞∑
γnrn.n=1
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t (k)m =
1∫
0
Rk(x)rm(x) dx →k
1∫
0
h0(x)rm(x) dx = γm.
On the other hand, we already know that
t (k)m →k βm.
Hence, γm = βm, for all m ∈N. Consequently,
g0 = D + h0 =
∞∑
n=1
βnfn +
∞∑
n=1
βnrn =
∞∑
n=1
βnqn,
and therefore g0 ∈ C. 
Proposition 12. The set C is a Schur set.
Proof. Let (uk)k∈N be a sequence in C such that uk →k g0 ∈ C w.r.t. the weak topology. We aim to show that
uk →k g0 w.r.t. the L1-norm.
Using the same notation as before, uk = Fk +Rk , where
Fk :=
∞∑
n=1
t (k)n fn and Rk :=
∞∑
n=1
t (k)n rn
and WLOG we can suppose that the sequence t (k) := (t(k)n )n∈N with k ∈ N converges coordinatewise to some β =
(βn)n∈N ∈ 1, where each βn  0 and ∑∞n=1 βn  1. Next, define D ∈ L1[0,1] by
D :=
∞∑
n=1
βnfn.
Then, it is easy to see that Fk →k D almost everywhere on [0,1]. Further, just as in the previous proof, we can
conclude that, WLOG, for some h0 ∈ L1[0,1],
Rk →k h0 weakly.
Hence, Fk = uk −Rk →k g0 − h0 weakly in L1. By Vitali’s theorem, D = g0 − h0 and Fk →k D in L1-norm.
Consequently,
∞∑
n=1
∣∣t (k)n − βn∣∣→k 0.
Thus, by the infinite triangle inequality,∥∥∥∥∥Rk −
∞∑
n=1
βnrn
∥∥∥∥∥
1
→k 0.
It follows that
h0 =
∞∑
n=1
βnrn,
and therefore, Rk →k h0 in L1-norm.
Hence, we see that uk = Fk +Rk →k D +h0 = g0 in L1-norm. Removing our “WLOG” statements above, we see
that we have actually shown that every subsequence (unk )k∈N of (un)n∈N has a further subsequence that converges in
L1-norm to g0. Thus, (un)n∈N itself converges in norm to g0, as desired. 
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{fn} has a subsequence that splits into the sum of two ‘extreme’ sequences (gk) and (hk), where the hk’s have
pairwise disjoint supports and the gk’s are uniformly integrable. This result and the arguments given in the proof of
Proposition 12 show that, for every norm-bounded sequence {fn} in L1(λ), the closed convex hull of {0} ∪ {fn}n
contains a Schur set.
Let us recall here that a Banach space X is called a Grothendieck space if every sequence (yn)n∈N in its dual
space X∗ that converges weak∗ to y ∈ X∗ must converge weakly to y. By a result of Grothendieck [14, Theorem 9,
p. 168] (also, see [6, Notes and Remarks, Chapter VI, p. 179]), L∞(λ) is a Grothendieck space. We will use this fact
to establish the following theorem. The proof is similar to that of [11, Proposition 3.8(i)], who prove this result for the
special case where C = BX , for nicely placed subspaces X of L1.
Theorem 14. Let C be a non-empty, τλ-closed, norm-bounded, convex subset of L1(λ). We will use the notation intro-
duced above. In particular, P : W → C is the Yosida–Hewitt projection. Then the following statements are equivalent.
(a) P is weak∗-to-τλ sequentially continuous on W .
(b) C is a Schur set.
Proof. (a) ⇒ (b). Let (fn)n∈N be a sequence in C, f0 ∈ C and suppose that fn → f0 as n → ∞ with respect to
σ(L1(λ),L∞(λ)). Identifying C with j (C), as usual, we see that fn ∈ W for all n ∈ N ∪ {0}. Further, fn → f0 as
n → ∞ with respect to σ(L∞(λ)∗,L∞(λ)).
By hypothesis (a), it follows that
fn = P(fn) →n P (f0) = f0
w.r.t. τλ. Consequently, C is a Schur set, by Vitali’s theorem.
(b) ⇒ (a). Suppose that (wn)n∈N is a sequence in W , w0 ∈ W and wn → w0 as n → ∞ with respect to
σ(L∞(λ)∗,L∞(λ)). Since L∞(λ) is a Grothendieck space, wn →n w0 w.r.t. σ(L∞(λ)∗,L∞(λ)∗∗).
Next, note that P : L∗∞(λ) → L1(λ) is a norm-to-norm continuous, linear mapping. Therefore, P is also weak-to-
weak continuous i.e. P is σ(L∞(λ)∗,L∞(λ)∗∗) to σ(L1(λ),L∞(λ)) continuous. Thus,
fn := P(wn) →n f0 := P(w0)
w.r.t. σ(L1(λ),L∞(λ)). But fn ∈ C for each n ∈ N ∪ {0} and C is a Schur set. Consequently, we see that fn →n f0
w.r.t. the τλ-topology. 
Corollary 15. (See [11, Proposition 3.8(i)].) Let X be a nicely placed subspace of L1(λ). Let P : X∗∗ → X be the
Yosida–Hewitt projection. Then the following are equivalent:
(a) X has the Schur property.
(b) P : BX∗∗ → BX is weak∗-to-τλ sequentially continuous.
Remark 16. As we noted at the beginning of this section, every τλ-compact set C in L1 is a Schur set. Thus, by Theo-
rems 5 and 14, if the projection mapping P |W is w∗-to-τλ compactness preserving, then P |W is w∗-to-τλ sequentially
continuous. However, Theorem 14 and the properties of the above example, described in Propositions 11 and 12, show
that the converse does not hold. Put differently, the implication (2) ⇒ (1) in Theorem 0 cannot generally be reversed.
5. A characterization of τλ-closed, bounded, convex subsets of L1(λ) for which the Yosida–Hewitt projection
is weak∗-to-τλ continuous
In this section we discover precisely which convex, τλ-closed, bounded subsets C of L1(λ) are such that the
Yosida–Hewitt projection P : (Cw∗ ,w∗) → (C, τλ) is a continuous mapping. Recall that Ls = pfa(λ). We begin by
introducing the following definition.
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fa →a f + ν weak∗,
where f ∈ L1(λ) and ν ∈ Ls , it follows that
fa →a f w.r.t. the topology τλ.
It is easy to check that norm bounded, τλ-closed good sets are τλ-compact. We will later show that the converse
does not hold. Also, note that every subset of a good set is itself a good set.
Applying the definition of a good set and Theorem I in [2, p. 81], we can state the following equivalence.
Theorem 18. Let C be a convex, τλ-closed, bounded subset of L1(λ). The following are equivalent.
(a) P : (Cw∗ ,w∗) → (C, τλ) is continuous.
(b) C is a good set.
It turns out that the fact that C is good may be described intrinsically in L1(λ), without reference to the second
dual L∗∗1 (λ). We explain these ideas in detail.
Definition 19. Let S be a subset of L1(λ). We say that S is a pluriweak-to-measure-continuity set if for every function
q ∈ L∞(λ) ∩ L1(λ) with q(x) > 0 a.e. the following holds: if {fa}a∈A is a net in S, f ∈ L1(λ), and qfa →a∈A qf ,
w.r.t. the weak topology σ(L1(λ),L∞(λ)), then
fa →a∈A f, w.r.t. τλ.
Theorem 20. Let C be a τλ-closed, bounded, convex subset of L1(λ). The following are equivalent.
(1) C is a good set.
(2) C is a pluriweak-to-measure-continuity set.
Proof. (1) ⇒ (2). Let q ∈ L∞(λ) ∩ L1(λ) with q(x) > 0 for almost all x ∈ Ω . Let {fa}a∈A be a net in C, f ∈
L1(λ) with qfa →a∈A qf , w.r.t. the weak topology σ(L1(λ),L∞(λ)). We have to prove that fa →a∈A f , w.r.t. the
topology τλ.
Notice that if C is good, then the set qC := {qf : f ∈ C} is also a good set. Indeed, let {qfa}a∈A be a net in qC such
that qfa →a w = g + ν w.r.t. the weak∗ topology, where g ∈ L1(λ) and ν ∈ Ls . Since C is w∗-relatively compact we
can assume that fa →a h + μ with respect to the w∗-topology, for some h ∈ L1(λ) and μ ∈ Ls . But, by hypothesis,
fa →a h w.r.t. τλ. Also, qfa →a qh + qμ w.r.t. the w∗-topology; where qμ(v) := μ(qv), for all v ∈ L∞(λ). Since
qμ ∈ Ls , we see that qh = g. Further, qfa →a qh = g w.r.t. the topology τλ, and so qC is a good set.
Consider
qW := {qφ: φ ∈ W },
where qφ(v) := φ(qv), for all v ∈ L∞(λ). It is straightforward to check that qC is τλ-closed, bounded, convex set
in L1(λ), and that the weak∗-closure of qC in L∗∞(λ) is qW . Applying now Theorem 18, we see that the Yosida–
Hewitt projection
P : (qW,σ (L∗∞(λ),L∞(λ)))→ (qC, τλ)
is continuous. Also, qfa →a∈A qf w.r.t. the topology σ(L∗∞(λ),L∞(λ)); and consequently qfa →a∈A qf with re-
spect to τλ. Since q(x) > 0 almost everywhere and λ(Ω) < ∞, it follows that fa →a∈A f with respect to τλ; which
we wanted to prove.
(2) ⇒ (1). Fix a net {fa}a in C such that fa →a f + ν weak∗, where f ∈ L1(λ) and ν ∈ Ls . To show: fa →a f
w.r.t. the τλ-topology. We consider only the case where λ(Ω) < ∞. (See the Preliminaries.)
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such that λ(An) →n λ(Ω), and |ν|(An) = 0, for each n ∈N.
Let Qn := An\An−1, for all n ∈N, where A0 denotes the empty set. Define
q :=
∞∑
n=1
1
n
χQn.
Note that q ∈ L∞(λ) ⊆ L1(λ) and q(ω) > 0 for almost all ω ∈ Ω . By the proof of Bukhvalov and Lozanovskii [3,
Theorem 1′], it follows that qfa →a∈A qf , w.r.t. the topology σ(L1(λ),L∞(λ)). Consequently, hypothesis (2) implies
that fa →a∈A f , w.r.t. τλ. So, (2) ⇒ (1) is true. 
Combining Theorems 18 and 20 we have the following summarizing theorem.
Theorem 21. Let C be a τλ-closed, bounded, convex subset of L1(λ). The following are equivalent.
(1) P : (Cw∗ ,w∗) → (C, τλ) is continuous.
(2) C is good.
(3) C is a pluriweak-to-measure-continuity set.
As an application of the above ideas, let us characterize those closed subspaces X of L1(λ) for which the Yosida–
Hewitt projection P : (Bw∗X ,w∗) → (BX, τλ) is a continuous mapping. As a consequence, we shall see that there exist
bounded convex and τλ-compact sets for which the corresponding projection mapping is not continuous.
Let us recall some information. Firstly, if C is a subset of a closed subspace X of L1(λ), then(
Cσ(L
∗∗
1 (λ),L
∗
1(λ)), σ
(
L∗∗1 (λ),L∗1(λ)
))= (Cσ(X∗∗,X∗), σ (X∗∗,X∗)).
Also, by Goldstine’s theorem, Bσ(X
∗∗,X∗)
X = BX∗∗ . Finally, the unit ball BX is τλ-closed if and only if X∗∗ = X ⊕1
(X∗∗ ∩ pfa(λ)). (This fact is a direct consequence of the Bukhvalov and Lozanovski theorem. It is also proved in [9].)
Lemma 22. Assume that C is a convex, bounded, τλ-closed subset of a subspace X of L1(λ), such that X is isometric
to the dual of an M-ideal. Then C is τλ-compact if and only if C is a good set.
Proof. We have to prove that τλ-compactness implies that C is a good set.
By our hypotheses, we know from Theorem I.3 of [10] that X∗∗ = X ⊕1 E⊥ where X = E∗, E⊥ = X∗∗ ∩Ls and
the subspace E can be written as
E = {x∗ ∈ X∗: x∗|BX is τλ-continuous}.
Let {fα}α be a net in C such that fα →α f + ν w.r.t. the σ(X∗∗,X∗) topology where f ∈ C and ν ∈ X∗∗ ∩Ls = E⊥.
Then fα →α f w.r.t. the σ(X,E) topology. Since C is bounded, we can assume WLOG that {fα}α is a net in BX , and
since C is τλ-compact, we can also WLOG assume, by passing to a cofinal subnet if necessary, that for some g ∈ C,
fα →α g w.r.t. τλ.
Let e ∈ E. From the definition of E we have limα e(fα) = e(f ) = e(g). That implies that e(f − g) = 0 for every
e ∈ E. Since E separates X we deduce that f = g and that fα →α f w.r.t. τλ.
Removing our “WLOG” statements above, we see that we have actually shown that every cofinal subnet {fαβ }β
of {fα}α has a further cofinal subnet that converges w.r.t. τλ to f . Thus, fα →α f in the τλ-topology, as desired. 
Corollary 23. Let X be an isometric subspace of L1(λ) whose unit ball BX = X∩BL1 is τλ-closed. Then the following
are equivalent.
(a) The Yosida–Hewitt projection P : BX∗∗ → BX is weak∗-to-τλ continuous.
(b) X is isometric to the dual of an M-ideal E contained in X∗, and τλ and the σ(X,E) topologies coincide on BX .
(c) BX is a good set.
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[7, Theorem V.5.7, p. 429]) we deduce that Xs = X∗∗ ∩Ls is weak∗-closed in L∗∗1 (λ). Now from [15, IV.1.9, IV.3.10]
we deduce that X is the dual of a Banach space E which is an M-ideal, that is, X∗∗ = X ⊕1 E⊥ where E is the
subspace
E = {x∗ ∈ X∗: x∗|BX is τλ-continuous}.
So, i : (BX, τλ) → (BX,σ (X,E)) is continuous. Since the continuity of the projection P implies that (BX, τλ) is
compact and (BX,σ (X,E)) is a Hausdorff topological space, we obtain that τλ and the σ(X,E)-topology agree
on BX .
(b) ⇒ (c). Clearly (b) implies that BX is τλ-compact. So, by Lemma 22, BX is a good set.
(c) ⇒ (a). This is a consequence of Theorem 18. 
Remark 24. Note that the equivalence (a) if and only if (b) was first given in [11, 3.8(ii) and 2.7], where it is also
shown that these statements are equivalent to saying that the topology τλ is compact and locally convex on BX .
Example 25 (Example of a τλ-compact set which is not a good set). In [12, Théorème 7] we find an example of a
subspace X of L1[0,1] such that its unit ball BX is τλ-compact but not locally convex for the topology of convergence
in measure. By Corollary 23 the above implies that BX is not a good set. This is the example foreshadowed in
Remark 6 above. In summary, the converse of (3) ⇒ (2) in Theorem 0 stated in the Introduction of this paper is
generally false.
Remark 26. An example of a subspace X of L1(λ) which satisfies the hypotheses and conditions of Corollary 23
is any isometric copy of 1. In the next section we give an example of a non-1 subspace X of L1[0,1] such that
P : BX∗∗ → BX is w∗-to-τλ continuous.
We finish this section with the following diagram which summarizes the results obtained throughout the paper and
stated in Theorem 0 in the Introduction:
Let C be a norm-bounded convex, τλ-closed subset of L1(λ). Endow C with the topology τλ and Cw
∗
with the
σ(L1(λ)∗∗,L1(λ)∗)-topology. Consider the Yosida–Hewitt projection P : (Cw∗ , σ (L1(λ)∗∗,L1(λ)∗) → (C, τλ). The
following diagram holds:
P is continuous P is a compactness preserving mapping P is sequentially continuous
C is a good set C is a τλ-compact set C is a Schur set.
Moreover, the above examples show that the converses of the horizontal arrows do not hold.
6. Applications of the pluriweak-to-measure characterization of the continuity of P
In this section we will discuss three examples of τλ-closed, bounded, convex subsets C of L1(λ) such that P :
(Cw
∗
,w∗) → (C, τλ) is continuous. We will see that condition (3) of Theorem 21 is a useful tool in proving the
continuity of P .
Example 27. Let (fn) be a bounded sequence in L1(λ) such that supp(fn)∩ supp(fm) = ∅ if n = m, and each fn = 0.
Define
C =
{ ∞∑
n=1
tnfn:
∞∑
n=1
|tn| 1
}
.
It is clear that C is convex and bounded. It is also easy to prove that C is τλ-closed. Let us prove that C is a good set.
Note that one can do this by first noting that X := the closed, linear span of {fn: n ∈ N} is an isometric copy of 1
in L1(λ). Then one can directly verify condition (b) of Corollary 23, to see that BX is a good set. (This was alluded to
M.A. Japón Pineda, C. Lennard / J. Math. Anal. Appl. 342 (2008) 1–16 13in Remark 26 above.) Note that WLOG, C ⊆ BX . Next, by the remarks following Definition 17, C is good. Instead,
let us present in detail a proof that shows the utility and simplicity of applying condition (3) of Theorem 21.
Proposition 28. C is a good set.
Proof. Fix a function q ∈ L∞(λ)∩L1(λ) with q(x) > 0 a.e. Consider (uα)α∈A a net in C such that quα →α qu w.r.t.
the σ(L1(λ),L∞(λ)) topology. We will prove that uα →α u w.r.t. the topology τλ. In the same way as before we have
that
uα =
∞∑
n=1
tαn fn with
∞∑
n=1
|tαn | 1 for every α ∈ A,
and that the net tα = (tαn )n tends to some t = (tn)n ∈ 1 w.r.t. the σ(1, c0) topology. Therefore, uα →α f :=∑∞
n=1 tnfn pointwise a.e. So, uα →α f w.r.t. the topology τλ. We will be done once we prove that f = u.
Denote by Y the closed subspace of L1(λ) spanned by the sequence gn = fnq for n = 1,2, . . . . From above,
uq ∈ Y . Also, (gn)n is a basic sequence (since it is pairwise disjointly supported); and so there exists a sequence of
scalars (γn) with
uq =
∞∑
n=1
γngn.
We are going to prove that tn = γn for every n ∈ N. Let (g∗n)n ⊂ L∞(λ) be the biorthogonal functionals of (gn) (i.e.,
g∗n(gm) = δn,m). Then for every m ∈N we have
tαm = g∗m
( ∞∑
n=1
tαn gn
)
= g∗m(uαq) →α g∗m(uq) = g∗m
( ∞∑
n=1
γngn
)
= γm.
The above implies that γm = tm for every m ∈N; and consequently f = u. 
Example 29 (A non-1-subspace X of L1[0,1] such that P : BX∗∗ → BX is w∗-to-τλ continuous). Let (rk)k denote
the Rademacher sequence. For every j ∈N and k ∈ {1, . . . , j + 1} we define the functions
u
j
k(x) = 2j rk
[
2j
(
x −
(
2j−1 − 1
2j−1
))]
if x ∈ [1 − 1/2j−1,1 − 1/2j ] and zero otherwise.
Theorem 30. Let X be the closed subspace of L1[0,1] spanned by the functions {ujk} for j ∈ N, k ∈ {1, . . . , j + 1}.
Then X is isometric to the dual of an M-ideal E, and the topologies τλ and σ(X,E) agree on BX . Furthermore, X is
not isomorphic to the space 1; although X is isometric to a subspace of 1.
Proof. Consider the Banach space S =∑∞j=1 ⊕1j+12 ; i.e.,
S =
{
β = (βjk )j∈N;k∈{1,...,j+1} ∈RN: ‖β‖S :=∑
j∈N
(
j+1∑
k=1
∣∣βjk ∣∣2
)1/2
< +∞
}
.
Notice that X and S are isomorphic Banach spaces. Indeed, let β = (βjk )j∈N;k∈{1,...,j+1} be a finitely non-zero
sequence of real numbers. Then∥∥∥∥∥
∑ j+1∑
β
j
k u
j
k
∥∥∥∥∥ =
∑∥∥∥∥∥
j+1∑
β
j
k u
j
k
∥∥∥∥∥ =
∑∥∥∥∥∥
j+1∑
β
j
k rk
∥∥∥∥∥
j∈N k=1 1 j∈N k=1 1 j∈N k=1 1
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we obtain that X and S are isomorphic Banach spaces. In fact, there are some positive constants A,B such that
A
∑
j∈N
(
j+1∑
k=1
∣∣βjk ∣∣2
)1/2

∥∥∥∥∥
∑
j∈N
j+1∑
k=1
β
j
k u
j
k
∥∥∥∥∥
1
 B
∑
j∈N
(
j+1∑
k=1
∣∣βjk ∣∣2
)1/2
. (1)
From (1) we also obtain that the sequence {ujk}j∈N;k∈{1,...,j+1} is a basis for X.
To prove that X and 1 are not isomorphic Banach spaces we check that there is no isomorphism between S and 1.
By Grothendieck’s inequality [13] and its consequences [21] (also see, for example, [22, Theorems 2.b.5, 2.b.7, 2.b.9]),
we know that if a Banach space is isomorphic to 1, then it has, up to equivalence, a unique normalized unconditional
basis.
Consider the sequence (en)n, where en is the vector with 1 in the n-place and 0 in the rest. This sequence forms a
normalized unconditional basis for both 1 and S. However, they are not equivalent.
For every N ∈ N define the finite sequence αN = (βN,jk : j ∈ N, k ∈ {1, . . . , j + 1}) where βN,jk = 0 for all
k ∈ {1, . . . , j + 1} if j ∈N \ {N}, and βN,Nk = 1/(N + 1) for all k ∈ {1, . . . ,N + 1}. It is easy to check that
∥∥αN∥∥
1
= 1 and ∥∥αN∥∥
S
=
(
1
N + 1
)1/2
for all N ∈N. This shows that (en) as a basis in 1 and (en) as a basis in S are not equivalent; and so 1 and S are not
isomorphic.
Also, it is not difficult to check that the space S is a dual Banach space whose predual can be identified with the
space
J =
{
α = (αjk )j∈N;k∈{1,...,j+1}:
[(
j+1∑
k=1
∣∣αjk ∣∣2
)1/2]
j∈N
∈ c0
}
with ‖α‖J := supj∈N(
∑j+1
k=1 |αjk |2)1/2.
Let us now consider the unit ball BX of X. Using that {ujk}j∈N;k∈{1,...,j+1} is a basis for X, and that S is isometric
to the dual of the space J , it is straightforward to prove the following claim.
Claim 1. BX is τλ-closed.
Similarly to the proof of Proposition 28 above, using Theorem 21(3) and the σ(S,J ) topology in place of the
σ(1, c0) topology, one can prove the following:
Claim 2. BX is a good set.
To see that X is isometric to a subspace of 1, consider the family (Gjk)j∈N;k∈{1,...,2j } of subsets of [0,1] defined
by
G
j
k :=
[
1 − 1
2j−1
+ k − 1
22j
,1 − 1
2j−1
+ k
22j
)
,
for all j ∈ N and k ∈ {1, . . . ,2j }. Then the family (f jk := 22jχGjk )j∈N;k∈{1,...,2j } is a norm one, disjointly supported
family in L1[0,1] that spans an isometric copy Z of 1. By its definition, X is clearly an isometric subspace of Z.
Moreover, these ideas give us another way to see that BX is a good set. Indeed, BZ is a good set by Proposition 28
above; and so BX ⊆ BZ is a good set by the remarks following Definition 17. 
Example 31. Define the subset S of L1[0,1] by
S := {f ∈ L1[0,1]: f  0 a.e., f is decreasing a.e. and ‖f ‖1  1}.
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[0,1] →R (i.e., for all u < v in [0,1], g(u) g(v)) such that f = g almost everywhere.
This set S is clearly convex and norm bounded. In [18] it is shown that S is τλ-compact but not norm compact.
Next, for every ε ∈ (0,1), we define
Qε :=
{
f (ε) := f χ[ε,1]: f ∈ S
}
.
In [18] it is shown that each Qε is norm compact.
Theorem 32. S is a good set.
Proof. We will verify condition (3) of Theorem 21. Fix a function q ∈ L∞(λ) ∩ L1(λ) with q(x) > 0 a.e. Consider
(fα)α∈A a net in S such that qfα →α qf ∈ L1[0,1] w.r.t. the σ(L1(λ),L∞(λ)) topology. We will prove that fα →α f
w.r.t. the topology τλ.
We know that S is τλ-compact. Passing to a cofinal subnet if necessary, we may assume WLOG that fα →α h
w.r.t. τλ, for some h ∈ S. It remains to show that h = f .
Fix ε ∈ (0,1). Consider the net (f (ε)α = fαχ[ε,1])α∈A in Qε . Since Qε is norm compact, there exists a co-
final subnet (f (ε)αβ )β∈B and u ∈ S such that f (ε)αβ →β u(ε) in L1[0,1]-norm. Since q ∈ L∞[0,1], it follows that
qf
(ε)
αβ →β qu(ε) in L1(λ)-norm; and thus also w.r.t. the σ(L1(λ),L∞(λ)) topology. But by hypothesis, qfα →α qf
w.r.t. the σ(L1(λ),L∞(λ)) topology. Consequently, u(ε) = f (ε).
It follows that f (ε)αβ →β f (ε) in L1[0,1]-norm; and hence also w.r.t. the topology τλ. We may repeat this argument
for any cofinal subnet of (fα)α∈A, and so we see that f (ε)α →α f (ε) w.r.t. τλ. But we know already that fα →α h
w.r.t. τλ.
We conclude that for all ε ∈ (0,1), for almost all x ∈ [ε,1], h(x) = f (x). Thus, h = f . 
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