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PLM was first considered by Engle et al. \[[@CR1]\], and now is one of the most widely used statistical models. It can be applied in almost every field, such as engineering, economics, medical sciences and ecology, etc. There are many authors (see \[[@CR2]--[@CR8]\]) concerned with various estimation methods to obtain estimators of the unknown parameters and nonparameters for partially linear model. Deep results such as asymptotic normality of estimators have been obtained.

In this paper, by a difference-based approach, we will use the ordinary least square and wavelet to investigate model ([1](#Equ1){ref-type=""}). The differencing procedures provide a convenient means for introducing nonparametric techniques to practitioners in a way which parallels their knowledge of parametric techniques, and differencing procedures may easily be combined with other procedures. For example, Wang et al. \[[@CR9]\] obtained a difference-based approach to the semiparametric partially linear model. Tabakan et al. \[[@CR10]\] studied a difference-based ridge in partially linear model. Duran et al. \[[@CR11]\] investigated the difference-based ridge and Liu type estimators in semiparametric regression models. Hu et al. \[[@CR12]\] used a difference-based Huber Dutter estimator (DHD) to obtain the root variance *σ* and parametric *β* for partially linear model. Wu \[[@CR13]\] constructed the restricted difference-based Liu estimator for the parametric component of partially linear model. However, in the majority of the previous work it is assumed that errors are independent. The asymptotic problem of difference-based estimators of partially linear model with dependent errors is in practice important. In this paper, we use a difference-based and ordinary least square method to study the partially linear model with dependent errors.
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                \begin{document}$e_{i}$\end{document}$ we confine ourselves to negatively superadditive dependent (NSD) random variables. There are many applications of NSD random variables in multivariate statistical analysis; see \[[@CR14]--[@CR23]\]. Hence, it is meaningful to study the properties of NSD random variables. The formal definition of NSD random variables is the following.

Definition 1 {#FPar1}
------------

(Kemperman \[[@CR24]\])
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Definition 2 {#FPar2}
------------

(Hu \[[@CR25]\])
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In addition, using the wavelet method (see \[[@CR26]--[@CR29]\]), the weak convergence rate and asymptotic normality of the estimator of $\documentclass[12pt]{minimal}
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Throughout the paper we fix the following notations. $\documentclass[12pt]{minimal}
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Estimation method {#Sec2}
=================
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d_{0} & d_{1} & d_{2} & \cdots & d_{m} & 0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & d_{0} & d_{1} & d_{2} & \cdots & d_{m} & 0 & \cdots & \cdots & \cdots & \cdots & 0 \\
 \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & 0 & d_{0} & d_{1} & d_{2} & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & d_{0} & d_{1} & d_{2} & \cdots & d_{m} \\
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As a usual regression model, the ordinary least square estimator $\documentclass[12pt]{minimal}
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In the following, we use wavelet techniques to estimate $\documentclass[12pt]{minimal}
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Preliminary conditions and lemmas {#Sec3}
=================================

In this section, we give the following conditions and lemmas which will be used to obtain the main results. $\documentclass[12pt]{minimal}
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Remark 3.1 {#FPar3}
----------

Condition (C1) is standard and often imposed in the estimator of partial linear models, once can refer to Zhao et al. \[[@CR31]\]. Conditions (C2)--(C5) are used by Hu et al. \[[@CR29]\]. Therefore, our conditions are very mild and can easily be satisfied.

Lemma 3.1 {#FPar4}
---------

(Hu \[[@CR25]\])
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Proof {#FPar7}
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Remark 3.2 {#FPar8}
----------
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Lemma 3.4 {#FPar9}
---------
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Proof {#FPar10}
-----

For a pair of random variables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Z_{1}=\sum_{i\in A}a_{i}X_{i}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Z_{2}=\sum_{j\in B}a_{j}X_{j}$\end{document}$, we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} H(z_{1},z_{2})=P(Z_{1}\leq z_{1}, Z_{2}\leq z_{2})-P(Z_{1}\leq z_{1})P(Z_{2} \leq z_{2}). \end{aligned}$$ \end{document}$$ Denote by $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$F(z_{1},z_{2})$\end{document}$ the joint distribution functions of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(Z_{1},Z_{2})$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$F_{Z_{1}}({z_{2}}),F_{Z_{2}}({z_{2}})$\end{document}$ the marginal distribution function of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${Z_{1}},{Z_{2}}$\end{document}$, one gets $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \operatorname{Cov}(Z_{1},Z_{2})&=E(Z_{1}Z_{2})-E(Z_{1})E(Z_{2}) \\ & = \int \!\!\int\bigl[F(z_{1},z_{2})-F_{Z_{1}}(z_{1})F_{Z_{2}}(z_{2}) \bigr]\,dz_{1}\,dz_{2}= \int\!\! \int H(z_{1},z_{2})\,dz_{1} \,dz_{2}, \end{aligned}$$ \end{document}$$ this relation was established in Lehmann \[[@CR32]\] for any two random variables $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Z_{1}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Z_{2}$\end{document}$ with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{Cov}(Z_{1},Z_{2})$\end{document}$ exist. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f,g$\end{document}$ are complex valued function on **R** with derivatives $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$f',g'<\infty$\end{document}$, then we have $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} & \bigl\vert \operatorname{Cov}\bigl(f(Z_{1}),g(Z_{2})\bigr) \bigr\vert \\ &\quad = \int\!\! \int f'(Z_{1})g'(Z_{2})H(z_{1},z_{2}) \, dz_{1}\,dz_{2} \\ &\quad \leq \int\!\! \int \bigl\vert f'(Z_{1}) \bigr\vert \bigl\vert g'(Z_{2}) \bigr\vert \bigl\vert H(z_{1},z_{2}) \bigr\vert \,dz_{1} \,dz_{2}\leq \bigl\Vert f' \bigr\Vert _{\infty}\bigl\Vert g' \bigr\Vert _{\infty}\bigl\vert \operatorname{Cov}(Z_{1},Z_{2}) \bigr\vert . \end{aligned}$$ \end{document}$$ The proof is completed. □

Lemma 3.5 {#FPar11}
---------

*Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{e_{n}, n\geq1\}$\end{document}$ *be a sequence of NSD random variable with* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Ee_{n}=0$\end{document}$. *Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\tilde{e}_{i_{j}}=\sum_{q=0}^{m}d_{q}e_{i_{j}+q}$\end{document}$, *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$|i_{j}-i_{k}|>m$\end{document}$ *if* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$j\neq k$\end{document}$. *Then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \Biggl\vert E\exp \Biggl(\mathrm{i}\sum_{j=1}^{n}t_{i_{j}} \tilde {e}_{i_{j}} \Biggr)-\prod_{j=1}^{n}E \exp (\mathrm{i}t_{i_{j}}\tilde {e}_{i_{j}} ) \Biggr\vert \leq- \sum_{ j=1}^{n}\sum _{k=j+1}^{n}\sum_{q1=0}^{m} \sum_{q2=0}^{m}t^{2}_{0}\operatorname{Cov} (e_{i_{j}+q1},e_{i_{k}+q2} ), \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathrm{i}=\sqrt{-1}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sum_{q=0}^{m}d_{q}=0$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sum_{q=0}^{m}d^{2}_{q}=1$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t_{i_{1}}, t_{i_{2}}, \ldots, t_{i_{n}}$\end{document}$ *are real numbers with* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$|t_{i_{j}}|\leq t_{0}$\end{document}$.

Proof {#FPar12}
-----
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Lemma 3.6 {#FPar13}
---------

(Hu et al. \[[@CR29]\])
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Lemma 3.7 {#FPar14}
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(Rao \[[@CR33]\])
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Lemma 3.8 {#FPar15}
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(Yu et al. \[[@CR34]\])
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Main results and their proofs {#Sec4}
=============================

Theorem 4.1 {#FPar16}
-----------
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Proof {#FPar17}
-----
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Hence, by Lemma [3.7](#FPar14){ref-type="sec"}, ([24](#Equ24){ref-type=""}) holds and the proof is completed. □

Corollary 4.1 {#FPar18}
-------------
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Proof {#FPar21}
-----

We can prove Theorem [4.2](#FPar20){ref-type="sec"} by a similar argument to Theorem [3.2](#FPar8){ref-type="sec"} of Hu et al. \[[@CR12]\], so we omit the detail. □

Theorem 4.3 {#FPar22}
-----------

*Under the Conditions of Theorem *[4.2](#FPar20){ref-type="sec"}, *we have* $$\documentclass[12pt]{minimal}
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Proof {#FPar23}
-----
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A simulation example {#Sec5}
====================

In this section, we perform a simulation example to verify the accuracy of Theorem [4.1](#FPar16){ref-type="sec"} and Theorem [4.3](#FPar22){ref-type="sec"}. Consider the partially linear model $$\documentclass[12pt]{minimal}
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Conclusions {#Sec6}
===========

In this paper, we use a difference-based and ordinary least square (DOLS) method to obtain the estimator of the unknown parametric component *β* of the partial linear model with dependent errors. In addition, we investigate the asymptotic normality for the DOLS estimator of *β* and wavelet estimator of $\documentclass[12pt]{minimal}
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                \begin{document}$f(\cdot)$\end{document}$. Thus, we extend some results of Hu et al. \[[@CR12]\] to the partially linear model with NSD errors. Furthermore, NSD random variables contain negatively associated random variables. Therefore, it is an interesting subject to investigate the limit properties of the difference-based estimator for a partially linear model with NSD errors in future studies.
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