Uplink-Downlink Duality Between Multiple-Access and Broadcast Channels
  with Compressing Relays by Liu, Liang et al.
Uplink-Downlink Duality Between Multiple-Access
and Broadcast Channels with Compressing Relays
Liang Liu, Ya-Feng Liu, Pratik Patil, and Wei Yu
Abstract
Uplink-downlink duality refers to the fact that under a sum-power constraint, the capacity regions of a Gaussian
multiple-access channel and a Gaussian broadcast channel with Hermitian transposed channel matrices are identical.
This paper generalizes this result to a cooperative cellular network, in which remote access-points are deployed
as relays in serving the users under the coordination of a central processor (CP). In this model, the users and
the relays are connected over noisy wireless links, while the relays and the CP are connected over noiseless
but rate-limited fronthaul links. Based on a Lagrangian technique, this paper establishes a duality relationship
between such a multiple-access relay channel and broadcast relay channel, when the relays use compression-based
strategies. Specifically, we show that under the same total transmit power constraint and individual fronthaul rate
constraints, the achievable rate regions of the Gaussian multiple-access and broadcast relay channels are identical,
when either independent compression or Wyner-Ziv and multivariate compression strategies are used. The key
observations are that if the beamforming vectors at the relays are fixed, the sum-power minimization problems
under the achievable rate and fronthaul constraints in both the uplink and the downlink can be transformed into
either a linear programming or a semidefinite programming problem depending on the compression technique,
and that the uplink and downlink problems are Lagrangian duals of each other. Moreover, the dual variables
corresponding to the downlink rate constraints become the uplink powers; the dual variables corresponding to the
downlink fronthaul constraints become the uplink quantization noises. This duality relationship enables an efficient
algorithm for optimizing the downlink transmission and relaying strategies based on the uplink.
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1I. INTRODUCTION
There is a curious uplink-downlink duality between the Gaussian multiple-access channel with a
multiple-antenna receiver and the Gaussian broadcast channel with a multiple-antenna transmitter — under
the same total power constraint, the uplink and downlink achievable rate regions with linear processing,
or respectively the uplink and downlink capacity regions with optimal nonlinear processing, are identical
[1]. While the traditional multiple-access and broadcast channel models are suited for an isolated wireless
cellular system with a single base-station (BS), in this paper, we are motivated by a generalization of
this model to cooperative cellular networks in which BSs cooperate over rate-limited digital links to a
central processor (CP) in communicating with the users. In this model, the BSs in effect act as remote
radio-heads with finite-capacity fronthaul links and function as relays between the CP and the users. The
aim of this paper is to establish an uplink-downlink duality between achievable rate regions of such a
Gaussian multiple-access relay channel and a Gaussian broadcast relay channel.
The centralized cooperative communication architecture, in which multiple relay-like BSs cooperatively
serve the users under the coordination of a CP, is an appealing solution to the ever-increasing demand for
mobile broadband in future wireless communication networks, because of its ability to mitigate intercell
interference. Under the above architecture, the users and the relay-like BSs are connected by noisy wireless
channels, while the relay-like BSs and the CP are connected by noiseless fronthaul links of finite rate
limit, as shown in Fig. 1. In the uplink, the users transmit their signals and the relay-like BSs forward
their received signals to the CP for joint information decoding, while in the downlink, the CP jointly
encodes the user messages and sends them to the relay-like BSs to transmit to the users. Because the
CP can jointly decode and encode the user messages, this cooperative architecture can effectively utilize
cross-cell links to enhance message transmission, instead of treating signals from neighboring cells as
interference, thus enabling a significant improvement in the overall network throughput. In the literature,
there are several terminologies to describe the above centralized cellular architecture, including coordinated
multipoint (CoMP) [2], distributed antenna system (DAS) [3], cloud radio access network (C-RAN) [4],
cell-free massive multiple-input multiple-output (MIMO) [5], etc. All of these systems can be modeled
by the multiple-access relay channel in the uplink and the broadcast relay channel in the downlink as
discussed above, where the hop between the users and the relays is wireless, while the hop between the
relays and the CP is digital.
When the capacities of all the fronthaul links are infinite, the above model reduces to the traditional
multiple-access and broadcast channels. In this case, the relays can simply be treated as remote antennas
of a single virtual BS over the entire network. From the existing literature, we know that there exists a
duality relationship between the multiple-access channel and the broadcast channel [1], [6]–[12], which
2Fig. 1. Cooperative cellular network in which the relay-like BSs are connected to the CP via rate-limited fronthaul links and the user
messages are jointly encoded/decoded at the CP.
states that given the same sum-power constraint, any rate-tuple achievable in the uplink is also achievable
in the downlink, and vice versa. This duality holds under both linear and nonlinear receiving/precoding
at the BS. We now ask the following question: If the capacity of the fronthaul links is finite, does a
similar uplink-downlink duality relationship hold? The answer to this question depends on not only the
joint processing scheme at the CP, but also the relaying strategies employed at the BSs. In practical
implementations, a variety of ways of jointly optimizing the utilization of fronthaul and the wireless
links have been proposed, e.g., for CoMP [13], [14], DAS [15], C-RAN [16]–[21], and cell-free massive
MIMO [22]–[24]. This paper provides an affirmative answer to the above question in the sense that if the
compression-based strategies are utilized over the fronthaul links, then indeed the achievable rate regions of
the Gaussian multiple-access relay channel and the Gaussian broadcast relay channel are identical under
the same sum-power constraint and individual fronthaul capacity constraints. This duality relationship
holds with either independent compression [16], [19], [20], [25] or Wyner-Ziv/multivariate compression
[16]–[18], [21] at the relays, and with either linear or nonlinear processing at the CP.
A. Prior Works on Uplink-Downlink Duality
1) Linear Encoding and Linear Decoding: The uplink-downlink duality between the multiple-access
channel and the broadcast channel is first established in the case of linear encoding/decoding while treating
interference as noise. Assuming single-antenna users and a multiple-antenna BS, the main result is that
any signal-to-interference-plus-noise ratio (SINR) tuple that is achievable in the multiple-access channel
can also be achieved in the broadcast channel under the same sum-power constraint, and vice versa. This
3duality has been proved in [6]–[9], [11] as follows. First, it is shown that if the receive beamforming
vectors in the multiple-access channel and the transmit beamforming vectors in the broadcast channel
are identical, then the feasibility conditions to ensure that an SINR-tuple can be achieved for both the
multiple-access and the broadcast channels via power control are the same. The key observation is that a
feasible power control solution exists if and only if the spectral radius of a so-called interference matrix
is less than one [26], while given the same receive/transmit beamforming vectors and SINR targets, the
spectral radii of the interference matrices of the multiple-access and the broadcast channels are the same.
Moreover, it is shown that given the same transmit/receive beamforming vectors, the minimum total
transmit power to achieve a set of feasible SINR targets in the uplink is the same as that to achieve the
same set of SINR targets in the downlink. As a result, the achievable SINR regions of the multiple-access
and broadcast channels are identical under the same power constraint.
An alternative approach to proving the above duality result for the case of linear encoding and linear
decoding is based on the Lagrangian duality technique [10]. Specifically, given the receive/transmit
beamforming vectors, the power control problems of minimizing the total transmit power subject to
the users’ individual SINR constraints in the multiple-access channel and the broadcast channel are both
convex. Moreover, if the receive beamforming vectors and users’ SINR targets in the multiple-access
channel are the same as the transmit beamforming vectors and users’ SINR targets in the broadcast channel,
then the Lagrangian dual of the uplink sum-power minimization problem can be shown to be equivalent
to the downlink sum-power minimization problem, and vice versa. This shows that the achievable SINR
regions of the multiple-access channel and the broadcast channel are identical under the same sum-power
constraint.
2) Nonlinear Encoding and Nonlinear Decoding: The uplink-downlink duality between the multiple-
access channel and the broadcast channel is also established in the case of nonlinear encoding/decoding.
Assuming again the case of single-antenna users, the main result is that the sum capacity (and also the
capacity region) of the multiple-access channel, which is achieved by successive interference cancellation
[27], is the same as the sum capacity (or the capacity region) of the broadcast channel, which is achieved
by dirty-paper coding [28]. Similar to the linear encoding/decoding case [6]–[9], it is shown in [11] that
if the decoding order for successive interference cancellation is the reverse of the encoding order for
dirty-paper coding, and the uplink receive beamforming vectors are the same as the downlink transmit
beamforming vectors, then the feasibility conditions to ensure that an SINR-tuple can be achieved in both
the multiple-access channel and the broadcast channel via power control are the same. Moreover, it is
shown in [11] that if each user achieves the same SINR in the multiple-access channel and the broadcast
channel, then the total transmit power in the uplink and downlink is the same. As a result, under the
4same sum-power constraint, the capacity region of the multiple-access channel is the same as the capacity
region of the broadcast channel achieved by dirty-paper coding. This duality result can be extended [1]
even to the case where the users are equipped with multiple antennas, using a clever choice of the transmit
covariance matrix for the broadcast channel to achieve each achievable rate-tuple in the multiple-access
channel and vice versa.
For the sum-capacity problem, there is also an alternative approach of establishing uplink-downlink
duality based on the Lagrangian duality of a minimax problem. Along this line, [12] shows that the sum
capacity of the broadcast channel can be characterized by a minimax optimization problem, where the
maximization is over the transmit covariance matrix, while the minimization is over the receive covariance
matrix. Since this minimax problem is a convex problem, it is equivalent to its dual problem, which is
another minimax problem in the multiple-access channel. Moreover, the optimal value of this new minimax
problem is shown to be exactly the sum capacity of the multiple-access channel. As a result, the sum
capacities of the multiple-access channel and the broadcast channel are the same.
3) Other Duality Results: Apart from the above results, the duality relationship is also established
for the multiple-access channel and the broadcast channel under different power constraints and encod-
ing/decoding strategies. For example, [29] shows that the power minimization problem in the broadcast
channel under the per-antenna power constraints is equivalent to the minimax problem in the multiple-
access channel with an uncertain noise. Moreover, [30] shows that the rate region of the broadcast
channel achieved by dirty-paper coding and under multiple power constraints is the same as that of the
multiple-access channel achieved by successive interference cancellation and under a weighted sum-power
constraint. Further, [31] shows that any sum rate achievable via integer-forcing in the MIMO multiple-
access channel can be achieved via integer-forcing in the MIMO broadcast channel with the same sum-
power and vice versa. In [32], the duality between the multiple-access channel and the broadcast channel
is extended to the scenario with a full-duplex BS. Moreover, the duality relationship is also investigated
for the multiple-access channel and the broadcast channel with amplify-and-forward relays. It is shown in
[33]–[35] that for both the two-hop and multihop relay scenarios, the user rate regions are the same in the
uplink and downlink under the same sum-power constraint. Finally, duality is used in [36] to characterize
the polynomial-time solvability of a power control problem in the multiple-input single-output (MISO)
and single-input multiple-output (SIMO) interference channels.
B. Overview of Main Results
This paper establishes a duality relationship between the multiple-access relay channel and the broadcast
relay channel when the compression-based relay strategies are used over the rate-limited fronthaul links
5between the CP and the relays. Both the users and the relays are assumed to be equipped with a single
antenna. In the uplink, each relay compresses its received signals from the users, and sends the compressed
signal to the CP via the fronthaul link. The CP first decompresses the signals from the relays, then jointly
decodes the user messages based on the decompressed signals. In the downlink, the CP jointly encodes
the user messages, compresses the transmit signals for the relays, and sends the compressed signals to the
relays via the fronthaul links. Then, each relay decompresses its received signal and transmits it to the
users. Compared to the classic uplink-downlink duality results in the literature, the novel contributions of
our work are as follows.
We show that under the same sum-power constraint and individual fronthaul capacity constraints, the
achievable rate regions of the multiple-access channel and the broadcast channel are identical using
compression-based relays, under the following four cases:
I: In the uplink, the relays compress their received signals independently and the CP applies the linear
decoding strategy. In the downlink, the CP applies the linear encoding strategy and compresses the
signals for the relays independently.
II: In the uplink, the relays compress their received signals independently and the CP applies the
successive interference cancellation strategy. In the downlink, the CP applies the dirty-paper coding
strategy and compresses the signals for the relays independently.
III: In the uplink, the relays apply the Wyner-Ziv compression strategy to compress their received signals
and the CP applies the linear decoding strategy. In the downlink, the CP applies the linear encoding
strategy and the multivariate compression strategy to compress the signals for the relays.
IV: In the uplink, the relays apply the Wyner-Ziv compression strategy to compress their received signals
and the CP applies the successive interference cancellation strategy. In the downlink, the CP applies
the dirty-paper coding strategy and the multivariate compression strategy to compress the signals for
the relays.
Note that the conventional uplink-downlink duality relationship between the multiple-access channel and
the broadcast channel [1], [6]–[12] is a special case of the duality relationship established in this work if
we assume the fronthaul links all have infinite capacities.
For Cases I and II with independent compression for the relays, we provide an alternative proof for the
duality relationship as compared to our previous work [37]. Specifically, the duality relationship is validated
based on the Lagrangian duality [38], which provides a unified approach for all the cases. In particular, we
show that given the transmit beamforming vectors in the downlink, the sum-power minimization problem
subject to the individual user rate constraints and individual fronthaul capacity constraints is a linear
program (LP) with strong duality. Then, it is shown that given the same receive and transmit beamforming
6vectors (and the reversed decoding order and encoding order for Case II) and under the same individual user
rate constraints as well as individual fronthaul capacity constraints, the uplink sum-power minimization
problem is equivalent to the Lagrangian dual of the downlink sum-power minimization problem. This
approach is similar to that used in [10] to verify the duality of the conventional multiple-access channel
and broadcast channel without relays. However, interesting new insights can be obtained when relays
are deployed between the CP and the users. Specifically, the dual variables associated with the user rate
constraints and the fronthaul capacity constraints in the downlink sum-power minimization problem play
the role of uplink user transmit powers and uplink relay quantization noise levels, respectively, in the dual
problem.
For Cases III and IV, we establish a novel duality relationship between Wyner-Ziv compression and
multivariate compression [39]. Intuitively, Wyner-Ziv compression over the noiseless fronthaul resembles
successive interference cancellation in the noisy wireless channel in the sense that the decompressed signals
can provide side information for decompressing the remaining signals. On the other hand, multivariate
compression in the noiseless fronthaul resembles dirty-paper coding in the noisy wireless channel in
the sense that it can control the interference caused by compression seen by the users. Despite the
well-known duality between successive interference cancellation and dirty-paper coding, the relationship
between these two compression strategies has not been established previously. We show in this work
that if the decompression order in Wyner-Ziv compression is the reverse of the compression order in
the multivariate compression, the uplink-downlink duality remains true between the multiple-access relay
channel and the broadcast relay channel.
To prove the above result, we use the Lagrangian duality approach similar to that taken in [10],
[12], rather than the approach of checking the feasibility conditions adopted in [6]–[9], [11]. This is
because under the Wyner-Ziv and multivariate compression strategies, the fronthaul rates are complicated
functions of the transmit powers and quantization noises. In this case, the fronthaul capacity constraints
are no longer linear in the variables, and the feasibility condition proposed in [26] for linear constraints
does not work. Despite the complicated fronthaul rate expressions, we reveal that under the multivariate
compression strategy in the broadcast relay channel, if the transmit beamforming vectors are fixed, the sum-
power minimization problem subject to individual user rate constraints and individual fronthaul capacity
constraints can be transformed into a convex optimization problem over the transmit powers as well as the
compression noise covariance matrix. Then, we characterize the dual problem of this convex optimization.
It turns out that if we interpret the dual variables associated with the user rate constraints as the uplink
transmit powers and some diagonal elements of the dual matrices associated with the fronthaul capacity
constraints as the uplink compression noise levels, then the Lagrangian dual of the broadcast relay channel
7problem is equivalent to the sum-power minimization problem in the multiple-access relay channel subject
to individual user rate constraints as well as a single matrix inequality constraint. In contrast to Cases I
and II with independent compression where the primal downlink problem is an LP and its dual problem
directly has individual fronthaul capacity constraints, here the problem is a semidefinite program (SDP),
and we need to take a further step to transform the single matrix inequality constraint into the individual
fronthaul capacity constraints under the Wyner-Ziv compression strategy via a series of matrix operations.
At the end, we show that at the optimal solution, all the user rate constraints and fronthaul capacity
constraints in the dual problem are satisfied with equality, and moreover there exists a unique solution to
this set of nonlinear equations. As a result, the dual of the broadcast relay channel problem is equivalent
to the multiple-access relay channel problem.
C. Organization
The rest of this paper is organized as follows. Section II describes the system model and characterizes the
achievable rate regions of the multiple-access relay channel and the broadcast relay channel under various
encoding/decoding and compression/decompression strategies. In Section III, the duality relationship
between the multiple-access channel and the broadcast relay channel with compression-based relays is
established. Sections IV to VII prove the duality for Cases I-IV, respectively, based on the Lagrangian
duality theory. We summarize the main duality relations in Section VIII and provide an application of
duality in optimizing the broadcast relay channel via its dual multiple-access relay channel in Section IX.
We conclude this paper with Section X.
Notation: Scalars are denoted by lower-case letters; vectors are denoted by bold-face lower-case letters;
matrices are denoted by bold-face upper-case letters. We use I to denote an identity matrix with an
appropriate dimension, 0x×y to denote a all-zero matrix with dimension of x× y. For a matrix A, A(x,y)
denotes the entry on the x-th row and the y-th column of A, and A(x1:y1,x2:y2) denotes a submatrix of A
defined by
A(x1:y1,x2:y2) =

A(x1,y1) · · · A(x1,y2)
... . . .
...
A(x2,y1) · · · A(x2,y2)
 .
For a square full-rank matrix S, S−1 denotes its inverse, and S  0 or S  0 indicates that S is a
positive semidefinite matrix or a positive definite matrix, respectively. For a matrix M of an arbitrary
size, MH , MT , and M ∗ denote the conjugate transpose, transpose and conjugate of M , respectively,
and rank(M ) denotes the rank of M . We use diag(x1, . . . , xK) to denote a diagonal matrix with the
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(b) Broadcast Relay Channel
Fig. 2. System model of the multiple-access relay channel and the broadcast relay channel.
diagonal elements given by x1, . . . , xK . For two real vectors x = [x1, . . . , xN ]T and y = [y1, . . . , yN ]T ,
x ≥ y means that xn ≥ yn, ∀n = 1, . . . , N .
II. SYSTEM MODEL AND ACHIEVABLE RATE REGIONS
The Gaussian multiple-access relay channel and the Gaussian broadcast relay channel considered in
this paper consist of one CP, M single-antenna relays, denoted by the set M = {1, . . . ,M}, and K
single-antenna users, denoted by the set K = {1, . . . , K}, as shown in Fig. 2, where each relay m ∈ M
is connected to the users over the wireless channels and to the CP via the noiseless digital fronthaul link
of capacity Cm bits per symbol (bps). For the multiple-access relay channel, the overall channel from
user k ∈ K to all the relays is denoted by
hk = [h1,k, . . . , hM,k]
T , ∀k ∈ K, (1)
where hm,k denotes the channel from user k ∈ K to relay m ∈M; in the dual broadcast relay channel, the
overall channel from all the relays to user k ∈ K is the Hermitian transpose of the corresponding uplink
channel, i.e., hHk . Further, we assume a sum-power constraint P for all the users in the multiple-access
relay channel, and the same sum-power constraint P for all the relays in the broadcast relay channel.
In the following, we review the compression-based relaying strategies [4], [40] for the multiple-access
relay channel and the broadcast relay channel in detail. These compression-based strategies are simplified
versions of the more general relaying strategies for the multihop relay networks studied in [41], [42]. In
particular, the compression-based strategies considered in this paper take the approach of separating the
encoding/decoding of the relay codeword and the encoding/decoding of the user messages, in contrast to
the joint encoding/decoding approach in [41], [42]. In several specific cases [17], [43], these simplified
9strategies can be shown to already achieve the capacity regions of the specific Gaussian multiple-access
and broadcast relay channels to within a constant gap.
A. Multiple-Access Channel with Compressing Relays
The Gaussian multiple-access relay channel model is as shown in Fig. 2(a). The discrete-time baseband
channel between the users and the relays can be modelled as
yul1
...
yulM
=

h1,1 · · · h1,K
... . . .
...
hM,1 · · · hM,K


xul1
...
xulK
+

zul1
...
zulM
 , (2)
where xulk denotes the transmit signal of user k, ∀k ∈ K, and zulm ∼ CN (0, σ2) denotes the additive white
Gaussian noise (AWGN) at relay m, ∀m ∈M.
Transmission and relaying strategies for the multiple-access relay channel have been studied extensively
in the literature [14], [16]–[18], [44]. In this paper, we assume the following strategy in which each user
transmits using a Gaussian codebook, i.e.,
xulk =
√
pulk s
ul
k , ∀k ∈ K, (3)
where sulk ∼ CN (0, 1) denotes the message of user k, and pulk denotes the transmit power of user k. As a
result, the total transmit power of all the users is expressed as
P ul({pulk }) =
K∑
k=1
E[|xulk |2] =
K∑
k=1
pulk . (4)
After receiving the wireless signals from the users, we assume that relay m compresses yulm and sends
the compressed signals to the CP, ∀m. We assume a Gaussian compression codebook and model the
quantization noise introduced in the compression process as an independent Gaussian random variable,
i.e,
y˜ulm = y
ul
m + e
ul
m =
K∑
k=1
hm,kx
ul
k + z
ul
m + e
ul
m, ∀m ∈M, (5)
where eulm ∼ CN (0, qulm) denotes the compression noise at relay m, with qulm ≥ 0 denoting its variance.
While the Gaussian compression codebook is not necessarily optimal [44], it gives tractable achievable
rate regions. Note that eulm’s are independent of y
ul
m’s and are independent across m. In other words, if we
define eul = [eul1 , . . . , e
ul
M ]
T , then it follows that
E
[
eul
(
eul
)H]
= diag(qul1 , . . . , q
ul
M)  0. (6)
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After receiving the compressed signals, the CP first decodes the compression codewords then decodes
each user’s message based on the beamformed signals, i.e.,
s˜ulk = w
H
k y˜
ul, ∀k ∈ K, (7)
where wk = [wk,1, . . . , wk,M ]T with ‖wk‖2 = 1 denotes the receive beamforming vector for user k’s
message, and y˜ul = [y˜ul1 , . . . , y˜
ul
M ]
T denotes the collective compressed signals from all the relays.
1) Compression Strategies: We consider two compression strategies at the relays in this work: the
independent compression strategy and the Wyner-Ziv compression strategy. If independent compression
is performed across the relays, the fronthaul rate for transmitting y˜ulm is expressed as
Cul,INm ({pulk }, qulm) = I(yulm; y˜ulm) = log2
K∑
k=1
pulk |hm,k|2 + qulm + σ2
qulm
, ∀m ∈M. (8)
Alternatively, the relays can also perform the Wyner-Ziv compression strategy in a successive fashion,
accounting for the fact that the compressed signals are to be decoded jointly at the CP. Given a
decompression order ρul(1), . . . , ρul(M) at the CP in which the signal from relay ρul(1) ∈ M is
decompressed first, the signal from relay ρul(2) ∈M is decoded second (with ρul(1) as side information),
etc., the Wyner-Ziv compression rate of relay ρul(m) can be expressed as [4]
Cul,WZ
ρul(m)
({pulk }, qulρul(1), . . . , qulρul(m), {ρul(m)}) = I(yˆulρul(m); yulρul(m)|yˆulρul(1), . . . , yˆulρul(m−1))
= log2
|Γ(1:m,1:m){ρul(m)} |
|Γ(1:m−1,1:m−1){ρul(m)} |qulρul(m)
(9)
= log2
Γ
(m,m)
{ρul(m)} − Γ(m,1:m−1){ρul(m)} (Γ(1:m−1,1:m−1){ρul(m)} )−1Γ(1:m−1,m){ρul(m)}
qul
ρul(m)
, ∀m ∈M, (10)
where
Γ{ρul(m)} = E
[
y˜ul{ρul(m)}
(
y˜ul{ρul(m)}
)H]
=
K∑
k=1
pulk h¯k,{ρul(m)}(h¯k,{ρul(m)})
H + σ2I + diag(qulρul(1), . . . , q
ul
ρul(M)), (11)
y˜ul{ρul(m)} = [y˜
ul
ρul(1), . . . , y˜
ul
ρul(M)]
T , (12)
h¯k,{ρul(m)} = [hρul(1),k, . . . , hρul(M),k]
T , ∀k ∈ K. (13)
In words, h¯k,{ρul(m)} denotes the collection of the channels from user k to relays ρul(1), . . . , ρul(M),
y˜ul{ρul(m)} is the collection of the compressed received signals from relay ρ
ul(1) to relay ρul(M), and
Γ{ρul(m)} is the covariance matrix of this re-ordered vector.
11
2) Decoding Strategies: We consider two decoding strategies at the CP: the linear decoding strategy by
treating interference as noise and the nonlinear decoding strategy with successive interference cancellation.
First, if the CP treats interference as noise, the achievable rate of user k is expressed as
Rul,TINk ({pulk ,wk}, {qulm}) = I(sulk ; s˜ulk )
= log2
K∑
i=1
puli |wHk hi|2 +
M∑
m=1
qulm|wk,m|2 + σ2∑
j 6=k
pulj |wHk hj|2 +
M∑
m=1
qulm|wk,m|2 + σ2
, ∀k ∈ K. (14)
If the successive interference cancellation strategy is used, given a decoding order τul(1), . . . , τul(K) at
the CP in which the message of user τul(1) is decoded first, the message of user τul(2) is decoded second,
etc., the achievable rate of user τul(k) is expressed as
Rul,SIC
τul(k)
({pulk ,wk}, {qulm}, {τul(k)}) = I(sulτul(k); s˜ulτul(k)|sulτul(1), . . . , sulτul(k−1))
= log2
∑
i≥k
pul
τul(i)
|wH
τul(k)
hτul(i)|2 +
M∑
m=1
qulm|wτul(k),m|2 + σ2
∑
j>k
pul
τul(j)
|wH
τul(k)
hτul(j)|2 +
M∑
m=1
qulm|wτul(k),m|2 + σ2
, ∀k ∈ K. (15)
3) Achievable Rate Regions: Given the individual fronthaul capacity constraints Cm’s and sum-power
constraint P , define
T ul,IN({Cm}, P )
=
{
({pulk ,wk}, {qulm}) : P ul({pulk }) ≤ P,Culm({pulk }, qulm) ≤ Cm, qulm ≥ 0,∀m ∈M,
pulk ≥ 0, ‖wk‖2 = 1,∀k ∈ K
}
, (16)
T ul,WZ({Cm}, P, {ρul(m)})
=
{
({pulk ,wk}, {qulm}) : P ul({pulk }) ≤ P,Cul,WZρul(m)({pulk }, qulρul(1), . . . , qulρul(m), {ρul(j)}) ≤ Cρul(m),
qulm ≥ 0,∀m ∈M, pulk ≥ 0, ‖wk‖2 = 1,∀k ∈ K
}
, (17)
as the sets of feasible transmit powers, compression noise levels, and receive beamforming vectors for
the cases of independent compression and Wyner-Ziv compression under the decompression order of
ρul(1), . . . , ρul(M) at the CP, respectively. Then, for the considered multiple-access relay channel, the
achievable rate regions for Case I: linear decoding at the CP and independent compression across the relays,
Case II: successive interference cancellation at the CP and independent compression across the relays,
Case III: linear decoding at the CP and Wyner-Ziv compression across the relays, and Case IV: successive
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interference cancellation at the CP and Wyner-Ziv compression across the relays, are respectively given
by
RulI ({Cm}, P ) , co R¯ulI ({Cm}, P ) (18)
RulII({Cm}, P}) , co
⋃
{τul(k)}
R¯ulII({Cm}, P, {τul(k)}), (19)
RulIII({Cm}, P}) , co
⋃
{ρul(m)}
R¯ulIII({Cm}, P, {ρul(m)}), (20)
RulIV({Cm}, P}) , co
⋃
({ρul(m)},{τul(k)})
R¯ulIV({Cm}, P, {ρul(m)}, {τul(k)}), (21)
where “co” stands for the closure of convex hull operation and in (18), (19), (20), and (21),
R¯ulI ({Cm}, P )
,
⋃
({pulk ,wk},{qulm})∈T ul,IN({Cm},P )
{
(rul1 , . . . , r
ul
K) : r
ul
k ≤ Rul,TINk ({pulk ,wk}, {qulm}),∀k ∈ K
}
, (22)
R¯ulII({Cm}, P, {τul(k)})
,
⋃
({pulk ,wk},{qulm})∈T ul,IN({Cm},P )
{
(rul1 , . . . , r
ul
K) : r
ul
τul(k) ≤ Rul,SICτul(k)({pulk ,wk}, {qulm}, {τul(k)}),∀k ∈ K
}
,
(23)
R¯ulIII({Cm}, P, {ρul(m)})
,
⋃
({pulk ,wk},{qulm})∈T ul,WZ({Cm},P,{ρul(m)})
{
(rul1 , . . . , r
ul
K) : r
ul
k ≤ Rul,TINk ({pulk ,wk}, {qulm}), ∀k ∈ K
}
, (24)
R¯ulIV({Cm}, P, {ρul(m)}, {τul(k)})
,
⋃
({pulk ,wi},{qulm})∈T ul,WZ({Cm},P,{ρul(m)})
{
(rul1 , . . . , r
ul
K) :
rulτul(k) ≤ Rul,SICτul(k)({pulk ,wk}, {qulm}, {τul(k)}),∀k ∈ K
}
, (25)
denote the rate regions of Case I, and Case II given the decoding order τul(1), . . . , τul(K), and
Case III given the decompression order ρul(1), . . . , ρul(M), and Case IV given the decoding order
τul(1), . . . , τul(K) and the decompression order ρul(1), . . . , ρul(M), respectively.
As a remark, because the achievable rates under the proposed transmission and relaying strategies are
not necessarily concave functions of Cm and P , there is the potential to further enlarge the above rate
region by taking the convex hull over different Cm’s and P ’s. For ease of presentation, the statements of
the main results in this paper do not include this additional convex hull operation, but such an operation
can be easily incorporated.
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B. Broadcast Channel with Compressing Relays
The Gaussian broadcast relay channel model is as shown in Fig. 2(b). The discrete-time baseband
channel model between the relays and the users is the dual of the broadcast relay channel given by
ydl1
...
ydlK
=

hH1,1 · · · hHM,1
... . . .
...
hH1,K · · · hHM,K


xdl1
...
xdlM
+

zdl1
...
zdlK
 , (26)
where xdlm denotes the transmit signal of relay m, and z
dl
k ∼ CN (0, σ2) denotes the AWGN at user k.
Transmission and relaying strategies for the broadcast relay channel have also been studied extensively
in the literature. For example, the CP can choose to partially share the messages of each user with multiple
BSs in order to enable cooperation [45]. This paper however focuses on a compression strategy in which
the beamformed signals are precomputed at the CP, then compressed and forwarded to the relays [21],
because of its potential to achieve the capacity region to within a constant gap [42], [43].
More specifically, we use a Gaussian codebook for each user and define the beamformed signal intended
for user k to be transmitted across all the relays as vk
√
pdlk s
dl
k , ∀k, where sdlk ∼ CN (0, 1) denotes the
message for user k, pdlk denotes the transmit power, and vk = [vk,1, . . . , vk,M ]
T with ‖vk‖2 = 1 denotes
the transmit beamforming vector across the relays. The aggregate signal intended for all the relays is thus
given by
x˜dl = [x˜dl1 , . . . , x˜
dl
M ]
T =
K∑
k=1
vk
√
pdlk s
dl
k , (27)
which is compressed then sent to the relays via fronthaul links.
Similar to (5), the quantization noises are modelled as Gaussian random variables, i.e.,
xdlm = x˜
dl
m + e
dl
m, ∀m ∈M, (28)
where edlm ∼ CN (0, qdlm) denotes the quantization noise at relay m, with qdlm denoting its variance. Putting
all the quantization noises across all the relays together as edl = [edl1 , . . . , e
dl
M ]
T , we have the quantization
noise covariance matrix
Q = E
[
edl
(
edl
)H]  0. (29)
The compressed versions of the beamformed signals are transmitted across the relays. According to (28),
the transmit signal can be expressed as
xdl1
...
xdlM
 =

∑K
k=1 vk,1
√
pdlk s
dl
k
...∑K
k=1 vk,M
√
pdlk s
dl
k
+

edl1
...
edlM
 . (30)
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Under the above model, the transmit power of all the relays is expressed as
P dl({pdlk },Q) =
M∑
m=1
E[|xdlm|2] =
K∑
k=1
pdlk + tr(Q). (31)
1) Compression Strategies: We consider two compression strategies in our considered broadcast
relay channel: the independent compression strategy and the multivariate compression strategy. If the
compression is done independently for the signals across different relays, then the covariance matrix of
the compression noise given in (29) reduces to a diagonal matrix, i.e.,
Q = Qdiag , diag([qdl1 , . . . , qdlM ]). (32)
As a result, the fronthaul rate for transmitting xdlm is expressed as
Cdl,INm ({pdlk ,vk},Qdiag) = I(x˜dlm;xdlm) = log2
K∑
k=1
pdlk |vk,m|2 +Q(m,m)diag
Q
(m,m)
diag
, ∀m ∈M. (33)
Alternatively, the CP can also use the multivariate compression strategy. Given a compression order at
the CP ρdl(1), . . . , ρdl(M) in which the signal for relay ρdl(1) ∈ M is compressed first, the signal for
relay ρdl(2) is compressed second, etc., the compression rate for relay ρdl(m) can be expressed as [21]
Cdl,MV
ρdl(m)
({pdlk ,vk},Q, {ρdl(m)}) = I(xdlρdl(m); xˆdlρdl(m)|xˆdlρdl(1), . . . , xˆdlρdl(m−1))
= log2
∑K
k=1 p
dl
k
∣∣vk,ρdl(m)∣∣2 +Q(m,m){ρdl(m)}
Q
(m,m)
{ρdl(m)} −Q(m,m+1:M){ρdl(m)} (Q(m+1:M,m+1:M){ρdl(m)} )−1Q(m+1:M,m){ρdl(m)}
, ∀m ∈M, (34)
where
Q{ρdl(m)} = E
[
[edlρdl(1), . . . , e
dl
ρdl(M)]
T [(edlρdl(1))
∗, . . . , (edlρdl(M))
∗]
]
. (35)
2) Encoding Strategies: We consider two encoding strategies at the CP: the linear encoding strategy and
the nonlinear encoding strategy via dirty-paper coding. If the CP employs linear encoding, the achievable
rate of user k can be expressed as
Rdl,LINk ({pdlk ,vk},Q) = I(sdlk ; ydlk ) = log2
K∑
i=1
pdli |vHi hk|2 + hHk Qhk + σ2∑
j 6=k
pdlj |vHj hk|2 + hHk Qhk + σ2
, ∀k ∈ K. (36)
If the dirty-paper coding strategy is used, given an encoding order τdl(1), . . . , τdl(K) at the CP in which
the message of user τdl(1) ∈ K is decoded first, the message of user τdl(2) ∈ K is decoded second, etc.,
then the achievable rate of user τdl(k) is expressed as
Rdl,DPC
τdl(k)
({pdlk ,vk},Q, {τdl(k)}) = I(sdlτdl(k); ydlτdl(k)|sdlτdl(1), . . . , sdlτdl(k−1))
= log2
∑
i≤k
pdl
τdl(i)
|vH
τdl(i)
hτdl(k)|2 + hHτdl(k)Qhτdl(k) + σ2∑
j<k
pdl
τdl(j)
|vH
τdl(j)
hτdl(k)|2 + hHτdl(k)Qhτdl(k) + σ2
, ∀k ∈ K. (37)
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In (36) and (37), if we set Q = Qdiag as shown in (32), then R
dl,LIN
k ({pdlk ,vk},Qdiag)’s
and Rdl,DPC
τdl(k)
({pdlk ,vk},Qdiag, {τdl(k)})’s denote the user rates achieved by the independent com-
pression strategy. If Q is a full matrix (i.e., non-diagonal), then Rdl,LINk ({pdlk ,vk},Q)’s and
Rdl,DPC
τdl(k)
({pdlk ,vk},Q, {τdl(k)})’s denote the user rates achieved by the multivariate compression strategy.
3) Achievable Rate Regions: Given the individual fronthaul capacity constraints {Cm} and sum-power
constraint P , define
T dl,IN({Cm}, P )
=
{
({pdlk ,vk},Qdiag) : P dl({pdlk },Qdiag) ≤ P,Cdl,INm ({pdlk ,vk},Qdiag) ≤ Cm,∀m ∈M,
Qdiag  0 is diagonal, pdlk ≥ 0, ‖vk‖2 = 1,∀k ∈ K
}
, (38)
T dl,MV({Cm}, P, {ρdl(m)})
=
{
({pdlk ,vk},Q}) : P dl({pdlk },Q) ≤ P,Cdl,MVρdl(m)({pdlk ,vk},Q, {ρdl(m)}) ≤ Cρdl(m),∀m ∈M,
Q  0, pdlk ≥ 0, ‖vk‖2 = 1, ∀k ∈ K
}
(39)
as the sets of feasible transmit powers, beamforming vectors, and compression noise covariance matrices
for the cases of independent compression and multivariate compression under the compression order of
ρdl(1), . . . , ρdl(M), respectively. Then, in the broadcast relay channel, the achievable rate regions for Case
I: linear encoding and independent compression at the CP, Case II: dirty-paper coding and independent
compression at the CP, Case III: linear encoding and multivariate compression at the CP, and Case IV:
dirty-paper coding and multivariate compression at the CP, are respectively given by
RdlI ({Cm}, P ) , co R¯dlI ({Cm}, P ) (40)
RdlII({Cm}, P}) , co
⋃
{τdl(k)}
R¯dlII({Cm}, P, {τdl(k)}), (41)
RdlIII({Cm}, P}) , co
⋃
{ρdl(m)}
R¯dlIII({Cm}, P, {ρdl(m)}), (42)
RdlIV({Cm}, P}) , co
⋃
({ρdl(m)},{τdl(k)})
R¯dlIV({Cm}, P, {ρdl(m)}, {τdl(k)}), (43)
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where
R¯dlI ({Cm}, P )
,
⋃
({pdlk ,vk},Qdiag)∈T dl,IN({Cm},P )
{
(rdl1 , . . . , r
dl
K) : r
dl
k ≤ Rdl,LINk ({pdlk ,vk},Qdiag),∀k ∈ K
}
, (44)
R¯dlII({Cm}, P, {τdl(k)})
,
⋃
({pdlk ,vk},Qdiag)∈T dl,IN({Cm},P )
{
(rdl1 , . . . , r
dl
K) : r
dl
τdl(k) ≤ Rdl,DPCτdl(k) ({pdlk ,vk},Qdiag, {τdl(k)}),∀k ∈ K
}
,
(45)
R¯dlIII({Cm}, P, {ρdl(m)})
,
⋃
({pdlk ,vk},Q)∈T dl,MV({Cm},P,{ρdl(m)})
{
(rdl1 , . . . , r
dl
K) : r
dl
k ≤ Rdl,LINk ({pdlk ,vk},Q),∀k ∈ K
}
, (46)
R¯dlIV({Cm}, P, {ρdl(m)}, {τdl(k)})
,
⋃
({pdlk ,vk},Q)∈T dl,MV({Cm},P,{ρdl(m)})
{
(rdl1 , . . . , r
dl
K) : r
dl
τdl(k) ≤ Rdl,DPCτdl(k) ({pdlk ,vk},Q, {τdl(k)}),∀k ∈ K
}
,
(47)
are the rate regions of Case I, and Case II given the encoding order τdl(1), . . . , τdl(K), and Case III given
the compression order ρdl(1), . . . , ρdl(M), and Case IV given the encoding order τdl(1), . . . , τdl(K) and
the compression order ρdl(1), . . . , ρdl(M), respectively.
As a remark, similar to the multiple-access relay channel case, an additional closure of convex hull
operation can be applied over the Cm’s and P ’s to potentially enlarge the achievable rate region. The
statements of main results in this paper do not include this extra convex hull operation for simplicity, but
it can be easily incorporated in all the statements of the theorems and the proofs.
III. MAIN RESULTS
The main results of this work are the following set of theorems showing the duality relationships
between the achievable rate regions of the multiple-access relay channel and the broadcast relay channel
under the same sum-power constraint and individual fronthaul constraints.
Theorem 1: Consider the multiple-access relay channel implementing independent compression across
the relays as well as linear decoding at the CP and the broadcast relay channel implementing independent
compression across the relays as well as linear encoding at the CP, where all the users and relays are
equipped with a single antenna. Then, under the same sum-power constraint P and individual fronthaul
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capacity constraints Cm’s, the achievable rate regions of the multiple-access relay channel defined in (18)
and the broadcast relay channel defined in (40) are identical. In other words,
RulI ({Cm}, P ) = RdlI ({Cm}, P ). (48)
Theorem 2: Consider the multiple-access relay channel implementing independent compression across
the relays as well as successive interference cancellation at the CP and the broadcast relay channel
implementing independent compression across the relays as well as dirty-paper coding at the CP, where
all the users and relays are equipped with a single antenna. Then, under the same sum-power constraint
P and individual fronthaul capacity constraints Cm’s, the achievable rate regions of the multiple-access
relay channel defined in (19) and the broadcast relay channel defined in (41) are identical. In other words,
RulII({Cm}, P ) = RdlII({Cm}, P ). (49)
Theorem 3: Consider the multiple-access relay channel implementing Wyner-Ziv compression across
the relays as well as linear decoding at the CP and the broadcast relay channel implementing multivariate
compression across the relays as well as linear encoding at the CP, where all the users and relays are
equipped with a single antenna. Then, under the same sum-power constraint P and individual fronthaul
capacity constraints Cm’s, the achievable rate regions of the multiple-access relay channel defined in (20)
and the broadcast relay channel defined in (42) are identical. In other words,
RulIII({Cm}, P ) = RdlIII({Cm}, P ). (50)
Theorem 4: Consider the multiple-access relay channel implementing Wyner-Ziv compression across
the relays as well as successive interference cancellation at the CP and the broadcast relay channel
implementing multivariate compression across the relays as well as dirty-paper coding at the CP, where
all the users and relays are equipped with a single antenna. Then, under the same sum-power constraint
P and individual fronthaul capacity constraints Cm’s, the achievable rate regions of the multiple-access
relay channel defined in (21) and the broadcast relay channel defined in (43) are identical. In other words,
RulIV({Cm}, P ) = RdlIV({Cm}, P ). (51)
As mentioned earlier, when the fronthaul capacity of each relay is infinite, i.e., Cm → ∞, ∀m, the
quantization noises can be set to zero. As a result, the M relays and the CP are equivalent to a virtual
BS with M antennas. In this case, the multiple-access relay channel and the broadcast relay channel
reduce to the usual multiple-access channel and broadcast channel, respectively; therefore, the classic
uplink-downlink duality directly applies. Our main results, i.e., Theorems 1 to 4, are generalizations of
the classic uplink-downlink duality result to the case with non-zero quantization noises.
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We note that the exact capacity region characterizations of the multiple-access relay channel and the
broadcast relay channel are both still open problems. The duality results above pertain to the specific
compression-based relaying strategies. Although it is possible to outperform these strategies for specific
channel instances, the compression strategies are important both in practical implementations [4] and due
to its ability to approximately approach the theoretical capacity regions under specific conditions for both
the uplink [17] and the downlink [43] as mentioned earlier.
IV. PROOF OF THEOREM 1
In this section, we prove the duality between the multiple-access relay channel with linear decoding at
the CP as well as independent compression across the relays and the broadcast relay channel with linear
encoding at the CP and independent compression across the relays. Suppose that the same beamforming
vectors
vk = wk = u¯k = [u¯k,1, . . . , u¯k,M ]
T , ∀k ∈ K, (52)
with ‖u¯k‖ = 1, ∀k ∈ K, are used in both the multiple-access relay channel and the broadcast relay
channel. For simplicity, we assume that the beamforming vectors u¯k’s satisfy the following condition:
K∑
k=1
|u¯k,m|2 > 0, ∀m ∈M. (53)
Condition (53) indicates that all the relays are used for communications so that the fronthaul rates are
properly defined. If we have
∑K
k=1 |u¯k,m|2 = 0 for some m, then we can simply define M¯ = {m :∑K
k=1 |u¯k,m|2 > 0} and M¯ = |M¯|, respectively. In this case, the considered system is equivalent to a
system merely consisting of M¯ relays in the set of M¯, in which we have
K∑
k=1
|u¯k,m|2 > 0, ∀m ∈ M¯. As
a result, condition (53) does not affect the generality of our following results.
Let {Rk ≥ 0, k ∈ K} be a set of user target rates and {Cm ≥ 0,m ∈ M} be a set of fronthaul rate
requirements for the relays. For the multiple-access relay channel as described in Section II-A, we fix the
receive beamforming vectors as in (52) and formulate the transmit power minimization problem subject
to the individual rate constraints as well as the individual fronthaul capacity constraints as follows:
minimize
{pulk },{qulm}
P ul({pulk }) (54)
subject to Rul,TINk ({pulk , u¯k}, {qulm}) ≥ Rk, ∀k ∈ K, (55)
Cul,INm ({pulk }, qulm) ≤ Cm, ∀m ∈M, (56)
pulk ≥ 0, ∀k ∈ K, (57)
qulm ≥ 0, ∀m ∈M. (58)
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Similarly, for the broadcast relay channel as described in Section II-B, we fix the transmit beamforming
vectors as in (52) and formulate the transmit power minimization problem as
minimize
{pdlk },Qdiag
P dl({pdlk },Qdiag) (59)
subject to Rdl,LINk ({pdlk , u¯k},Qdiag) ≥ Rk, ∀k ∈ K, (60)
Cdl,INm ({pdlk , u¯k},Qdiag) ≤ Cm, ∀m ∈M, (61)
pdlk ≥ 0, ∀k ∈ K, (62)
Q
(m,m)
diag ≥ 0, ∀m ∈M. (63)
Our aim is to show that given the same fixed beamformer and under the same set of rate targets {Rk}, the
optimization problems (54) and (59) are equivalent in the sense that either both are infeasible, or both are
feasible and have the same minimum solution. This would imply that under the same fronthaul capacity
constraints {Cm} and total transmit power constraint P , fixing the same beamformers, any achievable
rate-tuple {Rk} in the multiple-access relay channel is also achievable in the broadcast relay channel, and
vice versa. Then, by trying all beamforming vectors, this would imply that the achievable rate regions
of the multiple-access relay channel under linear decoding as well as independent compression and the
broadcast relay channel under linear encoding as well as independent compression are identical, i.e.,
R¯ulI ({Cm}, P ) = R¯dlI ({Cm}, P ). Finally, by taking convex hull, we get RulI ({Cm}, P ) = RdlI ({Cm}, P ).
To show the equivalence of the optimization problems (54) and (59) for the fixed beamformers, we
take a set of {Rk} and {Cm} such that both (54) and (59) are strictly feasible, and show that (54) and
(59) can both be transformed into convex optimization problems. Further, we show that the two convex
formulations are the Lagrangian duals of each other, which implies that they must have the same minimum
sum power. Once this is proved, we can further infer that the feasible rate regions of the two problems
are identical. This is because the feasible rate regions can be equivalently viewed as the sets of rate-tuples
for which the minimum values of the optimization problems (54) and (59) are less than infinity. As both
(54) and (59) can be reformulated as convex problems, the minimum powers in the two problems are
convex functions of {Rk} and {Cm} [38]. This means that the minimum powers in the two problems are
continuous functions of {Rk}. Since the minimum powers of the two problems are the same whenever
{Rk} is strictly feasible for both problems, as {Rk} approaches the feasibility boundary of one problem,
the minimum powers for both problems must go to infinity at the same time, implying that the same
{Rk} must be approaching the feasibility boundary of the other problem as well; thus the two problems
must have the same feasibility region. This same argument also applies to the proofs of Theorems 2 to
4. Thus in the rest of the proofs of all four theorems, we only show that given a set of user rates {Rk}
and fronthaul capacities {Cm} that are strictly feasible in both the multiple-access relay channel and the
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broadcast relay channel under the fixed beamforming vectors (52), the minimum sum powers of the two
problems are the same.
We remark that our previous work [37] provides a different approach to validate the equivalence between
(54) and (59) based on the classic power control technique. This paper uses the alternative approach of
showing the equivalence between (54) and (59) based on a Lagrangian duality technique. This allows a
unified approach for proving Theorems 1 to 4. The proof involves the following two steps.
A. Convex Reformulation of Problem (59) and Its Dual Problem
First, we transform the problem (59) for the broadcast relay channel into the following convex
optimization problem:
minimize
{pdlk },{qdlm}
K∑
k=1
pdlk σ
2 +
M∑
m=1
qdlmσ
2 (64)
subject to
pdlk |u¯Hk hk|2
2Rk − 1 −
∑
j 6=k
pdlj |u¯Hj hk|2 −
M∑
m=1
qdlm|hk,m|2 − σ2 ≥ 0, ∀k ∈ K, (65)
K∑
k=1
pdlk |u¯k,m|2 + qdlm − 2Cmqdlm ≤ 0, ∀m ∈M, , (66)
(62), (63).
Note that in the objective function, the sum power is multiplied by a constant σ2 without loss of generality.
In fact, problem (64) is an LP, since the objective function and constraints are all linear in pdlk ’s and q
dl
m’s.
Take a set of strictly feasible {Rk}. Since the problem (64) is a convex problem, strong duality holds
[38], i.e., problem (64) is equivalent to its dual problem. In the following, we derive the dual problem of
the problem (64).
The Lagrangian of the problem (64) is
L({pdlk , βk}, {qdlm, λm})
=
K∑
k=1
pdlk σ
2 +
M∑
m=1
qdlmσ
2 −
K∑
k=1
βk
(
pdlk |u¯Hk hk|2
2Rk − 1 −
∑
j 6=k
pdlj |u¯Hj hk|2 −
M∑
m=1
qdlm|hk,m|2 − σ2
)
+
M∑
m=1
λm
(
K∑
k=1
pdlk |u¯k,m|2 + qdlm − 2Cmqdlm
)
(67)
=
K∑
k=1
βkσ
2 +
K∑
k=1
pdlk
(∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
λm|u¯k,m|2 + σ2 − βk|u¯
H
k hk|2
2Rk − 1
)
+
M∑
m=1
qdlm
(
K∑
k=1
βk|hk,m|2 + λm + σ2 − 2Cmλm
)
, (68)
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where βk ≥ 0’s and λm ≥ 0’s are the dual variables associated with constraints (65) and (66) in problem
(64), respectively. The dual function is then defined as
g({βk}, {λm}) = min
pdlk ≥0,∀k∈K,qdlm≥0,∀m∈M
L({pdlk , βk}, {qdlm, λm}) (69)
Finally, the dual problem of problem (64) is expressed as
maximize
{βk},{λm}
g({βk}, {λm}) (70)
subject to βk ≥ 0, ∀k ∈ K, (71)
λm ≥ 0, ∀m ∈M. (72)
Note that according to (69), g({βk}, {λm}) =
∑K
k=1 βkσ
2 if and only if
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
λm|u¯k,m|2 + σ2 − βk|u¯
H
k hk|2
2Rk − 1 ≥ 0, ∀k ∈ K, (73)
K∑
k=1
βk|hk,m|2 + λm + σ2 − 2Cmλm ≥ 0, ∀m ∈M. (74)
Otherwise, g({βk}, {λm}) = −∞. As a result, problem (70) can be transformed into the following
equivalent problem:
maximize
{βk},{λm}
K∑
k=1
βkσ
2 (75)
subject to (71), (72), (73), (74).
This problem is now very similar to the multiple-access relay channel problem. The physical interpretation
of the above dual problem is the following. We can view βk as the transmit power of user k, ∀k ∈ K,
and λm as the quantization noise level of relay m in the multiple-access relay channel, ∀m ∈ M. Then,
problem (75) aims to maximize the sum-power of all the users, while constraint (73) requires that user
k’s rate is no larger than Rk, ∀k ∈ K, and constraint (74) requires that relay m’s fronthaul rate is no
smaller than Cm, ∀m ∈ M. In the following, we show that for the multiple-access relay channel, this
power maximization problem (75) is equivalent to the power minimization problem (54).
B. Equivalence Between Power Maximization Problem (75) and Power Minimization Problem (54)
To show the equivalence between problem (75) and problem (54), we first have the following
proposition.
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Proposition 1: At the optimal solution to problem (75), constraints (73) and (74) should hold with
equality, i.e., ∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
λm|u¯k,m|2 + σ2 − βk|u¯
H
k hk|2
2Rk − 1 = 0, ∀k ∈ K, (76)
K∑
k=1
βk|hk,m|2 + λm + σ2 − 2Cmλm = 0, ∀m ∈M. (77)
Proof: Please refer to Appendix A.
To satisfy (71), (72), (76), and (77), it can be shown that
βk > 0, ∀k ∈ K, (78)
λm > 0, ∀m ∈M. (79)
As a result, Proposition 1 indicates that problem (75) is equivalent to the following problem
maximize
{βk},{λm}
K∑
k=1
βkσ
2 (80)
subject to (76), (77), (78), (79).
Proposition 2: If there exists one set of solutions βk’s and λm’s that satisfies (76), (77), (78), and (79)
in problem (80), then this solution is unique.
Proof: Please refer to Appendix B.
Since there is a unique solution that satisfies all the constraints in problem (80), it follows that the
maximization problem (75) is equivalent to the following minimization problem:
minimize
{βk},{λm}
K∑
k=1
βkσ
2 (81)
subject to (76), (77), (78), (79).
At last, we relate problem (81) to the power minimization problem (54) in the multiple-access relay
channel by the following proposition.
Proposition 3: Problem (81) is equivalent to
minimize
{βk},{λm}
K∑
k=1
βkσ
2 (82)
subject to
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
λm|u¯k,m|2 + σ2 − βk|u¯
H
k hk|2
2Rk − 1 ≤ 0, ∀k ∈ K, (83)
K∑
k=1
βk|hk,m|2 + λm + σ2 − 2Cmλm ≤ 0, ∀m ∈M, (84)
(78), (79).
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Proof: Similar to Proposition 1, it can be shown that with the optimal solution to problem (82),
constraints (83) and (84) should hold with equality. As a result, problems (81) and (82) are equivalent to
each other.
The equivalence between the dual problem of the problem (64), i.e., problem (75), and the problem
(82) is therefore established. The key point here is that by viewing the dual variable βk as the transmit
power of user k, ∀k ∈ K, and the dual variable λm as the quantization noise level of relay m, ∀m ∈M,
in the multiple-access relay channel, the problem (82) is exactly the power minimization problem (54). As
a result, we have shown that the problem (59) for the broadcast relay channel is equivalent to the problem
(54) for the multiple-access relay channel if the user rate targets {Rk} and fronthaul rate constraints {Cm}
are strictly feasible in both the uplink and downlink.
V. PROOF OF THEOREM 2
In this section, we prove the duality between the multiple-access relay channel with successive
interference cancellation at the CP as well as independent compression across the relays and the broadcast
relay channel with dirty-paper coding at the CP as well as independent compression across the relays.
Similar to Section IV, we fix the same beamforming vectors u¯k’s in the multiple-access relay channel
and the broadcast relay channel as shown in (52), where u¯k’s satisfy (53). Next, we assume that the
successive interference cancellation order at the CP for the multiple-access relay channel and the dirty-
paper encoding order at the CP for the broadcast relay channel are reverse of each other, i.e.,
τul(k) = τdl(K + 1− k) = τ¯(k), ∀k ∈ K. (85)
For example, if the decoding order in the multiple-access relay channel is 1, . . . , K, then the encoding
order in the broadcast relay channel is K, . . . , 1, i.e., τ¯ul(k) = k, ∀k.
Let {Rk ≥ 0, k ∈ K} and {Cm ≥ 0,m ∈M} be sets of strictly feasible user rate targets and fronthaul
constraints for both the uplink and the downlink. Given the receive beamforming vectors (52) and decoding
order (85), for the multiple-access relay channel, the transmit power minimization problem subject to the
individual rate constraints as well as the individual fronthaul capacity constraints is formulated as
minimize
{pulk },{qulm}
P ul({pulk }) (86)
subject to Rul,SICτ¯(k) ({pulk , u¯k}, {qulm}, {τ¯(k)}) ≥ Rτ¯(k), ∀k ∈ K, (87)
(56), (57), (58).
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Likewise, given the transmit beamforming vectors (52) and a reverse encoding order (85), for the broadcast
relay channel, the transmit power minimization problem is formulated as
minimize
{pdlk },Qdiag
P dl({pdlk },Qdiag) (88)
subject to Rdl,DPCτ¯(K+1−k)({pdlk , u¯k}},Qdiag, {τ¯(K + 1− k)}) ≥ Rτ¯(K+1−k), ∀k ∈ K, (89)
(61), (62), (63).
Similar to the equivalence between problem (54) and problem (75) in Case I, it can be shown that
problem (86) is equivalent to the following convex problem:
maximize
{pulk },{qulm}
K∑
k=1
pulk σ
2 (90)
subject to
∑
j>k
pulτ¯(j)|u¯Hτ¯(k)hτ¯(j)|2 +
M∑
m=1
qulm|u¯τ¯(k),m|2 + σ2 ≥
pulτ¯(k)|u¯Hτ¯(k)hτ¯(k)|2
2Rτ¯(k) − 1 , ∀k ∈ K, (91)
K∑
k=1
pulk |hk,m|2 + qulm + σ2 ≥ 2Cmqulm, ∀m ∈M, (92)
(57), (58).
Moreover, we can transform problem (88) into the following convex problem:
minimize
{pdlk },{qdlm}
K∑
k=1
pdlk σ
2 +
M∑
m=1
qdlmσ
2 (93)
subject to
pdlτ¯(k)|u¯Hτ¯(k)hτ¯(k)|2
2Rτ¯(k) − 1 ≥
∑
j≤k
pdlτ¯(j)|vHτ¯(j)hτ¯(k)|2 +
M∑
m=1
qdlm|hτ¯(k),m|2 + σ2, ∀k ∈ K, (94)
(66), (62), (63).
Similar to Case I, we can show that problem (90) is the Lagrangian dual of problem (93). Since the
method adopted is almost exactly the same as that in Section IV, we omit the details here. As a result,
under the same fronthaul capacity constraints {Cm} and total transmit power constraint P , any rate-tuple
achievable in the multiple-access relay channel can be shown to be achievable also in the broadcast relay
channel by setting the transmit beamforming vectors as the receive beamforming vectors in the multiple-
access relay channel and the encoding order to be reverse of the decoding order in the multiple-access
channel, and vice versa. By trying all the feasible beamforming vectors, it follows that
R¯ulII({Cm}, P, {τ¯(k)}) = R¯dlII({Cm}, P, {τ¯(K + 1− k)}). (95)
Then, by trying all the encoding/decoding orders, we can show that the achievable rate regions of
the multiple-access relay channel under successive interference cancellation as well as independent
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compression and the broadcast relay channel under dirty-paper coding as well as independent compression
are identical, i.e., RulII({Cm}, P ) = RdlII({Cm}, P ).
VI. PROOF OF THEOREM 3
In this section, we prove the duality between the multiple-access relay channel with linear decoding at
the CP as well as Wyner-Ziv compression across the relays and the broadcast relay channel with linear
encoding at the CP as well as multivariate compression across the relays.
Similar to Sections IV and V, we fix the same beamforming vectors u¯k’s in the multiple-access relay
channel and the broadcast relay channel as shown in (52), where u¯k’s satisfy (53). Next, for Wyner-Ziv
compression across the relays in the multiple-access relay channel and multivariate compression across
relays in the broadcast relay channel, we assume that the decompression order is the reverse of the
compression order, i.e.,
ρul(m) = ρdl(M + 1−m) = ρ¯(m), ∀m ∈M. (96)
For example, if the decompression order in the multiple-access relay channel is 1, . . . ,M , then the
compression order in the broadcast relay channel is M, . . . , 1, i.e., ρ¯(m) = m, ∀m.
Let {Rk ≥ 0, k ∈ K} and {Cm ≥ 0,m ∈ M} be sets of strictly feasible user rate targets and
fronthaul constraints for both the uplink and the downlink. For the multiple-access relay channel, given
the beamforming vectors (52) and the decompression order (96), the transmit power minimization problem
subject to the individual rate constraints as well as the individual fronthaul capacity constraints is
formulated as
minimize
{pulk },{qulm}
P ul({pulk }) (97)
subject to Cul,WZρ¯(m) ({pulk }, qulρul(1), . . . , qulρul(m), {ρ¯(m)}) ≤ Cρ¯(m), ∀m ∈M, (98)
(55), (57), (58).
Likewise, for the broadcast relay channel as described in Section II-B, given the same transmit
beamforming vectors (52) and a reverse compression order (96), the transmit power minimization problem
is formulated as
minimize
{pdlk },Q
P dl({pdlk },Q) (99)
subject to Cdl,MVρ¯(M+1−m)({pdlk , u¯k},Q, {ρ¯(M + 1−m)}) ≤ Cρ¯(M+1−m), ∀m ∈M, (100)
Q  0, (101)
(60), (62).
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If we can show that problem (97) and problem (99) are equivalent, then it implies that under the same
fronthaul capacity constraints {Cm} and total transmit power constraint P , any achievable rate-tuple in
the multiple-access relay channel must also be achievable in the broadcast relay channel by setting the
transmit beamforming vectors as the receive beamforming vectors in the multiple-access relay channel
and the compression order as the reverse of the decompression order in the multiple-access channel, and
vice versa. In addition, by trying all the feasible beamforming vectors, it follows that
R¯ulIII({Cm}, P, {ρ¯(m)}) = R¯dlIII({Cm}, P, {ρ¯(M + 1−m)}). (102)
Finally, by trying all the compression/decompression orders, we can show that the achievable rate regions
of the multiple-access relay channel under linear decoding as well as Wyner-Ziv compression and the
broadcast relay channel under linear encoding as well as multivariate compression are identical, i.e.,
RulIII({Cm}, P ) = RdlIII({Cm}, P ).
The key to proving Theorem 3 is therefore to show that the power minimization problems (97) and (99)
are equivalent. However, different from problems (54) and (59) in Section IV or problems (86) and (88) in
Section V, problems (97) and (99) cannot be transformed into an LP due to the complicated expression of
the fronthaul rates given in (10) and (34). In the rest of this section, we validate the equivalence between
problems (97) and (99) based on Lagrangian duality of SDP. For convenience, we merely consider the
case when the decompression order in the multiple-access relay channel and the compression order in the
broadcast relay channel are respectively set as
ρul(m) = m, ∀m ∈M, (103)
ρdl(m) = M + 1−m, ∀m ∈M. (104)
For the other decompression order and the corresponding reversed compression order, the equivalence
between problems (97) and (99) can be proved in a similar way. The proof involves the following three
steps.
A. Convex Reformulation of Problem (99) and Its Dual Problem
First, we transform problem (99) into an equivalent convex problem.
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Proposition 4: Power minimization problem (99) in the broadcast relay channel is equivalent to the
following problem:
minimize
{pdlk },Q
K∑
k=1
pdlk σ
2 + tr(Q)σ2 (105)
subject to
pdlk |u¯Hk hk|2
2Rk − 1 ≥
∑
j 6=k
pdlj |u¯Hj hk|2 + tr(QhkhHk ) + σ2, ∀k ∈ K, (106)
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Q(m:M,m:M)
−Em(Q+ Ψ)EHm  0, ∀m ∈M, (107)
(62), (101),
where Em ∈ CM×M denotes the matrix where the m-th diagonal element is 1, while the other elements
are 0, and Ψ = diag
(∑K
k=1 p
dl
k |u¯k,1|2, . . . ,
∑K
k=1 p
dl
k |u¯k,M |2
)
.
Proof: Please refer to Appendix C.
It can be seen that problem (105) is an SDP problem and is convex. Further, by our choice of feasible
{Rk}, it satisfies the Slater’s condition. As a result, strong duality holds for problem (105). In other words,
problem (105) is equivalent to its dual problem. In the following, we derive the dual problem of (105).
Proposition 5: The dual problem of problem (105) is
maximize
{βk},{Λm}
K∑
k=1
βkσ
2 (108)
subject to σ2 +
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
Λ(m,m)m |u¯k,m|2 −
βk|u¯Hk hk|2
2Rk − 1 ≥ 0, ∀k ∈ K, (109)
σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm
−
M∑
m=1
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Λ(m:M,m:M)m
  0, (110)
βk ≥ 0, ∀k ∈ K, (111)
Λm  0, ∀m ∈M, (112)
where βk’s and Λm ∈ CM×M ’s are the dual variables associated with constraints (106) and (107),
respectively.
Proof: Please refer to Appendix D.
It can be observed that similar to the uplink-downlink duality shown in Section IV, the dual problem
(108) of the power minimization problem (105) in the broadcast relay channel is closely related to the
power minimization problem (97) of the multiple-access relay channel. Specifically, if we interpret the
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dual variables βk’s as the uplink transmit powers pulk ’s and the dual variables Λ
(m,m)
m ’s as the uplink
quantization noise levels qulm’s, then the objective of problem (108) is to maximize the total transmit
power, and constraint (109) is to make sure that the rate of each user k in the multiple-access relay
channel is no larger than its rate requirement. The remaining challenge is to transform constraint (110) in
problem (108) into a set of M fronthaul capacity constraints that are in the same form of constraints (98) in
problem (97). Note that in contrast to the case with independent compression shown in Section IV, where
constraint (74) of the dual problem (75) in the broadcast relay channel is directly the reverse of constraint
(56) of problem (54) in the multiple-access relay channel, in the case with Wyner-Ziv compression and
multivariate compression, the validation of the equivalence between problem (97) and problem (99) is
considerably more complicated.
B. Equivalent Transformation of Constraint (110) in the Dual Problem (108)
In the following, we transform constraint (110) in problem (108) into the form of constraint (98) in
problem (97). First, we introduce some auxiliary variables to problem (108).
Proposition 6: Problem (108) is equivalent to the following problem:
maximize
{βk},{Λm,Am}
K∑
k=1
βkσ
2 (113)
subject to σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm  A1, (114)
Am = 2
CmΛ(m:M,m:M)m +
 0 01×(M−m)
0(M−m)×1 Am+1
 , m = 1, . . . ,M − 1, (115)
AM = 2
CMΛ
(M,M)
M , (116)
(109), (111), (112),
where Am ∈ C(M−m+1)×(M−m+1)’s, m = 1, . . . ,M , are auxiliary variables.
Proof: Please refer to Appendix E.
Next, we show some key properties of the optimal solution to problem (113).
Proposition 7: The optimal solution to problem (113) must satisfy
σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm = A1, (117)
Am  0, m = 1, . . . ,M, (118)
2CmΛ(m:M,m:M)m =
A(1:M−m+1,1)m A
(1,1:M−m+1)
m
A(1,1)m
, m = 1, . . . ,M. (119)
Proof: Please refer to Appendix F.
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Proposition 7 indicates that the optimal Λm’s to problem (113) are rank-one matrices. This property
can be utilized to simplify problem (113) as follows.
Proposition 8: Define
Ω = σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm
= σ2I +
K∑
k=1
βkhkh
H
k + diag(Λ
(1,1)
1 , . . . ,Λ
(M,M)
M )  0. (120)
Then, problem (113) is equivalent to
maximize
{βk},{Λ
(m,m)
m }
K∑
k=1
βkσ
2 (121)
subject to 2CmΛ(m,m)m ≤ Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m), ∀m ∈M, (122)
Λ(m,m)m ≥ 0, (123)
(109), (111).
Proof: Please refer to Appendix G.
Note that the difference between problem (121) and problem (108) are two-fold. First, the optimization
variables reduce from Λm’s to their m-th diagonal elements, i.e., Λ(m,m)m ’s. Second, constraint (110) in
the matrix form reduces to M constraints given in (122) in the scalar form.
If we interpret the dual variables βk’s as the transmit powers pulk ’s and the dual variables Λ
(m,m)
m ’s as
the quantization noise levels qulm’s in the multiple-access relay channel, then problem (121) is equivalent to
the maximization of the transmit power subject to the constraints that the rate of each user k is no larger
than Rk, ∀k, and the fronthaul rate of each relay m is no smaller than Cm, ∀m. As a result, problem
(121) is a reverse problem to the power minimization problem (97) in the multiple-access relay channel.
In the following, we show that this problem is indeed equivalent to the power minimization problem (97).
C. Equivalence Between Power Maximization Problem (121) and Power Minimization Problem (97)
First, we prove one important property of the optimal solution to problem (121).
Proposition 9: With the optimal solution to problem (121), constraints (109) and (122) should hold
with equality, i.e.,
σ2 +
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
Λ(m,m)m |u¯k,m|2 −
βk|u¯Hk hk|2
2Rk − 1 = 0, ∀k ∈ K, (124)
2CmΛ(m,m)m = Ω
(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m), ∀m ∈M. (125)
Proof: Please refer to Appendix H.
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According to Proposition 9, problem (121) is equivalent to the following problem
maximize
{βk},{Λ
(m,m)
m }
K∑
k=1
βkσ
2 (126)
subject to (111), (123), (124), (125).
Next, we show one important property of the optimal solution to problem (126).
Proposition 10: If there exists one set of solutions {βk,Λ(m,m)m } that satisfies the constraints (111),
(123), (124), and (125) in problem (126), then this solution is unique.
Proof: Please refer to Appendix I.
Note that the above proposition is very similar to Proposition 2 for the case with independent
compression shown in Section IV. However, the proof of Proposition 10 is much more complicated.
This is because for the case with independent compression, equations in (76) and (77) are linear in terms
of βk’s and λm’s, while for the case with Wyner-Ziv compression and multivariate compression, equations
in (125) are not linear in terms of βk’s and Λ(m,m)’s.
Since there is a unique solution that satisfies all the constraints in problem (126), it follows that
maximization problem (126) is equivalent to the following minimization problem
minimize
{βk},{Λ
(m,m)
m }
K∑
k=1
βkσ
2 (127)
subject to (111), (123), (124), (125).
Last, we relate problem (127) to the power minimization problem (97) in the multiple-access relay
channel by the following proposition.
Proposition 11: Problem (127) is equivalent to
minimize
{βk},{Λ
(m,m)
m }
K∑
k=1
βkσ
2 (128)
subject to σ2 +
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
Λ(m,m)m |u¯k,m|2 −
βk|u¯Hk hk|2
2Rk − 1 ≤ 0, ∀k ∈ K, (129)
2CmΛ(m,m)m ≥ Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m), ∀m ∈M, (130)
(111), (123).
Proof: Similar to Proposition 9, it can be shown that with the optimal solution to problem (128),
constraints shown in (129) and (130) should hold with equality. As a result, problem (127) is equivalent
to problem (128). Proposition 11 is thus proved.
In problem (128), the dual variables βk’s can be viewed as the transmit powers pulk ’s, and the dual
variables Λ(m,m)m ’s can be viewed as the quantization noise levels q
ul
m’s in the multiple-access relay channel.
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Moreover, according to (11) and (120), Ω can be viewed as the covariance matrix of the received signal in
the multiple-access relay channel, i.e., Γ as defined by (11). As a result, by combining Propositions 4 – 11,
we can conclude that the power minimization problem (99) for the broadcast relay channel is equivalent
to problem (128), and is thus equivalent to power minimization problem (97) for the multiple-access relay
channel. Theorem 3 is thus proved.
To summarize the difference in the methodology for proving Theorem 1 and Theorem 3, we note that
although the proof of Theorem 3 for the case of Wyner-Ziv compression in the multiple-access relay
channel and multivariate compression in the broadcast relay channel follows the same line of reasoning
as the proof of Theorem 1 for the case with independent compression (i.e., we first use the Lagrangian
duality method to find the dual problem of the power minimization problem in the broadcast relay channel,
then show that this dual problem is equivalent to the power minimization problem in the multiple-access
relay channel), the validation of the equivalence between the dual problem in the broadcast relay channel
and the power minimization problem in the multiple-access channel is much more involved for the case of
Wyner-Ziv and multivariate compression. This is because (i) the downlink power minimization problem
becomes an SDP, rather than an LP for the case of independent compression, and the duality of SDPs are
more complicated than that of LPs; (ii) the step in Section VI-B is needed, since constraint (110) in the
dual problem (108) is not a direct reverse of constraint (98) in problem (97); (iii) Proposition 10 involves
nonlinear equations, and it is more much difficult to show that its solution is unique.
VII. PROOF OF THEOREM 4
In this section, we prove the duality between the multiple-access relay channel with successive
interference cancellation at the CP as well as Wyner-Ziv compression across the relays and the broadcast
relay channel with dirty-paper coding at the CP as well as multivariate compression across the relays.
Similar to Sections IV, V, and VI, we fix the same beamforming vectors u¯k’s in the multiple-access relay
channel and the broadcast relay channel as shown in (52), where u¯k’s satisfy (53). Next, for successive
interference cancellation at the CP in the multiple-access relay channel and dirty-paper coding at the
CP in the broadcast relay channel, we assume that the decoding order is the reverse of the encoding
order, i.e., (85). For example, if the decoding order in the multiple-access relay channel is 1, . . . , K, then
the encoding order in the broadcast relay channel is K, . . . , 1. Moreover, for Wyner-Ziv compression
across the relays in the multiple-access relay channel and multivariate compression across the relays in
the broadcast relay channel, we assume the decompression order is the reverse of the compression order,
i.e., (96). For example, if the decompression order in the multiple-access relay channel is 1, . . . ,M , then
the compression order in the broadcast relay channel is M, . . . , 1.
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Let {Rk > 0, k ∈ K} and {Cm > 0,m ∈M} denote sets of strictly feasible user rate requirements and
fronthaul rate requirements under the beamforming vectors (52), decoding order (85), and decompression
order (96) for both the uplink and the downlink. For the multiple-access relay channel, the transmit power
minimization problem subject to the individual rate constraints as well as the individual fronthaul capacity
constraints is formulated as
minimize
{pulk },{qulm}
P ul({pulk }) (131)
subject to (57), (58), (87), (98).
Likewise, given the transmit beamforming vectors (52), a reversed encoding order (85), and a reversed
compression order (96), for the broadcast relay channel, the transmit power minimization problem is
formulated as
minimize
{pdlk },Q
P dl({pdlk },Q) (132)
subject to (62), (63), (89), (100).
Similar to Section VI, we can apply the Lagrangian duality method to show that problem (132) is
equivalent to problem (131). Since the method adopted is almost the same as that in Section VI, we omit
the proof here. As a result, under the same fronthaul capacity constraints Cm’s and total transmit power
constraint P , any achievable rate-tuple for the multiple-access relay channel is also achievable for the
broadcast relay channel by setting the transmit beamforming vectors as the receive beamforming vectors
in the multiple-access relay channel and by setting the encoding and compression order to be the reverse
of the decoding and decompression order in the multiple-access relay channel, and vice versa. In other
words, by trying all the feasible beamforming vectors, it follows that
R¯ulIV({Cm}, P, {ρ¯(m)}, {τ¯(k)}) = R¯dlIV({Cm}, P, {ρ¯(M + 1−m)}, {τ¯(K + 1− k)}). (133)
Then, by trying all the encoding/decoding orders and compression/decompression orders, we can show that
the achievable rate regions of the multiple-access relay channel under successive interference cancellation
as well as Wyner-Ziv compression and the broadcast relay channel under dirty-paper coding as well as
multivariate compression are identical, i.e., RulIV({Cm}, P ) = RdlIV({Cm}, P ).
VIII. DUALITY RELATIONSHIPS
The main result of this paper is that the Lagrangian duality technique can be used to establish the duality
between the sum-power minimization problems for the multiple-access relay channel and the broadacast
relay channel. The key observation is that under fixed beamformers, the sum-power minimization problems
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TABLE I
PRIMAL AND DUAL RELATIONSHIPS BETWEEN THE SUM-POWER MINIMIZATION PROBLEMS FOR THE MULTIPLE-ACCESS RELAY
CHANNEL AND THE BROADCAST RELAY CHANNEL
Broadcast relay channel Multiple-access relay channel
Fixing beamformers {wk = vk}
Case I
Primal problem: Power minimization (59)
• Rate constraint (60): Optimal dual variables {βk}
• Fronthaul constraint (61): Optimal dual variables {λm}
Dual problem: Power minimization (54)
• Optimal transmit powers: {pulk = βk}
• Optimal quantization noises: {qulm = λm}
Case II
Primal problem: Power minimization (88)
• Rate constraint (89): Optimal dual variables {βk}
• Fronthaul constraint (61): Optimal dual variables {λm}
Dual problem: Power minimization (86)
• Optimal transmit powers: {pulk = βk}
• Optimal quantization noises: {qulm = λm}
Case III
Primal problem: Power minimization (99)
• Rate constraint (60): Optimal dual variables {βk}
• Fronthaul constraint (107): Optimal dual variables {Λm}
Dual problem: Power minimization (97)
• Optimal transmit powers: {pulk = βk}
• Optimal quantization noises: {qulm = Λ(m,m)m }
Case IV
Primal problem: Power minimization (132)
• Rate constraint (89): Optimal dual variables {βk}
• Fronthaul constraint (107): Optimal dual variables {Λm}
Dual problem: Power minimization (131)
• Optimal transmit powers: {pulk = βk}
• Optimal quantization noises: {qulm = Λ(m,m)m }
in both the uplink and the downlink can be transformed into convex optimization problems. In particular,
with independent compression (i.e., Cases I and II), both the uplink and downlink problems are LPs, while
with Wyner-Ziv or multivariate compression (i.e., Cases III and IV), both the uplink and downlink problems
can be transformed into SDPs. Note that for the uplink problem under the Wyner-Ziv compression, the
transformation into SDP also involves reversing the minimization into the maximization and reversing the
direction of inequalities involving the rate and fronthaul constraints. We further show that the resulting
convex problems in the uplink and the downlink after the transformations are the Lagrangian duals of each
other for Cases I–IV. Moreover, the dual variables have interesting physical interpretations. Specifically,
the Lagrangian dual variables corresponding to the downlink achievable rate constraints are the optimal
uplink transmit powers; the dual variables corresponding to the downlink fronthaul rate constraints are
the optimal uplink quantization noise levels. These interpretations are summarized in Table I.
In the prior literature, the traditional uplink-downlink duality relationship is established by showing
that any achievable rate-tuple in the uplink is also achievable in the downlink, and vice versa. However,
it is difficult to apply this approach to verify the duality results of this paper, at least for the case with
the Wyner-Ziv and multivariate compression strategies. This is because the condition to ensure a feasible
solution is easy to characterize only under linear constraints (i.e., with independent compression). But
with Wyner-Ziv and multivariate compressions, the fronthaul rates are nonlinear functions of the transmit
powers and the quantization noises. For this reason, this paper takes an alternative approach of fixing the
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beamforming vectors then transforming the sum-power minimization problems subject to the individual
rate and fronthaul constraints into suitable convex forms. As a result, we are able to take a unified approach
to establish the uplink-downlink duality using the Lagrangian duality theory. This approach in fact works
for both independent compression and multivariate compression.
IX. APPLICATION OF DUALITY
While the main technical proofs in this paper are for the case of fixed beamformers, the duality
relationship also extends to the scenario where the beamformers need to be jointly optimized with the
transmit powers and quantization noises. In this section, we consider algorithms for such joint optimization
problems and show that the duality relationship gives an efficient way of solving the downlink joint
optimization problem via its uplink counterpart.
The joint optimization of the beamforming vectors, transmit powers, and the quantization noises for
the broadcast relay channel is more difficult than the corresponding optimization for the multiple-access
relay channel. This is because in the multiple-access relay channel, the receive beamforming vectors {wk}
affect the user rates only, but do not affect the fronthaul rates; the optimal receive beamformers are simply
the minimum mean-squared-error (MMSE) receiver. This is in contrast to the broadcast relay channel,
where the transmit beamforming vectors {vk} affect both the user rates and the fronthaul rates, which
makes the optimization highly nontrivial. Furthermore, the optimization of the quantization noise solution
is also conceptually easier in the multiple-access relay channel since the quantization noise levels are
scalars, while in the broadcast relay channel, the optimization of the quantization noises is over their
covariance matrix. Due to the above reasons, it would be appealing if we can solve the broadcast relay
channel problem via its dual multiple-access counterpart. In the following two subsections, we show how
this can be done under independent compression and Wyner-Ziv/multivariate compression, respectively.
The key observation is that in both cases, the sum-power minimization problem in the multiple-access
relay channel can be solved globally via a fixed-point iteration method.
A. Independent Compression
First, consider the sum-power minimization problems in the multiple-access and broadcast relay channels
for Cases I and II with independent compression/decompression. For simplicity, we focus on Case I,
i.e., linear encoding/decoding, and show how to solve the problem in the broadcast relay channel via
solving the dual problem in the multiple-access relay channel. Similar approach can be applied to Case
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II under nonlinear encoding/decoding. Specifically, in Case I, the sum-power minimization problems in
the multiple-access channel and the broadcast relay channel are formulated as
minimize
{pulk ,wk},{qulm}
P ul({pulk }) (134)
subject to Rul,TINk ({pulk ,wk}, {qulm}) ≥ Rk, ∀k ∈ K, (135)
Cul,INm ({pulk }, qulm) ≤ Cm, ∀m ∈M, (136)
(57), (58),
and
minimize
{pdlk ,vk},Qdiag
P dl({pdlk },Qdiag) (137)
subject to Rdl,LINk ({pdlk ,vk},Qdiag) ≥ Rk, ∀k ∈ K, (138)
Cdl,INm ({pdlk ,vk},Qdiag) ≤ Cm, ∀m ∈M, (139)
(62), (63).
Note that different from problems (54) and (59), here the beamforming vectors need to be jointly optimized
with the transmit powers and quantization noises. In the following, we propose a fixed-point iteration
method that can globally solve problem (134) with low complexity. The main idea is to transform problem
(134) that jointly optimizes the transmit powers, receive beamforming vectors, and quantization noise
levels into a power control problem. Specifically, according to Proposition 3, at the optimal solution,
constraint (136) in problem (134) should be satisfied with equality. In this case, the fronthaul capacity
constraint (136) gives the following relationship between the optimal quantization noise levels and the
optimal transmit powers:
qulm(p
ul) =
K∑
k=1
pulk |hm,k|2 + σ2
2Cm − 1 , ∀m ∈M, (140)
where pul = [pul1 , . . . , p
ul
K ]
T . Moreover, it is observed from problem (134) that the receive beamforming
vectors affect the user rates only, but do not affect the fronthaul rates. It is well-known that the optimal
receive beamforming vectors to maximize the user rates are the MMSE receivers, i.e.,
wk =
w˜k
‖w˜k‖ , ∀k ∈ K, (141)
where
w˜k =
(∑
j 6=k
pulj hjh
H
j + diag(q
ul
1 (p
ul), . . . , qulM(p
ul)) + σ2I
)−1
hk, (142)
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with qulm(p
ul) as given in (140). By plugging the above MMSE beamformers into constraint (135), problem
(134) is now equivalent to the following power control problem:
minimize
pul
P ul({pulk }) (143)
subject to pulk ≥ Ik(pul), ∀k ∈ K, (144)
where
Ik(p
ul) =
2Rk − 1
hHk
(∑
j 6=k
pulj hjh
H
j + diag(q
ul
1 (p
ul), . . . , qulM(p
ul)) + σ2I
)−1
hk
, ∀k ∈ K. (145)
Lemma 1: Given pul ≥ 0, the functions Ik(pul)’s, k = 1, . . . , K, as defined by (145) satisfy the
following three properties:
1. Ik(pul) > 0, ∀k;
2. Given any α > 1, it follows that Ik(αpul) < αIk(pul), ∀k;
3. If p¯ul ≥ pul, then Ik(p¯ul) ≥ Ik(pul), ∀k.
Proof: Please refer to Appendix J.
Lemma 1 shows that I(pul) = [I1(pul), . . . , IK(pul)]T is a standard interference function [46]. According
to [46, Theorem 2], as long as the original problem is feasible, given any initial power solution pul,(0) =
[p
ul,(0)
1 , . . . , p
ul,(0)
K ]
T that satisfies pul,(0) ≥ 0, the following fixed-point iteration must converge to the
globally optimal power control solution to problem (143):
p
ul,(t+1)
k = Ik(p
ul,(t)), ∀k ∈ K, (146)
where Ik(pul)’s are defined in (145), and pul,(t) is the power obtained after the t-th iteration of the fixed-
point update (146). After the optimal power solution denoted by pul,∗ is obtained via the fixed-point
iteration, the optimal quantization noise levels denoted by {qul,∗m } can be obtained via (140), and the
optimal receive beamforming vectors denoted by {w∗k} can be obtained via (141). Note that the above
algorithm to solve problem (134) is very simple, because all the updates have closed-form expressions.
After problem (134) is solved globally, we now show how to obtain the optimal solution to problem
(137) using the uplink-downlink duality. It is shown in Section IV that given the same beamforming
vectors, the sum-power minimization problems in the multiple-access channel and the broadcast relay
channel are equivalent to each other. As a result, the optimal beamforming vectors for problem (134),
i.e., {w∗k}, are also the optimal beamforming vectors for problem (137). After setting v∗k = w∗k, ∀k, the
problem reduces to an optimization problem over the transmit powers and quantization noise levels. As
problem (137) is convex in pdlk and Qdiag given the fixed beamforming vectors as shown in Section IV,
it can be solved efficiently.
37
We contrast the above approach with the direct optimization of the downlink. It can be shown that
if the unit-power beamformers vk’s and transmit powers pdlk ’s are combined together as v˜k = p
dl
k vk =
[v˜k,1, . . . , v˜k,M ]
T , ∀k, then problem (137) can be transformed into the following optimization problem:
minimize
{v˜k},{qdlm}
K∑
k=1
‖v˜k‖2σ2 +
M∑
m=1
qdlmσ
2 (147)
subject to
|v˜Hk hk|2
2Rk − 1 −
∑
j 6=k
|v˜Hj hk|2 −
M∑
m=1
qdlm|hk,m|2 − σ2 ≥ 0, ∀k ∈ K, (148)
K∑
k=1
|v˜k,m|2 + qdlm − 2Cmqdlm ≤ 0, ∀m ∈M, (149)
(62), (63).
Note that (148) can be transformed into a second-order cone constraint [8]. As a result, problem (147)
for the broadcast relay channel is convex. However, the joint optimization of the beamforming vectors
and quantization noise levels in problem (147) is over a higher dimension, so it can potentially be more
computationally complex than the duality-based approach where the beamforming vectors are first obtained
by solving problem (134) using fixed-point iterations, then the powers and quantization noise levels are
optimized given the beamforming vectors.
B. Wyner-Ziv and Multivariate Compression
The above approach can also be used for the scenarios with Wyner-Ziv and multivariate compressions,
i.e., Case III under linear encoding/decoding and Case IV under nonlinear encoding/decoding. For
simplicity, in the following, we focus on Case III; similar analysis also applies to Case IV. Suppose that the
decompression order for Wyner-Ziv compression and the compression order for multivariate compression
are given by (96). Then, the sum-power minimization problems under Case III in the multiple-access relay
channel and the broadcast relay channel are respectively given by
minimize
{pulk ,wk},{qulm}
P ul({pulk }) (150)
subject to Rul,TINk ({pulk ,wk}, {qulm}) ≥ Rk, ∀k ∈ K, (151)
Cul,WZρ¯(m) ({pulk }, qulρ¯(1), . . . , qulρ¯(m), {ρ¯(m)}) ≤ Cρ¯(m), ∀m ∈M, (152)
(57), (58),
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and
minimize
{pdlk ,vk},Q
P dl({pdlk },Q) (153)
subject to Rdl,LINk ({pdlk ,vk}},Q) ≥ Rk, ∀k ∈ K, (154)
Cdl,MVρ¯(M+1−m)({pdlk ,vk},Q, {ρ¯(M + 1−m)}) ≤ Cρ¯(M+1−m), ∀m ∈M, (155)
(101), (62).
Next, we show how to solve problem (153) via problem (150). Similar to problem (134), in the following,
we transform problem (150) into a power control problem, then propose a fixed-point iteration method to
solve this power control problem globally. First, according to Proposition 11, with the optimal solution to
problem (150), constraint (152) in problem (150) is satisfied with equality. In this case, the quantization
noise level of relay 1 can be expressed as a function of the transmit powers as follows:
qul1 (p
ul) =
σ2 +
K∑
k=1
pulk hk,1h
H
k,1
2C1 − 1 . (156)
Moreover, if qul1 (p
ul), . . . , qulm−1(p
ul) are already expressed as functions of pul, then Γ(1:m−1,1:m−1),
Γ(m,1:m−1), and Γ(1:m−1,m) can also be expressed as functions of pul according to (11), given the
specific decompression order (96). For convenience, we use Γ(1:m−1,1:m−1)(pul), Γ(m,1:m−1)(pul), and
Γ(1:m−1,m)(pul) to indicate that they are functions of pul. In this case, qulm(p
ul) can be uniquely expressed
as a function of pul:
qulm(p
ul) =
σ2 +
K∑
k=1
pulk hk,mh
H
k,m − Γ(m,1:m−1)(pul)(Γ(1:m−1,1:m−1)(pul))−1Γ(1:m−1,m)(pul)
2Cm − 1 . (157)
In other words, given pul, we can first characterize qul1 (p
ul) according to (156), then characterize qul2 (p
ul)
given qul1 (p
ul) according to (157), then characterize qul3 (p
ul) given qul1 (p
ul) and qul2 (p
ul) according to (157),
and so on.
Next, similar to problem (134), given the transmit power solution pul and the quantization noise levels
{qulm(pul)} as in (156) and (157), the optimal MMSE beamforming vectors are given in (141). By plugging
them into problem (150), we have the following power control problem:
minimize
pul
P ul({pulk }) (158)
subject to pulk ≥ Ik(pul), ∀k ∈ K, (159)
where
Ik(p
ul) =
2Rk − 1
hHk
(∑
j 6=k
pulj hjh
H
j + diag(q
ul
1 (p
ul), . . . , qulM(p
ul)) + σ2I
)−1
hk
, ∀k ∈ K, (160)
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with {qulm(pul)} given in (156) and (157).
Lemma 2: Given pul ≥ 0, the functions Ik(pul)’s, k = 1, . . . , K, defined by (160) satisfy the following
three properties:
1. Ik(pul) > 0, ∀k;
2. Given any α > 1, it follows that Ik(αpul) < αIk(pul), ∀k;
3. If p¯ul ≥ pul, then Ik(p¯ul) ≥ Ik(pul), ∀k.
Proof: Please refer to Appendix K.
Similar to Lemma 1, Lemma 2 shows that I(pul) = [I1(pul), . . . , IK(pul)]T is a standard interference
function [46]. According to [46, Theorem 2], as long as the original problem is feasible, given any initial
power solution pul,(0) = [pul,(0)1 , . . . , p
ul,(0)
K ]
T that satisfies pul,(0) ≥ 0, the following fixed-point iteration
must converge to the globally optimal power control solution to problem (158):
p
ul,(t+1)
k = Ik(p
ul,(t)), ∀k ∈ K, (161)
where Ik(pul)’s are defined in (160), and pul,(t) denotes the power solution obtained at the t-th iteration
of the fixed-point update (161). To implement the above fixed-point iteration, given pul,(t), we can first
get qul1 (p
ul,(t)) according to (156), then qul2 (p
ul,(t)) given qul1 (p
ul,(t)) according to (157), and so on. Thus,
given pul,(t), we get {qulm(pul,(t))}, then {Ik(pul,(t))} in (161) can be computed by using (160).
After the optimal power pul,∗ is obtained by the fixed-point method (161), the optimal quantization noise
levels {qul,∗m } can then be obtained via (156) and (157), and the optimal receive beamforming vectors {w∗k}
can be obtained via (141). Note that the above algorithm to solve problem (150) is simple, because there
are closed-form expressions for the update of all the variables.
Finally, we solve problem (153) via duality. According to the duality result in Section VI, we can
set the transmit beamforming vectors in problem (153) as v∗k = w
∗
k, ∀k ∈ K. Then, we can obtain the
optimal transmit power and quantization covariance matrix given this beamforming solution by solving the
convex problem (105). Note that it is not yet known whether problem (153) has a convex reformulation.
Nevertheless, the above algorithm gives a globally optimal solution for (153). As a final remark, it is
worth emphasizing that a condition for the convergence of the fixed-point iteration algorithm is that the
original problem is feasible to start with. However, determining whether a set of user target rates and
fronthaul capacities is feasible is by itself not necessarily always easy to do computationally, unless the
problem can be reformulated as a convex optimization.
C. Numerical Example
As a numerical example demonstrating the algorithm of using uplink-downlink duality to solve the
broadcast relay channel problem, we consider a network with M = 3 relays and K = 3 users, where the
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Fig. 3. Illustration of the numerical algorithm for using duality to solve the downlink sum-power minimization problem via the dual uplink
problem.
wireless channels between these relays and users are generated based on the independent and identically
distributed Rayleigh fading model with zero mean and unit variance, and the fronthaul capacities between
all the relays and the CP are set to be 3 bps. Moreover, the noise powers at the relays in the uplink and at
the users in the downlink are set to be σ2 = 1. The rate targets for all the users are assumed to be identical.
Under the above setup, Fig. 3 shows the optimal values of the uplink (UL) problem (134) and the downlink
(DL) problem (137) under independent compression (IN), and respectively the UL problem (150) and the
DL problem (153) under the Wyner-Ziv (WZ) and multivariate (MV) compression, as functions of the
user rate target, for both the cases of treating interference as noise (TIN) and linear encoding (LIN),
respectively. In addition, the corresponding curves for the cases of successive interference cancellation
(SIC) in the uplink or dirty-paper coding (DPC) in the downlink are also plotted. The numerical values are
obtained under the optimal beamforming vectors computed based on the multiple-access relay channel; the
same beamformers are also optimal for the broadcast relay channel. Under these fixed beamformers, the
numerical results also show that for both the cases of independent compression and Wyner-Ziv/multivariate
compression, at the same rate targets, the minimum sum power in the broadcast relay channel is the same
as that in the multiple-access relay channel. This validates the results in Sections IV to VII. Further, it is
observed that the minimum sum power under the Wyner-Ziv and multivariate compression is smaller than
that under the independent compression, especially when the user rate target is high. This is because the
Wyner-Ziv compression can utilize the fronthaul more efficiently by using the decompressed signals as
side information, while the multivariate compression can reduce the interference caused by compression as
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seen by the users. Finally, successive decoding and dirty-paper coding have significant benefit as compared
to treating interference as noise and linear precoding, respectively.
X. CONCLUDING REMARKS
This paper reveals an interesting duality relationship between the Gaussian multiple-access relay channel
and the Gaussian broadcast relay channel. Specifically, we first show that if independent compression is
applied in both the uplink and the downlink, then the achievable rate regions of the multiple-access relay
channel and the broadcast relay channel are identical under the same total transmit power constraint and
individual fronthaul capacity constraints. Furthermore, this duality continues to hold when the Wyner-Ziv
compression strategy is applied in the multiple-access relay channel and the multivariate compression
strategy is applied in the broadcast relay channel. This duality relationship has an intimate connection to
the Lagrangian duality theory in convex optimization. Under fixed beamformers, the power minimization
problems for the multiple-access and broadcast relay channels are the Lagrangian duals of each other.
The optimal dual variables corresponding to the rate constraints in the broadcast relay channel problem
are the optimal transmit powers in the dual multiple-access relay channel problem. The optimal dual
variables corresponding to the fronthaul constraints in the broadcast relay channel problem are the optimal
quantization noise levels in the dual multiple-access relay channel problem. Furthermore, this paper shows
that for jointly optimizing over the transmit powers, the receive beamforming vectors, and the quantization
noise levels, the uplink sum-power minimization problem can be globally solved using a low-complexity
fixed-point iteration method. Thus, the duality also gives a computationally simple way of finding the
optimal beamformers in the downlink problem via its dual uplink.
We remark that the duality relationship established in this paper is specific to the compression based
relaying strategies. The compression strategies considered in this paper are special cases of the more
general noisy network coding [41] and distributed decode-forward [42] schemes for general multihop
relay networks. An operational duality between noisy network coding and distributed decode-forward has
already been observed in [42], thus the main contribution of this paper is in establishing a computational
duality for the specific compression schemes in the setting of the specific two-hop relay network. Is there
a computational duality for the more general network? Is there a capacity region duality for either the
two-hop or more general relay networks? These remain interesting open questions.
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APPENDIX
A. Proof of Proposition 1
First, suppose that at the optimal solution to problem (75), which is denoted by β∗k’s and λ
∗
m’s, there
exists a k¯ such that ∑
j 6=k¯
β∗j |u¯Hk¯ hj|2 +
M∑
m=1
λ∗m|u¯k¯,m|2 + σ2 −
β ∗¯
k
|u¯H
k¯
hk¯|2
2Rk¯ − 1 > 0. (162)
Then, consider another solution where λm = λ∗m, ∀m, βk = β∗k , ∀k 6= k¯, and
βk¯ =
(∑
j 6=k¯
β∗j |u¯Hk¯ hj|2 +
M∑
m=1
λ∗m|u¯k¯,m|2 + σ2
)
(2Rk¯ − 1)
|u¯H
k¯
hk¯|2
> β ∗¯k . (163)
It can be shown that the new solution is a feasible solution to problem (75). Moreover, due to (163), at the
new solution, the objective value of problem (75) is increased. This contradicts to the fact that the optimal
solution to problem (75) is {β∗k , λ∗m}. As a result, at the optimal solution to problem (75), constraint (73)
should hold with equality.
Next, suppose that at the optimal solution to problem (75), which is denoted by β∗k’s and λ
∗
m’s, there
exists an m¯ such that
K∑
k=1
β∗k|hk,m¯|2 + λ∗m¯ + σ2 − 2Cm¯λ∗m¯ > 0. (164)
Then, consider another solution where βk = β∗k , ∀k, λm = λ∗m, ∀m 6= m¯, and
λm¯ =
K∑
k=1
β∗k|hk,m¯|2 + σ2
2Cm¯ − 1 > λ
∗
m¯. (165)
It can be shown that the new solution is a feasible solution to problem (75). Moreover, due to (165), at the
new solution, the objective value of problem (75) is increased. This contradicts to the fact that the optimal
solution to problem (75) is {β∗k , λ∗m}. As a result, at the optimal solution to problem (75), constraint (74)
should hold with equality.
Proposition 1 is thus proved.
B. Proof of Proposition 2
First, according to (77), it follows that
λm =
K∑
k=1
βk|hk,m|2 + σ2
2Cm − 1 , ∀m ∈M. (166)
43
By plugging (166) into (76), it follows that
βk = Ik(β), ∀k ∈ K, (167)
where β = [β1, . . . , βK ]T , and
Ik(β) =
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
(
K∑
k=1
βk|hk,m|2+σ2)|u¯k,m|2
2Cm−1 + σ
2
 (2Rk − 1)
|u¯Hk hk|2
. (168)
It can be shown that with βk > 0, ∀k, we have
Ik(β) > 0, ∀k ∈ K. (169)
Next, given α > 1, it can be shown that
Ik(αβ) =
∑
j 6=k
αβj|u¯Hk hj|2 +
M∑
m=1
(
K∑
k=1
αβk|hk,m|2+σ2)|u¯k,m|2
2Cm−1 + σ
2
 (2Rk − 1)
|u¯Hk hk|2
(170)
< α×
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
(
K∑
k=1
βk|hk,m|2+σ2)|u¯k,m|2
2Cm−1 + σ
2
 (2Rk − 1)
|u¯Hk hk|2
(171)
= αIk(β), ∀k ∈ K. (172)
Last, given β¯ = [β¯1, . . . , β¯K ]T ≥ β, it follows that
Ik(β¯) =
∑
j 6=k
β¯j|u¯Hk hj|2 +
M∑
m=1
(
K∑
k=1
β¯k|hk,m|2+σ2)|u¯k,m|2
2Cm−1 + σ
2
 (2Rk − 1)
|u¯Hk hk|2
(173)
≥
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
(
K∑
k=1
βk|hk,m|2+σ2)|u¯k,m|2
2Cm−1 + σ
2
 (2Rk − 1)
|u¯Hk hk|2
(174)
= Ik(β), ∀k ∈ K. (175)
As a result, the function I(β) = [I1(β), . . . , IK(β)]T defined by (168) is a standard interference function
[46]. It then follows from [46, Theorem 1] that there exists a unique solution β > 0 to equation (167).
Moreover, with this solution of β, there is a unique solution of λm > 0’s to equation (166). As a result,
if problem (80) is feasible, there exists only one solution to the constraints (76), (77), (78), and (79) in
problem (80).
Proposition 2 is thus proved.
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C. Proof of Proposition 4
First, it can be easily verified that the SINR constraints (106) are equivalent to the original SINR
constraints (60). Next, we consider the fronthaul constraints (100), which can be re-formulated as
2CmQ(m,m) −Q(m,m) −
K∑
k=1
pdlk |u¯k,m|2 − 2CmQ(m,m+1:M)(Q(m+1:M,m+1:M))−1Q(m+1:M,m) ≥ 0, ∀m.
(176)
Given m = 1, . . . ,M , define
Dm =
 2CmQ(m,m) −Q(m,m) −
K∑
k=1
pdlk |u¯k,m|2 2CmQ(m,m+1:M)
2CmQ(m+1:M,m) 2CmQ(m+1:M,m+1:M)
 ∈ C(M−m+1)×(M−m+1). (177)
Note that Q(m,m+1:M) = (Q(m+1:M,m))H and thus Dm is a Hermitian matrix, m = 1, . . . ,M . Note that
we must have Q  0 in problem (99) since otherwise, the fronthaul rates for relays become infinite based
on (34) and (53). According to [47, Theorem 7.7.9], given Q  0, (176) is equivalent to Dm  0, ∀m.
Moreover, since
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m)×(m−1) Q(m:M,m:M)
−Em(Q+ Ψ)EHm
=
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Dm
 , ∀m, (178)
the fronthaul constraint (176) in the broadcast relay channel is equivalent to (107) given (101).
To summarize, the new SINR constraints (106) and fronthaul constraints (107) are equivalent to the
original constraints. Moreover, we multiply the objective function in problem (99) by a constant σ2 for
convenience. As a result, problem (105) and problem (99) have the same optimal solution. Proposition 4
is proved.
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D. Proof of Proposition 5
We can write down the Lagrangian of problem (105) as follows:
L({pdlk },Q, {βk}, {Λm})
=
K∑
k=1
pdlk σ
2 + tr(Q)σ2 −
K∑
k=1
βk
(
pdlk |u¯Hk hk|2
2Rk − 1 −
∑
j 6=k
pdlj |u¯Hj hk|2 − tr(QhkhHk )− σ2
)
−
M∑
m=1
tr
(
Λm
(
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Q(m:M,m:M)
−Em(Q+ Ψ)EHm)) (179)
=
K∑
k=1
pdlk
(
σ2 +
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
Λ(m,m)m |u¯k,m|2 −
βk|u¯Hk hk|2
2Rk − 1
)
+ tr
(
Q
(
σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm
−
M∑
m=1
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Λ(m:M,m:M)m
))+ K∑
k=1
βkσ
2, (180)
where βk ≥ 0, k = 1, . . . , K, and Λm ∈ CM×M  0, m = 1, . . . ,M , are the dual variables associated
with constraints (106) and (107), respectively. The dual function of problem (99) is thus formulated as
g({βk}, {Λm}) = min
pdlk ≥0,∀k∈K,Q0
L({pdlk },Q, {βk}, {Λm}). (181)
At last, the dual problem of problem (105) is
maximize
{βk},{Λm}
g({βk}, {Λm}) (182)
subject to βk ≥ 0, ∀k, (183)
Λm  0, ∀m. (184)
Note that according to (180), the dual function is g({βk}, {Λm}) =
K∑
k=1
βkσ
2 if and only if
σ2 +
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
Λ(m,m)m |u¯k,m|2 −
βk|u¯Hk hk|2
2Rk − 1 ≥ 0, ∀k, (185)
σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm −
M∑
m=1
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Λ(M−m+1:M−m+1)m
  0. (186)
Otherwise, the dual function is unbounded, i.e., g({βk}, {Λm}) = −∞. As a result, the optimal solution
to problem (181) must satisfy constraints (185) and (186). In this case, g({βk}, {Λm}) =
K∑
k=1
βkσ
2. This
indicates that the dual problem of problem (105), i.e., problem (182), is equivalent to problem (108).
Proposition 4 is thus proved.
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E. Proof of Proposition 6
According to (115) and (116), we have
A1 =2
C1Λ
(1:M,1:M)
1 +
 0 01×(M−1)
0(M−1)×1 A2
 (187)
=2C1Λ
(1:M,1:M)
1 + 2
C2
 0 01×(M−1)
0(M−1)×1 Λ(M−1:M−1)m
+
 02×2 02×(M−2)
0(M−2)×2 A3
 (188)
...
=
M∑
m=1
2Cm
 0(m−1)×(m−1) 0(m−1)×(M−m+1)
0(M−m+1)×(m−1) Λ(M−m+1:M−m+1)m
 . (189)
By combining (114) and (189), we have (110). As a result, problem (108) is equivalent to problem (113).
Proposition 6 is thus proved.
F. Proof of Proposition 7
We first show that at the optimal solution to problem (113), condition (117) is true, i.e.,
B = σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm −A1 = 0. (190)
Suppose that at the optimal solution {βk,Am,Λm} to problem (113), B  0 but B 6= 0. Then, let m¯
denote the index of the first positive diagonal element of B. Since B  0, we have
B =
 0(m¯−1)×(m¯−1) 0(m¯−1)×(M−m¯+1)
0(M−m¯+1)×(m¯−1) B(m¯:M,m¯:M)
 . (191)
Consider another solution given by
βˆk = βk, ∀k, (192)
Λˆm = Λm, ∀m 6= m¯, (193)
Λˆm¯ = Λm¯ +
 0(m¯−1)×(m¯−1) 0(m¯−1)×(M−m¯+1)
0(M−m¯+1)×(m¯−1) Cm¯
 , (194)
Aˆm = 2
CmΛˆ
(m:M,m:M)
m +
 0 01×(M−m)
0(M−m)×1 Aˆm+1
 , m = 1, . . . ,M − 1, (195)
AˆM = 2
CM Λˆ
(M,M)
M , (196)
where Cm¯ ∈ C(M−m¯+1)×(M−m¯+1) in (194) satisfies
2Cm¯Cm¯ −
 C(1,1)m¯ 01×(M−m¯)
0(M−m¯)×1 0(M−m¯)×(M−m¯)
 = B(m¯:M,m¯:M). (197)
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Since B(m¯,m¯) > 0, it follows from (197) that C(1,1)m¯ > 0. Moreover, since B
(m¯:M,m¯:M)  0 and
C
(1,1)
m¯ > 0, according to (197) we have Cm¯  0. As a result, (194) indicates that Λˆm¯  0, i.e., constraint
(112) is satisfied. Further, it follows from (195) and (196) that
Aˆ1 = A1 + 2
Cm¯
 0(m¯−1)×(m¯−1) 0(m¯−1)×(M−m¯+1)
0(M−m¯+1)×(m¯−1) Cm¯
 (198)
= A1 +B + diag([01×(m¯−1),C
(1,1)
m¯ ,01×(M−m¯)]) (199)
= σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm + diag([01×(m¯−1),C
(1,1)
m¯ ,01×(M−m¯)]) (200)
= σ2I +
K∑
k=1
βˆkhkh
H
k +
M∑
m=1
EHmΛˆmEm. (201)
As a result, at the new solution, constraint (114) is satisfied with equality. Last, since C(1,1)m¯ > 0, it follows
from (193) and (194) that Λˆ
(m,m)
m = Λ
(m,m)
m , ∀m 6= m¯, and Λˆ
(m¯,m¯)
m¯ > Λ
(m¯,m¯)
m¯ . Moreover, according to
condition (53), we have
∑K
k=1 |u¯k,m¯|2 > 0. As a result, at the new solution, constraint (109) is satisfied
with strict inequality at least for one k.
To summarize, at the new solution, the same objective value of problem (113) is achieved due to (192),
and all the constraints are also satisfied. Moreover, since constraint (109) is satisfied with inequality, we
can further find a better solution of βk’s such that the objective value of problem (113) is enhanced while
constraint (109) is satisfied with equality. This contradicts the assumption that the optimal solution to
problem (113) is {βk,Am,Λm}. As a result, at the optimal solution to problem (113), constraint (114)
must hold with equality.
Next, we show that at the optimal solution to problem (113), conditions (118) and (119) are true.
First, according to (117), at the optimal solution, we have A1  0, and thus
A
(1,1)
1 > 0. (202)
Then, we show that at the optimal solution, condition (119) is true for m = 1, i.e.,
2C1Λ1 =
A
(1:M,1)
1 A
(1,1:M)
1
A
(1,1)
1
. (203)
On the right-hand side (RHS) of (115), given each m, the first row and the first column of the overall
matrix is merely contributed by the first row and the first column of Λ(m:M,m:M)m . With A
(1,1)
1 > 0, to
make (115) hold, the optimal solution 2C1Λ1 must be in the following form
2C1Λ1 =
A
(1:M,1)
1 A
(1,1:M)
1
A
(1,1)
1
+
 0 01×(M−1)
0(M−1)×1 T 1
 , (204)
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where T 1 satisfies  0 01×(M−1)
0(M−1)×1 T 1 +A2
 = A1 − A(1:M,1)1 A(1,1:M)1
A
(1,1)
1
. (205)
It can be shown from (205) that T 1 +A2  0.
Lemma 3: Suppose that a ∈ CM×1 with a(1) > 0 and B ∈ C(M−1)×(M−1). Then,
aaH +
 0 01×M
0M×1 B
  0, (206)
implies B  0.
Proof: Suppose that B is not a positive semidefinite matrix. Then, there exists some x ∈ C(M−1)×1
such that xHBx < 0. Next, with a(1) > 0, define y = [−xHa(2:M)/a(1),xH ]H ∈ CM×1. It can then be
shown that
yH
aaH +
 0 01×M
0M×1 B
y = xHBx < 0. (207)
As a result, as long as B is not a positive semidefinite matrix, (206) does not hold. Lemma 3 is thus
proved.
According to Lemma 3 and (202), if 2C1Λ1 defined in (204) is a positive semidefinite matrix, we must
have
T 1  0. (208)
Now, suppose that the optimal solution {βk,Λm,Am} to problem (113) satisfies T 1 6= 0. Define m˜ as
the index of the first positive diagonal element in T 1. Since T 1  0, T 1 must be in the form of
T 1 =
 0(m˜−1)×(m˜−1) 0(m˜−1)×(M−m˜)
0(M−m˜)×(m˜−1) T
(m˜:M−1,m˜:M−1)
1
 , (209)
with T (m˜:M−1,m˜:M−1)1  0.
Then, consider a new solution in which β˜k = βk, ∀k, Λ˜m’s are given as follows
Λ˜1 = Λ1 −
 0 01×(M−1)
0(M−1)×1 T 1/2C1
 = A(1:M,1)1 A(1,1:M)1
A
(1,1)
1
 0, (210)
Λ˜1+m˜ = Λ1+m˜ +
 0 01×(M−1)
0(M−1)×1 T 1/2C1

= Λ1+m˜ +
 0m˜×m˜ 0m˜×(M−m˜)
0(M−m˜)×m˜ T
(m˜:M−1,m˜:M−1)
1 /2
C1
  0, (211)
Λ˜m = Λm, ∀m 6= 1 and m 6= 1 + m˜, (212)
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and A˜m’s are given as follows
A˜m =

Am, if m = 1 or 1 + m˜ < m ≤M,
Am +
 0(1+m˜−m)×(1+m˜−m) 0(1+m˜−m)×(M−m˜)
0(M−m˜)×(1+m˜−m) T
(m˜:M−1,m˜:M−1)
1 /2
C1
 , if 1 < m < 1 + m˜,
Am + T
(m˜:M−1,m˜:M−1)
1 /2
C1 , if m = 1 + m˜.
(213)
It can be shown that the above solution satisfies constraints (115), (116), (111), and (112) in problem
(113). Moreover, with this new solution, we have
Λ˜
(1,1)
1 = Λ
(1,1)
1 − 0 = Λ(1,1)1 , (214)
Λ˜
(1+m˜,1+m˜)
1+m˜ = Λ
(1+m˜,1+m˜)
1+m˜ + T
(m˜,m˜)
1 /2
C1 , (215)
Λ˜
(m,m)
m = Λ
(m,m)
m , ∀m 6= 1 and m 6= 1 + m˜. (216)
Since T 1(m˜, m˜) > 0, it follows that Λ˜
(m,m)
m = Λ
(m,m)
m if m 6= 1 + m˜, and Λ˜
(m,m)
m > Λ
(m,m)
m if m = 1 + m˜.
Moreover, according to (53), we have
∑K
k=1 |u¯k,1+m˜|2 > 0. As a result, at the new solution, constraint
(109) in problem (113) is satisfied with strict inequality at least for one k. Last, since
M∑
m=1
EHmΛ˜mEm 
M∑
m=1
EHmΛmEm, (217)
constraint (114) in problem (113) is satisfied.
To summarize, with the new solution {β˜k, Λ˜m, A˜m}, all the constraints in problem (113) are satisfied,
while the optimal objective value is also achieved. Moreover, since constraint (109) is satisfied with
strict inequality for some k’s, we can further find a better solution of βk’s such that the objective value
is enhanced while constraint (109) is satisfied with equality. This contradicts the assumption that the
optimal solution to problem (113) is {βk,Λm,Am}. As a result, at the optimal solution to problem (113),
condition (203) must hold.
Given (203), it follows from (115) that 0 01×(M−1)
0(M−1)×1 A2
 = A1 − A(1:M,1)1 A(1,1:M)1
A
(1,1)
1
. (218)
Since rank(A1) = M and rank(A
(1:M,1)
1 A
(1,1:M)
1 ) = 1, we have rank(A2) = M − 1. As a result, we
have A2  0, and thus A(1,1)2 > 0. Similar to the way to prove (203), we can show that with A(1,1)2 > 0,
condition (119) must hold for m = 2. Then, similar to the way to prove A2  0, we can show that if
condition (119) holds for m = 2, then A3  0. We can keep applying the above method to show that
with the optimal solution to problem (113), conditions (118) and (119) are true.
Proposition 7 is thus proved.
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G. Proof of Proposition 8
According to (115), (116) and (119), the optimal solution to problem (113) must satisfy 0 01×(M−m+1)
0(M−m+1)×1 Am
 =Am−1 − 2Cm−1Λ(m−1:M,m−1:M)m−1 (219)
=Am−1 − A
(1:M−m+2,1)
m−1 A
(1,1:M−m+2)
m−1
A
(1,1)
m−1
, m = 2, . . . ,M. (220)
In other words, we have
Am = A
(2:M−m+2,2:M−m+2)
m−1 −
A
(2:M−m+2,1)
m−1 A
(1,2:M−m+2)
m−1
A
(1,1)
m−1
, m = 2, . . . ,M. (221)
It then follows from (221) that
A(1,1)m = A
(2,2)
m−1 −
A
(2,1)
m−1A
(1,2)
m−1
A
(1,1)
m−1
, m = 2, . . . ,M. (222)
Lemma 4: If (221) holds and Am  0, ∀m, then for any m = 2, . . . ,M , we have
A(m−n+1,m−n+1)n −A(m−n+1,1:m−n)n (A(1:m−n,1:m−n)n )−1A(1:m−n,m−n+1)n
= A
(m−n+2,m−n+2)
n−1 −A(m−n+2,1:m−n+1)n−1 (A(1:m−n+1,1:m−n+1)n−1 )−1A(1:m−n+1,m−n+2)n−1 , n = 2, . . . ,m. (223)
Proof: First, if (221) holds, it then follows that
A(m−n+1,m−n+1)n −A(m−n+1,1:m−n)n (A(1:m−n,1:m−n)n )−1A(1:m−n,m−n+1)n
= A
(m−n+2,m−n+2)
n−1 −
A
(m−n+2,1)
n−1 A
(1,m−n+2)
n−1
A
(1,1)
n−1
−
(
A
(m−n+2,2:m−n+1)
n−1 −
A
(m−n+2,1)
n−1 A
(1,2:m−n+1)
n−1
A
(1,1)
n−1
)
×B−1n−1,m
(
A
(2:m−n+1,m−n+2)
n−1 −
A
(1,m−n+2)
n−1 A
(2:m−n+1,1)
n−1
A
(1,1)
n−1
)
, n = 2, . . . ,m, (224)
where
Bn−1,m = A
(2:m−n+1,2:m−n+1)
n−1 −
A
(2:m−n+1,1)
n−1 A
(1,2:m−n+1)
n−1
A
(1,1)
n−1
. (225)
On the other hand, we have
A
(m−n+2,m−n+2)
n−1 −A(m−n+2,1:m−n+1)n−1 (A(1:m−n+1,1:m−n+1)n−1 )−1A(1:m−n+1,m−n+2)n−1
= A
(m−n+2,m−n+2)
n−1 − [A(m−n+2,1)n−1 ,A(m−n+2,2:m−n+1)n−1 ]
×
 A(1,1)n−1 A(1,2:m−n+1)n−1
A
(2:m−n+1,1)
n−1 A
(2:m−n+1,2:m−n+1)
n−1
−1  A(1,m−n+2)n−1
A
(2:m−n+1,m−n+2)
n−1
 , n = 2, . . . ,m. (226)
Lemma 5: [47, Section 0.7.3] Consider an invertible matrix
X =
 C D
E F
 . (227)
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Then we have
X−1 =
 C−1 +C−1D(F −EC−1D)−1EC−1 −C−1D(F −EC−1D)−1
−(F −EC−1D)−1EC−1 (F −EC−1D)−1
 . (228)
According to Lemma 5, it follows that
[A
(m−n+2,1)
n−1 ,A
(m−n+2,2:m−n+1)
n−1 ]
 A(1,1)n−1 A(1,2:m−n+1)n−1
A
(2:m−n+1,1)
n−1 A
(2:m−n+1,2:m−n+1)
n−1
−1  A(1,m−n+2)n−1
A
(2:m−n+1,m−n+2)
n−1

= [A
(m−n+2,1)
n−1 ,A
(m−n+2,2:m−n+1)
n−1 ]
×

1
A(1,1)n−1
− A
(1,2:m−n+1)
n−1 B
−1
n−1,mA
(2:m−n+1,1)
n−1
(A(1,1)n−1 )2
−A
(1,2:m−n+1)
n−1 B
−1
n−1,m
A(1,1)n−1
−B
−1
n−1,mA
(2:m−n+1,1)
n−1
A(1,1)n−1
B−1n−1,m

×
 A(1,m−n+2)n−1
A
(2:m−n+1,m−n+2)
n−1
 (229)
=
A
(m−n+2,1)
n−1 A
(1,m−n+2)
n−1
A
(1,1)
n−1
+
A
(m−n+2,1)
n−1 A
(1,m−n+2)
n−1 A
(1,2:m−n+1)
n−1 B
−1
n−1,mA
(2:m−n+1,1)
n−1
(A
(1,1)
n−1 )2
− A
(1,m−n+2)
n−1 A
(m−n+2,2:m−n+1)
n−1 B
−1
n−1,mA
(2:m−n+1,1)
n−1
A
(1,1)
n−1
− A
(m−n+2,1)
n−1 A
(1,2:m−n+1)
n−1 B
−1
n−1,mA
(2:m−n+1,m−n+2)
n−1
A
(1,1)
n−1
+A
(m−n+2,2:m−n+1)
n−1 B
−1
n−1,mA
(2:m−n+1,m−n+2)
n−1 , n = 2, . . . ,m− 1. (230)
By taking (230) into (226), it follows that
A
(m−n+2,m−n+2)
n−1 −A(m−n+2,1:m−n+1)n−1 (A(1:m−n+1,1:m−n+1)n−1 )−1A(1:m−n+1,m−n+2)n−1
= A
(m−n+2,m−n+2)
n−1 −
A
(m−n+2,1)
n−1 A
(1,m−n+2)
n−1
A
(1,1)
n−1
−
(
A
(m−n+2,2:m−n+1)
n−1 −
A
(m−n+2,1)
n−1 A
(1,2:m−n+1)
n−1
A
(1,1)
n−1
)
×B−1n−1,m
(
A
(2:m−n+1,m−n+2)
n−1 −
A
(1,m−n+2)
n−1 A
(2:m−n+1,1)
n−1
A
(1,1)
n−1
)
, n = 2, . . . ,m. (231)
According to (224) and (231), it is concluded that if (221) is true, then (223) holds. Lemma 4 is thus
proved.
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By combining (222), Proposition 7, and Lemma 4, the optimal solution to problem (113) satisfies
A(1,1)m =A
(2,2)
m−1 −
A
(2,1)
m−1A
(1,2)
m−1
A
(1,1)
m−1
(232)
=A
(3,3)
m−2 −A(3,1:2)m−2 (A(1:2,1:2)m−2 )−1A(1:2,3)m−2 (233)
...
=A
(m,m)
1 −A(m,1:m−1)1 (A(1:m−1,1:m−1)1 )−1A(1:m−1,m)1 , m = 2, . . . ,M. (234)
Moreover, according to (119), it follows that
2CmΛ(m,m)m = A
(1,1)
m , ∀m. (235)
By combining (234) and (235), it can be concluded that the optimal solution to problem (113) must satisfy
2CmΛ(m,m)m =
 A
(1,1)
1 if m = 1,
A
(m,m)
1 −A(m,1:m−1)1 (A(1:m−1,1:m−1)1 )−1A(1:m−1,m)1 , if m = 2, . . . ,M.
(236)
To summarize, according to constraints (115) and (116) in problem (113), the optimal Λ(m,m)m ’s are
just functions of A1 as shown in (236). Moreover, constraints (114) and (109) are only dependent of
Λ(m,m)m ’s, but are independent of the other elements of Λm’s. As a result, problem (113) is equivalent to
the following problem
maximize
{βk},{Λ
(m,m)
m },A1
K∑
k=1
βkσ
2 (237)
subject to A1  0, (238)
(109), (111), (114), (123), (236).
As compared to problem (113), the optimization variables A2, . . . ,AM disappear in problem (237).
Moreover, constraints (115) and (116) reduce to constraint (236).
Lemma 6: Consider X ∈ CM×M and Y ∈ CM×M . If X  0, Y  0, and X  Y , it then follows
that
X(1,1) ≥ Y (1,1), (239)
and
X(m,m) −X(m,1:m−1)(X(1:m−1,1:m−1))−1X(1:m−1,m)
≥ Y (m,m) − Y (m,1:m−1)(Y (1:m−1,1:m−1))−1Y (1:m−1,m), m = 2, . . . ,M. (240)
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Proof: (239) directly follows from X  Y . In the following, we prove (240). Since X  0, Y  0,
and Y X , we have X(1:m,1:m)  0, Y (1:m,1:m)  0, and X(1:m,1:m)  Y (1:m,1:m), ∀m. As a result, the
inverses of X(1:m−1,1:m−1)’s and Y (1:m−1,1:m−1)’s exist, ∀m ≥ 2, and
X(m,m) −X(m,1:m−1)(X(1:m−1,1:m−1))−1X(1:m−1,m)
= [−X(m,1:m−1)(X(1:m−1,1:m−1))−1, 1]X(1:m,1:m)[−X(m,1:m−1)(X(1:m−1,1:m−1))−1, 1]H (241)
≥ [−X(m,1:m−1)(X(1:m−1,1:m−1))−1, 1]Y (1:m,1:m)[−X(m,1:m−1)(X(1:m−1,1:m−1))−1, 1]H (242)
= Y (m,m) − Y (m,1:m−1)(Y (1:m−1,1:m−1))−1Y (1:m−1,m)+
(−X(m,1:m−1)(X(1:m−1,1:m−1))−1 + Y (m,1:m−1)(Y (1:m−1,1:m−1))−1)× Y (1:m−1,1:m−1)×
(−X(m,1:m−1)(X(1:m−1,1:m−1))−1 + Y (m,1:m−1)(Y (1:m−1,1:m−1))−1)H (243)
≥ Y (m,m) − Y (m,1:m−1)(Y (1:m−1,1:m−1))−1Y (1:m−1,m), m = 2, . . . ,M. (244)
Lemma 6 is thus proved.
According to Lemma 6, (114) and (236) indicate that
Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m)
≥ A(m,m)1 −A(m,1:m−1)1 (A(1:m−1,1:m−1)1 )−1A(1:m−1,m)1 = 2CmΛ(m,m)m , m = 1, . . . ,M. (245)
This corresponds to constraint (122). As a result, any feasible solution to problem (237) is feasible to
problem (121). In other words, the optimal value of problem (121) is no smaller than that of problem
(237).
Next, we show that the optimal value of problem (121) is no larger than that of problem (237).
Lemma 7: The optimal solution to problem (121) must satisfy
Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m) = 2CmΛ(m,m)m , m = 1, . . . ,M. (246)
Proof: According to (120), we have
Ω(m,m) = [σ2I +
K∑
i=1
βkhkh
H
k ]
(m,m) + Λ(m,m)m , ∀m. (247)
Therefore, we can re-express constraint (122) in problem (121) as[
σ2I +
K∑
i=1
βkhkh
H
k
](m,m)
−Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m) ≥ (2Cm − 1)Λ(m,m)m , ∀m. (248)
Note that [σ2I +
∑K
i=1 βkhkh
H
k ]
(m,m) and Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m) are not functions of
Λ(m,m)m , ∀m.
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Suppose that for a given feasible solution to problem (121), denoted by βk’s and Λ(m,m)m ’s, there exists
an 1 ≤ m¯ ≤M such that[
σ2I +
K∑
k=1
βkhkh
H
k
](m¯,m¯)
−Ω(m¯,1:m¯−1)(Ω(1:m¯−1,1:m¯−1))−1Ω(1:m¯−1,m¯) > (2Cm¯ − 1)Λ(m¯,m¯)m¯ . (249)
Then, we consider another solution where β˜k = βk, ∀k, and Λ˜(m,m)m = Λ(m,m)m , ∀m 6= m¯, while
Λ˜
(m¯,m¯)
m¯ =
[
σ2I +
K∑
k=1
βkhkh
H
k
](m¯,m¯)
− Ω˜(m¯,1:m¯−1)(Ω˜(1:m¯−1,1:m¯−1))−1Ω˜(1:m¯−1,m¯)
2Cm¯ − 1 , (250)
Ω˜ = σ2I +
K∑
k=1
β˜khkh
H
k + diag(Λ˜
(1,1)
1 , . . . , Λ˜
(M,M)
M ). (251)
As a result, Λ˜
(m¯,m¯)
m¯ > Λ
(m¯,m¯)
m¯ .
Consider the above new solution. First, it can be shown that
Ω˜
(m1,m2)
=
 Ω(m1,m2), if (m1,m2) 6= (m¯, m¯),Ω(m¯,m¯) −Λ(m¯,m¯)m¯ + Λ˜(m¯,m¯)m¯ > Ω(m¯,m¯), otherwise. (252)
As a result, at the new solution, constraint (122) still holds ∀m ≤ m¯. For m > m¯, we have
2CmΛ˜
(m,m)
m = 2
CmΛ(m,m)m (253)
≤ Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m) (254)
= Ω˜
(m,m) − Ω˜(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω˜(1:m−1,m) (255)
≤ Ω˜(m,m) − Ω˜(m,1:m−1)(Ω˜(1:m−1,1:m−1))−1Ω˜(1:m−1,m), (256)
where (256) is because Ω˜  Ω.
Next, consider constraint (109) in problem (121). Since Λ˜
(m,m)
m = Λ
(m,m), ∀m 6= m¯, Λ˜(m¯,m¯)m¯ > Λ(m¯,m¯)m¯ ,
and
∑K
k=1 |u¯k,m¯|2 > 0 according to (53), constraint (109) in problem (121) is satisfied with inequality at
least for one k.
To summarize, the new solution is a feasible solution to problem (121), with constraint (109) satisfied
with inequality. Thus, given Λ˜
(m,m)
m ’s, we can further find a better solution of βk’s such that the objective
value of problem (121) is enhanced while constraint (109) is satisfied with equality. This indicates that if
(246) does not hold for problem (121), we can always find a better solution. Lemma 7 is thus proved.
Given any feasible solution {βk,Λ(m,m)m } to problem (121) that satisfies the optimal condition (246), we
can construct a solution to problem (237) as follows. First, βk’s and Λ(m,m)m ’s are unchanged in problem
(237). Second, A1 is set as
A1 = Ω  0. (257)
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Since βk’s and Λ(m,m)m ’s is a feasible solution to problem (121), it must satisfy constraints (109) and (111).
Further, it can be observed from (120) that Ω  0. As a result, it follows that
Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m) > 0, ∀m. (258)
According to (246), we have Λ(m,m)m > 0, ∀m. In other words, constraint (123) holds. Moreover, (257)
guarantees that constraint (114) holds in problem (237). At last, (245) and (246) guarantee that
Ω(m,m) −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m)
= A
(m,m)
1 −A(m,1:m−1)1 (A(1:m−1,1:m−1)1 )−1A(1:m−1,m)1 (259)
= 2CmΛ(m,m)m , ∀m. (260)
As a result, constraint (236) also holds. To summarize, given any feasible solution to problem (121) that
satisfies (246), we can also generate a feasible solution to problem (237). Moreover, according to Lemma
7, the optimal solution to problem (121) must satisfy condition (246). As a result, the optimal value of
problem (121) is achievable for problem (237). In other words, the optimal value of problem (121) is no
larger than that of problem (237).
To summarize, we have shown that the optimal value of problem (121) is not smaller than that of problem
(237), and at the same time, the optimal value of problem (121) is no larger than that of problem (237).
This indicates that problem (121) is equivalent to problem (237), which is further equivalent to problem
(113). In other words, problem (121) is equivalent to (113). This completes the proof of Proposition 8.
H. Proof of Proposition 9
According to Lemma 7 in Appendix G, with the optimal solution to problem (121), all the constraints
shown in (122) should hold with equality. In the following, we show that with the optimal solution, to
problem (121), all the constraints shown in (109) should hold with equality, i.e.,
σ2 +
∑
j 6=k
βj|u¯Hk hj|2 +
M∑
m=1
Λ(m,m)m |u¯k,m|2 −
βk|u¯Hk hk|2
2Rk − 1 = 0, ∀k. (261)
Given any feasible solution to problem (121), suppose that there exists a k¯ such that
σ2 +
∑
j 6=k¯
βj|u¯Hk¯ hj|2 +
M∑
m=1
Λ(m,m)m |u¯k¯,m|2 −
βk¯|u¯Hk hk¯|2
2Rk¯ − 1 > 0. (262)
Then, consider another solution of β˜k¯ such that
σ2 +
∑
j 6=k¯
βj|u¯Hk¯ hj|2 +
M∑
m=1
Λ(m,m)m |u¯k¯,m|2 −
β˜k¯|u¯Hk hk¯|2
2Rk¯ − 1 = 0. (263)
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As a result, we have
β˜k¯ > βk¯. (264)
First, it can be shown that with β˜k¯, constraint (109) holds for all k. Moreover, according to (120), it
follows that
Ω = σ2I +
K∑
k=1
βkhkh
H
k +
M∑
m=1
EHmΛmEm
 σ2I +
∑
j 6=k¯
βkhkh
H
k + β˜k¯hk¯h
H
k¯ +
M∑
m=1
EHmΛmEm. (265)
According to Lemma 6, it follows that the new solution also satisfies constraint (122). As a result, the
new solution is also a feasible solution to problem (121). However, with the new solution, the objective
value of problem (121) is increased. This indicates that with the optimal solution to problem (121), all
the constraints shown in (109) should hold with equality.
Proposition 9 is thus proved.
I. Proof of Proposition 10
Given any β = [β1, . . . , βK ] > 0, let λ(β) = [λ1(β), . . . , λM(β)] denote the solution of Λ(m,m)m ’s
(i.e.,Λ(m,m)m = λm(β), ∀m) that satisfies constraint (125) in problem (126). The uniqueness of λ(β) given
β > 0 can be shown as follows. First, it follows from (125) that
λ1(β) =
σ2 +
K∑
k=1
βkhk,1h
H
k,1
2C1 − 1 . (266)
Next, it can be shown that if λ1(β), . . . , λm−1(β), then λm(β) can be uniquely determined as
λm(β) =
σ2 +
K∑
k=1
βkhk,mh
H
k,m −Ω(m,1:m−1)(Ω(1:m−1,1:m−1))−1Ω(1:m−1,m)
2Cm − 1 , (267)
since Ω(m,1:m−1), Ω(1:m−1,1:m−1), and Ω(1:m−1,m) only depend on λ1(β), . . . , λm−1(β). As a result, given
any β > 0, there always exists a unique solution λ(β) such that constraint (125) is satisfied in problem
(126). Moreover, the following lemma shows some important properties of λ(β).
Lemma 8: Given β ≥ 0, the function λ(β) defined by (266) and (267) has the following properties:
1. λ(β) > 0;
2. Given any α > 1, it follows that λ(αβ) < αλ(β);
3. If β¯ ≥ β, then λ(β¯) ≥ λ(β).
Proof: First, since λm(β)’s in (266) and (267) satisfy (125) and Ω  0, it then follows that λm(β) > 0,
∀m.
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Next, we show that given any α > 1, we have λ(αβ) < αλ(β). For convenience, we define
Ωˆ = σ2I +
K∑
k=1
βkhkh
H
k + diag(λ1(β), . . . , λM(β)), (268)
Ω¯ = σ2I +
K∑
k=1
αβkhkh
H
k + diag(λ1(αβ), . . . , λM(αβ)), (269)
as the corresponding Ω’s shown in (120) with β and Λ(m,m)m ’s replaced by β and λ(β) as well as αβ
and λ(αβ), respectively. It is observed from (268) and (269) that the non-diagonal elements of Ωˆ and Ωˆ
satisfy
αΩˆ
(m1,m2)
= Ω¯
(m1,m2)
, ∀m1 6= m2. (270)
As a result, we have
Ω¯
(m,1:m−1)
= αΩˆ
(m,1:m−1)
, ∀m. (271)
In the following, we shown by induction that αλm(β) > λm(αβ), ∀m.
First, when m = 1, it follows from (266) that
αλ1(β) =
ασ2 + α
K∑
k=1
βkhk,1h
H
k,1
2C1 − 1 (272)
>
σ2 + α
K∑
k=1
βkhk,1h
H
k,1
2C1 − 1 (273)
=λ1(αβ). (274)
Next, we shown that given any m¯ ≥ 2, if
αλm(β) > λm(αβ), ∀m = 1, . . . , m¯− 1, (275)
then
αλm¯(β) > λm¯(αβ). (276)
Given (275), the diagonal elements of Ωˆ and Ω¯ defined in (268) and (269) satisfy
Ω¯
(m,m)
= σ2 + α
K∑
k=1
βkhk,mh
H
k,m + λm(αβ)
< α
(
σ2 +
K∑
k=1
βkhk,mh
H
k,m + λm(β)
)
= αΩˆ
(m,m)
, ∀m = 1, . . . , m¯− 1. (277)
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Based on (271) and (277), it then follows that
Ω¯
(1:m¯−1,1:m¯−1) ≺ αΩˆ(1:m¯,1:m¯−1), (278)
or (
Ω¯
(1:m¯−1,1:m¯−1))−1  (αΩˆ(1:m¯,1:m¯−1))−1 . (279)
Last, it follows that
λm¯(αβ) =
σ2 + α
K∑
k=1
βkhk,m¯h
H
k,m¯ − Ω¯(m¯,1:m¯−1)(Ω¯(1:m¯−1,1:m¯−1))−1Ω¯(1:m¯−1,m¯)
2Cm¯ − 1 (280)
=
σ2 + α
K∑
k=1
βkhk,m¯h
H
k,m¯ − α2Ωˆ
(m¯,1:m¯−1)
(Ω¯
(1:m¯−1,1:m¯−1)
)−1Ωˆ
(1:m¯−1,m¯)
2Cm¯ − 1 (281)
<
σ2 + α
K∑
k=1
βkhk,m¯h
H
k,m¯ − α2Ωˆ
(m¯,1:m¯−1)
(αΩˆ
(1:m¯−1,1:m¯−1)
)−1Ωˆ
(1:m¯−1,m¯)
2Cm¯ − 1 (282)
<
α
(
σ2 +
K∑
k=1
βkhk,m¯h
H
k,m¯ − Ωˆ
(m¯,1:m¯−1)
(Ωˆ
(1:m¯−1,1:m¯−1)
)−1Ωˆ
(1:m¯−1,m¯)
)
2Cm¯ − 1 (283)
= αλm¯(β), (284)
where (281) is due to (271) and (282) is due to (279). As a result, given any m¯ ≥ 2, if (275) is true, then
(276) is true. By combining the above with (274), it follows that αλm(β) > λm(αβ), ∀m.
Next, we shown that if β¯ = [β¯1, . . . , β¯K ]T satisfies β¯k ≥ βk, ∀k, then λ(β¯) ≥ λ(β) by induction. First,
it can be shown from (266) that if β¯ ≥ β, then
λ1(β¯) ≥ λ1(β). (285)
In the following, we prove that given any m¯ ≥ 2, if λm(β¯) ≥ λm(β), ∀m ≤ m¯−1, then λm¯(β¯) ≥ λm¯(β).
To prove this, given any m¯ ≥ 2, define
Xm¯ = σ
2I +
K∑
k=1
βkh
(1:m¯)
k [h
(1:m¯)
k ]
H + diag([λ1(β), . . . , λm¯−1(β), 0]) ∈ Cm¯×m¯, (286)
X¯m¯ = σ
2I +
K∑
k=1
β¯kh
(1:m¯)
k [h
(1:m¯)
k ]
H + diag([λ1(β¯), . . . , λm¯−1(β¯), 0]) ∈ Cm¯×m¯. (287)
With β¯ ≥ β and λm(β¯) ≥ λm(β), ∀m ≤ m¯− 1, it follows that X¯m¯  Xm¯. Based on Lemma 6, it can
be shown from (267) that
λm¯(β¯) =
X¯
(m¯,m¯)
m¯ − X¯(1:m¯−1,m¯)m¯ (X¯(1:m¯−1,1:m¯−1)m¯ )−1X¯(m¯,1:m¯−1)m¯
2m¯ − 1 (288)
≥ X
(m¯,m¯)
m¯ −X(1:m¯−1,m¯)m¯ (X(1:m¯−1,1:m¯−1)m¯ )−1X(m¯,1:m¯−1)m¯
2m¯ − 1 (289)
= λm¯(β). (290)
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To summarize, we have shown that λ1(β¯) ≥ λ1(β) and given any m¯ ≥ 2, λm¯(β¯) ≥ λm¯(β) if λm(β¯) ≥
λm(β), ∀m ≤ m¯− 1. Therefore, by deduction, it can be shown that λ(β¯) ≥ λ(β) if β¯ ≥ β.
Lemma 8 is thus proved.
Then, the remaining job is to show that there is only a unique solution β > 0 such that β > 0 and
λ(β) satisfy constraint (124) in problem (126). In the following, we prove this.
Note that constraint (124) can be re-expressed as
β = I(β), (291)
where I(β) = [I1(β), . . . , IK(β)] with
Ik(β) =
(2Rk − 1)(σ2 +∑j 6=k βj|u¯Hk hj|2 +∑Mm=1 λm(β)|u¯k,m|2)
|u¯Hk hk|2
, ∀k. (292)
In the following, we show three important properties of the function I(β).
Lemma 9: Given β ≥ 0, the function I(β) defined by (292) satisfies the following three properties:
1. I(β) > 0;
2. Given any α > 1, it follows that I(αβ) < αI(β);
3. If β¯ ≥ β, then I(β¯) ≥ I(β).
Proof: First, given any β ≥ 0, it can be shown from (292) that
I(β) > 0. (293)
Next, according to Lemma 8, given any α > 1, it can be shown that
Ik(αβ) =
(2Rk − 1)(σ2 +∑j 6=k αβj|u¯Hk hj|2 +∑Mm=1 λm(αβ)|u¯k,m|2)
|u¯Hk hk|2
(294)
≤α(2
Rk − 1)(σ2 +∑j 6=k βj|u¯Hk hj|2 +∑Mm=1 λm(β)|u¯k,m|2)
|u¯Hk hk|2
(295)
=αIk(β), ∀k, (296)
where (295) is due to Lemma 8.
Last, if β¯ ≥ β, it then follows that
Ik(β¯) =
(2Rk − 1)(σ2 +∑j 6=k β¯j|u¯Hk hj|2 +∑Mm=1 λm(β¯)|u¯k,m|2)
|u¯Hk hk|2
(297)
≥(2
Rk − 1)(σ2 +∑j 6=k βj|u¯Hk hj|2 +∑Mm=1 λm(β)|u¯k,m|2)
|u¯Hk hk|2
(298)
=Ik(β), ∀k, (299)
where (298) is due to Lemma 8.
Lemma 9 is thus proved.
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Lemma 9 shows that the function I(β) defined by (292) is a standard interference function [46]. It
then follows from [46, Theorem 1] that there exists a unique solution β > 0 to equation (291). Note that
we have shown in the above that given β > 0, there exists a unique solution λ(β) that satisfies constraint
(125). Therefore, if problem (126) is feasible, there exists only one solution to problem (126).
Proposition 10 is thus proved.
J. Proof of Lemma 1
First, it can be easily shown that if pul ≥ 0, then Ik(pul) > 0, ∀k. Next, given α > 1, it follows from
(140) that qulm(αp
ul) < αqulm(p
ul), ∀m. As a result, we have∑
j 6=k
αpulj hjh
H
j + diag(q
ul
1 (αp
ul), . . . , qulM(αp
ul)) + σ2I
≺ α
(∑
j 6=k
pulj hjh
H
j + diag(q
ul
1 (p
ul), . . . , qulM(p
ul)) + σ2I
)
, ∀k ∈ K. (300)
Based on (145), it follows that Ik(αpul) < αIk(pul), ∀k, given α > 1.
Last, if p¯ul ≥ pul, then based on (140), it follows that qulm(p¯ul) ≥ qulm(pul), ∀m. As a result, we have∑
j 6=k
p¯ulj hjh
H
j + diag(q
ul
1 (p¯
ul), . . . , qulM(p¯
ul)) + σ2I

∑
j 6=k
pulj hjh
H
j + diag(q
ul
1 (p
ul), . . . , qulM(p
ul)) + σ2I, ∀k ∈ K. (301)
Based on (145), it follows that Ik(p¯ul) > Ik(pul), ∀k.
Lemma 1 is thus proved.
K. Proof of Lemma 2
First, it can be easily shown that if pul ≥ 0, then Ik(pul) > 0, ∀k ∈ K. Next, given α > 1, it follows
from Lemma 8 that {qulm(pul)} defined in (156) and (157) satisfies qulm(αpul) < αqulm(pul), ∀m ∈M. Then,
similar to Appendix J, it can be shown that {Ik(pul)} defined in (160) satisfies Ik(αpul) < αIk(pul),
∀k ∈ K, given α > 1. Last, according to Lemma 8, if p¯ul ≥ pul, then qulm(p¯ul) ≥ qulm(pul), ∀m ∈ M.
Similar to Appendix J, it can be shown that Ik(p¯ul) ≥ Ik(pul), ∀k ∈ K.
Lemma 2 is thus proved.
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