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Abstract 
Testing plays an integral part in many areas of computer science. The testing problem 
involves specifying for a given target object a set of test points that can be used to determine if 
a tested object is equivalent to the target. We study the case where it is only necessary to 
determine whether a tested object is approximately equivalent to the target. We define what it 
means for an object class to be approximate/y testable, and we examine various geometric 
classes to determine their testability. We also investigate general properties of testability. This 
work relates closely to the area of computational geometry known as geometric probing, so we 
discuss this relationship and give several results for testing convex polygons that parallel 
theorems in geometric probing. 
Key words: Testing; Probing 
1. Introduction 
Testing plays an important part in many areas of computer science, including 
hardware design, software design, and computer aided manufacturing. In each case 
some type of object, such as a circuit, a program, or a manufactured product, is tested 
to determine whether it is correct according to some specification or target. For some 
applications it is sufficient to demonstrate that a tested object is close to the target. 
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For example, a laser used in a CAM application may need to be aligned to within 
a certain accuracy on the manufacturing surface. By testing the actual location of the 
laser beam against its correctly aligned position, it can be determined if it is within E of 
the correct alignment. In this situation, the object being used to align the laser (i.e. the 
manufacturing surface) can be represented as a geometric shape, and the test being 
used for alignment can determine if a given point, representing the actual location of 
the laser beam, is located on the object. This type of testing is approximate, since it 
only determines that the laser is within e of its correct alignment. The goal of our 
research is to develop a general model of approximate testing that can reveal the 
limitations of testing as well as give insight into different effective strategies for 
accomplishing a testing goal. 
In this paper we define what it means for a class of objects to be approximately 
testable, and we examine various geometric classes to determine their testability. We 
define an object to be a subset of Euclidean space Ed, and we say that an object class is 
approximately testable if, given any target object in the class and any error bound 
greater than zero, a finite set of points can be specified (a test set) such that any other 
object in the class that is consistent on the test set differs from the target by no more 
than the error bound. In addition, an object class is two-sided testable if given any 
object in the class and any error bound, a test set can be specified such that any object 
that is inconsistent on the test set is not within the error bound. 
Our work on testing relates closely to work that has been done in the area of 
geometric probing [2,5,10,14,4,9,8]. Geometric probing is the algorithmic study of 
determining an object or some property of the object using a measuring device, or 
probe. One type of problem that is addressed in geometric probing is that of 
verification--counting the number of probes necessary to determine that an object q is 
indeed the object being probed. Verification problems give a lower bound for deter- 
mination. Testing is similar to the problem of probing for verification because both 
disciplines must show how to use a small amount of information to verify an object. In 
fact, testing can be viewed as a type of geometric probing that uses point probes (i.e. 
test points) as a type of probe. 
Although there are many types of probes used in the geometric probing literature 
[14], test points relate the closest to finger probes. A finger probe returns the first 
point of intersection between a directed line originating from infinity and the object 
being probed. Probing with test points is harder than using finger probes because the 
information returned by a test point is less exact than the information returned by 
a finger probe. For example, if a test point returns “positive”, it does not indicate 
whether the point is on the boundary or in the interior of the object. A finger probe, on 
the other hand, always yields a point on the boundary of an object. For this reason, 
when an object is verified using test points, it can only be stated that the tested object 
is within E of the target rather than stating that it is exactly the target. On the other 
hand, test points can be placed in locations that cannot be reached by finger probes 
and, as we show in Section 3.2, this sometimes yields testing algorithms for classes of 
objects that cannot be verified using finger probes. 
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The remainder of this paper is as follows. In Section 2 we give our approximate 
testing model, and we define four types of object classes-those for which a constant 
size test set can be generated; those for which a finite test set whose size is a function of 
the target object and/or the error bound can be generated; those for which a finite test 
set that two-sided tests the class can be generated; and those for which no finite test set 
can be generated. We also give some simple examples to illustrate these four types of 
object classes. 
In Section 3 we give results for testing various classes of geometric objects, 
including balls, rectangles and convex polygons. Some of these theorems parallel 
results in geometric probing for verifying objects with finger probes, so we discuss the 
relationship between these results and the differences between verification with finger 
probes and testing. 
In Section 4 we discuss general results about testing. First we investigate which 
characteristics of an object class determine whether it is testable or not. We draw on 
ideas from computational learning theory; in particular, the notion of the VC- 
dimension of an object class is useful. We also define a new dimension, called the 
testing dimension of an object class, and show how it relates to testability. Finally, we 
discuss various closure properties for testable object classes. 
We make some concluding remarks and mention several open problems in Sec- 
tion 5. 
2. Testability 
In this section we first give definitions of an object class and approximate testability. 
These definitions are similar to those of “concept class” and “learnability” found in 
[l]. We also define four levels of testability-testable, k-testable, two-sided testable 
and untestable. Then we use a series of examples to illustrate these definitions. 
2.1. Dejnitions 
An object q is a measurable subset q c Ed of d-dimensional Euclidean space; in 
particular, it is a Bore1 set. An object class is a set Q of objects. It is assumed that there 
is some probability distribution P defined over Ed. For the purposes of this paper we 
take P to be the uniform distribution defined over a bounded subspace of Ed. 
However, we give definitions with respect to an arbitrary distribution. 
Each object class Q has an associated representation class Q,, which is used when 
testing objects from the class. In general, a geometric object is represented by a list of 
vertices that describes it. Once a representation class Q* is chosen, the class Q is 
associated with this class, so the class Q, need not be mentioned explicitly. 
When a representation class is used for an object class, each object q has associated 
with it a representation size sq, which is the size of the shortest representation of q in 
the representation class. For example, if a vertex list is used to represent objects in the 
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class R of closed orthogonal rectangles, then the size of an object will be 2, since 
a minimal representation uses two opposite corners to describe an orthogonal 
rectangle. In this paper, since we represent each object by a list of vertices, the size of 
an object is the number of vertices in its minimal representation list. 
We can extend the idea of a representation size for an individual object to an object 
class and define the size complexity of a class. This complexity measure indicates how 
“large” (in terms of representation) an object in the class can be. It is useful when 
examining the testability of classes. 
Definition. Given an object class Q with associated representation class Q*, the size 
complexity of Q is the largest integer k such that there exists q E Q with representation 
size k in Q*. If no such k exists, the size complexity of Q is infinite. 
The domain over which objects are defined has a size parameter as well. The size of 
the domain Ed is d. 
Given an object Y E Q to be tested and a target object q E Q, r is consistent with q on 
some finite set t = { tl, t2 , . . , t,,,} of points if it contains the same subset of t as q, i.e. 
t n q = t A r. The error of r, with respect to q and the probability distribution P, is 
given by P(qAr), where qAr denotes the symmetric difference of the sets. Thus, the 
error of an object to be tested is measured as the probability of the region that forms 
the symmetric difference between it and the target object. 
Let S denote the set of all finite sets of points in Ed with rational coordinates. Let 
Q+ denote the positive rationals, let I denote the open interval of rationals (0, l), and 
let m: Q+ x I + Z+ be a positive integer valued function defined on CD+ x I. Further- 
more, let P be a probability distribution on Ed. 
Definition. A computable function T: Q x I + S is an approximate testing algorithm 
for Q (with respect to P) with test set size m(s,, E) if for all E.EI and for all q EQ, 
T(q,4 = t = {tl,tz , . . . , t,}, the cardinality of t is no greater than m(s,, E), and for all 
r E Q, if r is consistent with q on t, then P(qAr) d E. T(q, CC) is called a test for q with 
respect to the class Q. For each ti E T(q, E), if ti l q then ti is a positive test point; 
otherwise, ti is a negative test point. 
Thus given an error bound EE 1 and a target object q E Q, T produces a test set for 
q such that any tested object that is consistent with q on this set has error no more 
than E. The size of this set may be a function of both E and the representation size of 
the target object. If such a T and m exist, then Q is approximately testable with respect 
to P with test set size m(s,, E). From now on we will refer to approximately testable 
object classes as simply testable, and since we are only examining testability with 
respect to a uniform distribution in this paper, we will no longer mention P explicitly. 
If T produces a constant size test set (i.e. if m is a constant k), then we say that Q is 
k-testable. If no testing algorithm T exists for Q, then Q is untestable. 
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We also want a testing algorithm that will reveal something about the error of 
objects that are inconsistent with the target object on a given test set. For this purpose 
we define two-sided testing algorithms, which are a subset of the set of testing 
algorithms. Let e : Q x I + UZP+ be a positive rational valued function. 
Definition. T is a two-sided testing algorithm for Q (with respect to P) with error 
margin e(q, E) if T is a testing algorithm for Q (with respect to P) and for all E E I and 
all q, r E Q, if r is inconsistent with q on T(q, E), then P(qAr) 3 e(q, E). 
Thus if T is a two-sided testing algorithm for Q, then it produces a test set for 
a target object q such that any tested object that is consistent with q on this set has 
error no more than E and any object that is inconsistent with q on this set has error at 
least e( q, E). If such a T exists, then Q is two-sided testable with respect to P and e( q, E). 
If T is not a two-sided testing algorithm, then a tested object that is inconsistent with 
the target object q on the test set might have an arbitrarily small error. 
2.2. Examples 
The following examples will help to clarify the distinction between the four types of 
object classes defined above. Each class in the examples below consists of objects that 
are subsets of the closed interval [0, 11, over which a uniform distribution is defined. 
The testability of each of these classes can be easily proven. 
Example 2.1. Class Q1 consists of objects composed of two disjoint closed intervals 
between 0 and 1. Q1 is s-testable but not two-sided testable. 
Example 2.2. Class Qz consists of objects composed of two disjoint closed intervals of 
positive length between 0 and 1. Q2 is 8-testable and is two-sided testable with an error 
margin of e(q, E) = min {e/4,i(length of smallest interval of q), i(distance between 
2 intervals of 4)). 
Example 2.3. Class Q3 consists of objects composed of two (not necessarily disjoint) 
closed intervals between 0 and 1. Q3 is testable with a test set of size [4/e 1 - 1, but it is 
not k-testable for any constant k. 
Example 2.4. Class Q4 consists of objects composed of a finite number of closed 
intervals between 0 and 1. Q4 is untestable. 
These four examples illustrate that object classes that appear similar at first glance 
may actually have very different degrees of testability. The four different degrees of 
testability defined in the previous subsection yield a hierarchy. By definition, the 
family of k-testable concept classes and the family of two-sided testable concept 
classes are both subsets of the family of testable concept classes. However, the rest of 
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the hierarchy differs depending upon the probability distribution P defined on Ed. 
The examples above illustrate that for object classes defined on [0, l] with a uniform 
distribution, the k-testable and two-sided testable families are incomparable. 
3. Testing geometric objects 
In this section we give results for testing various types of geometric objects, 
including rectangles, balls and convex polygons. We assume that all objects are 
subsets of a unit box in d dimensions, so that the error between two objects is the 
volume of the region that forms the symmetric difference between them. This assump- 
tion allows for easier exposition of the proofs without losing any generality, since 
a uniform distribution defined on a different sized region would just require a scaling 
factor to be added to the formulae used in the proofs. We also discuss the relationship 
between testing these objects with test points and verifying them with finger probes. 
3.1. Rectangles and balls 
Both balls and orthogonal rectangles are k-testable and two-sided testable for any 
fixed dimension d. In this subsection we prove results about the testability of these 
object classes. 
Proposition 3.1. Let Rd be the set of closed orthogonal rectangles in [0, 11”. Class Rd is 
(2d + 2)-testable and two-sided testable. 
Proof Sketch. (For a detailed proof see [12].) Given Y E Rd, choose two positive test 
points near opposite corners of I and choose 2d negative test points by reflecting each 
positive test point outside the rectangle in each dimension. See Fig. 1 for an illustra- 
tion in two dimensions. A rectangle that is consistent with r on the test points can only 
differ from r in the region between the positive and negative points, and the volume of 
this region can be made arbitrarily small by the appropriate placement of the test 
points. Similarly, a rectangle that is inconsistent with r on the test points has an error 
greater than the volume of the region between a test point and the corresponding side 
of r. 0 
It is easy to observe that 2d + 2 test points are also necessary to test a rectangle in 
Rd. If one of the positive test points were missing, then a tiny rectangle around the 
remaining positive test point would be consistent on the test set, but would differ from 
r by more than E. Similarly, if one of the negative test points were missing, then 
a consistent rectangle that stretches far past the boundary of r in the direction that was 
previously blocked by the negative test point would have error greater than E. 
Goldman and Kearns [6] independently discovered a result analogous to the one 
above, except for discrete spaces (i.e. spaces where rectangle boundaries can only 
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l Negative test points 
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Fig. 1. Testing an orthogonal rectangle in E’. 
occur at points on a discrete grid). Romanik and Salzberg [ 131 showed that this result 
can be generalized to n disjoint orthogonal rectangles in two dimensions, yielding 
a testing strategy that uses 6n test points. However in higher dimensions this strategy 
does not work, so they gave a different strategy using n(4d + 2) test points to test 
n disjoint orthogonal rectangles in Ed. 
Another object class that is k-testable is the class of closed balls in Ed. We first 
prove results for testing closed discs in E2 and closed balls in E 3, and then we discuss 
how this strategy can be extended to balls in d dimensions. 
Proposition 3.2. Let D be the set of closed discs in [0, l] 2. Class D is 4-testable. 
Proof Sketch. (For a detailed proof see [12].) For d E D with radius r, draw two 
orthogonal diameters across d and choose the two endpoints of one diameter as 
positive test points and two points slightly outside d and near the endpoints of the 
other diameter as negative test points (see Fig. 2(a)). A disc that is consistent with d on 
these points must have diameter at least 2r and cannot be larger than the disc 
determined by the two negative test points and one of the positive test points. 0 
It is easy to see that the class D of closed discs is two-sided testable by choosing 
positive test points slightly inside the disc instead of on the boundary. Also, it can be 
observed that 4 test points are necessary to test this class. If only one positive test 
point were used, then a small disc around this point would be consistent but would 
have error greater than E. If only one negative test point were used, a consistent disc 
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0 Positive test points 
(a) Testing a disc in E2. (b) Testing a ball in E3. 
Fig. 2. Testing discs and balls. 
containing the disc d and expanding away from the one negative test point would have 
error greater than E. 
Proposition 3.3. Let B be the set of closed balls in [IO, l] 3. Class B is 5-testable. 
Proof Sketch. (For a detailed proof see [12].) For b E B with radius r, choose the two 
endpoints of a diameter of b as positive test points. Choose three negative test points 
on the plane containing the center of b that is orthogonal to this diameter such that 
each point is slightly outside b and they are evenly spaced around b (see Fig. 2(b)). 
A ball that is consistent with b on these points must have diameter at least 2r and 
cannot be larger than the ball determined by the three negative test points and one of 
the positive test points. 0 
It is easy to see that the class B is two-sided testable using positive test points 
chosen slightly inside the ball rather than on the boundary. Also, 5 test points are 
necessary to test this class (for a proof see [12]). 
The testing strategy used for discs in E 2 and balls in E 3 can be extended to balls in 
Ed. This testing strategy would choose the two endpoints of a diameter of a ball b as 
positive test points, and d evenly spaced points on the (d - 1)-dimensional plane that 
orthogonally bisects this diameter as negative test points. Any ball consistent with 
b on these d + 2 test points would contain b and would not be larger than the ball 
determined by the d negative test points and one positive test point. Also, using the 
same argument as for 2 and 3 dimensions, d + 2 test points are necessary to test a ball 
in Ed. 
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3.2. Polygons 
In the introduction we discussed the relationship between testing and geometric 
probing. In particular, we noted that testing is similar to the problem of probing for 
verification. Furthermore, testing can even be viewed as a type of geometric probing 
that uses point probes (i.e. test points) to perform a verification task. 
In this subsection we give results for testing objects composed of convex polygons. 
We are interested in developing testing strategies for convex polygons in order to 
compare these strategies with those given in the geometric probing literature for 
verifying convex polygons with finger probes. We see that for some object classes 
similar testing and probing algorithms exist. However, other classes which cannot be 
verified using finger probes can be tested with test points. 
Cole and Yap [S] gave an optimal strategy for verifying an n-sided convex polygon 
with 2n finger probes. We now give a similar result for testing an n-sided convex 
polygon. 
Theorem 3.1. 2n test points are necessary and sufJicient to test an n-sided polygon from 
the class P of all closed convex polygons in [0, l] 2. Also, the class P is two-sided 
testable. 
Proof. (For more details see [12].) For a polygon p E P choose a positive test point 
near each vertex v, which is a distance CI from v and is equidistant from the two edges 
adjacent to v. Choose a negative test point midway along each edge of p and a distance 
p outside p (see Fig. 3(a)). By convexity any polygon 4 consistent with p on the 2n test 
points must contain the convex hull of the positive test points. Also by convexity, 
q must be contained in the unshaded region of Fig. 3(b). This is because the convex 
hull of the positive test points and any point in the shaded region of Fig. 3(b) will 
contain a negative test point. As a and p are decreased, the area of the symmetric 
difference between p and the unshaded region of Fig. 3(b) can be made less than E for 
any E > 0. 
To show the necessity of 2n test points we show that for any p E P there exists E > 0 
such that 2n test points must be used to ensure that any consistent convex polygon q is 
within E of p. Consider the isosceles triangle formed by a line segment drawn between 
two adjacent edges of p (see Fig. 4(a)). If this triangle does not contain any positive test 
point, then the convex hull of the positive test points that are chosen is a consistent 
polygon q that has error at least as large as the area of this triangle. A similar triangle 
can be constructed for every other vertex of p, and as the areas of these triangles 
decrease, they become disjoint. For E less than the area of the smallest of these 
triangles, n positive test points must be chosen. 
Now consider the region adjacent to an edge e of p that is formed by extending the 
two edges adjacent to e (i.e. the shaded region in Fig. 4(b)). This region is always 
nonempty and does not intersect the regions adjacent to any other edges of p. Suppose 
no negative test points are chosen in this region. Then the convex hull of the point 
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0 Positive test points 
+ Negative test points 
(a) Polygon p with test points. (b) Unshaded region contains q, 
Fig. 3. Testing a convex polygon. 
y and the vertices of p is a consistent polygon with error equal to the area of the 
triangle formed by y and the edge e (see Fig. 4(b)). Therefore, this triangle must 
contain a negative test point when E is less than its area. Since such a region exists for 
each edge of p, n negative test points must be used. 
To show that P is two-sided testable, suppose a polygon 4 is inconsistent on the 
given test set. There are two cases to consider. 
Case 1: Polygon q is consistent with p on all positive test points. 
Consider a negative test point, y, on which q is inconsistent and examine the 
nonempty triangle bounded by p and the two lines drawn from y to the two positive 
test points near the edge next to y (i.e. the shaded triangle in Fig. 5(a)). Because of 
convexity, this entire triangle must be contained in q, so the error of q must be at least 
the area of this triangle. 
Case 2: Polygon q is inconsistent with p on at least one positive test point. 
For each positive test point X, there is a nonempty region bounded by p and two 
lines drawn through x from the two positive test points adjacent to x (i.e. the shaded 
region in Fig. 5(b)). If a is chosen sufficiently small, then these regions are disjoint. If 
q is inconsistent with p on one or more positive test points, then at least one of these 
regions will not contain any points in q. Suppose, on the contrary, that q contains 
a point in each of these regions. Then each positive test point x will be contained in the 
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(a) Triangle must contain a positive (b) Shaded region must contain 
test point a negative test point. 
Fig. 4. Showing the necessity of 2n test points to test a polygon. 
(a) Shaded triangle is contained in q. (b) Shaded region has no points in q. 
Fig. 5. Showing that convex polygons are two-sided testable. 
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Fig. 6. The set of points is not a test set for the polygons. 
convex hull of the point in the region adjacent to x and the two points in the regions 
adjacent to the two positive test points adjacent to x (again assuming a is chosen 
sufficiently small). Therefore, since 4 is convex, it will contain all the positive test 
points, which is a contradiction. 0 
It should be noted that although the class of all closed convex polygons is testable, 
the size of the test set used is a function of the representation size of the target polygon, 
and the placement of the test points depends on the error bound E. 
The above result shows that finger probing and testing give the same bounds for 
verifying certain objects. A question that one might ask is if there are any object 
classes for which these two strategies differ. Consider the class Pk consisting of objects 
composed of k disjoint closed convex polygons, where there is no restriction on the 
number of vertices in an object. Skiena [14] showed that for k 3 3 the class Pk cannot 
be verified using finger probes. This is because an object such as the one shown with 
solid border in Fig. 6 (which is in P3) cannot be verified since no finger probe 
originating from infinity can intersect the bottom edge of the top polygon to verify it. 
Although objects from the class Pk cannot be verified using finger probes, they can 
be verified (or tested) using test points, as the following theorem shows. In order to do 
this, the strategy used to test one convex polygon must be augmented since sometimes 
this test set will not be sufficient, as is shown in Fig. 6. Fig. 6 shows a target object 
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from P3 (the 3 unshaded polygons with solid borders) with test points chosen for each 
polygon as in the proof of Theorem 3.1. The 3 shaded polygons with dashed borders in 
Fig. 6 represent another object in P3 that is consistent with the target object on the 
given test set, but that differs from the target by more than E, for E chosen sufficiently 
small. 
Theorem 3.2. An object composed of k disjoint closed convex polygons with a total of 
n vertices, from the class Pk of all sets of k disjoint closed convex polygons, can be tested 
with O(n’) test points. 
Proof. For each polygon pi in the target object, choose a positive test point near each 
vertex of pi and a negative test point midway along each edge and slightly outside pi, 
as in the proof of Theorem 3.1. These 2n test points should be chosen so that if 
a consistent object partitions the positive test points in the same way as the target, 
then its error is less than E. 
Additional test points must be picked to ensure that the positive test points chosen 
above will be partitioned among the k polygons of a consistent test object in the same 
way as they are in the target object. For each pair of positive test points that are in 
different polygons in the target object, choose a negative test point on the line segment 
that connects the two points. Such a point will exist since the polygons are disjoint. 
Since all polygons in objects of Pk are convex, these additional negative test points will 
ensure that two positive test points from different polygons in the target will be in 
different polygons in a consistent test object. Since there are n positive test points, 
there will be at most (z) additional negative test points, for a total of O(n’) test 
points. q 
It is an open question whether fl(n2) test points are necessary in the worst case to 
test an object in P, with n vertices. 
We have shown in this subsection the similarities between geometric probing and 
testing. For some object classes both testing and finger probing give the same bounds 
for verifying an object, while for other classes objects can tested that cannot be verified 
with finger probes. Testing, therefore, gives an interesting new perspective on the area 
of geometric probing. 
Table 1 summarizes our results for testing geometric objects. The table shows both 
lower and upper bounds on the number of test points needed to test object classes. 
4. General results 
In this section we examine general results concerning the testability of geometric 
objects. First we examine properties of object classes that make them testable or 
untestable, and then we consider closure properties for testable object classes. 
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Table 1 
Summary of bounds for testing geometric objects 
object class lower upper 
bound bound 
Balls in Ed 
Orthogonal rectangles in Ed 
Sets of n disjoint orthogonal rectangles in EZ 
Sets of n disjoint orthogonal rectangles in Ed 
Convex polygons in E2 (n is number of vertices) 
Sets of k disjoint convex polygons in E2 
(n is number of vertices) 
d+2 
2d + 2 
6n 
n(2d + 2) 
2n 
2n 
d+2 
2d + 2 
6n 
n(4d + 2) 
2n 
O(n2) 
4.1. Properties determining testability and untestability 
Various properties of an object class or of the probability distribution used to 
determine the error of an object may have an effect on the testability of the object 
class. For example, if the probability distribution P defined over the domain Ed is 
discrete, then any object class is testable with respect to P (see [12] for a proof]. If an 
object class contains only n objects, then it is testable using at most n - 1 test points 
for any object. In [6] it was shown that there exist classes of n objects that require 
n - 1 test points to test certain objects. 
The notion of Vapnik-Chervonenkis dimension (or VC-dimension) [15,1,7] is 
useful for determining the testability of object classes, so we define it now. 
Definition. Given an object class Q defined over Ed and a finite S c Ed, n,(S) 
denotes the set of all subsets of S that can be obtained by intersecting S with an object 
in Q, i.e. II,(S) = {S n q 1 q E Q}. If II,(S) = 2’, then S is shattered by Q. The Vapnik- 
Chervonenkis dimension of Q (or simply the VC-dimension of Q) is the largest integer 
k such that there exists a subset S of Ed of cardinality k that is shattered by Q. If no 
such k exists, the VC-dimension of Q is infinite. 
The class Q 1 defined in Example 2.1 has VC-dimension 4 because any set of 4 points 
in the interval [O, l] can be shattered by Qr, but no set of 5 points can be shattered. 
Let a set S = {x1, x2, x3,x4, x5) c [0, l] of 5 points be given such that 
xr < x2 < xj < xq < x5. The subset {xi, x3, x5} cannot be obtained by intersecting 
S with an object in Q1. The class R of closed orthogonal rectangles in E2 from 
Proposition 3.1 has VC-dimension 4. The set S = { (0, l), (2, l), (1, 0), (1,2)} can be 
shattered by R, but no set of 5 points can be shattered by R. Given any set T of 
5 points in E2, the subset of T containing only the points with minimum and 
maximum x coordinates and minimum and maximum y coordinates cannot be 
obtained. 
The notions of an e-net and a dense approximation from [l] are also used in one of 
our results about testability, so we define these notions now. 
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Definition. Let an object class Q defined over Ed, a probability distribution P on Ed, 
and 0 -C E < 1 be given. A finite subset S c Ed is an e-net for Q (with respect to P) if 
S contains a point in every 4 E Q for which P(q) > E. 
Definition. Let an object class Q defined over Ed be given. A subset Q. of Q is a dense 
approximation of Q if for every finite S c Ed and q E Q, there exists qO E Q. such that 
q,nS=qnS. 
The testable object classes in Examples 2.1-2.3, Propositions 3.1-3.3, and Theorem 
3.1 above all have countable dense approximations. Any object in one of these classes 
can be represented by a finite number of points-the endpoints of a set of intervals, the 
center and radius of a ball, or the vertices of a polygon. Therefore, a countable dense 
approximation for one of these classes is the subclass containing those objects for 
which these points are rational. Since the rationals are countable, this subclass is 
countable. Also, this subclass is a dense approximation since for any irrational 
number i and any E > 0, there is a rational number r that is within E of i. 
We use the work of [l] to derive one of our general results, so we now state two 
theorems from their work which we will use in our proof. We do not, however, prove 
these theorems here. Theorem 4.2 below is a direct consequence of Theorem 8 and 
Lemma 15 of [l]. 
Theorem 4.1 [l]. For any object class Q defined over Ed and any s G Ed, the VC- 
dimension of Q equals the VC-dimension of QAs, where Qas := { qAs ( q E Q}. 
Theorem 4.2 [l]. For any object class Q defined over Ed, if Q has a countable dense 
approximation and finite VC-dimension k, then for any distribution P on Ed and any 
O<E,d< 1,if 
4 
m>max 
[ 
clog~,~log~ 1 
points in Ed are drawn at random according to P, then the probability that these points 
do not form an e-net for Q with respect to P is at most 6. 
Using the above definitions and theorems, we given the following result which 
partially determines when an object class is testable. 
Theorem 4.3. If an object class Q defined over Ed has a countable dense approximation 
and finite T/C-dimension, then Q is testable with respect to any probability distribu- 
tion P. 
Proof. Given q E Q and 0 < E -=c 1, we want to produce a test set t for q such that if 
P(pAq) > E for some peQ, then p is not consistent with q on t. By Theorem 4.1 we 
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know that Qas = { pAq 1 ~EQ} has the same VC-dimension as Q, namely a finite 
VC-dimension. Also, if Q has a countable dense approximation Qo, then 
{ pAq 1 PE Q,,} is a countable dense approximation for Q*,. If we draw at random 
according to P the number of points specified in Theorem 4.2, then with probability at 
least 1 - 6 we will get an E-net for Q*, with respect to P. If 6 < 1 this probability is 
positive, so an c-net S exists. However, an E-net for Qa, is a test set for q with respect to 
Q. This is because if P(pAq) > E for some p E Q, then (pbq) n S # 8 by the definition 
of an f-net, and therefore p will not be consistent with q on S. Cl 
Using this theorem we can conclude that the object classes in Examples 2.1-2.3 and 
Proposition 3.1-3.3 above are all testable. Note, however, that this theorem does not 
show how to deterministically choose test points. Also, the property of finite VC- 
dimension is not necessary for an object class to be testable. For example, in Section 
3.2 we showed that the class of all closed convex polygons is testable with test set size 
2n with respect to a uniform distribution. However, it was shown in [7] that this class 
has infinite VC-dimension. 
Although finite VC-dimension implies testability, the VC-dimension of a class does 
not indicate the size of the test set needed to test an object. Object classes Q1 and Q3 
defined in Examples 2.1 and 2.3 both have VC-dimension 4. However, Q1 is &testable, 
while Q3 is not k-testable for any constant k. 
In order to better characterize when an object class is or is not testable, we define 
the following dimension, which is a dual to VC-dimension. 
Definition. Given an object class Q defined over Ed, the testing dimension of Q is the 
largest integer k such that all subsets S c Ed of cardinality k are shattered by Q. If no 
such k exists, the testing dimension of Q is infinite. 
The class Qi defined in Example 2.1 has testing dimension 4, the same as its 
VC-dimension, because any set of 4 points in [0, l] can be shattered by Q1 ,but no set 
of 5 points can be shattered. The class R of closed orthogonal rectangles, the class B of 
closed balls, and the class P of closed convex polygons all have testing dimension 2. 
This is because 3 collinear points cannot be shattered by any of these classes due to the 
convexity of objects in these classes. In general, the testing dimension of an object class 
never exceeds the VC-dimension of the class. 
Results proven in [ 1 l] show that infinite testing dimension combined with other 
properties implies untestability for certain object classes. For completeness, we men- 
tion two of these results here. The first theorem applies to object classes where the 
probability distribution P defined on Ed is continuous. That is, P has the property that 
for all XEE*, P(x) = 0. 
Theorem 4.4 [l 11. If an object class Q has infinite testing dimension, is closed under 
arbitrary intersections, and contains an object q E Q with nonzero probability, then it is 
untestable. 
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The second theorem uses the notion of finite coverability, which is defined below. 
This property was used in [3] to prove results about “learning” certain object classes. 
Definition [3]. A set Qt, where E > 0, is an c-cover of Q with respect to P if for every 
q E Q there is a q’e QC such that P(qAq’) d E. Q is finitely coverable with respect to P if 
for every E > 0, there is a finite E-cover QE of Q. 
Theorem 4.5 [ll]. If an object class Q has infinite testing dimension and is not finitely 
coverable, then it is untestable. 
The two properties discussed above-finite VC-dimension and infinite testing 
dimension-do not completely characterize testability. Some object classes with 
infinite VC-dimension and finite testing dimension are testable, such as the class of all 
closed convex polygons. Other classes with infinite VC-dimension and finite testing 
dimension are untestable. For example, if class Q4 from Example 2.4 is changed so 
that every object now contains the interval [O,$] plus a finite number of closed 
intervals between $ and 1, then this new class has finite testing dimension (no set of 
points in CO,&] can be shattered), but it is still untestable. 
4.2. Closure properties 
Closure properties are important to consider when characterizing object classes. 
We consider two types of closure properties in this section-closure properties for 
a collection of object classes defined over Ed with respect to a fixed probability 
distribution P, and properties of object classes formed by taking unions or intersec- 
tions of objects from a given class. 
When we consider the family of all testable object classes defined over Ed with 
respect to a fixed probability distribution P, it is easy to see that this family is closed 
under intersection and set difference. That is, given testable object classes Q1 andQz, 
the object classes Q1 n Q2 and Q1 - Q2 are both testable, since both of these are 
subclasses of Q1 , so any testing algorithm for Qr will work for these classes as well. 
However, closure does not hold for the operations of union and complementation. 
The following result shows that the family of testable object classes is not closed under 
union. A similar result holds for complementation, and a proof can be found in [12]. 
Proposition 4.1. The family of testable object classes in E2 with respect to a untform 
distribution on a bounded, nonempty subspace of E 2 is not closed under union. 
Proof. Let R be the class of closed orthogonal rectangles in E2, which was proven to 
be testable in Proposition 3.1 above. Let P be the class of finite point sets in E’. P is 
testable because each p E P has probability 0, so the symmetric difference of any two 
objects in P also has probability 0. Consider the object class Q = R u P which is the 
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union of these two classes. Q is not testable. Assume Tis a testing algorithm for Q, and 
let T(r, a) be the finite test set generated by T for r E R with probability 2~. An object 
p E Q that is consistent with Y on T(r, M) is the set of all positive test points in T(r, LY). 
This object is in Q because it is in P. However, P(pAr) = 2a > ~1, so T is not a testing 
algorithm for Q. 0 
The previous result cannot be generalized to any fixed probability distribution. For 
example, if a probability distribution P only assigns a positive probability to a finite 
number of points, then any object class is k-testable with respect to P, since the finite 
set of points with positive probability is a test set for any object with respect to any 
class. 
We now examine object classes formed by performing a finite number of operations 
on objects from a given class, and we study the testability of these derived classes. We 
define this idea formally below. 
Definition. Given an object class Q, the k,fold union class of Q is defined by 
Qu,:= {a uq2 u ... v qk 1 qi E Q, 1 < i < k}. The k-fold intersection class of Q is de- 
finedbyQ,,:=(q,nq,n... nqkIqiEQ,l<idk}. 
Obviously, for any k and Q, Q s Q Vt and Q G Q c\k since any q E Q can be obtained 
by taking the union or intersection of itself k times. Therefore, if Q is untestable with 
respect to P, then so are Q vx and Q nL. It is reasonable to think that if Q is testable with 
respect to P, then so are Q,, and Q,,,, but this is not the case as the following 
proposition illustrates. 
Proposition 4.2. There exists an object class Q that is testable with respect to a probabil- 
ity distribution P, but Q”, and Qn, are not testable with respect to P. 
Proof. Let class Q5 defined on [0, l] x [0, 11 consist of objects composed of one of the 
two closed rectangles [0, &] x [0, 3-j or [& l] x [4, l] unioned with a finite set of points. 
Assume that there is a uniform distribution defined on [0, l] x [0, 11. Class Qs is 
l-testable since for any object q E Q5, one negative test point inside the rectangle that 
is not a part of q will be a test set for q. Qs v2 is not testable since any supposed test set 
for a target object q E Qs v2 containing both [0, f] x CO,+] and [3, l] x [$, l] and an 
error bound E < $ will accept objects containing one rectangle and all the positive test 
points, even though such objects have error 4. Similarly, Q5 n2 is not testable since any 
supposed test set for a target object q E Qs n2 containing one rectangle and an error 
bound E < $ will accept objects containing only a finite set of points that includes the 
positive test points, even though such objects have error a. 0 
This result shows that we cannot generate new testable object classes by simply 
taking the union or intersection of objects from a testable class. 
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5. Conclusion and open problems 
In this paper we have defined a model for approximate testing of geometric objects, 
and we have identified several degrees of testability. We have examined various 
geometric classes, including rectangles, discs, balls and convex polygons, to determine 
their testability, and we have examined some general properties of testable and 
untestable object classes. 
Our model for testing geometric objects has several weaknesses. First of all, it does 
not consider the case where the target object has been translated, rotated, or scaled. 
An object that is just a translation, rotation or scaling of the target object will be 
rejected by the testing algorithm. It would be desirable to have a testing algorithm 
that accepted such an object. Also, our model does not allow for noise in the 
measurements taken to test an object. If an object tests incorrectly on any of the test 
points (i.e. if there is noise), then it might be accepted even though it differs from the 
target by more than the given error bound, or it might be rejected even though it is 
correct to within the given error bound. Occlusion is another factor that is not 
considered in our model. If an object is blocked by another one, then it may lead to an 
incorrect classification by the testing algorithm. 
Although our model is very restrictive, it is an initial attempt at defining a model for 
approximate testing of geometric objects, and it does yield some results about which 
types of object classes can be tested. In particular, the negative results in Section 
4 demonstrate that even under the ideal conditions of no noise or occlusion certain 
object classes are untestable. One future area of research would be to generalize the 
approximate testing model to account for translation, rotation, scaling, noise and 
occlusion. 
There are many open problems in this research, and we mention a few here. The 
first is the characterize exactly when an object class is approximately testable. Also, 
there is the problem of identifying properties that distinguish k-testable object classes 
from ones that are approximately testable but require larger than a constant size test 
set, as well as identifying properties that distinguish two-sided testable object classes 
from ones that are not two-sided testable. Further exploration of the relationship 
between testing and geometric probing is another open area of research. For example, 
can test points be combined with other probes to obtain better results for determining 
and verifying geometric objects? 
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