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We extend the localized operator partitioning method (LOPM) [J. Nagesh, A.F. Izmaylov, and P. Brumer,
J. Chem. Phys. 142, 084114 (2015)] to the time-dependent density functional theory (TD-DFT) frame-
work to partition molecular electronic energies of excited states in a rigorous manner. A molecular frag-
ment is defined as a collection of atoms using Stratman-Scuseria-Frisch atomic partitioning. A numerically
efficient scheme for evaluating the fragment excitation energy is derived employing a resolution of the iden-
tity to preserve standard one- and two-electron integrals in the final expressions. The utility of this par-
titioning approach is demonstrated by examining several excited states of two bichromophoric compounds:
9−((1−naphthyl)−methyl)−anthracene and 4−((2−naphthyl)−methyl)−benzaldehyde. The LOPM is found
to provide nontrivial insights into the nature of electronic energy localization that are not accessible using
simple density difference analysis.
I. INTRODUCTION
Understanding and controlling electronic energy trans-
fer (EET) is at the heart of effective utilization of so-
lar energy,3 and and efficient light harvesting in bio-
molecular processes4. Therefore obtaining insights in
EET mechanisms through first principle modeling is of
paramount importance. A first-principles study of EET
is challenging because both electronic and nuclear degrees
of freedom are usually involved (See for example Ref. 5).
Moreover, a quantitative investigation of EET requires a
computational tool that allows one to monitor how much
electronic energy is located on a molecular fragment.
When molecular fragments are well separated in space,
various versions of the Fo¨rster theory can be successfully
used for the EET investigation.6–8 In contrast, monitor-
ing electronic energy of a fragment becomes particularly
challenging for flexible polymeric systems where elec-
tronic wave-function components of chromophoric frag-
ments can overlap and thus interact relatively strongly
(e.g., via π − π stacking). Such overlaps make tradi-
tional approaches based on the Fo¨rster6 and Dexter9 the-
ories inadequate because of perturbative treatment of the
inter-chromophore interactions and lack of rigorous spa-
tial definition of the donor and acceptor. To avoid these
deficiencies one can use techniques where multi-electronic
state dynamics is obtained in the diabatic representa-
tion with a construction of diabatic states maximizing
excitation localization but spanning the whole system.10
However, such diabatic techniques do not quantify the
amount of electronic energy located on a particular frag-
ment of the molecule.11
Recently, the localized operator partitioning method
(LOPM) has been developed in order to address the prob-
lem of electronic energy partitioning independent of the
degree of separation or strength of interaction between
chromophoric fragments. The LOPM is immune to the
described problems since it formulates the partitioned
energy electronic Hamiltonian that provides the corre-
sponding local electronic energy as an expectation value
Ep(t) = 〈Ψ(t)|Hp|Ψ(t)〉 using the total system wave-
function |Ψ(t)〉. That is, the LOPM philosophy is based
on the quantum requirement that an operator, here Hp,
corresponds to every measurable. Note that both fully
quantum electron-nuclear wave-function or electron only
wave-function from mixed quantum-classical approaches
can be used in the Ep(t) expression. Using any ap-
proach to define the spatial volume around a nucleus as
an atom12 and grouping such atoms into fragments13,14
the LOPM provides non-perturbative energy partitioning
with atomic resolution. This technique can be applied
for investigating the stationary states as a first step to-
ward a full dynamical description. Any electronic struc-
ture technique can be used in the LOPM, but to pro-
vide a proof of concept illustration the simplest excited
state generation method, configuration interaction sin-
gles (CIS) have been used in Ref. 2. It is well-known
however that CIS overestimates excitation energies com-
pared to time-dependent density functional theory (TD-
DFT) methods when compared to experiment. Progress
in linear response Kohn–Sham (KS) TD-DFT over last
couple of decades has shown that it is feasible to solve
for the ground and singly excited valence states of the
full system15,16 with a good balance between accuracy
and computational cost. Thus in this paper we develop
the LOPM within the TD-DFT formalism and obtain
spatially partitioned ground and excited state electronic
energies, leading to first-principles-based approach into
EET in realistic molecules.
The remainder of this paper is organized as follows.
2Section II overviews the theory behind the LOPM and
describes its extension to the density functional formal-
ism for ground and excited states. In Sec. III we de-
scribe details of implementation. Section IV reports
the application of the LOPM to two bichromophoric or-
ganic molecules where singlet-singlet and triplet-triplet
EET processes have been previously studied. Section V
concludes by providing a summary and outlook for the
LOPM.
II. THEORY
A. Localized operator partitioning method
We briefly review the LOPM from Refs. 2 and 1 to
establish the notation for various quantities. Our starting
point is the electronic Hamiltonian obtained after the
Born-Oppenheimer separation
Hˆe =
∑
m
h(rm) +
∑
m>n
1
|rm − rn|
+
∑
k>l
ZkZl
|Rk −Rl|
, (1)
where
h(rm) = −
1
2
∇2m −
∑
k
Zk
|Rk − rm|
(2)
is the one-electron part, rm and Rk are electronic and
nuclear coordinates, ∇2m is an electronic Laplacian, and
Zk’s are nuclear charges.
17 The nuclear-nuclear repulsion
term in Eq. (1) does not contribute to the electronic exci-
tation energies that are of the main interest to EET and
therefore will be neglected below.
For stationary states of Hˆe, the partitioned electronic
Hamiltonian Hˆ
(p)
e of subsystem p is defined as2
Hˆ(p)e =
∑
m
θp(rm)h(rm) +
1
2
∑
m 6=n
θp(rm)
|rm − rn|
, (3)
where
θp(rm) =
{
1 if rm ∈ p
0 otherwise
(4)
is the one-electron projection operator for subsystem p.
For electronic eigenstates ΨI of Hˆe, subsystem energies
are given by E
(I)
p = 〈ΨI |Hˆ
(p)
e |ΨI〉. Similarly, we de-
fine average subsystem electron populations for each elec-
tronic state I as
N
(p)
I = 〈ΨI |
∑
m
θp(rm)|ΨI〉. (5)
Owing to the completeness relation for one-electron pro-
jection operators1 ∑
p
θp(r) = 1r, (6)
the subsystem properties E
(I)
p and N
(I)
p are additive and
are summed to corresponding total unpartitioned values.
B. Partitioning in Kohn–Sham density functional theory
The ground state Kohn–Sham density functional the-
ory (KS-DFT) energy is given by
E[ρ] = 〈ΦKS| Hˆe |ΦKS〉S + E
(DFT)
xc [ρ], (7)
where |ΦKS〉 is the KS determinant, subscript S refers to
scaling and introducing range separation in the Hartree-
Fock (HF) exchange part,
〈ΦKS| Hˆe |ΦKS〉S =
∫
dr [h(r)ρ(r, r′)]
r=r′
+
∑
n>m
ZnZm
|Rm −Rn|
+ J [ρ] +K[ρ], (8)
J [ρ] =
1
2
∫
drdr′
ρ(r′)ρ(r)
|r′ − r|
, (9)
K[ρ] = −
3∑
m
αm
4
∫
drdr′
|ρ(r, r′)|2
|r− r′|
Om(r, r
′), (10)
where Om(r, r′) represents long-range [erf(γ|r − r′|)],
short-range [erfc(γ|r− r′|)] or full-range (1r,r′) operators
with appropriate scaling factor αm, ρ(r, r
′) is the one-
particle density matrix corresponding to |ΦKS〉 and ρ(r′)
is its diagonal part. The pure DFT exchange-correlation
part is
E(DFT)xc [ρ] =
∫
dr[ex(ρ(r); {αm}, γ) + ec(ρ(r))], (11)
where ex and ec are the exchange-correlation energy den-
sities, the former parametrically depends on the scaling
constants αi and γ. Partitioning the scaled Hamiltonian
in Eq. (8) is done by partitioning the electronic Hamil-
tonian and then scaling the HF exchange component
〈ΦKS| Hˆ
(p)
e |ΦKS〉S =
∫
drθp(r) [h(r)ρ(r, r
′)]
r=r′
+J (p)[ρ] +K(p)[ρ] (12)
J (p)[ρ] =
1
2
∫
drdr′
ρ(r′)ρ(r)θp(r)
|r′ − r|
(13)
K(p)[ρ] = −
3∑
m
αm
4
∫
drdr′
|ρ(r, r′)|2
|r− r′|
×Om(r, r
′)θp(r). (14)
The pure DFT exchange-correlation part is partitioned
term-wise by using the additivity of integration and θp(r)
completeness [Eq. (6)]
E(DFT,p)xc [ρ] =
∫
drθp(r)[ex(ρ(r); {αi}, γ) + ec(ρ(r))].
(15)
Therefore the partitioned KS ground state energy is
E(p)[ρ] = 〈ΦKS| Hˆ
(p)
e |ΦKS〉S + E
(DFT,p)
xc [ρ]. (16)
3C. Partitioning in time-dependent density functional
theory
Casida’s equations provide excitation energies, ωI , in
a linear response regime as a solution of the generalized
eigenvalue problem18(
A B
B
∗
A
∗
)(
X
Y
)
I
= ωI
(
1 0
0 −1
)(
X
Y
)
I
, (17)
where X and Y stand for excitation and de-excitation
coefficient vectors respectively. The matrix elements of
A and B written in the KS molecular orbital (MO) basis
are
Aia,jb = δijδab(ǫa − ǫi) + 〈ij|f
(DFT)
xc |ab〉
+ 〈ij|ab〉 −
∑
m
〈ia|jb〉m, (18)
and
Bia,jb = 〈ij|f
(DFT)
xc |ba〉+ 〈ij|ba〉 −
∑
m
〈ij|ab〉m, (19)
where ǫa and ǫi are KS MO energies, f
(DFT)
xc is the
exchange-correlation kernel
f (DFT)xc (r, r
′) =
δ2E
(DFT)
xc
δρ(r)δρ(r′)
, (20)
and
〈rs|tu〉 =
∫
drdr′φr(r)φt(r)
1
|r − r′|
φs(r
′)φu(r
′), (21)
〈rs|tu〉m = αm
∫
drdr′φr(r)φt(r)
Om(r, r′)
|r− r′|
φs(r
′)φu(r
′)
(22)
are the Coulomb and scaled exchange integrals respec-
tively in Dirac’s notation. Here we use labels i, j, . . . for
occupied; a, b, . . . for unoccupied, and r, s, . . . to indicate
either type of orbitals.
It is convenient to recast the excitation energy as
ωI = (X
†
Y
†)I
(
A B
B
∗
A
∗
)(
X
Y
)
I
. (23)
The origin of this quadratic form is the second variation
of energy with respect to the one-electron density
ωI = EI − E0 =
∫
dr
∫
dr′
δ2E[ρ]
δρ(r)δρ(r′)
ρ
(1)
I (r)ρ
(1)
I (r
′),
(24)
where ρ
(1)
I (r) is the Ith first order density response
to an external potential variation, e.g., exciting laser
field. Since the total energy contains orbital depen-
dent part, 〈ΦKS|He |ΦKS〉S , and the exchange correlation
part, E
(DFT)
xc [ρ], their variations are usually done differ-
ently using variations with respect to the KS orbitals for
the 〈ΦKS|He |ΦKS〉S part and variation with respect to
the density for the E
(DFT)
xc [ρ] part
ωI =
∑
ijab
{
UiaVjb
×
∫
dr
∫
dr′
δ2 〈ΦKS|He |ΦKS〉S
δφi(r)δφj(r′)
φa(r)φb(r
′)
}
+
∫
dr
∫
dr′
δ2E
(DFT)
xc [ρ]
δρ(r)δρ(r′)
ρ
(1)
I (r)ρ
(1)
I (r
′), (25)
where ρ
(1)
I (r) =
∑
iaXiaφ
∗
i (r)φa(r) + Yiaφ
∗
a(r)φi(r),
and UiaVjb are four possible products X
∗
iaXjb, Y
∗
iaXjb,
X∗iaYjb, and Y
∗
iaYjb depending on which part of
δ2 〈ΦKS|He |ΦKS〉S /δφi(r)δφj(r
′), bra and/or ket, the
orbital variation is taking place. Equation (25) maps
solving Casida’s equation to finding normal modes in
density variations with the second variation of energy
with respect to the density as the electronic energy Hes-
sian.
Our partitioning approach can be straightforwardly
generalized to Eq. (25) by switching the order between
the partitioning operation and the second variation
ω
(p)
I =
∫
drdr′P
{
δ2E
δρ(r)δρ(r′)
}
ρ
(1)
I (r)ρ
(1)
I (r
′) (26)
=
∫
drdr′
{
δ2P {E}
δρ(r)δρ(r′)
}
ρ
(1)
I (r)ρ
(1)
I (r
′). (27)
P {E}’s variation is done in the same way as for the total
energy expression. This leads to the following expression
in terms of KS orbitals
ω
(p)
I = (X
†
Y
†)I
(
A
(p)
B
(p)
B
(p)∗
A
(p)∗
)(
X
Y
)
I
, (28)
where
A
(p)
ia,jb = δijF
(p)
ab − δabF
(p)
ij
+ 〈ij| f (DFT)xc |ab〉
(p) + 〈ij|ab〉(p) −
∑
m
〈ia|jb〉(p)m
(29)
B
(p)
ia,jb = 〈ij| f
(DFT)
xc |ba〉
(p) + 〈ij|ba〉(p) −
∑
m
〈ij|ab〉(p)m .
(30)
Here, F
(p)
rs stands for the partitioned KS Fock matrix,
F
(p)
st = h
(p)
st +
∑
i
{
2〈is|it〉(p) −
∑
m
〈ii|st〉(p)m
}
, (31)
h
(p)
st =
∫
drθp(r)φ
∗
s(r)h(r)φt(r), (32)
4and
〈rs|f (DFT)xc |tu〉
(p) =
∫
drdr′θp(r)
δ2E
(DFT)
xc
δρ(r)δρ(r′)
× φr(r)
∗φt(r)φs(r
′)∗φu(r
′), (33)
〈rs|tu〉(p)m = αm
∫
drdr′θp(r)
Om(r, r′)
|r− r′|
× φr(r)
∗φt(r)φs(r
′)∗φu(r
′), (34)
〈rs|tu〉(p) =
∫
drdr′θp(r)
1
|r − r′|
× φr(r)
∗φt(r)φs(r
′)∗φu(r
′). (35)
We note that although the full Fock matrix is diagonal,
its partitioned counterpart has non-zero off-diagonal ele-
ments.
III. IMPLEMENTATION
A. Resolution of identity
For efficient implementation of the partitioned ener-
gies within the TD-DFT formalism we use the localized
atomic orbital (AO) Gaussian basis set (φµ, φν . . .) to
evaluate the fragment ground and excited state energies.
This allows us to employ numerous screening techniques
in generating AO one- and two-electron integrals that
are contracted on-the-fly with corresponding densities.16
The direct scheme leads to AO counterparts of integrals
in Eqs. (32)-(35). Partitioning the exchange-correlation
part in f
(DFT)
xc integrals [Eq. (33)] is done by eliminat-
ing the quadrature points located outside of the subsys-
tem region. Straightforward partitioning of the nuclear-
electron attraction and electron-electron repulsion inte-
grals would involve modification of the Boys integrals to
accommodate the altered shape of the partitioned AOs
and thus would create computational difficulties. To cir-
cumvent this problem we replace the partitioning opera-
tor θˆp by its projected form employing the resolution of
identity (RI) technique2 with the projection operator
1ˆ =
∑
µν
|µ〉(S−1)νµ〈ν|, (36)
where (S−1)νµ are matrix elements of the inverse of the
AO overlap matrix Sµν = 〈µ| ν〉 and |µ〉, |ν〉 are AO basis
functions. Then the projected form of θˆp is
θ˜p = 1ˆ θˆp1ˆ (37)
=
∑
µν
|µ〉L(p)µν 〈ν|, (38)
where
L(p)µν =
∑
µ1ν1
(S−1)µµ1S
(p)
µ1ν1
(S−1)ν1ν , (39)
S(p)µ1ν1 = 〈µ1|θˆp|ν1〉 (40)
=
∫
drφµ1 (r)θp(r)φν1 (r). (41)
Thus, to obtain the projected partitioning θ˜p, the par-
titioned overlap matrix S
(p)
µν elements are evaluated as
weighted sums
S(p)µν =
∑
k∈Ωp
∑
i
w(ri)pk(ri)φµ(ri)φν(ri), (42)
where Ωp denotes a group of atoms representing frag-
ment p in the molecule, with pk(ri) being k
th atom’s
spatial partition function in the Stratman-Scuseria-Frisch
atomic partitioning scheme, and w(ri) is the normal-
ized quadrature weight associated with grid point ri in a
spherical quadrature scheme.19
Using the projected partitioning we recast the parti-
tioned one-electron operator hˆ AO matrix elements as
a matrix product of standard one-electron integrals and
overlap matrices
〈µ|hˆθ˜p|ν〉 =
∑
λσ
〈µ|hˆ|λ〉S−1λσ S
(p)
σν , (43)
similar products are obtained for the two-electron AO
integrals
〈µλ|νσ〉(p) =
∑
µ1ν1
S(p)µµ1 (S
−1)µ1ν1〈ν1λ|νσ〉 (44)
〈µλ|νσ〉(p)m =
∑
µ1ν1
S(p)µµ1 (S
−1)µ1ν1〈ν1λ|νσ〉m. (45)
Although there is a difference in results of partitioning
by θ˜p and θˆp, this is not an issue because we consider
θ˜p as our primary partitioning operator. This projected
partitioning is more convenient in implementation and
gives exactly the same partitioned density matrices as a
non-projected version.
Thus, the projecting partitioning operator θ˜p [Eq. (37)]
allows us to use standard integrals in both one- and two-
electron contributions [Eqs. (43)-(45)], and thus to by-
pass the problem of partitioning the Boys integrals.
B. Working equations for TD-DFT partitioned excitation
energies in the AO representation
Before introducing partitioning in working energy ex-
pressions we provide those for the unpartitioned ground
and excited states in the AO representation. The ground
5state KS-DFT energy for the closed shell case is given by
E
(0)
KS =
∑
µν
P (0)µν hµν + E
(DFT)
xc
+
∑
µνλσ
{
2P (0)µν P
(0)
λσ 〈µλ|νσ〉 − P
(0)
µσ P
(0)
λν
∑
m
〈µλ|νσ〉m
}
(46)
where P
(0)
µν =
∑
iCµiCνi is the AO density matrix and
{Cµp} are the KS MO coefficients.
The excited state energies ωI are evaluated using the
symmetrized and anti-symmetrized AO transition densi-
ties T±,
T±(I)µν =
∑
ia
(X
(I)
ia ± Y
(I)
ia )(CµiCνa ± CµaCνa). (47)
Assuming a closed shell singlet state, we transform
Eq. (25) into the AO basis and group the one- and two-
electron terms to obtain
ωI = E
(I)
orb + E
(I)
xc + E
(I)
2e , (48)
E
(I)
orb =
∑
µν
R(I)µν hµν
+
∑
µνλσ
{
J
(I)
µνλσ〈µλ|νσ〉 +
∑
m
K
(I)
µνλσ〈µλ|νσ〉m
}
,
(49)
E(I)xc =
∑
µνλσ
D
(I)
µνλσ〈µλ|f
(DFT)
xc |νσ〉, (50)
E
(I)
2e =
∑
µνλσ
{
D
(I)
µνλσ〈µλ|νσ〉 +
1
2
Γ
(I)
µνλσ
∑
m
〈µλ|νσ〉m
}
,
(51)
and
R(I)µν =
∑
ijab
U
(I)
ia U
(I)
jb {δijCµbCνa − δabCµiCνj}, (52)
J
(I)
µνλσ = 2P
(0)
µν R
(I)
λσ + 2R
(I)
µν P
(0)
λσ , (53)
K
(I)
µνλσ = −P
(0)
µσ R
(I)
λν −R
(I)
µσP
(0)
λν , (54)
D
(I)
µνλσ = T
+(I)
µν T
+(I)
σλ + T
+(I)
λσ T
+(I)
µν , (55)
Γ
(I)
µνλσ =
{
T+(I)µν T
+(I)
σλ + T
+(I)
µλ T
+(I)
νσ + T
+(I)
λσ T
+(I)
νµ
+ T
+(I)
λµ T
+(I)
σν + T
−(I)
µλ T
−(I)
νσ − T
−(I)
µσ T
−(I)
λν
+ T
−(I)
λµ T
−(I)
σν − T
−(I)
λν T
−(I)
µσ
}
. (56)
Therefore all components of excitation energy [Eq. (48)]
can be efficiently generated by contracting 2-index
density-like quantities with the standard one- and two-
electron integrals.16,20
The ground state energy is partitioned as
E
(0,p)
KS =
∑
µν
P˜ (0,p)µν hµν + E
(DFT,p)
xc
+
∑
µνλσ
{
2P˜ (0,p)µν P
(0)
λσ 〈µλ|νσ〉 − P˜
(0,p)
µσ P
(0)
λν
∑
m
〈µλ|νσ〉m
}
(57)
where the first and last two terms are obtained by con-
tracting the matrix elements from Eqs. (43), (44) and
(45) with P(0) as∑
µν
P (0)µν 〈µ|θ˜phˆ|ν〉 =
∑
µνλσ
P (0)µν S
(p)
µλ (S
−1)λσhσν
=
∑
νσ
P˜ (0,p)νσ hσν , (58)
∑
µνλσ
2P (0)µν P
(0)
λσ 〈µλ|νσ〉
(p) =
∑
µνλσ
2P (0)µν P
(0)
λσ
×
∑
µ1ν1
S(p)µµ1(S
−1)µ1ν1〈ν1λ|νσ〉
(59)
=
∑
ν1λνσ
2P˜ (0,p)νν1 P˜
(0)
λσ 〈ν1λ|νσ〉.
(60)
Following a similar procedure for the excitation ener-
gies, we obtain
ω
(p)
I = E
(I,p)
orb + E
(I,p)
xc + E
(I,p)
2e , (61)
E
(I,p)
orb =
∑
µν
R˜(I,p)µν hµν
+
∑
µνλσ
{
J˜
(I,p)
µνλσ〈µλ|νσ〉 + K˜
(I,p)
µνλσ
∑
m
〈µλ|νσ〉m
}
(62)
E(I,p)xc =
∑
µνλσ
D˜
(I,p)
µνλσ〈µλ|f
(DFT)
xc |νσ〉, (63)
E
(I,p)
2e =
∑
µνλσ
{
D˜
(I,p)
µνλσ〈µλ|νσ〉 +
1
2
Γ˜
(I,p)
µνλσ
∑
m
〈µλ|νσ〉m
}
,
(64)
where
R˜(I,p)µν =
∑
λσ
R
(I)
µλS
(p)
λσ (S
−1)σν , (65)
J˜
(I,p)
µνλσ = 2P˜
(0,p)
µν R
(I)
λσ + 2R˜
(I,p)
µν P
(0)
λσ , (66)
K˜
(I,p)
µνλσ = −P˜
(0,p)
µσ R
(I)
λν − R˜
(I,p)
µσ P
(0)
λν , (67)
and using symmetrized T˜+(I,p) and anti-symmetrized
T˜
−(I,p) partitioned transitioned densities
T˜ (I,p)µν =
∑
λσ
T
(I)
µλ S
(p)
λσ (S
−1)σν , (68)
T˜±(I,p)µν =
1
2
[T˜ (I,p)µν ± T˜
(I,p)
νµ ], (69)
the two-electron densities in E
(I,p)
Hxc and E
(I,p)
2e are
D˜
(I,p)
µνλσ = T˜
+(I,p)
µν T
+(I)
σλ + T˜
+(I,p)
λσ T
+(I)
µν , (70)
Γ˜
(I,p)
µνλσ =
{
T˜+(I,p)µν T
+(I)
σλ + T˜
+(I,p)
µλ T
+(I)
νσ + T˜
+(I,p)
λσ T
+(I)
νµ
+ T˜
+(I,p)
λµ T
+(I)
σν + T˜
−(I,p)
µλ T
−(I)
νσ − T˜
−(I,p)
µσ T
−(I)
λν
+ T˜
−(I,p)
λµ T
−(I)
σν − T˜
−(I,p)
λν T
−(I)
µσ
}
. (71)
6FIG. 1. A1N and Closs-M molecules with fragment definitions
used in this work. Atoms in blue correspond to the donor in
an EET process.
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Thus, using the projected local electronic partitioning
allows us to formulate all computationally intense par-
titioned quantities as a product of standard Gaussian
integrals contracted with various densities. These par-
titioned energy equations have been implemented in the
Gaussian suite of programs.21
IV. RESULTS AND DISCUSSION
We apply the resulting formulae to par-
tition energies of two bichromophores:
9−((1−naphthyl)−methyl)−anthracene (A1N)22 and
4−((2−naphthyl)−methyl)−benzaldehyde (Closs-M)23
(Fig. 1), whose singlet-singlet and triplet-triplet EET
have been investigated experimentally. All TD-DFT
calculations used 6-31G(d) basis set for energy calcula-
tions and the RI expansion in the partioning operator
definition. The unrelaxed one-electron densities for
excited states were used to analyze various properties of
these states. A spherical quadrature scheme consisting of
a pruned grid of 75 radial shells and 302 angular points
per shell per atom24 was employed to evaluate numerical
partitioned overlap integrals and DFT contributions.
Total excitation energies of A1N: Table I presents full
system excited state energies using TD-HF, pure, hybrid,
and long-range corrected (LRC) functionals for A1N.
The obtained results can be compared with available
gas-phase experimental estimates obtained from fluores-
cence excitation spectra.22 The original spectra are vi-
brationally resolved and to obtain estimates correspond-
ing to vertical electronic transitions we used intensity-
weighted sums ω
(exp)
J =
∑
n In∆En,
29 where ∆En are
the vibronic peak positions for the ground to Jth excited
electronic state transition, and In are corresponding nor-
FIG. 2. Orbital energy diagram illustrating occurrence of
negative energy differences between partitioned virtual ǫa and
occupied ǫi energies: (left) occupied φi and virtual φa orbitals
are localized on donor and acceptor fragments respectively;
(right) occupied φi orbital is localized on the B-fragment and
virtual φa orbital is delocalized.
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malized intensities. Based on vertical excitation energies
of bright transitions, PBE1PBE has the best agreement
with experimental estimates. Nature of excited states
was further analyzed using the atomic partitioning to
obtain a fraction of electronic charge transferred from
the anthracene upon the excitation, ∆N
(A)
I [Eq. (5)] in
Table II. This analysis shown that the dark states be-
tween two bright states in pure and hybrid functionals
have a charge transfer (CT) character. This is consis-
tent with previous studies revealing a problem of energy
underestimation for CT states due to inaccuracies in a
treatment of electron-hole attraction in CT states. This
problem is somewhat reduced in the long-range corrected
functionals, CAM-B3LYP and ωB97X-D,30,31 but their
bright state excitations deviate from experiment by an
amount more than that of PBE1PBE.
Partitioned excitation energies of A1N: LOPM char-
acterization of A1N excited state energies in the form of
ratios between partitioned and total energy differences,
ω
(p)
I /ωI , is presented in Table II. The magnitude of these
ratios reflects the extent of excitation energy localization
on the fragment. Table II also provides more common
analysis of excited states based on the difference between
unrelaxed one-electron excited densities and the ground
state density, we will refer to this approach as the differ-
ence density (DD) analysis. Combined with an evalua-
tion of the charge difference on a fragment for the ground
and excited states32 DD is usually used to characterize
excitation localization.31,33 For localized excitations DD
analysis usually predicts changes in density on the frag-
ment where partitioned energy is localized according to
the LOPM. However, there could be exceptions to this
simple observation as we will see below.
As discussed in detail in Ref. 2, the LOPM approach
can produce negative ratios due to de-excitations on a
fragment ω
(p)
I < 0. Even from a variational point of view,
the result ω
(p)
I < 0 is not surprising because partitioned
7TABLE I. Comparison of TD-DFT and TD-HF excitation energies, ωI (eV), and oscillator strengths (fI) in A1N using different
functionals for 5 lowest excited states; the experimental vertical transition estimates are 3.34 eV (S0-S1) and 4.01 eV (S0-S2).
The results for each functional are at the corresponding optimized geometry for the ground state.
State LSDA 25 PBE1PBE 26 CAM-B3LYP 27 ωB97X-D 28 HF
ωI fI ωI fI ωI fI ωI fI ωI fI
1 2.65 0.0039 3.26 0.1060 3.58 0.1411 3.59 0.1402 4.01 0.1988
2 2.85 0.0636 3.62 0.0007 4.10 0.0009 4.10 0.0011 4.63 0.0008
3 2.96 0.0024 3.88 0.0002 4.62 0.0065 4.66 0.0002 5.02 0.1039
4 3.50 0.0004 3.98 0.0011 4.70 0.0242 4.71 0.1217 5.29 0.0004
5 3.64 0.0006 4.45 0.1057 4.74 0.0929 4.81 0.0026 5.79 0.0044
TABLE II. Local TD-DFT and TD-HF populations and exci-
tation energies in A1N: ∆N
(A)
I = N
(A)
I −N
(A)
0 ;
∑
p
N
(p)
I = Ne
for all I; In A1N, Ne = 168 and N
(A)
0 = 92.93. DD refers to
visual identification from difference density analysis of each
state’s unrelaxed excited state density at density isosurface
value of 4×10−4 a.u.
Functional I ∆N
(A)
I ω
(A)
I /ωI ω
(N)
I /ωI DD
LSDA
1 0.91 -76.66 77.66 CT: (N)→(A)
2 -0.01 2.27 -1.27 Local on (A)
3 -0.90 69.18 -68.18 CT: (A)→(N)
4 0.94 -59.16 60.16 CT: (N)→(A)
5 -0.03 2.77 -1.77 Local on (A)
PBE1PBE
1 0.01 1.07 -0.07 Local on (A)
2 0.91 -56.06 57.06 CT: (N)→ (A)
3 -0.71 41.90 -40.90 CT: (A)→ (N)
4 -0.22 13.22 -12.22 Delocalized
5 0.01 -0.54 1.54 Local on (N)
CAM-B3LYP
1 0.00 1.28 -0.28 Local on (A)
2 -0.01 1.49 -0.49 Local on (A)
3 0.71 -34.75 35.75 CT: (N)→ (A)
4 0.09 -4.10 5.10 Delocalizeda
5 0.05 -2.19 3.19 Delocalizeda
ωB97X-D
1 0.00 1.32 -0.32 Local on (A)
2 -0.01 1.51 -0.51 Local on (A)
3 0.09 -4.65 5.65 Delocalizeda
4 0.01 -0.59 1.59 Local on (N)
5 0.72 -34.54 35.54 CT: (N)→(A)
HF
1 0.00 1.43 -0.43 Local on (A)
2 -0.01 1.51 -0.51 Local on (A)
3 0.00 0.01 0.99 Local on (N)
4 0.00 -0.15 1.15 Local on (N)
5 0.00 1.10 -0.10 Local on (A)
a The majority of the difference density is on the N-fragment.
energies E
(p)
I are expectation values of the partitioned
Hamiltonian and thus do not have to be ordered in the
same way as the corresponding energies EI obtained as
per the variational principle applied to the full system.
The largest de-excitations are observed in charge-transfer
(CT) states; to understand their origin it suffices to con-
sider their main components from the orbital energy dif-
ference part ∆EI ≈ ǫa − ǫi, where orbitals φa and φi
are localized on different chromophores. Following the
example given in Fig. 2(left) where φi is localized on the
naphthalene (N) fragment it is easy to predict that the
one-electron part of ǫi upon partitioning will be almost
TABLE III. Local TD-DFT populations and excitation en-
ergies in Closs-M using the ωB97X-D functional: ∆N
(B)
I =
N
(B)
I − N0;
∑
p
N
(p)
I = Ne for all I; In Closs-M, Ne = 130
and N
(B)
0 = 55.00. DD refers to the visual result from differ-
ence density analysis of each state’s unrelaxed excited state
density at density isosurface value of 4×10−4 a.u.
I ωI(eV ) Spin ∆N
(B)
I ω
(B)
I /ωI ω
(N)
I /ωI DD
1 2.80 T 0.00 0.13 0.87 Local on (N)
2 3.30 T 0.00 1.92 -0.92 Local on (B)
3 3.37 T -0.01 -1.18 2.18 Local on (B)
4 3.93 S -0.01 -1.02 2.02 Local on (B)
5 4.69 T 0.00 0.01 0.99 Local on (N)
completely belong to the N-fragment because of the or-
bital density localization. On the other hand, the N-part
of the Coulomb contribution for this orbital energy
J (N)(ρi, ρ0) =
∫
drdr′
ρi(r
′)ρ0(r)(θN (r
′) + θN (r))
|r′ − r|
(72)
=
1
2
[J(ρ
(N)
i , ρ0) + J(ρi, ρ
(N)
0 )] (73)
will be significantly reduced due to the averaging of
a large J(ρ
(N)
i , ρ0) and small J(ρi, ρ
(N)
0 ) components.
Here, ρi and ρ
(N)
i are unpartitioned and partitioned or-
bital densities, and ρ0 and ρ
(N)
0 are corresponding total
ground state densities. The reduction of J(ρi, ρ
(N)
0 ) com-
pared to J(ρ
(N)
i , ρ0) and J(ρi, ρ0) takes place because
the total density is always delocalized and its partitioned
counterpart is significantly smaller. This reduction of the
Coulomb component in ǫ
(N)
i leads to a decrease of ǫ
(N)
i
compare to ǫi. Due to the additivity of LOPM scheme,
ǫ
(A)
i experiences an increase. The opposite trend is ob-
served for ǫa due to a different localization of orbital φa.
Overall this produces a large excitation and de-excitation
on the N- and A-fragments respectively [see Fig. 2(left)].
Interestingly, for CT excitations, the fragment losing
electronic charge becomes excited. This is related to a
destabilization of the electron donating fragment since
the electron departs from the occupied orbital that is
below the Fermi level.
Excited states in Closs-M: To avoid spurious low-
energy CT states we have used the ωB97X-D func-
8tional for this system. Table III shows the parti-
tioned excitation energies of low-lying triplet and sin-
glet states in the Closs-M molecule. All excitation en-
ergies are well-localized, but results of the DD analy-
sis disagree with those of the LOPM for states 3 and 4.
These states have similar distributions of single-electron
excitation/de-excitation coefficients and only differ by
the spin multiplicity. An examination of the dominant
coefficients reveals that the occupied MOs are localized
on the benzaldehyde (B) fragment while the virtual MOs
are delocalized over the whole molecule. This leads to
larger partitioned Coulomb repulsion in ǫ
(N)
a than in ǫ
(N)
i
that can be seen from Eq. (73) and its counterpart for ρa:
J(ρi, ρ
(N)
0 ) < J(ρa, ρ
(N)
0 ) since ρa is partially localized
on the N-fragment, hence it interacts stronger with ρ
(N)
0
than ρi does; and J(ρ
(N)
i , ρN) < J(ρ
(N)
a , ρ0) because ρ
(N)
i
is tiny owing to ρi localization on the B-fragment. There-
fore this greater partitioned Coulomb repulsion makes
ǫ
(N)
a − ǫ
(N)
i positive [see Fig. 2(right)] and determines ex-
citation on the naphthalene.
V. CONCLUDING REMARKS
We have developed and implemented a direct scheme
of the LOPM to partition the electronic energy of a
molecule within the linear response TD-DFT framework
using a combination of numerical and analytical integrals
involving a RI technique in the KS formalism. We apply
the LOPM to the singlet and triplet excited state ener-
gies of bichromophore molecules, and find that LOPM is
a powerful method that not only partitions electronic en-
ergies in an fragment-additive manner, but also provides
insights in various one- and two-electron contributions of
the fragment energies. It was found that a regular density
difference approach to excitation analysis can be quali-
tatively misleading for the energy partitioning and the
LOPM provides a quantitative and reliable alternative.
Further, computed partitioning results do sharply em-
phasize the well-known need for improved functionals,
particularly those that effectively treat charge-transfer
excitations, since there is little consistency amongst par-
titioning results as the functionals are changed. However,
since the LOPM methodology developed here is indepen-
dent of the functionals adopted, the partitioning results
are expected to improve as DFT accuracy improves.
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