Equilibration protocol. For equilibration, the system was first minimized with 500 steps of steepest descent followed by 500 steps of conjugate gradient minimization with 25 kcal S1
mol
-1 A -2 position restraints on DNA atoms. It was then heated from 0 to 300 K for 100 ps with constant volume and position restraints of 25 kcal mol -1 A -2 . Minimization with 5 kcal mol -1 A -2 restraints followed, using 500 steps of steepest descent method and 500 steps of conjugate gradient. The restraints of 5 kcal mol -1 A -2 were maintained on DNA atoms and the system was equilibrated for 50 ps at constant temperature of 300 K and pressure of 1
atm. An analogous series of alternating minimizations and equilibrations followed using decreasing position restraints of 4, 3, 2 and 1 kcal mol -1 A -2 consecutively. The final equilibration was carried out with position restraints of 0.5 kcal mol -1 A -2 and starting velocities from the previous equilibration, followed by a short free MD simulation of 50 ps.
Temperature and pressure coupling during equilibration was set to 0.2 and coupling during the last molecular dynamics phase was set to 5.
Energy comparison of GQ topologies.
We took the structures of all the six known human telomeric GQ topologies and removed their flanking residues, so that all the structures had the sequence d[(G 3 TTA) 3 G 3 ]. We placed two Na + ions inside the channel, solvated the GQ molecule in a truncated octahedral box of 4046 SPC/E water molecules. The system was then neutralized by 30 Na + and 12 Cl -ions, yielding approximately 0.15 M excess NaCl concentration. We used the ionic parameters developed by Joung and Cheatham. In summary, the difference between building of these systems and the systems described in the main text is that all the systems in here contain exactly the same number of nucleic acid residues, water molecules and ions and the same atom connectivity, which is necessary for straightforward energy comparison. We are aware that the truncation of flanking residues might lead to different loop dynamics, but we assume that this mutation leads to an error smaller than the error of the energy estimation.
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Each system was then equilibrated (see the Equilibration protocol section above) and subjected to a 2 μs long MD simulation under the OL15 force field in NPT ensemble, using
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the Berendsen thermal and pressure coupling baths. The time step was set to 4 fs, so we applied the Shake algorithm to all bonds involving hydrogen and the hydrogen mass repartitioning. The calculations were performed by the CUDA-accelerated pmemd module included in AMBER 16.
Trajectories were processed in the cpptraj module and visually inspected in VMD. After checking that no structural disruption or ion exchange occurred, we extracted energy contributions from AMBER-printed simulation output files, i.e. properties of the whole system. Namely, we were interested in total potential and kinetic energy, total bond energy, angle energy, dihedral angle energy, Van der Waals energy and electrostatic energy. The information was taken every 20 ps and averaged along the whole trajectory. We further analyzed water-and-ion stripped trajectories by an in-house program, which decomposed the bonded terms of the force field potential energies into contributions per residue.
MMTSB Clustering of RECT simulations.
We performed clustering of loop conformations found in unbiased (i.e. reference) replicas of the RECT simulations by the MMTSB toolkit, using the same protocol as for standard MD simulations. The resulting RECT clusters were then compared to clusters found in the standard MD simulations. Many RECT cluster centroids were nearly identical with those in standard MD, but some were not.
Visual inspection of the clusters revealed that these non-matching RECT clusters were kind of an average of two (or more) standard-MD clusters and that structures found in such RECT clusters could be assigned to several different clusters from standard MD. To avoid this ambiguity, which did not allow direct comparison of the results of standard MD and RECT simulations, we opted for the reference-RMSD-based clustering, as described in the main text. Indeed in cases, when a RECT cluster centroid was similar to a MD cluster centroid, the population of such a RECT cluster obtained by MMTSB was very similar to that calculated by the reference-RMSD-based method. In summary, the clusters subtracted
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from the RECT data are ultimately very consistent with those obtained by processing the standard simulations.
Cpptraj Clustering. For the analysis of concatenated trajectory cpptraj clustering function was used. The concatenated trajectory used all the propeller loop coordinates from Simulations 1, 2, 3, 16, 6, 7, 8, 9, 10, 11 and 12. The structures were clustered using DBSCAN (density-based) clustering algorithm and coordinate RMSD as the distance metric. The method generates pair-wise distance matrix (the distance of every frame to every other frame) to partition the trajectory into clusters. The method consumes significant memory and failed for more than 100,000 frames. Therefore, we used concatenated trajectory at a time step of 2 ns for clustering analysis. A cut-off of 1 Å distance was used and minimum 100 points were specified to form the cluster. The DBSCAN algorithm has a concept of "noise" and the noise frames were assigned to Cluster -1 (no cluster).
eRMSD Clustering. We also performed clustering based on the eRMSD metrics. 2 In eRMSD, the relative base arrangement is taken into account by collection of the scaled vectors calculated using the six-membered ring of nucleic acids. 2 We used a custom modification 3 of the clustering algorithm developed by Rodriguez and Laio. 4 From 10µs-long trajectory of Simulations 1, 2, 3, 16, 6, 7, 8, 9, 10, 11 and 12, we extracted each propeller loop and the adjacent G-tracts (GGGTTAGGG) and concatenated all these subtrajectories into one long supertrajectory, which was then subjected to clustering. For the clustering, we calculated and employed all g-vectors related to the three propeller loop nucleotides, but not those describing solely orientation of one G of the stem to any other G.
We used the same settings as employed by Kuhrova et al. 3 i.e. dij set to 0.35 and the cutoff as 0.7. Only clusters with significance higher than 1 % were considered for analysis. We have also applied the same clustering analysis to the truncated sequence GTTAG. The
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outcome was quite similar, and thus in the results section we present only the data for the sequence GGGTTAGGG.
SUPPORTING RESULTS
Cation dynamics in the parallel stranded GQs. GQs with three G-quartets have two cavities in the GS for the cations, between the first and second G-quartet and between the second and third G-quartet. These channel cations were retained throughout the 10 µs long simulations of all the topologies other than the intramolecular parallel-stranded GQ. This could be because all the other topologies (except intramolecular parallel-stranded GQ) have stable base alignments above and below the G-quartets which hindered the escape of channel cations into the bulk. The term top and bottom cation is used in the text below to describe the cations between the first and second G-quartet and second and third G-quartet, respectively.
In the Simulation 1, the first ion exchange event in 1KF1 simulation was observed at ~77 ns.
The cation entered from below the third G-quartet and occupied the position of bottom cation. The original bottom cation was pushed to the top and original top cation escaped into the bulk due to inter-ionic repulsion. Cation exchange was also observed at ~4 µs through the bottom G-quartet and the original top cation was pushed through the first G-quartet as in the previous event. Thus, we have observed a concerted cation exchange involving a movement of three cations.
In the Simulation 2, rapid cation dynamics was observed in the initial 350 ns of the simulation as two events of cation exchange through the third G-quartet were observed. In the first event, the cation through the third G-quartet escaped into the bulk at ~130 ns ( Figure S6 ). Another cation entered through the first G-quartet pushing the ions below linearly. The original bottom cation was thus expelled into the bulk. The second event was
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observed at ~336 ns, and again the cation entered through the first G-quartet pushing the ions below linearly. A similar cation exchange event was observed at ~1.7 µs and after this the two channel cations were retained till the end of the simulation.
In the Simulation 3, multiple cation ion exchange events were observed between 2.1 to 2.3 µs. The bottom cation escaped through the third G-quartet at 2.1 µs. Followed by this, numerous cations from the bulk came in contact with the third G-quartet superficially but could not enter the cation channel. At 2.28 µs, cation through the third G-quartet entered the channel and stabilized in between the second and third G-quartet. These channel cations were then stable till the end of the simulation.
No channel cation exchange event was observed in the Simulation 16.
In the Simulation 17, few events of cation exchanges were observed. At 4.2 µs, a cation in the bulk aligned close to the first G-quartet and a correlated linear movement of ions due to ion-ion repulsion followed in the cation channel. As the bulk cation from just above the first quartet moved to occupy the top cation cavity, the original top cation was pushed to the bottom cation cavity pushing the original bottom cation into the bulk. This event of ion exchange was similar to that observed in the Simulation 2. The later events of ion exchange in this simulation were however different and are described below.
In most of the ion exchange events observed in the present simulations, the expulsion of the ion from the cation channel and entry from the bulk was simultaneous such that the GQ was always stabilized by two channel cations. However, in Simulation 17, the cation site between G-quartet two and three was vacant between 7.01 to 7.10 and 8.13 to 8.18 µs. At these times, the Na + ion escaped through the first G-quartet into the solvent followed by linear movement of Na + ion from the bottom (between second and third G-quartet) to the top (between first and second G-quartet) cation site. The Na + ion in the top site either
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positioned in between the G-quartets or in between the guanines of the second G-quartet.
The lone Na + was far from third G-quartet to sufficiently shield the repulsion between the closely spaced carbonyl oxygens of its guanines. This resulted in the temporary fluctuation of the third G-quartet and an increase in the distance of G10 with G4 and G16.
Consequently, the ion channel widened allowing the entry of ion from the bulk through the third G-quartet. Such movement of ion entry was observed at 7.1 and 8.18 µs. One more event of ion exchange was observed at 8.74 µs. Here both the escape and entry of ion was through the third G-quartet at an interval of 2 ns and the G-quartet was stabilized by one channel cation within 2 ns.
In the Simulation 18, no cation exchange with the bulk was observed and the ions were retained in the cation channel for whole 10 µs.
Additional test simulations that were not described in detail in the main text.
Simulation of intramolecular parallel-stranded GQ in OL15 force field (Simulation 16).
In the Simulation 16, PT1 of loop 1 and 3 interacted below the third G-quartet to form a symmetrical thymine-thymine base pair from 300 ns till 10 µs. Thus, both the loops were locked in Cluster 3 from nearly the start to the end of the simulation ( Figure S19a and S19c). Loop 2 was more flexible and sampled more conformations. PA3 of loop 2 stacked above the first G-quartet and the loop sampled Clusters 6 and 21 for most of the simulation time ( Figure S19b ). Clusters 4 and 5 were also sampled before and after Cluster 6 similar to the Simulations 2 and 3 ( Figure S19b ).
Simulation of intramolecular parallel-stranded GQ in OPC water with excess NaCl (Simulation 17). In the simulation of 1KF1 in Na + ions in OPC water, the whole GQ was locked in one conformation after 5.5 μs. Both loops 1 and 3 sampled Cluster 8 from 2.5 and Table S5 ). The number of frames in Clusters 18-34 were very low (<1%). 17.6% of the frames were regarded as noise by the algorithm and were grouped in Cluster -1. The general trend and all the main Clusters (0-17) observed from this method were equivalent to Cluster representatives from MMTSB-based clustering presented in the main text (Table S5, Figures S7 & S8). The maximum numbers of structures were observed in the Clusters 0 and 1 which are equivalent to Clusters 3 and 1 obtained from MMTSB based clustering (Table S5 ).
These two clusters were not sampled by loop 2 in Simulation 16, Simulation 8, 11 and 12
( Figure S8 ). This is in agreement with the MMTSB clustering analyses presented in the main text and is a cross-verification of the clustering methodology.
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eRMSD Clustering. The eRMSD-based algorithm clustered the supertrajectory into 13 clusters ( Figure S9 ). 2.68% of the total frames from the supertrajectory could not be attributed to any cluster. Clusters, eclust 1 and 3 were the most populated clusters accounting to more than 50% of the frames (Table S5 ). Comparison of eclust 1 and 3 with MMTSB clusters showed that eclust 1 was close to Cluster 10 and eclust 3 was closest to
Cluster 1 (Figure 3 and Figure S9 ). Figures S10 and S11 show the cluster alignment along the trajectory. Analyses of the eRMSD clustering plots showed that MMTSB-based Clusters 3 and 16 were also assigned to eclust 1. MMTSB-based Clusters 1 and 3 were found to be the most populated clusters by all the three methods (Table 3 and Tables S4 and S5 Figure S1 . Schematic representation of all the topologies of Htel GQ mentioned in the present study. The backbone of guanines, loops and flanking bases are shown as black lines. White, magenta and cyan circles mark the guanine, thymine and adenine nucelotides, respectively. Yellow and orange rectangles show guanines in anti and syn orientation. Figure S2 . Piece-wise construction of a flat-well penalty function applied on ζ torsion angle of G10 in two RECT simulations of 1KF1. The resulting function and its first derivation are continuous at every point. In the crystal structure, guanine before the propeller loop has ζ dihedral angle in g+ region, which is typically lost in the simulation. Therefore, we tried to restrain it but it did not improve the simulations in any visible way. Figure S3 . Piece-wise construction of a flat-well penalty function applied on γ torsion angle of T11 in two RECT simulations and in Simulation 13 of 1KF1. The resulting function and its first derivation are continuous at every point. Figure S4 . Schematic representation of work-flow used for clustering analysis of the propeller loop trajectories from the present classical MD simulations. The procedure guarantees that although the clustering has been made for separate trajectories, it is representative for all trajectories. Careful cross-verifications were made throughout the project that the identified clusters are sufficiently representative and contain arrangements with unambiguous specific positions of nucleobases as well as unambiguous combinations of the backbone dihedral angles. Note that the MMTSB clustering program cannot handle more than 50,000 frames so we would have lost quite an amount of data if we use MMTSB for concatenated trajectory. This is the reason why we performed the clustering for the individual trajectories Figure S5 . Validation of the MSM. a) Implied-timescales plot, indicating with a vertical dashed line the lag time at which the MSM was estimated (250 ns). b) ChapmanKolmogorov test, assessing the quality of the PCCA+ five-state decomposition by plotting the difference between the metastability predicted by the MSM at lag time (τ) 250 ns for each state (one through five) and the metastability observed in the data. a α, β, γ, ε, ζ, and χ = dihedral angles; pucker = x-axis component of pucker; ''base-coor.'' = nucleobase coordination number i.e. number of nucleobases in proximity of the corresponding nucleobase (each nucleobase is approximated by its center of mass), computed using 
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