The central topic in Gabor analysis are Weyl-Heisenberg families, obtained from a "window" g, by means of time-frequency shifts along some lattice Λ ¡ IR 2d . As a starting point we consider tight Gabor frames, i.e., we choose g ∈ L 2 (IR d ) in such a way that the corresponding frame operator is represents the identity:
Introduction
It is the purpose of this paper to present some basic facts concerning Gabor multipliers. These are operators obtained by multiplying the (canonical) Gabor coefficients with a real-or complex-valued sequence defined over the timefrequency lattice in use. In order to ensure that the constant multiplier m(λ) = 1 yields the identity operator, and that real-valued multiplier sequences yield self-adjoint operators, it is convenient to assume in many cases that the Gabor expansion in use is obtained from a tight Gabor atom (in this case the dual Gabor atom coincides with the Gabor atom itself).
In order to ensure suitable continuity properties of Gabor operators it is relevant to recall the definition and some basic properties of the Segal algebra
, which is also a member of the family of modulation spaces (cf. [Gro01, RS01] ). Gabor atoms from this space have much better properties than general L 2 -atoms. Moreover, there are many sufficient conditions on f ∈ L 2 to ensure that f ∈ S 0 (IR d ) (see [FZ98, Gro01] ). However, this space is also relevant for a discussion of spline-type spaces on IR d . These spaces are spanned by a Riesz basis, which is obtained from some atom by taking translates along some discrete subgroup of IR d . For the case of splines of order r ∈ N the generating atom is simple the B-spline of order r.
Section 3 discusses Riesz basis which are obtained as translates of some atom (e.g. B-spline) along some lattice. It is well known that the canonical biorthogonal Riesz basis is again a collection of translates of some dual atom. In the general L 2 -theory this dual atom belongs to the spline-type space, i.e. the closed linear span of the original Riesz basis. Equivalently, it can be represented as an infinite series of shifted atoms with 2 -coefficients. Using Wiener's inversion theorem we show that dual atom can even be represented with 1 -coefficients, if S 0 -atoms are used. As as consequence the projection operator P from L 2 (IR d ) onto the spline-type space also continuous with respect to L pnorms, for the full range of p ∈ [1, ∞]. Its range are the functions which can be expanded using p -coefficients. Furthermore P is also even to a bounded linear mapping on S 0 (IR d ) and S 0 (IR d ), respectively.
Section 4 then collects various basic facts about Weyl-Heisenberg frames or Riesz bases obtained by time-frequency shifts of some Gabor atom. Again atoms from the space S 0 (IR d ) play an important role.
Section 5 represents the core of the present paper. After describing the basic properties of Gabor multiplier operators we discuss conditions which ensure that the mapping from the multiplier sequence in 2 (Λ) into the Hilbert space HS of Hilbert-Schmidt operators is injective. It turns out that the relevant property is a Riesz-basis property of the family of rank ones operators, project-ing onto the elements of the given Gabor frame. Once this Riesz basis property is characterized by means of a condition on the sampled Wigner function of g, it is possible to describe the best approximation of general Hilbert-Schmidt operators can be described, using the canonical biorthogonal basis.
The connection to spline-type spaces established via the Kohn-Nirenberg correspondence is then used to show that these properties extend to larger (resp. smaller) spaces of operators. Thus for example injectivity of the mapping from multiplier sequences to Gabor multipliers is also injective on ∞ (Λ). Throughout this paper the concept of Gelfand triples (as already systematically used in [FK98] ) helps to compactly express the continuity properties of the various linear mappings relevant for this paper.
Notations and Basic Facts
In this section we briefly recall the basic concepts of Fourier Analysis and the concept of an STFT (Short-time Fourier transform). For simplicity, we work in the setting of Euclidean spaces (G = IR d ), although most of the results extend without major changes to the setting of locally compact Abelian (= LCA) groups. (See [Fol89] , [RS01] for general background).
First, recall that the L p -spaces over IR d , 1 ≤ p ≤ ∞, are taken with respect to the natural Lebesgue measure, the space L 2 (IR d ) taking a special role as Hilbert space. These spaces are isometrically invariant under translation operators
, and the modulation operators M s , given as M s f (z) = e 2πis·z , for s ∈ IR d , i.e., modulation is just multiplication of a function by the character χ s (t) := e 2πis·t , where we interpret s·t as the scalar product between the vectors t, s ∈ IR d . When combining them we prefer to think of time-frequency shift operators π(λ) = M s T t for λ = (t, s) being a general point in the time-frequency plane
It is an important feature of TF-analysis that time frequency shifts do not commute, since M s1 T x1 M s2 T x2 = e −2πix1s2 M s1+s2 T x1+x2 . Therefore, changing the order in an arbitrary product of TF-shifts introduces phase factors of absolute value one. For this reason the mapping λ = (t, s) → π(λ) is only a
is defined as a function over the TF-plane by ST F T g (f )(t, s) = f, M s T t g . For fixed t it is-as a function of s-the a The.-symbol in the second variable indicates that it is understood as frequency variable; furthermore operators are applied in the following order: first time shift, then frequency shift, whereas the symbols show up in reverse order.
Fourier transform of f · T tḡ , describing the local frequency content of f near t (and usually displayed in the y-direction).
Since we are going to work with the Fourier transform normalized aŝ
Plancherel's theorem states that F : f →f is a unitary mapping, and its inverse is obtained by replacing the exponential term in the definition of the FT by its conjugate. This normalization of the Fourier transform also implies that for each lattice Λ ¡ IR n , of the form Λ = A(Z Z d ), for some non-singular n × n-matrix A, the orthogonal subgroup Λ ⊥ turns out to be Λ
. As a consequence of Plancherel's theorem the Short-time Fourier transform satisfies
, so that its adjoint mapping inverts the STFT on its range. This gives the standard reconstruction formula for the STFT for normalized g:
Furthermore it is essentially a consequence of the Cauchy-Schwarz inequality that ST F T g f is indeed a bounded and continuous function on IR
Whenever g is not just in L 2 , but for example in the Schwartz-space of rapidly decreasing functions, one can take the STFT for any tempered distribution and finds that it is a continuous function over
with at most polynomial growth. It is therefore possible and indeed very useful to define a family of function spaces (usually called modulation spaces over IR d ). They are characterized by the (global) behaviour of the STFT of their elements (cf.
[Gro01] for a detailed discussion). Indeed, according to the theory of coorbit spaces [FG-I,FG-II], for any weighted L p -space the space of tempered distributions with ST F T g (f ) in that space is a well-defined Banach space with respect to its natural norm, and different non-zero "windows" g define the same space with equivalent norms. Therefore it is convenient to choose g = g 0 , with g 0 (t) = e −πt 2 the Fourier-invariant Gauss function, as the window in the definition of such spaces.
) under the correspondence principle alluded in the previous paragraph), the modulation spaces which correspond to L 1 (IR 2d ) and L ∞ (IR 2d ) are most relevant for our discussions below. In the literature the first one is often denoted by S 0 (IR d ), also known as Feichtinger's algebra ( see [Gro01, RS01] ), and is given as
3)
The corresponding space using an L ∞ -condition turns out to be the Banach dual of S 0 (IR d ):
with the norm
Without proof we also note that the Sobolev space with exponent p = 1 and derivatives of order two is embedded into S 0 (IR). In other words, if
In the sequel we need a couple of basic results concerning these two spaces (cf. [FZ98] and [FK98] 
As a consequence S 0 (IR d ) is a natural domain for the Poisson summation formula (PSF): There exists C Λ > 0 such that 
in fact, the operators arising in this way are exactly the HilbertSchmidt operators, and the mapping κ(T ) → T is a unitary mapping between L 2 (IR 2d ) and HS b . Proof. A detailed description of these identifications, using the terminology of Gelfand triples, is given in [FK98] .
One can view the above identification of operators with their (distributional) kernels as a unitary Gelfand triple isomorphism between the Gelfand triple (S 0 , L 2 , S 0 )(IR 2d ) and the triple (B, HS, B ), where B is defined as the space of linear operators on Finally, we will need a particular unitary representation ρ of a given TF-lattice Λ (any discrete subgroup of IR 2d with compact quotient) on the Hilbert-Schmidt operators over
We proceed as follows. First we consider the mapping λ → π(λ), which is only a projective representation on the Hilbert space L 2 (IR d ). However, it can be used to define ρ on the Hilbert space HS of all Hilbert Schmidt operators over G = IR d by defining the action of λ ∈ Λ on a given operator T by conjugation of T by the operator π(λ). Therefore one usually writes π ⊗ π * for the representation ρ described in the following lemma (cf. [FK98] for details):
on the Hilbert space HS of all Hilbert-Schmidt operators on L 2 (IR d ) which leaves B and B invariant.
3 Spline-type spaces over LCA groups
In this chapter we want to state various results concerning spline-type spaces over general locally compact Abelian = LCA groups. They are meant to be non-trivial (although reminiscent of folklore results) even for the Euclidean group IR d . We assume for simplicity that the generating elements are in the Segal algebra S 0 (IR d ), as this is the situation which will be relevant for our applications to Gabor analysis.
c In fact, we are going more for the generality in terms of the groups for which such statements can be made (i.e., arbitrary LCA groups), than for the minimal conditions on the atoms.
Let us recall the definition of spline-type space (sometimes also called principal shift-invariant spaces, as they are generated by a single function and its b The natural scalar product for HS is T 1 , T 2 = trace(T 1 • T * 2 ). c Uniform p-stability can also be shown under weaker assumptions, such as membership of the atom in the Wiener algebra W (C 0 , 1 ).
translates) over general LCA groups. Before doing so we remind the reader that a Banach space of sequences B d is called solid if for any sequence c ∈ B d and d with |d| ≤ |c| (in the pointwise sense),
Definition 3.4. Let Λ be any discrete subgroup of G and g be any element in some translation-invariant Banach space (B, · B ) of functions or distributions on G. Then the closed linear span of the family (T λ g) λ∈Λ is a Λ-invariant subspace of (B, · B ). We denote this space by V g,Λ , and call it a spline-type space (in B) if the family (T λ g) λ∈Λ is a Riesz projection basis for V g,Λ , i.e., if the following two properties hold:
There is some naturally solid Banach space (B d , · B d ) of sequences on Λ (naturally associated with (B, · B )) such that the synthesis mapping (representation operator R) described by R : c → λ∈Λ c λ T λ g is well-defined and defines a continuous bijection between B d and V g,Λ .
(2) There exists a bounded linear mapping C (coefficient mapping) defined on all of B such that C • R = Id Vg,Λ .
Remarks: The existence of the left inverse C to the given synthesis operator R is in fact equivalent to the assumption that there exists a bounded and linear projection operator P from B onto V g,Λ . Indeed, if the conditions of our definition are satisfied, then the mapping P = R • C is such a bounded (and idempotent) linear mapping whose range is exactly V g,Λ . Conversely, if condition (1) is satisfied and we can find such a projection, then C = R −1 • P is a well-defined left inverse to R (the inverse being understood as being the inverse on the range of R, which is V g,Λ by assumption). Thus the definition implies that a spline-type space in B is a closed, complemented subspace of B. If the finite sequences are dense in B d then the family (T λ g) is an unconditional basis (as the image of the unit vectors in B d under R) for V g,Λ .
The concept of Riesz projection bases has been introduced by G.Zimmermann in his thesis ([GZDiss]). Details on this concept, already indicating its usefulness in the framework of Gabor analysis, can be found in Chap. 3 of [FS98] . Clearly, for the case that (B, · B ) is a Hilbert space such as Lexist constants C, D > 0 such that for all c ∈ 2 (Λ) one has:
Indeed, such an estimate follows from the fact that V g,Λ is a closed subspace of (B, · B ) using Banach's theorem. Conversely, it is evident that the validity of this norm equivalence not only implies that the range of R is exactly V g,Λ , but also that the family (T λ g) λ∈Λ is a Riesz basis for V g,Λ , and therefore has a canonical biorthogonal system in V g,Λ (cf.
[You80] for general characterizations of Riesz bases in Hilbert spaces).
We summarize our findings by stating that such a family is a Riesz basis for a V g,Λ if and only if it is an 2 (Λ)-Riesz projection basis. It is also an
Indeed, this is equivalent to the fact that not only g but alsog belong to L 1 (IR d ), whereg is the generator for the biorthogonal Riesz basis (T λg ) λ∈Λ . Following standard terminology we callg the dual atom to g (with respect to Λ) e . Consequently, the subspace V g,Λ ∩ L 1 (IR d ) coincides exactly with those elements in V g,Λ which have 1 -coefficients in their standard expansion. More generally it follows that one has p -stability for arbitrary values of p ∈ [1, ∞] in this case, i.e., the L p -norm of a function of the form λ∈Λ c λ T λ g is equivalent to the p -norm of the sequence (c λ ) λ∈Λ (cf. also [AST01] ). In other words, in this situation there are constants C 1 , C 2 (not depending on p ∈ [1, ∞]), such that for any such p one has norm equivalence between the p -norm of the coefficients, and the continuous L p -norm of the function f ∈ V g,Λ . Of course, one can extend such statements easily to weighted L p -spaces (for example to weights of polynomial growth up to a certain order) whenever g satisfies stronger (decay) conditions. These are certainly satisfied for Schwartz functions g.
It will be also clear from the comments given so far that it will often occur that the mappings R and C occurring in the context of Riesz projection basis can often be understood not just as mappings for an individual pair of Banach space (B, · B ) an (B d , · B d ), but actually between families of compatible Banach spaces in the sense of interpolation theory.
Just for later reference (and to illustrate the generality of our definition modeled after the Hilbert space case) let us formulate a simple general result first. The proof is left to the interested reader.
Lemma 3.5. Assume that V g,Λ is a spline-type space within (B, · B ), such that the "finite" sequences are dense in
e Strictly speaking one should indicate a possible dependence on the norm of B.
is a spline-type space (with respect to B d ). The "biorthogonal" (via the B-B -duality) system to (T λ g) is of the form (T λg ), whereg is called the dual atom.
For our applications to Gabor multipliers the following results will be very useful, showing that the dual atomg will be "of the same quality as" g. In a way it is a consequence of the Wiener-Levy theorem (cf. [RS01] ).
Theorem 3.6. (Spline-type spaces with S 0 (G)-atom) Let g ∈ S 0 (G) be given, and let Λ ¡ G be a lattice.
(1) The family (T λ g) λ∈Λ is a Riesz basis (for its closed linear span V g,Λ ) if and only if the Λ ⊥ -periodized version ofĝ, i.e., H :
(2) In this case, (a) the Fourier transform of the functiong generating the biorthogonal Riesz basis (T λg ) λ∈Λ is given by g = g/H, andg belongs to S 0 (G);
(b) there is also some g 2 ∈ S 0 (G) such that (T λ g 2 ) λ∈Λ is an orthonormal basis for V g,Λ , with g 2 = g/ √ H; and (c) if in additionĝ ≥ 0, then the Lagrange interpolation problem over Λ:
Corollary 3.7. For (g, Λ) as above, the families (T λ g L ) λ∈Λ and (T λg ) λ∈Λ induce a Riesz projection basis for all spaces V p g,Λ , defined as the closed linear span of (T λ g) λ∈Λ in L p , for 1 ≤ p < ∞, establishing a natural isomorphism between these spaces and the corresponding p -spaces over Λ. Proof of Thm.3.6: The characterization of the Riesz basis property of a family (T λ g) λ∈Λ (within L 2 (G)) through the condition
is well-known for many different cases and works for general groups just in the same way as for IR d (see [OCL89] for an early reference, but also [Jia97] , [BL98] , or [AG01] for a recent survey article). It is not difficult to recognize that condition (3.5) is equivalent to the bounded invertibility of the Grammatrix as operator on 2 (Λ), whose entries are T λ1 g, T λ2 g . More explicitly, its entries are the sampling values of the autocorrelation function g * g * for g over Λ. Evidently it is a circulant matrix with respect to the group structure of the Abelian group Λ. This already implies that in case of invertibility the inverse Gramian matrix is again circulant, and hence the biorthogonal family consists of shifted versions of some dual atom, which we will callg. Moreover, on the Fourier transform sideg is characterized as g = g/H. Next we have to show thatg ∈ S 0 (IR d ) as well. First we look closer at the convolution kernel representing the action Gramian matrix on 2 (Λ). By a standard argument its Fourier transform coincides with the Λ ⊥ periodized version ofφ = |ĝ| 2 . Since g ∈ S 0 (G) implieŝ φ ∈ S 0 ( G) (by Thm. 2.1(2)), this periodized version H is certainly a continuous function. Evidently it is free of zeros if (and only if) its inverse is a bounded function. Let us assume now that this is the case. Using Thm. 2.1(4) we find that H also belongs to the Wiener amalgam space H ∈ W (A, ∞ ), resp. to the algebra of absolutely convergent Fourier series over G/Λ ⊥ . Hence the WienerLevy inversion theorem (see [RS01] , Chap.1.3 and Thm.6.1.1) can be applied, and its inverse has the same property. In other words 1/H is an absolutely convergent sum of Λ ⊥ -periodic characters, or
By applying the inverse Fourier transform we find thatg = λ∈Λ r λ T λ g. Since S 0 ( G) is isometrically translation invariant we haveg ∈ S 0 (G) (with g S0 ≤ r 1 g S0 ).
The rest of Theorem 3.6 will not be used and its proof (in analogy to corresponding results in the literature) is left to the reader. Once the usual formula for the Lagrange interpolator is established only a mild modification of the above argument is needed in order to find out that this Lagrange interpolator within the spline type space belongs to S 0 (G) as well.
Corollary 3.8. (i) For (g, Λ) as above the orthogonal projection from L 2 (IR d ) onto V g,Λ can be described alternatively as
This mapping is not only bounded with respect to the L 2 -norm, but also (uniformly) bounded with respect to all L p -norms, with p ∈ [1, ∞]. (ii) If furthermore g(s) ≥ 0 for all s ∈ G we also have
with the same continuity properties.
In this situation a function f ∈ L p can be written as L p convergent series of translates of g if and only if its sampling sequence (f (λ)) λ∈Λ belongs to p (Λ).
Indeed, the mapping between the coefficients and the sampling values can be described as a convolution operator (over Λ) with 1 (Λ)-convolution kernel for the operator as well as its inverse.
Proof. One checks that f, T λ g = f * g * (λ), where g * (z) = g(−z). For further details see also [Kan95] .
Remark: As a simple consequence of the above results one has for (g, Λ) as above the following for 1 ≤ p < ∞: For the case p = 1 the L 1 and the W (C, 1 )-norm are furthermore equivalent to the S 0 -norm on the space V g,Λ ∩ L 1 . Remark: Of course, the reconstruction formula given in (ii) above resembles very much the classical Shannon sampling formula, where one has g = SINC, the cardinal sine, which has the interesting property of forming both an orthogonal family within its closed linear span (V g,Λ is just a PaleyWiener space of band-limited functions) and being the Lagrange interpolator for this space. However, due to its non-integrability this form of reconstruction is limited to band-limited functions in L p , for the range p ∈ (1, ∞), and the corresponding bounds are deteriorating towards the critical values p = 1 and p = ∞, respectively.
Basic facts about Weyl-Heisenberg families
The key object of Gabor Analysis are the so-called Weyl-Heisenberg families, which are obtained from some given function g (also called Gabor atom, typically a Schwartz function, such as some Gaussian "window") by time-frequency shifts along some lattice Λ. This lattice is a discrete subgroup of G × G with compact quotient, such as aZ
, for a pair (a, b) of positive lattice constants. The latter case is usually called the separable case. More generally, non-separable subgroups are obtained by applying a suitable invertible 2d × 2d-matrix A to the standard lattice Z Z 2d . Throughout this paper, we will not make use of the concrete form of A, but describe the situation in general group-theoretical terms. This allows the statements to be interpreted as results valid for general locally compact Abelian groups G instead of just for IR d . At least if g is a "decent function", and if the lattice constants are sufficiently small (i.e., the corresponding lattices Λ are accordingly dense in G× G), it is not too difficult to verify that the corresponding family (π(λ)g) λ∈Λ forms a frame for L 2 (G), i.e., we have the following two-sided estimate, for some positive numbers A, B > 0 and all f ∈ L 2 (G) (cf. [FZ98] ):
Since the middle term f, π(λ)g coincides with ST F T g (f )(λ), this condition amounts to the assumption that there is norm equivalence between the L 2 -norm and the 2 (Λ)-norm of the Short-time Fourier transform of f with respect to the windowḡ, sampled at Λ. Indeed, if the lattice is rather dense this two-sided estimate can be explained by saying that up to normalization (here the size of A and B comes in) the middle term is essentially a Riemannian sum for the integral of |ST F T g (f )| 2 (cf. Eq. (2.1)). The so-called Gabor frame operator is defined for f ∈ L 2 (G) by
S is not only bounded on L 2 (G) and strictly positive, hence invertible, but also commutes with all TF-shifts from Λ, i.e., it satisfies π(λ) • S = S • π(λ) for all λ ∈ Λ. This implies that the dual frame is again a Weyl-Heisenberg family with respect to the same TF-lattice Λ, generated by the dual Gabor atomg. In other words, the simple identity S • S −1 = Id = S −1 • S implies that one has the double coherent frame expansion f valid for any f ∈ L 2 (G) (with unconditional convergence in L 2 ):
Here we have used thatg = S −1 g generates the dual frame, i.e., the family {S −1 (g λ )}, using exactly the same TF-shifts used to generate the original Gabor frame, since S −1 (π(λ)g) = π(λ)(S −1 g).
Convention:
We write from now on briefly g λ for π(λ)g andg λ for π(λ)g, without danger of confusion. The Gabor frame representation formula for f ∈ L 2 (G) thus reads, emphasizing the double coherence in analogy to spline expansions,
f We use the term of double coherence if the same family of operators is applied to just two dual atoms to generate a pair of dual frames.
Indeed, such an expansion should also be seen similar to the so-called φ-transform expansions as developed by Frazier-Jawerth [FJ1, FJ2] . For the case that A = B we speak of a tight Gabor frame, which implies that S g,Λ = A · Id and consequentlyg = g/A. In other words the frame expansion looks very much like an orthonormal expansion, i.e.,
with the only difference that its building blocks are not linear independent in the following sense: any of its elements can be expressed as (absolutely) convergent series involving all the other atoms.
In both cases it is very plausible that a good concentration of g andĝ (and their Fourier transforms) around the origin implies that two time-frequency shifted copies (of g resp.g) of the form π(λ 1 )g and π(λ 2 )g are almost orthogonal to each other if |λ 1 − λ 2 | is large. Therefore it is not so surprising that WeylHeisenberg families (π(λ • )g) λ • ∈Λ • with respect to any sufficiently coarse lattice Λ
• form a Riesz basis for their closed subspace (which we denote by
, there are positive constants C, D > 0 (depending only on Λ • ) such that for any sequence c ∈ 2 (Λ)
Again it is not difficult to verify that the canonical biorthogonal family, which is also contained in V , is uniquely determined, and can also be obtained from a single Gabor atom by TF-shifts along Λ • . Membership of g in S 0 (G) is also a sufficient condition for the boundedness ("Bessel property") of the relevant operators in Gabor analysis.
Proposition 4.9. For g ∈ S 0 (G), Λ ¡ G × G discrete, one has: If (π(λ)g) λ∈Λ is a Gabor frame, then the dual Gabor window can be used to determine the canonical, i.e., the least squares coefficients, via
(4.7)
If both g andg are sufficiently well-behaved functions generating a pair of dual Gabor frames (cf. [FZ98] for details) one derives therefrom a characterization of function spaces (more precisely, a variety of modulation spaces) through the behaviour of their sampled STFT over Λ. More precisely one has:
Proposition 4.10. Let g ∈ S 0 (IR d ) be given such that (g, Λ) generates a Gabor frame, and assume thatg ∈ S 0 (IR d ) as well. Then one has:
Remark: It is a remarkable fact, shown in Gröchenig-Leinert ([GL01], the rational case was treated in [FG97] ), that it is in fact not necessary to assume thatg ∈ S 0 (IR d ), as this follows automatically under the first part of the assumption. Indeed, if (g λ ) λ∈Λ is a frame in the Hilbert space
generated by an element in S 0 (IR d ), then it is also true thatg ∈ S 0 (IR d ). Due to the symmetry relation g = g, one may replace in the above statementg by g, without changing the validity of the proposition (or the assumptions).
There are various results in Gabor analysis which involve the use of the so-called adjoint lattice, which is defined in terms of commutation laws (with respect to a given TF-lattice Λ).
Definition 4.11. For Λ ¡ G × G we define the adjoint lattice Λ • as follows:
The proof is an easy exercise, recalling that for H ¡G the orthogonal group H ⊥ ¡ G is defined as follows:
It is generally true that (
• } is a commutative group of TF-shifts if and only if Λ ⊆ Λ
• . For this special case Zak-transform methods can be applied. For aZ
this is the case if a · b = 1/k, for some k ∈ IN, and we speak of integer redundancy in this case.
One of the basic principles of Gabor analysis, called the Wexler-Raz principle [see Gro01 Thm.7.3.2, FK98 Section 7.7, FZ98 Section 3.5] helps to establish a correspondence between Gabor frames and Weyl-Heisenberg families which form a Riesz spaces for some closed subspace of L 2 (IR d ).
Theorem 4.13. (Wexler-Raz Principle) The family (π(λ)g) λ∈Λ is a Gabor frame if and only if (π(λ
• is a Riesz basis. Furthermore the windowg generating the dual Gabor frame (π(λ)g) λ∈Λ coincides (up to some constant, depending only on Λ) with the window generating the canonical biorthogonal Riesz basis to (π(λ
for some constant C 3 Λ depending on Λ only. As we have seen it is of great importance for the usefulness of WeylHeisenberg families (g λ ) λ∈Λ to know that both g andg belong to S 0 (IR d ). Although weighted versions of this space (expressible in the terminology of modulation spaces, such as M
, Chap. 12) are more suitable for a quantitative description, we avoid the corresponding technicalities by staying with S 0 (IR d ) for the rest of this paper. This amounts to requiring the minimal degree of TF-concentration (much weaker than assuming that g,g belong to S(IR d )), while still having the chance to formulate basic principles (which are not valid for general L 2 -windows). Assuming that g is chosen from S 0 (IR d ) in the first place, it is easy to check thatg ∈ S 0 (IR d ) if and only if the frame operator (restricted to S 0 (IR d )) is boundedly invertible on S 0 (IR d ). Indeed, if this is the case theng = S −1 g will belong to S 0 (IR d ) as well. Conversely, recall that S −1 coincides just with the frame operator induced by the dual Gabor frame, generated by (g, Λ), which is bounded on S 0 (IR d ) wheneverg ∈ S 0 (IR d ) (according to [FZ98] ). It is also well established that using such Gabor frames (with both g,g in S 0 (IR d )) one can recognize signals f ∈ S 0 (IR d ) by the property that they have absolutely summable Gabor coefficients with respect to any such system. It is also true that the range of distributions to which such Gabor frames apply includes S 0 (IR d ). In order to avoid cumbersome terminology later on we agree to speak of a triple (g,g, Λ) generating an S 0 Gabor frame, if the situation described above applies. In a similar way we will speak of tight Gabor atoms in
generates a tight Gabor frame (which then automatically has all the good properties mentioned above).
Gabor Multipliers and Spline-type Spaces
The main result of this paper concerns Gabor multipliers. These are linear operators which can be built using Gabor expansions. Similar to Fourier multipliers they operate on the (canonical Gabor) coefficients through pointwise multiplication. These operators have already been defined in Chap.3 in [FS98] , where also their basic continuity properties (on L 2 or S 0 ) are discussed. There is an essential difference between Gabor multipliers and operators which are defined by multiplication on the coefficients with respect to some orthonormal system (say, Fourier multipliers). In the latter case one has a very simple symbolic calculus. Indeed, for such a case the family is closed under composition of operators (and the product operator is defined by the product of the defining multipliers, and inversion can by carried out at the "symbol level"), which is not the fact for Gabor multipliers, since these are based on a (redundant) frame.
Definition 5.14. Let g 1 , g 2 be two L 2 -functions, Λ some TF-lattice for G, and (m(λ)) λ∈Λ a complex-valued sequence on Λ. The Gabor multiplier associated to the triple (g 1 , g 2 , Λ) with (strong or) upper symbol m is given as
It is obvious from this definition (for a more precise description cf. the subsequent paragraphs) that Gabor multipliers are essentially (infinite) linear combinations of the rank one operators f → f, π(λ)g 1 π(λ)g 2 . Whenever g 1 = g = g 2 we simple write G g,Λ,m , then these building blocks are just the orthogonal projections onto the 1D-subspaces of L 2 generated by the frame elements π(λ)g (assuming that g is normalized with g 2 = 1).
Depending on the properties of the analysis window g 1 , the synthesis window g 2 and the multiplier sequence (m λ ), the overall operator G g1,g2,Λ,m is bounded between various spaces. Typically one would assume that both g 1 and g 2 are Bessel-atoms with respect to the given lattice Λ, and that m is bounded. In this case the coefficient mapping using g 1 , mapping f to the sequence of sampling values of ST F T g1 f over Λ maps L 2 (G) into 2 (Λ) (by definition), and also the synthesis mapping c → λ∈Λ c λ π(λ)g 2 is bounded from 2 (Λ) to L 2 (G), and thus the overall operator defines a bounded operator on L 2 (G). Following [FK98] we will assume for the rest of this article that both g 1 and g 2 belong to the Segal algebra S 0 (G), because then they will definitely be Bessel atoms (for arbitrary lattices Λ). Furthermore we know that the overall operator is Hilbert-Schmidt in case m(λ) belongs to 2 (Λ), and a trace class operator on
Although many of the results remain valid for the general case (g 1 = g 2 ) we shall concentrate in the rest of this paper on the case g 1 = g = g 2 ∈ S 0 (IR d ), because in this case we have the following approximate symbolic calculus:
Theorem 5.15.
, and the operator norm of G m can be estimated (up to some constant) by m ∞ .
(ii) The Gabor multiplier generated by m(λ) ≡ 1 is the identity operator if and only if (g, Λ) generates a tight Gabor frame.
Proof. These statements follow more or less directly from the boundedness properties of the coefficient resp. synthesis mappings (for fixed lattice Λ), as described in some detail in Section 3.3.3 in [FZ98] .
The findings of the above Theorem can be reformulated now for general pairs (g 1 , g 2 ), using the terminology of Gelfand triples as follows:
Theorem 5.16. For every pair (g 1 , g 2 ) in S 0 (IR d ), and any TF-lattice Λ, the mapping from the strong symbol (multiplier) (m(λ)) λ∈Λ to the corresponding Gabor multiplier maps the Gelfand triple 1 (Λ), 2 (Λ), ∞ (Λ) into the bounded linear operators with kernel in the corresponding Gelfand triple
Once we have established these basic results on Gabor multipliers we are able to turn to more interesting questions concerning the mapping (m(λ)) λ∈Λ → G m . In particular we are interested to find out under which conditions this mapping is injective (not only on 2 (Λ), but also on ∞ (Λ)), and how-in the positive case-the symbol can be recovered from the operator (in other words we want to establish the bounded invertibility of this mapping).
Remark: That there is a good chance that the operator family (P λ ) λ∈Λ is a Riesz basis for its closed linear span (despite the fact that the family (g λ ) λ∈Λ is "redundant", hence truly linearly dependent in the case of Gabor analysis over Z N ) has been verified numerically some time ago, cf. [FH01] . Although this is perhaps a surprising result to some readers (as it was to ourselves) we only want to mention two facts: While linear independence of a family (g λ ) λ∈Λ certainly implies that (P λ ) λ∈Λ is a linear independent family, the converse is apparently not true. After some thought this should not be surprising. Assuming that Λ is a TF-lattice (for Z N ) of redundancy red = N/(a * b) we are only speaking of red * N independent operators in the N * red-dimensional space of all matrices, while of course (for red , is free of zeros. The canonical biorthogonal family is of the form (Q λ ) λ∈Λ , with Q λ = ρ(λ)Q for all λ ∈ Λ and some operator Q with kernel in S 0 (IR 2d ). In particular, the best approximation of a given Hilbert-Schmidt operator T by Gabor multipliers (for fixed pair (g, Λ)) is of the form
(5.10)
The mapping P G is an orthogonal projection within the class HS.
Corollary 5.18. The restriction of the mapping P G defined above to the class B of all operators with kernels in S 0 (IR 2d ) is continuous on that class, while on the other hand P G is well defined and bounded on L(S 0 , S 0 ). In particular, P G(T ) is a well defined operator from
Proof of Thm. 5.17: The result relies on the fact that the entries of the Gram matrix for the system (P λ ) λ∈Λ are the Hilbert-Schmidt scalar products ( ρ(λ)P, ρ(λ )P ) λ,λ ∈Λ .
Since P = g ⊗ g * , a simple reformulation yields for these entries
i.e., the Gram matrix is circulant (with respect to the index set Λ, understood as discrete Abelian group). It is clear that this matrix is boundedly invertible if and only if the transfer function corresponding to the convolution kernel defined by |ST F T g (g)(λ)| 2 λ∈Λ is bounded away from zero, as stated in the theorem.
Thus we only have to show that Q ∈ B. As it is easy to verify that κ(P ) ∈ S 0 (IR 2d ) if (and only if) g ∈ S 0 (IR d ), we only have to recall that the bijection between the kernels of operators and corresponding Kohn-Nirenberg symbols is not only unitary (at the Hilbert space level), but also preserves membership in S 0 . It now follows that Thm. 3.6 applies (if and only if the non-vanishing condition stated above is satisfied). The rest of the main result is then an immediate consequence of general facts about operators with kernels
, and S 0 (IR 2d ) respectively. The connection to spline theory will be based on the use of the so-called This lemma is the key to establishing the bridge between the principal players of this paper, i.e., Gabor multipliers and spline-type spaces.
Theorem 5.20. (Gabor Multipliers and Spline-type Spaces) Assume that g 1 , g 2 are in S 0 (IR d ), and that Λ is a TF-lattice for IR d , i.e., of the form Λ = A(Z Z 2d ) for some non-singular matrix 2d × 2d-matrix A. Then T is a Gabor multiplier of the form {G g1,g2,m,Λ | m(λ) ∈ 2 (Λ)}, for a suitable sequence (m(λ)) λ∈Λ , if and only if σ(T ) belongs to the spline-type space over Proof. The proof of this statement is a simple combination of the statements given above and a direct computation of the Kohn-Nirenberg symbol for a rank-one operator (cf. [FK98] , p.248). Indeed, the mapping T → σ(T ) restricted to the class of Gabor-multipliers of the given form (i.e., using (g, Λ)) establishes an isomorphism between the corresponding spaces. The mapping can first be viewed at the L 2 -level (from HS to L 2 (IR d × IR d )), but of course it is valid for the other levels as well.
Definition 5.21. For any linear operator T ∈ HS we define the lower symbol with respect to (g, Λ) as the function over Λ given by l T (λ) = T, P λ HS = T (π(λ)g), π(λ)g , λ ∈ Λ.
(5.14)
Remark: Due to the fact that the scalar product can be expressed by a duality pairing between their kernels, i.e., T, S HS = κ(T ), κ(S) , and the fact that P λ ∈ B for g 1 , g 2 ∈ S 0 (IR d ), it follows that for g ∈ S 0 (IR d ) the above definition extends to L(S 0 , S 0 ) in a natural way.
Proposition 5.22. Assume that (P λ ) λ∈Λ with g ∈ S 0 (IR d ) forms a Riesz basis within HS. Then for any Gabor multiplier G m with m(λ) ∈ ∞ (Λ), the recovery from its lower symbol is possible, according to the formula:
Moreover, (m(λ)) ∈ 2 (Λ) if and only if l T ∈ 2 (Λ), and (m(λ)) ∈ 1 (Λ) if and only if l T ∈ 1 (Λ) (and the series converges in HS or B resp.). Proposition 5.23. The orthogonal projection from the space of all Hilbert-Schmidt operators onto the Gabor multipliers (for fixed (g, Λ) ) is not only continuous in the sense of the HS-norm. Its restriction to B is continuous on B, and also extends to the larger space L(S 0 , S 0 ), yielding Gabor multipliers with strong symbol in ∞ (Λ).
