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The study explores the productivity effect associated with all types of firm’s export decisions across 
destinations. Using micro data on Ukrainian manufacturing firms operating during 2000-2005, I show 
that high-tech firms experience stronger productivity shocks associated with changes in their export 
status. Low-tech firms, instead, experience productivity improvements only when entering advanced 
export markets and are, on average, significantly less sensitive to changes in their export status. The 
results also show that firms’ characteristics, including productivity, not only improve the firm’s ability 
to self-select into exporting, but also increase its ability to penetrate a larger number of export 
markets. 
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1 Introduction 
The empirical studies on the exporting-productivity links, following pioneering work by Aw et al. 
(1998) and Bernard and Jensen (1999), have explored a number of mechanisms that make exporters 
more productive than their non-exporting counterparts (see Greenaway and Kneller (2007), Wagner 
(2007a) for surveys of literature).  These mechanisms can be summarised in two main effects.  
The first one is a self-selection effect which presumes that, on average, potential exporters have higher 
productivity prior to entry when compared to firms that remain purely domestic. This hypothesis is 
supported by the substantial factual evidence of differences in characteristics between exporting and 
non-exporting firms.1 The second channel that links exports to firm productivity, so called learning-
by-exporting effect, suggests that firms that start exporting benefit from further advances in their 
productivity after the entry took place. While theoretical side of the learning-by-exporting hypothesis 
has been well explained (Isgut and Fernandes, 2007; Eaton et. al., 2011; Crino and Epifani, 2012), the 
available empirical evidence is more mixed.2 
This paper contributes to the literature by exploring destination-related aspect of the self-selection and 
the learning-by-exporting effects using a comprehensive firm-level dataset of Ukrainian 
manufacturing firms for the period 2000-2005. This issue has emerged only recently and, while 
theoretical studies (Lawless, 2009) suggest that the number of export destinations (regions/countries) 
is positively related to firm’s productivity, the amount of empirical evidence is still relatively scarce. 
The majority of studies on destination related aspects of export-productivity nexus use the data on 
advanced, high income countries. Wilhelmson and Kozlov (2007) – based on the Russian 
manufacturing micro-data - is the only study that documents the learning-by-exporting effect for a 
Commonwealth of Independent States (henceforth, CIS) country. Ukraine in itself is an interesting 
case to explore. It is a former USSR (and further CIS) country transformed from socially planned to 
market economy in a short period of time. Currently, Ukraine is classified as emerging market in the 
IMF World Economic Outlook with its GDP per capita reaching only around 7% of the EU average in 
the last decade. At the same time world integration has led to an increase in Ukraine’s international 
trade of about over 100% between 2000 and 2005. The period of study coincides with CIS economic 
recovery from the 1998 Russian financial crisis and exhibits high degree of dynamism in export 
markets – the number of Ukrainian firms entering export markets between 2000 and 2005 has 
increased more than twice.      
More in detail, the first part of the paper studies the impact of firm characteristic on the number of 
potential export destinations. While the link between firm characteristics and export participation has 
been well documented, the choice of the number of export markets per se has been explored only in a 
                                                          
1 Aw and Hwang (1995); Bernard and Jensen (1995, 1999, 2004) 
2 Silva et al (2010a) provide an extensive survey of the learning-by-exporting literature. 
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limited number of empirical studies (Muuls and Pisu, 2009; Cestellani et al., 2010; Andersson et al., 
2008 and Eliasson et al., 2009). The available empirical findings, based mostly on aggregate 
descriptive statistics and linear regression analysis, suggest that only a small share of firms serve a 
large number of markets, while the majority of exporters concentrate on a small number of export 
destinations. At the same time, the link between firms’ heterogeneity and the choice of the number of 
export destinations can be better addressed using count data models that account for the discrete non-
negative nature of the data (Ferrante and Novelli, 2012).  This paper fills in the gap and provides new 
empirical evidence on the impact of firm characteristics on the choice of the number of export markets 
using count data regression models.  
The second part of the paper provides new evidence on the impact of exporting on firm performance 
(learning-by-exporting effect) using the full set of destination-specific firm export decisions.  To 
account for selection bias, the estimation of the post-entry productivity improvements is implemented 
using instrumental variables (hereafter IV) and the system GMM approach (Blundell and Bond, 
2000). The empirical model distinguishes between firms that start exporting, cease exporting or 
change their export status more than once. This full set of firm export decisions is estimated for 
different export destinations.3  
Finally, many empirical studies highlighted the role of industry heterogeneity in the learning-by-
exporting effect, suggesting that knowledge-absorptive capacities (i.e. firm abilities to internalize new 
knowledge) can differ between industries (De Loecker, 2007; Harris and Li, 2012). At the same time 
these sectoral differences have not been formally addressed. In an attempt to take a more systematic 
approach to industry heterogeneity in the learning-by-exporting effect the estimation in this study is 
performed separately for the sectors with low and high technology intensity (hereafter: low-tech and 
high-tech). The technology intensity of the sector is identified using the OECD industry technology 
intensity classification.4  
The results suggest that productivity and intangible assets increase the ability of the firms in high-tech 
sectors to penetrate a larger number of export markets, while for the firms in the low-tech sectors both 
productivity and intangible assets have a less pronounced effect on the ability of the firm to target 
wider range of export destinations. At the same time, foreign owned firms in the low-tech sectors tend 
to export to the home countries of their global owners, highlighting the role of the global value chain 
(hereafter, GVC) effect in shaping export activity of the low-tech firms.  
Regarding the learning-by-exporting effect, the results show that the effect depends on the type of 
industry and target export market. For example, in high-tech sectors productivity benefits arise only 
                                                          
3 The analysis distinguishes between the following destinations: tax heavens, emerging markets, CIS and 
advanced markets. Destination regions were designed using IMF World Economic Outlook country 
classification: https://www.imf.org/external/pubs/ft/weo/2015/02/weodata/groups.htm 
4
 OECD sector technology intensity classification: http://www.oecd.org/sti/ind/48350231.pdf  
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when firms start exporting to the advanced, highly industrialized markets; while exporting to the 
countries of the same or lower development levels does not bring any significant productivity benefit. 
At the same time, high-tech firms’ productivity losses are associated with the termination of the export 
activity irrespective of the type of export destination. Overall, firms in the high-tech industries 
experience more pronounced productivity shocks associated with the full spectrum of export 
participation decisions (entry, exit, switching).  
On the other hand, the productivity evolution of the firms in the low-tech sectors is much less 
sensitive to the changes in the firm export status. In fact, in the low-tech sectors productivity gains 
arise only when exports are aimed at the advanced, high-income markets. At the same time, low-tech 
companies experience no significant productivity losses when exiting international markets 
irrespective of the type of export destination.  
These results shed further light on the learning-by-exporting effect. While most of the existing studies 
estimate the impact of exporting on the firm learning process using aggregate manufacturing data, the 
current study distinguishes between the high-tech and low-tech firms, showing that productivity 
effects associated with changes in export status may differ significantly depending on the technology 
intensity of the industry where the firm operates. Such differences might result from different 
absorptive capacities and different ex ante incentives for exporting in the high-tech and low-tech 
firms. While high-tech firms enter global markets as a result and with a purpose of further 
technological development, low-tech firms mostly commence exporting while taking part in a GVC 
process.  
The rest of the paper is structured as follows. The next section provides a brief review of the studies 
on export destination and productivity. Section 3 presents the dataset and provides a preliminary 
analysis of the productivity differences between exporting and non-exporting firms. Sections 4 and 5 
provide a description of the estimation methodologies and present the results of the estimation of the 
self-selection and the learning-by-exporting effects by destination. A summary and some concluding 
remarks are presented in section 6. 
2 Literature Review and Motivation 
Many empirical studies have found superior performance characteristics in exporting firms.5 Papers by 
Clerides et al. (1998), Melitz (2003) and Bernard et al. (2003) provided formal theoretical frameworks 
to show that more productive firms self-select into export markets, giving rise to the self-selection 
hypothesis. The reasons for better performance of exporting firms can be clearly identified. Entrance 
and successful operation in export markets depend upon the ability of the firm to bear sunk-entry 
export costs, including the costs of marketing, distribution, establishing foreign networks, adapting 
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 Wagner (2007a) and Greenaway and Kneller (2007) provide comprehensive reviews of the literature on 
exports-productivity links. 
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domestic products to the tastes of foreign customers and on the firm’s ability to sustain competition 
with foreign rivals. This implies that only firms whose productivity is above a certain threshold will 
manage to enter and successfully operate in international markets.6  
Furthermore, the nature of sunk-entry costs suggests that at least some of them tend to recur for each 
new export market. Blanes-Cristobal et al. (2008) confirm that entry costs indeed tend to differ among 
export destinations, implying that higher productivity is required to serve larger number of export 
markets (Lawless, 2009).  A number of successive empirical studies have found a positive correlation 
between productivity and the number of export markets served (Muuls and Pisu, 2009; Wagner, 
2007b; Lawless, 2009; Castellani et al., 2010). At the same time the ex-ante impact of firm 
productivity and other firms’ characteristics on its ability to penetrate wider range of export markets 
has been little explored.  
An alternative explanation of the productivity differences between exporting and non-exporting firms, 
the so called learning-by-exporting effect, suggests the existence of post-entry productivity gains for 
the firms that engage in international trade. However, the empirical analysis of the learning-by-
exporting effect has been complicated by the selection bias associated with export participation 
decisions. A number of empirical studies tried to disentangle the self-selection and the learning-by-
exporting effects and estimate post-entry productivity improvements controlling for the selection of 
export decisions. So far, however, the evidence has been mixed. A number of empirical studies found 
evidence in favour of the learning-by-exporting effect using the data from developing countries with 
increasing export shares, changes in the export structure and low technological frontiers.7 At the same 
time the evidence on learning-by-exporting in advanced economies with stable export shares, 
experienced exporters and strong domestic market competition has been weak.89 A cross-country 
study by the International Study Group on Exports and Productivity (2009) provides comparable 
empirical evidence on 14 European countries, with a strong support of self-selection and almost no 
evidence of learning-by-exporting effects. 
The nature of the learning-by-exporting effect also suggests that productivity benefits should differ 
between destination countries (Crino and Epifani, 2012). Indeed, productivity gains are expected to be 
higher when the target export markets are highly developed providing access to the latest 
technologies, product designs, technical and managerial expertise, which, together with economies of 
                                                          
6 A recent paper by Ricci and Trionfetti (2012) points out that foreign and domestic network participation can 
significantly increase firm’s propensity to export. 
7
 Delgado et al., 2002; Lileeva and Trefler, 2007; Hallward-Driemeier et al., 2002; Blalock and Gertler, 2004; 
Isgut and Fernandes, 2007.  
8 Baldwin and Gu (2004), Castellani et. al. (2010) provide evidence of post-entry productivity improvements, at 
the same time Greenaway et al. (2005)  and Wagner (2002) find no evidence of learning-by-exporting effect for 
German manufacturing firms.   
9 For a survey of recent literature on learning-by-exporting please see Silva et al. (2010a) and a meta-study by 
Martins and Yang (2009). 
 6
scale, contribute to the overall improvement of the manufacturing process (Wagner, 2012). 
Furthermore, higher quality standards and higher intensity of competition in the advanced foreign 
markets can boost the productivity of the new exporters by stimulating them to innovate, improve 
their technologies and change their personnel composition towards highly-skilled workers 
(Verhoogen, 2007). 
However, due to the data limitations, the extant empirical studies have added the aspect of export 
destination to their analysis of learning-by-exporting effect only recently.10 Most of these studies use 
micro-level data on highly industrialized countries and provide inconclusive evidence in favour of 
learning-by-exporting hypothesis by export destination. Pisu (2008) finds no evidence of destination 
related learning-by-exporting effects, concluding that productivity advantages in Belgian 
manufacturing exporters are driven solely by self-selection. Silva et al. (2010b) find that only 
exporters to more developed markets that reached a high level of export intensity enjoy post-entry 
productivity benefits. Wilhelmsson and Kozlov (2007) - the only study that explores the learning-by-
exporting effect using micro-level data for a CIS country - find no conclusive evidence of learning-by-
exporting effect for Russian manufacturing firms. Finally, several empirical studies based on 
Slovenian data provide mixed evidence of the learning-by-exporting. Damijan et al. (2004) show that 
post-entry productivity improvements occur only in cases when exporting is targeted at advanced 
foreign markets, while De Loecker (2007) - using a cross-section snapshot of firm export destinations 
- shows that all exporters enjoy additional post-entry productivity gains, however, productivity premia 
are significantly higher in case of serving advanced markets. Finally, Kostevc (2009) using the same 
dataset on Slovenian manufacturing firms finds inconclusive evidence of the post-entry learning 
process for the new exporters irrespective of the target export market.  
Overall microeconometric studies on the destination-specific export productivity links suggest that the 
self-selection of firms tends to be market specific, with more productive firms penetrating more 
demanding markets and that the productivity and other firm performance characteristics are positively 
correlated with the number of export markets served. At the same time the evidence on the role of 
export destination on the post entry learning effects is inconclusive (Wagner, 2012). Furthermore, 
despite acknowledging industry heterogeneity, most of the studies on learning-by-exporting, address 
the issue using aggregate manufacturing data, overlooking the fact that firms’ absorptive capacity (i.e. 
the ability to internalize external knowledge) may differ significantly between industries. The current 
paper attempts to address this aspect, by estimating the learning-by-exporting effect distinguishing 
among export destinations and sectoral technology intensity.     
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 Wagner (2012) provides a comprehensive summary of empirical literature on export destination and 
productivity. 
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3 Data and Preliminary Analysis 
3.1 Data and Descriptive Statistics 
This paper uses the data submitted to the Ukrainian Office of National Statistics (Derzhkomstat) that 
groups consolidated annual accounts data on the census of Ukrainian manufacturing and service firms 
operating in Ukraine between 2000 and 2005.11 All firms are uniquely defined by their VAT 
(EDRPOU) number and divided into sectors according to the Ukrainian Office of National Statistics 
nomenclature, which is comparable to the NACE Rev.1 classification. The data contain information 
on firm-specific characteristics, such as employment (measured as the annual average number of 
registered employees), output, sales, tangible and intangible assets, material costs and other types of 
intermediate expenditures (including R&D and innovation expenditure), and gross capital investment. 
The dataset is merged with the Ukrainian Customs office data that contains information on the 
monetary value of firm-level exports by country and year. All variables were deflated using price 
deflators available from the Ukrainian Office of National Statistics.12   
I limit the study to cover the firms in the manufacturing sectors (NACE Rev. 1 15-3613) with at least 
one employee. The final dataset used for statistical analysis comprises an unbalanced panel with an 
average of 35,536 firms per year and 194,431 observations covering the period 2000-2005, with 
information showing entry and exit from export markets. Table 1 shows that the average annual 
percentage of exporting firms in the sample is 14.7%.  
[Table 1 about here] 
Table 2 contains summary statistics for the basic variables - output, capital, employment and material 
costs - for selected years. The statistics show increasing output and material expenditure and declining 
average size and capital, caused primarily by productivity growth and increasing number of small and 
medium market entrants during 2000-2005.  
[Table 2 about here] 
The employment figures in Table 2 might cause a concern that large firms might be over-represented 
in the sample. However, according to the Enterprise Survey data collected by the World Bank Group14 
Ukrainian firms are among the largest in the Eastern European and Central Asian (ECA) region in 
terms of permanent and temporary workforce. In particular, the survey reports that Ukrainian firms 
have the sixth largest permanent workforce in the ECA region. The average firm in Ukraine employs 
56.8 permanent workers, while average ECA firm employs only 44.0 workers, and an average EU-10 
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 The data is restricted and not available for public use. The unit of observation is referred to as “firm” in the 
text.  
12
 Ukrainian State Statistic Committee website: http://www.ukrstat.gov.ua/  




firm – only 37.3 workers. Moreover, firms in manufacturing are more than twice as large as those in 
retail and other services. 
For the purpose of the empirical analysis, I distinguish between two groups of sectors using the 
Technology Intensity Classification provided by the Organization of Economic Cooperation and 
Development (hereafter OECD) as a guide.15 By using this method of aggregation I identify the 
differences in the impact of a firm specific characteristics on its export choice, for the high-tech and 
low-tech firms. Table 3 summarises the industries included in each category and provides summary 
export participation statistics by group. 
[Table 3 about here] 
3.2 Preliminary Analysis 
This section performs a preliminary analysis to compare the characteristics of exporting and non-
exporting firms in Ukraine. 
First, following Bernard Jensen (1999), De Loecker (2007), Andersson et al. (2008) inter alia, I 
calculate the export premia for Ukrainian firms by estimating the OLS regression of the following 
form:  
 =  +  ∗ 
 +  ∗  + ∑  ∗ 
 + ∑  +                                (1) 
where   refers to the characteristics of firm i at period t operating in industry group k, EXP is a 
dummy indicating firm’s export status,  is the logarithm of the firm employment, YEAR and IND 
refer to the time and industry controls. The coefficient β shows whether the characteristic of an 
exporting firm is different from the one of its non-exporting counterpart, i.e. the firm export premium. 
Table 4 shows the estimation results that confirm significant differences in characteristics between 
exporters and non-exporters, in both the high and the low-tech sectors.16     
[Table 4 about here] 
In line with previous studies (Bernard and Jensen, 1995; Bernard and Wagner, 1997; Isgut, 2001; De 
Loecker, 2007) the results confirm that exporters in both low and high-tech sectors are larger in size, 
sell more, pay higher wages, and have higher levels of investment and capital intensity and a 
significantly higher labour productivity.  
Despite being located in the geographic center of Europe Ukraine is not a member of the European 
Union (hereafter, EU) and the long-awaited Deep and Comprehensive Free Trade Area Agreement 
                                                          
15 Technology Intensity OECD Classification can be found here: http://www.oecd.org/sti/ind/48350231.pdf. 
Eurostat adopted the definition transforming it to NACE Rev.1 and later to NACE Rev. 2. 
16
 The estimation combines the first two groups (Low Technology Industries and Medium-Low Technology 
Industries) and the second two groups (Medium-High Technology Industries and High Technology Industries). 
The same level of aggregation is used in the remainder of the paper.   
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between the EU and Ukraine has not been fully implemented as of November 2015. Furthermore, 
Ukraine has become a member of the WTO only in May 2008. Hence, it is likely that during 2000-
2005 Ukrainian export firms were facing high levels of sunk entry costs, especially when selling to 
more advanced markets. Indeed, the results in Table 4 show that export premium on labour 
productivity for Ukrainian firms was at least five times higher than the productivity premium of 
Swedish exporters (Andersson et al., 2008, report 14 percent productivity premium for Sweden) and 
twice as high as the productivity premium of Slovenain exporters (De Loecker, 2007). 
Next, I use total factor productivity (TFP) - a more reliable productivity measure – to test the rank 
ordering of the distribution of exporting versus non-exporting firms (Girma et al., 2004; Wagner, 
2007b).17  Table 5 shows that in high-tech sectors the TFP distribution of exporters dominates that of 
non-exporters. At the same time in the low-tech sectors there is an evidence of some cross-over 
between the two sub-groups.  
[Table 5 about here] 
Overall, our preliminary analysis reveals a significant export premium for Ukrainian exporters. The 
next sections will explore the association between the choice of export destination and the 
productivity of Ukrainian manufacturing firms. 
4 Self-Selection: The Role of Industry and Export Destination 
4.1 Econometric Modelling 
The main purpose of this section is to estimate the causal effect of firm-specific characteristics on its 
choice of the number of export destinations by addressing the problem of self-selection along the 
country-extensive margin.  
The abundant empirical evidence of firms’ self-selection into exporting points out that inter-firm 
variations in export participation crucially depend on the underlying firms’ characteristics, including 
their productivity, as well as sunk costs of entry into international markets (Greenaway and Kneller, 
2007). Theoretical trade models with asymmetric countries and sunk costs advocate that self-selection 
is market specific, i.e. firms with low productivity will serve only limited number of markets with low 
productivity thresholds, while highly productive firms will be able to serve larger number of markets 
(Andersson et. al., 2008).  
Differences in the market entry thresholds arise due to many reasons, including differences in market 
size, intensity of competition and transport costs. Furthermore, sunk costs related to the search and 
                                                          
17
 The TFP measures have been calculated using extended Blundell and Bond GMM estimator as described in 
Van Beveren (2012) controlling for differences in export status. Please see Appendix 1 for the description of the 
TFP calculation methodology. 
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negotiation with potential customers; legal and marketing expenses, contract translations and alike 
tend to be market-specific and depend on the firm familiarity with a specific foreign market 
(Johansson and Westin, 1994; Andersson, 2007; Andersson et al., 2008).  Such variations in sunk 
entry costs imply that productivity differences between non-exporting and exporting firms may be 
higher when the latter target a wider range of export destinations and export products. Indeed, studies 
by Muuls and Pisu (2009), Castellani et al. (2010) and Andersson et al. (2008) found a positive link 
between firm productivity and other characteristics and the geographic and product diversification of 
its exporting activity.  
At the same time, relatively little research so far has explored the impact of the ex-ante firm 
characteristics on its choice of the number of export markets.18 This paper explores this aspect of the 
productivity-exporting nexus by using an alternative micro-econometric framework.  
[Table 6 about here] 
Overall, Ukrainian exporters exhibit significant heterogeneity in the number of export destinations. On 
average, around 50% of Ukrainian exporters export to only one destination, while only around 15% of 
exporters target more than 5 export markets (Table 6).  The number of exporting firms declines with 
the number of export markets (Figure 1). These patterns in Ukrainian export data are in line with the 
empirical evidence on exports concentration along the country-extensive margin19 reported by Eaton 
at el. (2004) for France, Muuls and Pisu (2009) for Belgium, and Bernard et al. (2007) for the US and 
Castellani et al. (2010) for Italy.   
[Figure 1 about here] 
To explore the impact of firm characteristics on its ability to penetrate larger number of export 
markets I estimate the model of the following form: 
  =  
" (ln &'() ln *() , , -,*(), ln 
.() , ln
.()/  ,                      (2) 
,01 23 , *45,-2,6, ''_8- 9ℎ ,  _01884, )    
where Destit  is a discrete non-negative variable indicating the number of firm export destinations; 
TFP is the estimate of the firm Total Factor Productivity calculated using the extended Blundell and 
                                                          
18 Ferrante and Novelli (2012), a notable exception, address the question using cross-sectional data on Italian 
manufacturing firms.  
19 Mayer and Ottaviano (2007) refer to the number of countries with which firm trades as a country-extensive 
margin that can also be considered as the measure of geographical firm diversification. 
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Bond GMM estimator following Van Beveren (2012)20 allowing for differences in the firm export 
status; Age is the age of the firm; Intang is coded 1 if the firm has nonzero intangible assets21 (the 
average annual percentage of firms possessing positive intangible assets equals 14.8%); Emp 
represents firm size measured by the average annual number of enlisted employees; Industry, Region 
and Year are dummy variables indicating each of the twelve NACE Rev.1 industries, region code and 
year. The GDP variable represents the average Gross Domestic Product of the chosen export 
destinations22 to control for the demand in the export market. Moreover, the FDI variable controls for 
the foreign ownership status of the firm and FDI_Matchit is coded 1 if at least one of the firms chosen 
export destinations coincides with the home country of the firm’s global owner and is introduced to 
control for the GVC effect. Finally,  _01884 are introduced to control for other export 
destination specific factors. The model is estimated separately for low-tech and high-tech sectors to 
uncover sectoral differences in the impact of firm characteristics on its export choices.  
The outcome variable - the number of export destinations – is a non-negative integer valued count 
variable, characterised by a skewed distribution and a high proportion of zeros. In fact, around 80% of 
the firms do not export in any given year. The conditional mean and variance are equal to 0.73 and 
2.19 respectively, signalling the presence of significant over-dispersion and ‘excess zeros’ in the data. 
A possible explanation of over-dispersion and ‘excess zeros’ is unobserved firm heterogeneity not 
caught by the explanatory variables (Mullahy, 1997). An alternative explanation suggests that excess 
zeros emerge because export participation and export diversification decisions (i.e. the choice of the 
number of export destinations) are generated by the two separate probability functions (Cameron and 
Trivedi, 2013).    
In order to account for the unobserved heterogeneity and panel structure of the data, equation (2) is 
estimated using the random effects negative binomial model (henceforth, RE Negbin) that allows for 
over-dispersion by assuming particular probability distribution (the gamma distribution) of the 
individual error terms (Jones, 2007)23. Furthermore, in order to account for the potential differences in 
the export participation and export diversification decision equation (2) is also estimated using a 
hurdle model that relaxes the assumption of the same stochastic process for the participation and 
diversification decisions. In particular, I use a hurdle model with logit binary choice model in the first 
stage and zero-truncated negative binomial model in the second stage. Due to the numerous 
complications with the implementation of the random-effects version of this type of hurdle regression, 
                                                          
20
 Please see Appendix 1 for the description of the TFP calculation methodology. 
21
 The non-monetary assets may refer to patents, copyrights, trademarks, innovative activities, advertising, 
goodwill, brand recognition and similar intangible assets. Since there is considerable controversy about what 
should be included and how to measure intangible assets, I follow Harris and Li (2012) and use a dummy 
variable to measure intangible assets.  
22
 The data on the Gross Domestic Product (GDP), based on purchasing-power-parity valuation of a country’s 
GDP, was taken from the IMF World Economic Outlook Database, October 2015.  
23 The results of the random effect Poisson regression model are reported in Appendix 4 for comparison. 
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I use a pooled version of the hurdle model with firm-clustered robust standard errors and time controls 
(Cameron and Trivedi, 2013).24       
4.2 Results 
The results of the estimation of the RE Negbin, presented in Table 7, are mostly in line with previous 
studies on self-selection.25 However, some important differences in the results emerge when 
distinguishing between export participation and export diversification decision.  
[Table 7 about here] 
The results confirm that such firm characteristics as size and possession of intangible assets increase 
firm’s propensity to enter a larger number of export markets. Intangible assets seem to be a relatively 
more important export stimulus in the low-tech sectors. The possession of intangibles increases firm 
export diversification by approximately 15% in low-tech industries and only by 10% in the high-tech 
industries. The FDI_match variable, designed to capture the effect of the firms’ participation in the 
GVCs, shows that firms in the low technology sectors exhibit higher propensity of exporting to the 
home countries of their global owners: this constitutes additional evidence that companies in the low 
technology sectors participate in exporting activity mostly as a part of the GVC mechanism. At the 
same time TFP is a significantly more important determinant of the exporting activity in the high-tech 
sectors, where a one unit increase in firm’s TFP growth increases the range of a firm’s export 
destinations by approximately 6%.        
[Table 8 about here] 
The results of the hurdle model specification presented in Table 8 show that most of the explanatory 
variables are important determinants of both export participation and export diversification decisions. 
In all sectors the age of the firm is a significant determinant of export participation but it has no 
relevant effect on the range of the firm’s export destinations.  
TFP seems to have a higher impact on the firm’s ability to diversify its exports than on its propensity 
to export per se. On average, the impact of TFP growth on the firm’s propensity to export is higher in 
the low-tech sectors, where a 1% increase in the TFP growth raises the firm’s probability of exporting 
by 4%. In the high-tech sectors a 1% increase in the TFP growth raises the probability of exporting by 
only 2%. In the case of incumbent exporters, a 1% increase in the TFP growth increases the average 
number of export markets served by the firm by 0.14 in the low-tech sectors and by 0.15 - in the high 
tech sectors.  
                                                          
24
 I use STATA 14 commands xtpoisson and xtnbreg for the RE Poisson and RE Negbin regressions and   
hnblogit for the hurdle regression. 
25
 Appendix 3 confirms significant self-selection effects, in the high and the low technology sectors, using the 
binary choice RE Probit model in line with previous studies. 
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The possession of intangible assets has a higher impact on the probability of export participation for 
the firms in the low-tech sectors rather than for the firms in the high-tech sectors. At the second stage, 
however, the possession of intangible assets increases the range of target export markets by 0.3 for the 
high-tech firms, and only by 0.16 for the low-tech firms. Finally, the FDI_match variable has a 
significant impact on export diversification only for firms in the low-tech sectors: once again this 
confirms a higher propensity of these firms to become exporters as a part of the GVC.  
Overall, the results show that ex-ante productivity improvements are important determinants of 
exporting in both the high and the low-tech sectors. In the low-tech sectors, productivity 
improvements are more important for the firm’s propensity to engage into exporting, while in the 
high-tech sectors they are relatively more important for the ability of the firm to penetrate larger 
number of export markets. 
5 Learning-by-exporting: the role of industry and export destination 
5.1 Econometric Modelling 
This section estimates learning-by-exporting (LBE) effect for Ukrainian manufacturing firms for the 
full spectrum of the firm’s export participation decisions. While most of the studies concentrate on the 
impact of exporting on the productivity of the new entrants, this paper uncovers the LBE effect 
simultaneously for entering, exiting and switching firms distinguishing between various types of 
industries and export destinations.  Several recent empirical studies have found a substantial degree of 
heterogeneity of the LBE effects in different export markets (Damijan et al., 2004; De Loecker, 2007; 
Muuls and Pisu, 2009). However, to the best of my knowledge, this is the first study to address the 
link between the technological intensity of the industry and its ability to benefit from exporting to 
specific export destinations.  
As pointed out by the previous empirical literature, the estimation of the LBE effect at the micro level 
is often complicated by the selection bias. The bias occurs because potential exporters may be 
systematically different from their counterparts in certain unobservable intrinsic characteristics that 
make them superior to non-exporting firms and are correlated with their export participation decision.  
The standard test of the self-selection hypothesis on Ukrainian manufacturing data confirms self-
selection of more productive firms into exporting.26 Hence a simple comparison of the average 
productivities between exporters and non-exporters may result in biased estimates of the treatment 
effect.27  
                                                          
26 The results of the RE Probit model, presented in Appendix 3, confirm that firm TFP, as well as size, age and 
intangible assets increase firm’s propensity to export.  
 27 See Heckman and Navarro-Lozano (2004) for a formal discussion. 
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To obtain consistent estimates of the productivity gains from exporting we need to obtain a 
counterfactual that would show the evolution of firm productivity had it not stared exporting, in other 
words any simultaneous relationship between export decision and productivity gains has to be 
removed. A number of estimation techniques try to address the issue of the correlation between the 
unobserved firm productivity and its export decision. The most popular ones include matching 
methods that compare exporters only with the “control” groups of domestic firms with similar 
characteristics (Girma et. al., 2004); the difference-in-differences (DID) methodology  (De Loecker, 
2007), the Heckman two-stage procedure and instrumental variables (IV) (Damijan et al., 2004; 
Wilhelmsson and Kozlov, 2007; Harris and Li, 2012).   
While all of the above techniques address selectivity issues, the choice of the estimator depends on the 
specific selection process and data at hand. For example, the application of the two-stage growth 
accounting approach leaves a possibility of inefficient estimates and omitted variables problems 
(Wang and Schmidt, 2002). At the same time, the Heckman approach may be less suitable for panel 
data, when the effect of exporting is estimated with lead and lag terms of export participation decision, 
as the inclusion of the lead and lag terms of export status would also require the inclusion of an 
appropriate number of selectivity correction terms from the first stage. At the same time, matching 
methods might not be an optimal choice for unbalanced panel data, when export entry and exit occur 
at different points in time (Harris and Li, 2012).   
Taking into account the nature of the data this paper adopts the instrumental variables (IV) approach, 
which requires finding appropriate instrument variables that affect the treatment decision (decision to 
export) but do not directly influence the outcome (TFP). The main problem with the IV approach is 
the availability of appropriate instruments, which sometimes might be limited due to data issues and 
the economic mechanisms that determine the relationship between the treatment and the outcome 
(Angrist and Krueger, 2001). The second problem with the IV approach is related to the heterogeneity 
of the treatment effects, when instead of estimating an average impact of treatment effect on treated, 
the IV model will estimate a Local Average Treatment Effect (LATE). In this case, we will get the 
estimates of the local impact of the instrument variable on those participants who change their 
participation status in response to a change in the instrument variable value (Angrist and Imbens, 
1995; Heckman 1997).  
The instruments previously used in the literature to address export-related selection bias problem 
include the age of the firm and its intangible assets. The available empirical evidence suggests that 
these variables have no significant impact on the real gross output, while having significant impact on 
the ability of the firm to overcome export entry barriers (Damijan et. al., 2004; Harris and Li, 2012).    
Taking into account the panel nature of the data and the available potential instruments, I estimate the 
dynamic panel data (DPD) production function including in the instrument set both the age of the firm 
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and the dummy for intangible assets. The model includes a full spectrum of firm export choices across 
export regions, which allows me to estimate the heterogeneity of productivity spillovers across export 
destinations. In particular, I estimate the following equation: 
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In equation (3) Y is the firm’s gross real output, x1 represents the logarithm of the intermediate inputs; 
x2  is the logarithm of the capital stock; x3 is the logarithm of total employment; Dl is a set of dummy 
variables indicating the firm’s export status. These variables include the following groups: Exp_never 
(benchmark group), Exp_always (D1); Exp_entry (D2); Exp_exit (D3); Exp_both (D4).28 By introducing 
interaction terms between export status controls and factor inputs A, I allow for different 
production functions for firms with different export status (Harris and Li, 2012). For the firms that 
change their export status during the observed period I introduce additional time-specific control 
variables (D) that capture the impact of the change in the firm export status. These variables 
include Entryit, Exitit and Switcherit and change their values from zero to one in the period when firm i 
commences (Di1t) or ceases exporting (Di2t), or ceases exporting after previous entry (Di3t) during the 
2000 – 2005 period. Variables 
H&G are designed to capture the impact of export destination. I 
distinguish between four main export regions including Tax Heavens29  (benchmark group), Emerging 
Markets, CIS countries and Advanced Economies.30  To estimate the effect of exporting to specific 
regions, these destination control variables are interacted with the time-sensitive export status dummy 
variables D (Entryit, Exitit and Switcherit). These variables are introduced in the model with a lead 
and lagged term. Finally, the dummy variables REGn, INDp and YEARt indicate the region, industry 
and year dummies respectively. The composite error term has three elements: ηi captures the 
unobserved time-invariant firm specific effect; γt affects all firms for the period t; ωit is a firm-specific 
                                                          
28 I follow Harris and Li (2012) and divide firms into five sub-groups according to their export status: those that 
always exported, those that never exported, those that entered into exporting during the observed time period, 
those that exited and lastly, those that changed their export status more than once. The base group includes firms 
that never exported during the observed period. 
29 Tax Heaven controls were constructed using the information provided by the Tax Justice Network: 
http://www.taxjustice.net/    
30
 Destination dummies were constructed using IMF World Economic Outlook country classification: 
https://www.imf.org/external/pubs/ft/weo/2015/02/weodata/groups.htm  
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productivity component that affects firm i in period t. Notice that in case there are no measurement 
errors the firm-specific productivity component reduces to a serially-uncorrelated random productivity 
shock and Q  ~ .(0), otherwise  Q  ~ .(1) (Blundell and Bond, 2000).  
Equation (3) is estimated using the extended Generalized Method of Moments (GMM) estimator 
available in STATA 9-14 (Blundell and Bond, 2000). Unlike standard IV estimators, the system 
GMM approach uses lagged values in both the levels and the first differences of the potentially 
endogenous variables as instruments and allows for a first-order autoregressive error term, which 
significantly improves the parameter estimates (Van Beveren, 2012).  
5.2 Results 
The results of the destination specific LBE effect along with the diagnostic tests are shown in Table 
9.31 The results are reported separately for the high-tech and low-tech industry sub-groups to assess 
the role of the industry technological intensity in the ability of firms to absorb the productivity 
benefits from exporting.  
As discussed, the instrument set for the equation (3) included age and intangible assets and the lagged 
values and first differences of the potentially endogenous regressors. The validity of the chosen 
instruments is supported by the results of the RE Probit model,32 where the age and intangible assets 
appear to be significant determinants of the firm’s exporting activity. For both industry sub-groups the 
model shows no significant second order autocorrelation (as indicated by the AR(1) and AR(2) test 
statistics) and passes the Hansen test, indicating the adequacy of the instruments used.  
In terms of the parameters, there are three sets of estimates that capture the impact of exporting on 
productivity. The first set is the Exp_entry variables that should deliver significant positive estimates 
for the first time entrants in period t and t+1. The second set includes the Exp_exit variables that 
should potentially have significant negative estimates in t-1, t and t+1. Finally, the effect of exporting 
on TFP for the firms that change their export status more than once is captured by the set of Exp_both 
variables, and should potentially deliver significant positive estimates in periods t and t+1. The 
structure of the model allows to disentangle the productivity effect of export participation for the firms 
that export to the markets of higher development levels (advanced economies), markets of lower 
development levels (emerging markets) and markets of similar development levels (CIS countries). 
Finally, the structure of the model allows for the simultaneous entry and exit from the multiple export 
destinations. 
[Table 9 about here] 
                                                          
31
 The complete set of results can be found in Appendix 5. 
32
 The complete set of results can be found in Appendix 3. 
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The results on the learning-by-exporting effect are different for the high and low-tech industry groups. 
Firms in both high and low technology sectors experience significant positive post-entry productivity 
effects when entering into the advanced markets. However, the effect is stronger for firms in low-tech 
industries, while for firms in the high-technology sectors the effect seems to be weaker and short 
lived. Such results indicate the fact that Ukrainian firms in low technology sectors are initially further 
away from the technology frontier and experience more pronounced productivity benefits from the 
access to the better technologies of the advanced countries. At the same time, firms in the high 
technology sectors exhibit significant productivity losses when exiting from both advanced and 
emerging markets, while the firms in the low-tech industries do not seem to experience any significant 
negative productivity shocks associated with the termination of exporting activity. Finally, the firms 
that enter and exit export markets more than once during the observed time period experience positive 
productivity gains only in the high technology sectors. Overall, the productivity effect associated with 
the beginning and termination of exporting activity appears to be more pronounced in the high-tech 
sectors. 
The general nature of the results is in line with other studies that found significant evidence of the 
LBE effect. Most of the productivity improvements are associated with the entry into to the advanced 
export markets, while termination of the exporting activity is associated with productivity losses 
irrespective of the export destination.  
At the same time, some important differences in the results of the current study have to be highlighted. 
First of all, the LBE effect has different implications for the productivity of the firms in the high-tech 
and low-tech sectors. The studies that attempted to explore the role of export destination in the export-
related productivity improvements using aggregate manufacturing data pointed out significant 
industry heterogeneity in the LBE effect (De Loecker, 2007; Damijan et al., 2004; Harris and Li, 
2012). However, no attempt has been made so far to explore whether the effect of exporting on the 
productivity of the firm depends on the technology intensity of the industry where the firm operates. 
The main contribution of the current study, hence, lies in the attempt to single out the role of the 
industry technological intensity and the export destination in the learning-by-exporting effect. 
Furthermore, the use of the dynamic system GMM approach allows us to account for self-selection 
and the endogeneity that arises when the two-stage growth-accounting approach is used (Harris, 
2005).  
The results confirm that the empirical analysis of the LBE effect should explicitly account for industry 
heterogeneity, as the ability to internalize new knowledge and adopt new technologies might vary 
among the firms in the high-tech and low-tech sectors. Thus, the systematic distinction between 
technology and the capital intensity of different industries should improve the results of future 
empirical studies looking for the empirical evidence of the LBE effect.  
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6 Discussion and Concluding Remarks 
This paper presents an attempt to estimate the impact of exporting activity on a firm’s performance 
using micro-level data on Ukrainian manufacturing firms over the period 2000-2005 distinguishing 
among export destinations and industrial technological intensity.  
The first part of the paper explores the impact of firm characteristics on the number of potential export 
destinations. In order to account for the discrete non-negative nature of the outcome variable, the issue 
is addressed with the use of the count data models. The results of the analysis reveal that the size of 
the firm is an important determinant of its ability to penetrate a larger number of export markets. At 
the same time, the age of the firm is a significant determinant of export participation in all sectors, 
while it does not have any significant effect on the range of export destinations for the incumbent 
exporters. Intangible assets have a higher impact on the probability of export participation for the 
firms in the low-tech sectors while, conditional on entrance, the possession of intangibles is relatively 
more important for the export diversification of the high-tech firms. Total Factor Productivity, in turn, 
has a high impact on the propensity of firms to enter exporting, as well as on their propensity to widen 
the range of export destinations in both high and low-tech sectors. Finally, the results reveal that firms 
with low technological intensity exhibit a higher propensity to export to the home countries of their 
global owners, providing additional evidence that companies in the low technology sectors participate 
in exporting activity as a part of the GVC mechanism. 
The second part of the analysis studies the post-entry productivity effects of exporting (learning-by-
exporting effect) for the full spectrum of the firm export participation decisions across export 
destinations. The analysis is implemented with the help of the dynamic system GMM estimator 
(Blundell and Bond, 2000) to account for endogeneity and sample selection.   
The results of the analysis partially confirm the existence of positive productivity shocks in periods t 
and t+1 for the new exporters that enter advanced markets; negative productivity shocks in periods t 
and t+1 for the firms that cease their exporting activity; and positive productivity gains for the firms 
that enter and exit advanced and emerging markets more than once. 
The results, however, are not universal across industries. On average, firms in the low-technology 
industries are much less sensitive to the changes in their export status, while technology-intensive 
firms experience more consistent export-related productivity shocks. Thus, when exporting is targeted 
at the advanced export markets, firms in both high and low-tech sectors experience significant positive 
productivity shocks. However, irrespective of the destination market, firms in high-tech sectors 
experience negative productivity shocks when ceasing exporting; on the other hand, low-tech firms 
that terminate the exporting activity experience no significant negative productivity shock of any kind.  
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The literature suggests several reasons that explain the weak evidence on the learning-by-exporting 
effect in sectors with low technology intensity. First of all, exporters of low-tech products and raw 
materials rely mainly on the low-cost advantage rather than on new technologies developed through 
R&D investment. Furthermore, firms in high-technology sectors usually possess superior assets, such 
as intangibles and human capital, and managerial practices that serve as important determinants of 
their ability to overcome export entry barriers (Kogut and Zander, 1996). These assets also improve 
the ability of the firm to absorb new knowledge and adopt new technologies available in the export 
markets: this mechanism would imply stronger export-related productivity shocks for the exporters in 
the high-technology industries.  
The main contribution of the current study, hence, lies in the attempt to single out the role of the 
industry technological intensity and export destination in the empirical analysis of the learning-by-
exporting effect. Furthermore, the use of the dynamic system GMM approach allows us to account for 
self-selection and endogeneity that arise in the two-stage estimation approach.  
The results suggest that the empirical analysis of the learning-by-exporting effect should explicitly 
account for industry heterogeneity. Indeed, the ability to internalize new knowledge and adopt new 
technologies might vary among firms in high-technology and low-technology sectors. Thus, a 
systematic distinction between the technological and capital intensity of different industries should 
improve the results of future empirical studies looking for the empirical evidence of the LBE effect.  
The proposed analysis may also have relevant implications for the policy makers, particularly of 
developing and transition economies. Government policies, in fact, are often aimed at increasing R&D 
investment and at stimulating the development of the technology-intensive sectors. According to the 
results provided, these policies would increase the ability of domestic firms to overcome the export-
entry barriers, as well as diversifying their exports across a wider range of export destinations. 
Furthermore, there is scope for tailoring policy interventions in an attempt to make them more 
effective. Stimulating policies may, in fact, single out the firms in the low-tech sectors with the 
potential to improve their knowledge base inducing them to switch status: this, in turn, would further 
raise their ability to absorb export-related productivity benefits.  
 20
References  
Andersson, M. (2007). Entry costs and adjustments on the extensive margin-an analysis of how 
familiarity breeds exports (No. 81). Royal Institute of Technology, CESIS-Centre of Excellence for 
Science and Innovation Studies. 
Andersson, M., Loof, H., & Johansson, S. (2008). Productivity and international trade: Firm level 
evidence from a small open economy. Review of World Economics/Weltwirtschaftliches Archiv, 
144(4), 774–801. 
Angrist, J., & Imbens, G. (1995). Identification and estimation of local average treatment effects. (No. 
w118). National Bureau of Economic Research. 
Angrist, J., & Krueger, A. B. (2001). Instrumental variables and the search for identification: From 
supply and demand to natural experiments (No. w8456). National Bureau of Economic Research. 
Aw, B. Y., & A. Hwang (1995) Productivity and the export market: A firm level analysis. Journal of 
Development Economics, 47, 313-332. 
Aw, B. Y., S. Chung, & M. J. Roberts (1998) Productivity and the decision to export: Micro evidence 
from Taiwan and South Korea. NBER Working Paper Series 6558. National Bureau of Economic 
Research, Cambridge, Mass. 
Baldwin, J. R. & Gu, W. (2004) Trade liberalization: Export market participation, Productivity 
Growth and Innovation. Oxford Review of Economic Policy, 20(3), 372-392.  
Bernard, A. B., Eaton, J., Jensen, J. B., & Kortum, S. (2003) Plants and Productivity in International 
Trade. American Economic Review, 93, 1268-1290. 
Bernard, A. B., Jensen, J. B., Redding, S. J., & Schott, P. K. (2007). Firms in international trade (No. 
w13054). National Bureau of Economic Research. 
Bernard, A. B., & J. B. Jensen (1995). Exporters, Jobs and Wages in US Manufacturing 1976–1987. 
Brookings Paper on Economic Activity. Microeconomics (1): 67–119. 
Bernard, A. B., & J. B. Jensen (1999) Exceptional exporter performance: cause, effect or both? 
Journal of International Economics, 47(1), 1-25. 
Bernard, A.B. & Jensen, J.B. (2004) Exporting and Productivity in the USA. Oxford Review of 
Economic Policy, 20, 343-357. 
Bernard, A. B. & Wagner, J. (1997) Exports and Success in German Manufacturing. Review of World 
Economics, 133(1), 134-157.  
Blalock, G., & Gertler, P. J. (2004). Learning from exporting revisited in a less developed 
setting. Journal of Development Economics, 75(2), 397-416. 
Blanes-Cristobal, J. V., Dovis, M., Milgram-Baleix, J., & Moro-Egido, A. I. (2008). Do sunk 
exporting costs differ among markets? Evidence from Spanish manufacturing firms. Economics 
Letters, 101(2), 110–112. 
Blundell, R., & Bond, S. (2000) GMM estimation with persistent panel data: An application to 
production functions. Econometric Reviews, 19(3), 321-340. 
 21
Cameron, A. C., & Trivedi, P. K. (2013). Regression analysis of count data (Vol. 53). Cambridge 
university press. 
Castellani, D., Serti, F., & Tomasi, C. (2010). Firms in international trade: Importers and exporters 
heterogeneity in the Italian manufacturing industry. The World Economy, 33(3), 424–457. 
Clerides, S. K., S. Lach, & J. R. Tybout (1998) Is learning-by-exporting important? Micro-dynamic 
evidence for Colombia, Mexico, and Morocco. Quarterly journal of Economics 113, 903-48. 
Crino, R., & Epifani, P. (2012) Productivity, quality and export behaviour. The Economic Journal, 
122, 1206–1243. 
Damijan, J., Polanec, S., & Prasnikar, J. (2004) Self-selection, Export Market Heterogeneity and 
Productivity Improvements: Firm Level Evidence from Slovenia. LICOS Discussion Papers 14804, 
LICOS – Centre for Institutions and Economic Performance, K. U. Leuven.  
Delgado, M. A., Farinas, J. C., & Ruano, S. (2002). Firm productivity and export markets: a non-
parametric approach. Journal of international Economics, 57(2), 397-422. 
De Loecker, J. (2007). Do exports generate higher productivity? Evidence from Slovenia. Journal of 
International Economics, 73(1), 69–98.  
Eaton, J., Kortum, S., & Kramarz, F. (2004). Dissecting trade: Firms, industries, and export 
destinations (No. w10344). National Bureau of Economic Research. 
Eaton, J., Kortum, S. & Kramarz, F. (2011). An anatomy of international trade: evidence from French 
firms, Econometrica, vol. 79(5), pp. 1453–98. 
Eliasson, K., Hansson, P., & Lindvert, M. (2009). Do firms learn by exporting or learn to export? 
Evidence from small and medium-sized enterprises (SMEs) in Swedish manufacturing (Working Paper 
No. 15). Swedish Business School, Orebro University. 
Ferrante M., & Novelli M. (2012) Firms’ heterogeneity and number of export destinations: A hurdle 
negative binomial regression approach. (Working paper 3304) Department of Statistics, University of 
Bologna.  
Girma, S., Greenaway, D., & Kneller, R. (2004) Does Exporting Increase Productivity? A 
Microeconomic Analysis of Matched Firms. Review of International Economics, 12(5), 855-866. 
Greenaway, D., Gullstrand, J., & Kneller, R. (2005) Exporting May Not Always Boost Firm 
Productivity. Review of World Economics, 141(4), 561-582.  
Greenaway, D., & Kneller, R. (2007) Firm Heterogeneity, Exporting and Foreign Direct Investment. 
Economic Journal, 117(517), 134-161. 
Hallward-Driemeier, M., Iarossi, G., & Sokoloff, K. L. (2002). Exports and manufacturing 
productivity in East Asia: A comparative analysis with firm-level data (No. w8894). National Bureau 
of Economic Research. 
Harris, R. (2005). Economics of the workplace: special issue editorial. Scottish Journal of Political 
Economy, 52(3), 323-343. 
Harris, R. I. D. & Li, Q. C. (2012) Export-market dynamics and firm-level productivity: evidence for 
UK tradable sectors.  Industrial and Corporate Change, 21(3), 649-670. 
 22
Heckman, J. (1997). Instrumental variables: A study of implicit behavioral assumptions used in 
making program evaluations. Journal of Human Resources, 441-462. 
Heckman, J., & Navarro-Lozano, S. (2004). Using matching, instrumental variables, and control 
functions to estimate economic choice models. Review of Economics and statistics, 86(1), 30-57. 
Johansson, B., & Westin, L. (1994). Affinities and frictions of trade networks.The annals of regional 
science, 28(3), 243-261. 
Jones, A. M. (2007). Applied econometrics for health economists: a practical guide. Radcliffe 
publishing. 
Isgut, A. (2001). What's different about exporters? Evidence from Colombian manufacturing. Journal 
of Development Studies, 37(5), 57-82. 
Isgut, A. & Fernandes, A. (2007) Learning-by-Exporting Effects: Are They for Real?, MPRA 
Paper 3121, University Library of Munich, Germany. 
Kogut, B., & Zander, U. (1996). What firms do? Coordination, identity, and learning. Organization 
science, 7(5), 502-518. 
Kostevc, Č. (2009). Foreign market competition as a determinant of exporter performance: evidence 
from Slovenian manufacturing firms. The World Economy, 32(6), 888-913. 
 
Lawless, M. (2009). Firm export dynamics and the geography of trade. Journal of International 
Economics, 77(2), 245–254. 
Lileeva, A., & Trefler, D. (2007). Improved access to foreign markets raises plant-level productivity... 
for some plants (No. w13297). National Bureau of Economic Research. 
Martins, P. S., & Yang, Y. (2009). The impact of exporting on firm productivity: A meta-analysis of 
the learning-by-exporting hypothesis. Review of World Economics, 145(3), 431–445. 
 
Mayer, T., & Ottaviano, G. I. (2007). The happy few: the internationalisation of European firms. 
Brussels: Bruegel. 
 
Melitz, M. J. (2003) The Impact of Trade on Intra-Industry Reallocations and Aggregate Industry 
Productivity. Econometrica, 71(6), 1695-1725. 
Mullahy, J. (1997). Heterogeneity, excess zeros, and the structure of count data models. Journal of 
Applied Econometrics, 12(3), 337-350. 
Muuls, M., & Pisu, M. (2009). Imports and exports at the level of the firm: Evidence from Belgium. 
The World Economy, 32(5), 692–734. 
Pisu, M. (2008) Export Destinations and Learning-by-exporting: Evidence from Belgium. National 
Bank of Belgium Working Paper, (140). 
Ricci, L. A., & Trionfetti, F. (2012). Productivity, Networks, and Export Performance: Evidence from 
a Cross‐country Firm Dataset. Review of International Economics, 20(3), 552-562. 
Shevtsova, Y. (2012). International Trade and Productivity: Does Destination Matter? Discussion 
Papers 12/18, Department of Economics, University of York. 
 23
Silva, A., Africano, A. P., Afonso, O. (2010a). Learning-by-exporting: What we know and what we 
would like to know. (FEP Working Papers 364). Universidade de Porto, Faculdade de Economia do 
Porto. 
Silva, A., Afonso, O., Africano, A. P. (2010b). International trade involvement and performance of 
Portuguese manufacturing firms: Causal links. Instituto Politecnico do Porto—ESEIG, mimeo, July. 
Van Beveren, I. (2012). Total factor productivity estimation: A practical review. Journal of Economic 
Surveys, 26(1), 98-128. 
Verhoogen, E. A. (2007). Trade, quality upgrading and wage inequality in the Mexican 
manufacturing sector. IZA Discussion Papers 2913, Institute for the Study of Labor (IZA). 
Wagner, J. (2002). The causal effects of exports on firm size and labor productivity: first evidence 
from a matching approach. Economics Letters, 77(2), 287-292. 
Wagner, J. (2007a). Exports and productivity: A survey of the evidence from firm-level data. The 
World Economy, 30(1), 60-82. 
Wagner, J. (2007b). Productivity, size of the export market—Evidence for West, East German plants 
2004. Journal of Economics and Statistics, 227(4), 403–408. 
Wagner, J. (2012). International trade and firm performance: a survey of empirical studies since 
2006. Review of World Economics, 148(2), 235-267. 
Wang, H. J., & Schmidt, P. (2002). One-step and two-step estimation of the effects of exogenous 
variables on technical efficiency levels. Journal of Productivity Analysis, 18(2), 129-144. 
Wilhelmsson, F., & Kozlov, K. (2007). Exports and productivity of Russian firms: In search of 
causality. Economic Change and Restructuring, 40(4), 361–385. 
 24
Appendix 1. Total Factor Productivity Estimation. 
 
I follow Blundell and Bond (2000) and assume a production function (measured as gross output) to be 
a function of the input factors and the productivity of the firm. To measure TFP I first estimate a 
Cobb-Douglas production function presented in equation (6) for each of the twelve industries to obtain 
the elasticities of output with respect to inputs. 
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In equation (6) y, x1, x2, x3 and x4 stand for the logarithms of output, employment, intermediate inputs, 
capital stock and a dummy variable indicating export status of the firm i at time t. Variables REGj, 
INDn and YEARt indicate the regions, industries and year controls respectively The composite error 
term has three elements: ηi unobserved time-invariant firm specific effect; υit potentially 
autoregressive (productivity) shock; mit serially uncorrelated measurement error. Intuitively υit might 
be associated with such variables as managerial ability of the firm, expected defect rates in 
manufactured goods or expected amount of rainfall; while  represents unexpected deviation from 
the expected levels of all the factors mentioned earlier.  
The TFP measures can be further recovered from (6) after the factor elasticities have been estimated. 
However, since the TFP estimates are further used to assess the impact of the firm TFP on its export 
participation decisions, I control for the firm export status when estimating equation (6) to avoid 
obtaining inefficient and biased estimates of the equation (2) in section 4 (Newey and McFadden, 
1999, Wang and Schmidt, 2002).33  
In order to account for a number of methodological issues related to the TFP estimation equation (6) is 
estimated using extended GMM estimator (system-GMM estimator by Blundell and Bond, 2000), that 
uses a mixture of lagged values and first-differences as instruments for the potentially endogenous 
repressors and assumes a first-order autoregressive error-term. I also use age and intangible assets as 
additional instruments for the firm’s export participation decision.  
                                                          
33 Van Beveren (2012); Ackelberg et al. (2010) provide a detailed discussion of the methodological issues related the 
estimation of TFP. Please refer to their works for a more detailed discussion.  
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Appendix 2. OECD ISIC Rev. 3 Classification of Manufacturing Industries based on 
Technology.34 
OECD Category Industries   
Low Technology Industries 
Food Products, Beverages and Tobacco 
Textiles, Leather, Fur, Footwear 
Wood and Wood Products 
Paper, Paper Products, Printing, Publishing 
Manufacturing, n.e.c.; Recycling 
Medium-Low Technology 
Industries 
Basic metals and fabricated metal products 
Other non-metallic mineral products 
Coke, refined petroleum products and nuclear fuel 
Rubber and plastics products 
Medium-High Technology 
Industries 
Machinery and equipment, n.e.c. 
Electrical machinery and apparatus, n.e.c 
Motor vehicles, trailers and semi-trailers 
Chemicals excluding pharmaceuticals 
Railroad equipment and transport equipment, n.e.c 
High Technology Industries 
Medical, precision and optical instruments 
Radio, TV and communications equipment 
Office, accounting and computing machinery 
Pharmaceuticals 
Aircraft and spacecraft 
 
 
                                                          
34 Source: http://www.oecd.org/sti/ind/48350231.pdf 
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Appendix 3.   RE Probit model estimation results. Marginal effects. 
 
Note: Dependent variable: firm export status coded 1 if a firm has exported in any given year. Robust standard 
errors in parentheses; ***- significant at 1% level; **- significant at 5% level; *- significant at 10% level. The 
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Appendix 4.  Firm heterogeneity and Export Choices, RE Poisson model. 
 























































































6 Yes Yes Yes Yes 

 Yes Yes Yes Yes 
 Yes Yes Yes Yes 

H&_01884  Yes Yes Yes Yes 
No. of obs. 79,182 24,859 79,182 24,859 
No. of firms 27,118 9,055 27,118 9,055 
Log Likelihood -20352.98 -9255.1192 -20352.98 -9255.1192 
BIC 41010.51 18783.5 41010.51 18783.5 
LR Test 3465.53   1399.70 3465.53   1399.70 
Note: Dependent variable: number of export destinations ranging from zero to 49. Cluster robust standard errors 
in parentheses; ***- significant at 1% level; **- significant at 5% level; *- significant at 10% level. All 
regressions include Industry, Region and Year dummies as controls. Marginal effects were calculated using 









Appendix 5.   System GMM Production Function estimates, Ukraine 2000-2005. 
Independent variables Low-technology industries High-technology industries 













































































































































































































Entryt* CIS 0.038 0.256 
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(0.204) (0.183) 








































Industry Dummies Yes Yes 
Time dummies Yes Yes 
Region Dummies Yes Yes 
Foreign Ownership Status Yes Yes 
No of obs.  57319 25798 
No of groups. 22078 9035 
AR(1) z-statistics -15.18*** -13.88*** 
AR(2) z-statistics 0.94 0.50 
Hansen Test 127.72 105.02 
Note: Please refer to Appendix 2 for the details of the OECD technology intensity industry classification. The 
estimation uses the xtabond2 command in STATA 14: instrument set includes the right hand side variables of 
the model; age and a dummy indicating possession of intangible assets. Robust standard errors in parentheses; 
***- significant at 1% level; **- significant at 5% level; *- significant at 10% level.  
 
 31
Table 1. Number of firms, share of exporter (%) by year, 2000-2005. 
Year 2000 2002 2003 2005 Average 
Number of firms 31,540 35,811 36,963 37,831 35,536 
Number of exporters 4,719 5,055 5,430 5,672 5,219 
Share of Exporters 15.0% 14.1% 14.7% 15.0% 14.7% 
Number of entrants -- 881 1,123 1,441 1,148 
Number of quitters --- 1,190 1,105 1,011 1,102 
Entry rate __ 2.5% 3.0% 3.8% 3.1% 





Table 2.  Means (standard deviation) of production function variables (2000, 2003, 2005). 
 2000 2003 2005 






















Note: Capital, materials and output are expressed in constant 2000 prices, thousands UAH.  
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Number of firms 16,276.83 6,287.17 5,614.83 4,226.33 
Share of exporters 8.1% 12.1% 16.5% 13.3% 
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Table 4. Exporters’ premium in Ukrainian firms. 
 Low and Medium-Low 
Technology Firms 
High and Medium-High 
Technology Firms 
Firm Characteristic (x) Y R2 Y R2 
Average wage (log) 0.3418 0.32 0.2219 0.27 
Labour productivity (log) 1.0189 0.22 0.7491 0.28 
Sales per worker (log) 1.1774 0.18 0.9370 0.07 
Capital per worker (log) 0.5481 0.11 0.5986 0.08 
Investment per worker (log) 0.7390 0.09 0.7202 0.06 
Employment (log) 1.9226 0.25 1.9353 0.16 
Note: All coefficients are significant at 1% level. All regressions control for the industry and firm size effect, 
except for the employment regression. The monetary values are deflated using Ukrainian Office of National 
Statistics industry deflators.  
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Table 5. Two-sample Kolmogorov-Smirnov tests on the distribution of TFP by industry sub-
groups, Ukraine, 2000-2005 average. 
OECD Industry Groups by Technology Intensity All exporters All non-exporters 
Low and Medium-Low-Technology Industries -0.017* 0.029*** 
Medium-High and High Technology Industries -0.001 0.254*** 
Note:    H0:  Distribution of non-exporters’ TFP dominates that of exporters 
 H1:  Distribution of exporters’ TFP dominates that of non-exporters 
***- denotes null rejected at 1% level; **- denotes null rejected at 5% level; *- denotes null rejected at 10% level 
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Table 6. Distribution of Ukrainian Exporting Firms by the Number of Export Destinations and 
Industry Groups, 2000-2005 average.  














1 54% 50% 44% 47% 
2 20% 19% 19% 20% 
3 10% 10% 10% 10% 
4 5% 5% 7% 7% 
5+ 10% 16% 20% 15% 
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Table 7. Firm heterogeneity and Export Choices, RE Negbin model. 























































































6 Yes Yes Yes Yes 

 Yes Yes Yes Yes 
 Yes Yes Yes Yes 

H&_01884  Yes Yes Yes Yes 
No. of obs. 79,182 24,859 79,182 24,859 
No. of firms 27,118 9,055 27,118 9,055 
Log Likelihood -20346.407 -9219.2242 -11049.345   -9255.1192 
BIC 41008.64 18721.84   
LR Test 2512.13 891.28   
Note: Dependent variable: number of export destinations ranging from zero to 49. Cluster robust standard errors 
in parentheses; ***- significant at 1% level; **- significant at 5% level; *- significant at 10% level. All 
regressions include Industry, Region and Year dummies as controls. Marginal effects were calculated using 
margins command in STATA 14. 
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Table 8. Hurdle Model, Marginal Effects.  
 Pooled Hurdle Model,  
First Stage  

































































'_8- 9:  No No 0.264** (0.125) 
0.144 
(0.127) 






6 Yes Yes Yes Yes 

 Yes Yes Yes Yes 
 Yes Yes Yes Yes 

H&_01884  No No Yes Yes 
No. of obs. 79,182 24,859 12,293 7,304 
Log Likelihood -18157.243 -11822.985 -16189.66 -10223.983 
Pseudo R squared 0.32 0.35 0.21 0.23 
Note: Dependent variable: number of export destination ranging from zero to 49. Cluster robust standard errors 
in parentheses; ***- significant at 1% level; **- significant at 5% level; *- significant at 10% level. Destination 
dummies, FDI_matchit and GDPt are included only in the second stage of the model. Marginal effects were 




Table 9. The ‘Learning-by-exporting’ effect for Ukrainian Manufacturing Industries by 
destination, 2000-2005.  



































































































































No. of Obs 57319 25798 57319 25798 57319 25798 
No of Groups 22078 9035 22078 9035 22078 9035 
Ar (1) z-stat -15.18*** -13.88*** -15.18*** -13.88*** -15.18*** -13.88*** 
Ar (2) z-stat 0.94 0.50 0.94 0.50 0.94 0.50 
Hansen test 127.72 105.02 127.72 105.02 127.72 105.02 
Note: The estimation uses the xtabond2 command in STATA 14: instrument set includes the right hand side 
variables of the model; age and a dummy indicating possession of intangible assets. Robust standard errors in 
parentheses; ***- significant at 1% level; **- significant at 5% level; *- significant at 10% level.  
 
