This paper presents a new optimization algorithm -MCPSO, multi-swarm cooperative particle swarm optimizer, inspired by the phenomenon of symbiosis in natural ecosystems. MCPSO is based on a master-slave model, in which a population consists of one master swarm and several slave swarms. The slave swarms execute a single PSO or its variants independently to maintain the diversity of particles, while the master swarm evolves based on its own knowledge and also the knowledge of the slave swarms. According to the co-evolutionary relationship between master swarm and slave swarms, two versions of MCPSO are proposed, namely the competitive version of MCPSO (COM-MCPSO) and the collaborative version of MCPSO (COL-MCPSO), where the master swarm enhances its particles based on an antagonistic scenario or a synergistic scenario, respectively. In the simulation studies, several benchmark functions are performed, and the performances of the proposed algorithms are compared with the standard PSO (SPSO) and its variants to demonstrate the superiority of MCPSO.
Introduction
Particle swarm optimization (PSO) was motivated from the simulation of simplified social behavior of animals, firstly developed by Kennedy and Eberhart [1, 2] . Compared to other evolutionary algorithms, such as genetic algorithm (GA), the advantages of PSO are that PSO is easy in implementation and there are few parameters to adjust. It has already been applied successfully in many application areas, including function optimization [3, 4] , artificial neural network training [5, 6] , fuzzy system control [7, 8] , optimizing power flow [9] , NC programming [10] and other areas where GA can be applied to.
However, the studies by Angeline [11] showed that the original PSO (or SPSO) had difficulties in controlling the balance between exploration (global investigation of the search place) and exploitation (the fine search around a local optimum). The SPSO, while quickly converging towards an optimum in the first period of iterations, has problems when it comes to reach a near optimal solution.
Various attempts have been made to improve the performance of SPSO, including such changes as hybrid models [12, 13] , biology-inspired mechanisms [14, 15] , and of course tunable parameters in the velocity update equations of SPSO [4] .
We present here a new approach to balance the exploration and exploitation in PSO, by introducing a multi-swarm cooperative scheme, which consists of one master swarm and several slave swarms. The slave swarms can supply many new promising particles (the position giving the best fitness value) to the master swarm as the evolution proceeds. The master swarm updates the particle states based on the best position discovered so far by all the particles both in the slave swarms and its own. The interactions between the master swarm and slave swarms influence the balance between exploration and exploitation and maintain a suitable diversity in the population, even when it is approaching the global solution, thus reducing the risk of converging to local sub-optima.
According to the co-evolutionary relationship between master swarm and slave swarms, two new MCPSO models, the competitive version of MCPSO (COM-MCPSO) and the collaborative version of MCPSO (COL-MCPSO), are proposed. COM-MCPSO is based on an antagonistic scenario, where the master swarm enhances its particles by a series of competitions with the slave warms. In contrast, COL-MCPSO follows a synergistic scenario, where the master swarm updates its particles by a series of collaborations with the slave warms. Several well-know benchmark functions are chosen to compare the MCPSO algorithms with SPSO and its variants.
The rest of the paper is organized as follows. Section 2 describes the SPSO along with its variants. Section 3 motivates and describes the MCPSO algorithm and gives the pseudo code of the algorithm. Section 4 defines the benchmark problems used for experiment comparison of the algorithms, and the experimental settings for each algorithm. Section 5 presents the results followed by conclusions in Section 6.
Review of standard PSO
The fundament for the development of PSO is hypothesis that a potential solution to an optimization problem is treated as a bird without quality and volume, which is called a particle, flying through a D-dimensional space, adjusting its position in search space according to its own experience and that of its neighbors.
The ith particle is represented as
are the lower and upper bounds of the dth dimension, respectively. The velocity for particle i is represented as v i = (v i1 , v i2 , . . . , v iD ), which is clamped to a maximum velocity V max , specified by the user. In each time step t, the particles are manipulated according to the following equations:
where R 1 and R 2 are random values between 0 and 1. c 1 and c 2 are acceleration constants, which control how far a particle will move in a single iteration. P i is the best previous position of the ith particle. According to the different definitions of P g there are two different versions of PSO. If P g is the best position among all the particles in the swarm (also known as gbest), such a version is called the global version. If P g is taken from some smaller number of adjacent particles of the population (also known as lbest), such a version is called the local version. Shi and Eberhart [4] later introduced an inertia term w by modifying (1) to
They proposed that suitable selection of w will provide a balance between global and local explorations, thus requiring less iterations on average to find a sufficiently optimal solution. As originally developed, w often decreases linearly from about 0.9 to 0.4 during a run. In general, the inertia weight w is set according to the following equation:
where w max and w min are the initial weight and final weight, respectively, iter max is the maximum number of allowable iterations, and iter the current iteration number. Hereafter, in this paper, this version of PSO is referred to as a linearly decrease inertia weight method (LPSO). Aside from LPSO, Eberhart and Shi [16] have also proposed a random inertia weight factor for tracking dynamic systems. In this development, the inertia weight factor is set to change randomly according to the following equation:
where rand( ) is a uniformly distributed random number within range [0, 1] . It is recommended that the acceleration coefficients keep constant at 1.494. In the remainder of this paper, this method is referred to as random weight method (RPSO). Another important modification of SPSO is the constriction factor approach PSO (CPSO), which was proposed by Clerc and Kenedy [17] . A detailed discussion of the constriction factor is beyond the scope of this paper, but a simplified method of incorporating it described in Eq. (6), where K is a function of c 1 and c 2 as reflected in Eq. (7).
where K is called constriction factor, given by
MCPSO algorithm
The initial inspiration for the PSO was the coordinated movement of swarms of animals in nature, e.g. schools of fish or flocks of birds. It reflects the cooperative relationship among the individuals within a swarm. However, in natural ecosystems, many species have developed cooperative interactions with other species to improve their survival. Such cooperative co-evolution is called symbiosis, firstly coined by German mycologist, Anton de Bary in 1879 [18] . The phenomenon of symbiosis can be found in all forms of life, from simple cells (e.g., eukaryotic organisms resulted probably from the mutualistic interaction between prokaryotes and some cells they infected) through to birds and mammals (e.g., African tick birds obtain a steady food supply by cleaning parasites from the skin of giraffes) [19] .
According to the different symbiotic interrelationships, symbiosis can be classified into three main categories: mutualism (both species benefit by the relationship), commensalism (one species benefits while the other species is not affected), and parasitism (one species benefits and the other is harmed) [20] . We found that the commensalism model is suitable to be incorporated in the SPSO. Inspired by this research, a master-slave mode is incorporated into the SPSO, and the multi-swarm (species) cooperative optimizer (MCPSO) is thus developed.
In our approach, a population consists of one master swarm and several slave swarms. The symbiotic relationship between the master swarm and slave swarms can keep a right balance of exploration and exploitation, which is essential for the success of a given optimization task. The master-slave communication model, as shown in Fig. 1 , is used to assign fitness evaluations and maintain algorithm synchronization.
In Fig. 1 each slave swarm executes a single PSO or its variants, including the update of position and velocity, and the creation of a new local population. When all the slave swarms are ready with the new generations, each slave swarm then sends the best local individual to the master swarm. The master swarm selects the best of all received individuals and evolves according to the following equations:
For a minimization problem, U is a migration factor, given by
The variables in Eqs. (7) and (9) are summarized in Table 1 .
In the aforementioned version of MCPSO, each particle of the master swarm evolves by taking the combination of its own historical best information and that of all the swarms' (including the slave swarms) into account. In this way the master swarm enhances its particles based on direct competition with the slave swarms, i.e., the most fitted particle in all the swarms (master swarm or slave swarms) possesses the opportunity to guide the fight direction of the particles in the master swarm. Such a version is called as competitive version MCPSO, or COM-MCPSO.
Aside from this competitive version, a collaborative version MCPSO, called COL-MCPSO, is also proposed, in which the master swarm updates its particles, depending on its ability to collaborate with the slave swarms.
During flight, each particle of the master swarm adjusts its trajectory according to its own experience, the experience of its neighbors, and the experience of particles in the slave swarms, making use of the best previous position encountered by itself, its neighbors and the particles in the slave swarms. This idea is realized by further introducing a new term into the update equation of velocity component in SPSO. The resulting equations for the manipulation of the master swarm are
All the parameters adopted here are the same as those described in COM-MCPSO. The pseudo code of the MCPSO (COM-MCPSO and COL-MCPSO) algorithm is listed in Table 2 . Random number between 0 and 1 c 3 Acceleration constant p M g
The best previous particle in master swarm P S g
The best previous particle in slave swarms Gbest 
Benchmarks
A set of well-known benchmarks, that are commonly used in literature [21] [22] [23] [24] [25] , were used to evaluate the performance, both in terms of solution quality and convergence rate, of the proposed algorithms. The benchmark problems used are a set of six non-linear functions, as minimization problems, which present different difficulties to the algorithms to be evaluated. These benchmark functions are 1. Sphere function
2. Schwefel's problem 2.22
3. Rosenbrock function
4. Quartic function i.e. Noise
5. Rastrigrin function
6. Griewank function f 6 ðxÞ ¼ 1 4000 
) from all the swarms Evolve the mast swarm //Update the velocity and position using Eqs. (8) and (9) (or (11) and (12)), respectively Evaluate the fitness value of each particle Until a terminate-condition is met End Table 3 lists the dimension, n, of each function, the ranges of their search space, and their global minimum fitnesses. It should be noted that a symmetric initialization method introduced by Angeline [11] is used here, in which the population is initialized only in a portion of the search space. This is to prevent a centre-seeking optimizer from ''accidentally'' finding the global optimum.
Experimental setting
The performance of two new methods (COM-MCPSO and COL-MCPSO) was compared with standard PSO (SPSO), as well as two variants of SPSO (RPSO and CPSO).
The parameters used for SPSO, RPSO CPSO were recommended in [3, 16, 23] . The maximum velocity V max and minimum velocity V min for SPSO, RPSO and CPSO were set at half value of the upper bound and lower bound, respectively.
The acceleration constants c 1 and c 2 for SPSO and CPSO were both 2.0. For RPSO, c 1 = c 2 = 1.494 was used. For MCSPO methods, a setting of c 1 = c 2 = 2.05, c 3 = 2.0 was adopted.
The inertia weight is critical for the convergence behavior of SPSO. A suitable value for the inertia weight usually provides a balance between global and local exploration abilities and consequently results in a better optimum solution. In our case, a decaying inertia weight starting at 0.9 and ending at 0.4 following Shi and Eberhart [4] was used for the SPSO and MCPSO methods. For CPSO, the constriction factor K = 0.729 was adopted.
The number of slave swarms S was set as 3 and three variants of SPSO were selected as evolution strategies for the slave swarms: global version of standard PSO (GSPSO), random inertial weight version of PSO (RPSO), constriction factor version of PSO (CPSO). All the parameters used in the slave swarms were the same as those defined above. For fair comparison, in all cases, the population size of SPSO and MCPSO was set at 80 (all the swarms of MCPSO include the same particles) and a fixed number of maximum generations 1000 were applied to all algorithms. A total of 50 runs for each experimental setting were conducted.
Experimental results
The experimental results (i.e. the best, worst, mean and standard deviation of the function values found in 50 runs) for each algorithm on each test function are listed in Table 4 . In the table, the numbers in bold-face type represent the comparatively best values and all the results were reported as '0.000000e+00'. Moreover, the graphs presented in Figs. 2-7 illustrate the evolution of best fitness found by five algorithms, averaged for 50 funs for functions f 1 -f 6 .
With regards to the simpler function (relative to others) f 1 and f 2 , all algorithms converged exponentially fast toward the fitness optimum. Since those two problems are unimodal functions, having only a single global minimum, fast convergence to the optimum is not a problem. However, only both MCPSO methods had particularly fast convergence, as can be seen from Fig. 3 . This implies that the greater diversity provided by the slave swarms helps the MCPSO solve the problems quickly.
Function f 3 is a classic optimization problem, also known as banana function. The global optimum is inside a long, narrow, parabolic shaped flat valley. To find the valley is trivial, however convergence to the global optimum is difficult. So it is not surprisingly, SPSO converged slowly and ultimately produced poor average n best fitness for this case. In contrast, RPSO and CPSO method improved the average optimum solution significantly when compared with SPSO, but they still performed worse than MCPSO methods. Further, with the MCPSO concept, the standard deviation of the final solution for 50 trials was found to be significantly low for function f 3 compared with all of other methods, as shown in Table 3 . Function f 4 is a noisy function. All algorithms seem to converge in a similar pattern, see Fig. 5 . The COM-MCPSO had the best convergence speed, followed by COL-MCPSO, CPSO, RPSO and SPSO. Function f 5 is a highly multi-modal function when in 10 dimensions or less. Regarding this case there was an interesting tendency. The search improvements of the SPSO were a bit slower but eventually better compared to RPSO and CPSO. MCPSO method clearly performed best and gave consistently a near-optimum result, whereas other PSO methods stagnated and flatted out with no further improvement.
Function f 6 exhibited a pattern similar to that observed with function f 5 . Both RPSO and CPSO converged very fast to good values near the optimum, but struggled with premature convergence after 600 generations. The SPSO converged slowly, but outperformed CPSO and RPSO after 1000 generations. Again, MCPSO method achieved the fastest search improvements and yielded promising end-results, while other algorithms failed many times to reach a solution as good.
In a general analysis of the values in Table 4 and the graphs in Figs. 2-7 the following major conclusions can be drawn:
(i) COM-MCPSO is highly competitive with COL-MCPSO on all of the problems, usually surpassing its performance. The differences between the results generated by COM-MCPSO and COL-MCPSO are not statistically significant. (ii) COM-MCPSO has shown to have improved the solution consistently throughout the simulation studies and has found better solution for most of the functions. The only exception is about function f 2 , for which COL-MCPSO seems to fine-tune its results slightly better than COM-MCPSO. From this summary, it can be concluded that MCPSO is clearly the best performing algorithm in this study. Therefore, the MCPSO method can be identified as a highly consistent strategy in finding the optimum solution compared with other methods. We believe that the better performance observed in those functions for MCPSO is the result of diversity maintained in the multi-swarm evolutionary process. But this indicator is not enough -we need to assess also the robustness of the algorithm, which may be evaluated by the stability of the results. Figs. 8-13 show the multi-swarm co-evolutionary process for all of the functions by COM-MCPSO and COL-MCPSO, respectively. It should be mentioned that we present those graphs only from a single test run.
In each case, we found that the slave swarms performed well in initial iterations but failed to make further progress in later iterations. The experiments with the Rosenbrock function illustrate this point clearly. There was a quick decrease in fitness, in initial iterations, for the master swarm and the slave swarms probably when the particles where descending the walls of the function valley. When the plateau was reached, the slave swarms started to produce improvements very slowly as usually happens with this function while the master swarm kept finding better solutions long after the stagnation of the slave swarms. By looking at the shapes of the curves in the graphs, it is easy to see that each particle in the master swarm can keep track of the previous best position found by the slave swarms, as well as find a better position based on its own knowledge. In fact, since the competition relationship of the slave swarms, the master swarm would not be influenced much when a certain slave swarms got stuck at a local optima. It may be concluded that the results generated by MCPSO is robust.
Conclusions and future work
In this paper, a multi-swarm cooperative particle swarm optimizer has been proposed to improve the performance of SPSO. MCPSO is a master-slave model that consists of one master swarm and several slave swarms. The evolution of slave swarms is likely to amplify the diversity of individuals of the population and consequently to generate more promising particles for the master swarm. The master swarm updates the particle states based on both its own experience and that of the most successful particles in the slave swarms.
Based on the co-evolutionary relationship between master swarm and slave swarms, two versions of MCPSO have been studied: the competitive version of MCPSO (COM-MCPSO) and the collaborative version of MCPSO (COL-MCPSO). Compared with SPSO and its variants on six benchmark functions, the proposed method is less susceptible to premature convergence and less likely to be stuck in local optima. The preliminary results suggest that MCPSO have superior features, both in high quality of the solution and robustness of the results.
Future work will focus on optimizing the performance of the MCPSO. In addition, extensive study of the applications in more complex practical optimization problems is necessary to fully investigate the properties and evaluate the performance of MCPSO. 
