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Abstract-This paper is concerned with oscillation of self-adjoint second-order vector difference 
equations with respect to a parameter. Properties of zeros and monotonicity of matrix-valued so 
lutions are studied. The oscillation of two consecutive polynomials for vector-valued solutions is 
discussed. A separation theorem for matrix-valued solutions is also obtained. @ 2003 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Consider the following self-adjoint second-order vector difference equation: 
-V(C,Az,) + B,z, = Xw,x,, n E [i,+oo), (1.1) 
where C, , B,, and wn are d x d Hermitian matrices, C,, is nonsingular, and w, > 0; X is a complex- 
valued parameter; A and V are the forward and backward difference operator, respectively, i.e., 
Az~ = x,+1 - x, and Vx, = z,, - x+1; and the interval [l, foe) := {n}z=i. 
Given X E R, oscillation of vector-valued or matrix-valued solutions of (1.1) has been studied by 
many authors (cf. [l-4], and their references). It is clear that solutions of (1.1) are functions of X 
as well as n. Denote vector-valued solutions and matrix-valued solutions by z(X) = {xn(~)}~&, 
and X(X) = {X,(~)}S,, respectively. Then, for a given n, x,(X) and Xn(X) are polynomials 
of A with degrees at most n - 1 and vector-valued and matrix-valued coefficients, respectively. 
The oscillatory behavior of solutions of (1.1) with respect to the parameter X has a close relation 
with the spectra of boundary value problems for (1.1). Let x(X) and X(X) be the vector-valued 
and matrix-valued solutions of (1.1) satisfying the following initial value conditions, respectively, 
50 = R;& xi = (C,-lR; + R;) E, 
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and 
X0 = R;, XI = C,-lR; + R;, 
where 6 E cd, RI and Rz are d x d matrices satisfying 
(1.3) 
rank(Ri, Rz) = d, RiR; = RzR;. (1.4) 
The first relation in (1.4) represents that (1.2) or (1.3) contains d independent conditions and the 
second represents a self-adjointness of the conditions (see [5, Definition 2.11). Since every initial 
value problem of (1.1) h as a unique solution on [0, foe), we have 
%(A) = &(XjE, n E [O,+CQ). 
Let 
A,(X) = &X,(X) + s2GU-n(~), 
where Sr and 5’2 are d x d matrices satisfying 
(1.5) 
rank(&, Ss) = d, s,s; = sss;. (1.6) 
It is evident that An(X) = X,(X) in th e case Si = Id, S2 = Od, where Id and Od denote the 
d x d-identity and zero matrices, respectively. By Lemma 2.2 in 151, it can be concluded that 
X = Xc is a zero of det A,(x) if and only if X 
boundary conditions: 
Rlxo - RzCcAxi = 0, 
The spectral theory of problems (1.1) and 
= Xc is an eigenvalue of (1.1) with the following 
SlxN + S2CNAxN = 0. (1.7) 
(1.7) was investigated by employing the matrix 
theory in [5]. But the oscillation of solutions of (1.1) with respect to the parameter X interests us 
very much. Atkinson [6] investigated the oscillation of A,(x) in the special case where C, = Id, 
RI = S1 = Id, Rz = Sz = Od. However, the oscillatory behavior of A,(X) seems to be seldom 
studied in the general case. 
In addition, we shall remark that Bohner [7] studied eigenvalue problems of the following 
discrete Hamiltonian system: 
A(-z>=( -&(A) A,T(X) x,+1 ii,(X) B,(X) )( > WI ’ nE [O,N-11, 
with the self-adjoint boundary conditions 
R(;y) +S(;;) =0, 
(1.8) 
(1.9) 
where d,(X), B,(X), and en(X) are d x d real matrix-valued functions which are continuous and 
differentiable in X E W for n E [0, N - l] and, further, B,(X) and &(X) are symmetric; R and S 
are 2d x 2d real matrices satisfying 
rank(R, S) = 2d, RST = SRI. (1.10) 
He gave the characterization of eigenvalues by zeros of det i(X) m which A(X) is a certain matrix 
related to the boundary conditions (1.9) and then obtained isolatedness and lower boundedness of 
eigenvalues for (1.8) and (1.9). It . is c ear that (1.1) and (1.7) can be rewritten as (1.8) and (1.9) 1 
by letting U, = -&Ax,., &(A) = 0, &(A) = -CL’, &(A) = Xw,+i - &+I, 
“=(“d il), s=(-F _i2), 
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where transposes of &, R, and 5’ in (1.8) and (1.10) are replaced by their complex conjugate 
transposes, respectively, since all coefficient matrices in (1.1) and (1.7) may be complex. 
The paper is organized a.s follows. Section 2 collects several useful lemmas. The main results 
are presented in Section 3, including the reality of zeros of .det h,(X), the simplicity of poles 
of A;‘(X), the monotonicity of matrix-valued solutions, and the oscillation of two consecutive 
polynomials for vector-valued solutions. Furthermore, we will show that matrix-valued solutions 
have some separation property by means of a Cayley transformation. 
2. LEMMAS 
In this section, we prepare several lemmas which are useful in the next section. Let 
1[0, +co) = {Z = {x,):=0 : 2, E cd} ) 
l[O,N] = {z = {x:,},N_o : 2, E cd} ) 
and let L be the second-order difference operator defined by 
Define 
Lx, = w,’ (-V(C,Axn) + Bnxn). (2.1) 
(s, Y)N = $ Y&w&, X,Y E ~[0~~1, (2.2) 
n=l 
where w, is the weighting function in (1.1) and y;t the complex conjugate transpose of yn. 
LEMMA 2.1. For every X E Cc and [ E cCd with < # 0, if x(X) is the solution of (1.1) and (1.21, 
then (x(X),~(A))N > 0 for N 2 2. 
PROOF. Assume the contrary that there exist N 2 2, X E Cc, and ,$ E cCd with 5 # 0 such that 
the solution x(X) of (1.1) and (1.2) satisfies (x(x),z(A))~ = 0, namely, C,“=, ~;(X)wkxk(X) = 0. 
Then xk(x) = 0 for k E [l, N] by the positive definiteness of wk. According to the uniqueness of 
solutions of the initial value problems for (l.l), we get that x0(X) = 0. This implies that 
R;t = 0, (C;lR; + R;) [ = 0; 
that is, 
4 ( > R* t = 0. 1 
Then E = 0 from the first relation in (1.4). This is a contradiction and the proof is complete. 
LEMMA 2.2. (See 15, Theorem 2.11.) For all x, y E l[O, N + 11, 
(Le, Y)N - (2, LY)N = [(CrvAyiv)*w - y;vGAxlv] - [(CoAyoj*xo - ~;CoAxol. 
The two following lemmas can be directly derived from Lemma 2.2. 
LEMMA 2.3. (Wronskian). For each X E R, if x and y are solutions of (l.l), then 
Y7t+1GJn - yzCnxCn+l is constant, n 2 0. 
LEMMA 2.4. For every X,,u E @ and [,q E Cd, Jet x(X) and x(p) be solutions of (1.1) satisfying 
the initial value conditions 
20 = RX, x1 = (C,-lR; + R;) E, and 
50 = R;rl, x1 = (C,-lR; + R;) 77, 
(2.3) 
respectively Then 
(P--)(x(Gx(P))7Z = C(PGJn+l(W -4k+l(P)cnGw (2.4) 
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COROLLARY 2.1. Let X E C with ImX # 0. If x(X) is th e solution of (1.1) and (1.2), then 
(z(X), x(X)), = {ImA}-lIm (~~+r(X)C,~,(X)) . (2.5) 
PROOF. It is evident that (2.5) can be directly derived from (2.4) by setting I_L = X. 
COROLLARY 2.2. For each X E R, if Z(X) is the solution of (1.1) and (1.21, then 
(x($ $V)Tl = $(~)C&Z+r(~) - ~;+r’(,Vcn%(q, (2.6) 
where z;(X) denotes the derivative of zn(X) in X. 
PROOF. Given X E R and a small b E R with S # 0, by Lemma 2.4 and from the second relation 
of (1.4), we have 
~:+,(~)c&&) - ~;(wGJn+l (A) = ~;(x)c~qJ(x) - z;(x)c,z,(x) = 0. 
Again by Lemma 2.4, we get 
Since zn(X) is a polynomial of X, zn(X) is continuously differentiable in X. Thus, (2.6) is derived 
from the above relation by letting 6 --+ 0. This completes the proof. 
Now, we present two results on matrices which will be used in the proofs of Theorems 3.3 
and 3.5 in Section 3. 
LEMMA 2.5. Let X(X) b e a d x d matrix-coefficient polynomial of X with det X(X) $0. Then Xc 
is a zero of det X(X) if and only if X0 is a pole of X-l (A). 
PROOF. Since X(A) is a matrix-coefficient polynomial of X and det X(X) f 0, det X(X) is a 
scalar-coefficient polynomial in X of a finite degree. 
We shall first show the necessity. Let Xc be an 1‘ th-order zero of det X(X). Then 
det X(X) = (X - &)‘f(x), (2.7) 
where f(x) is a polynomial of X and f(&) # 0. Let X”(X) denote the adjoint matrix of X(X). 
Then X”(X) is also a matrix-coefficient polynomial of X and 
X-‘(X) = (detX(X))-‘Xa(X). (2.3) 
It is clear that X”(X) can be written as 
Xa(A) = (A - Alp-(~), (2.9) 
where s is the lowest order of the polynomial X”(A) in X - Xc and Y(X) is a matrix-coefficient 
polynomial of X with Y(Xc) # 0. Prom 
(det X(X))-‘X(X)Xa(X) z Id, 
we have 
(det X(X))-d+l det Xa(X) f 1, 
which with (2.7) and (2.9) implies that 
(X - Xo)(s-T)d+T(f(X))-d+’ det Y(X) z 1. 
Therefore, s < T and Xc is a pole of X-l(X) from (2.7)-(2.9). 
Now we turn to show the sufficiency. Let Xc be a pole of X-l(X). If det X(X,) # 0, then X-‘(X) 
is analytic near X = Xc from (2.8). This is a contradiction. Then det X(X,) = 0; namely, Xc is a 
zero of det X(X). The proof is complete. 
We now introduce some monotonic concepts of matrix-valued functions. 
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DEFINITION 2.1. Let X(A) be a d x d Hermitian matrix-valued function on the interval J c Iw. 
(i) X(A) is called nondecreasing on J if for any X1, AZ E J with X1 < AZ, 
X(h) I X(X2); (2.10) 
i.e., X(X2) - X(X ) 1 is nonnegative definite. Furthermore, X(X) is called increasing on J 
if the inequality in (2.10) is strict; i.e., X(X,) - X(A,) is positive definite. 
(ii) X(X) is called nonincreasing on J if for any X1, AZ E J with X1 < X2, 
X01) > X(X2). (2.11) 
Furthermore, X(X) is called decreasing on J if the inequality in (2.11) is strict. 
LEMMA 2.6. Assume that X(A) is a d x d Hermitian matrix-valued function on J c lR and is 
continuously differentiable in A. If X’(X) 2 0 (> 0) f or all X E J, then X(X) is nondecreasing 
(increasing) on J. 
PROOF. The proof is trivial and so omitted. 
3. THE MAIN RESULTS 
In this section, we shall give the main results of the paper and always assume that Ri and Si 
(i = 1,2) satisfy (1.4) and (1.6), and x(X) and X(X) are the vector-valued and the matrix-valued 
solutions of (1.1),(1.2) and (1.1),(1.3) for some [ E (Cd, respectively. 
3.1. Properties of Zeros of det An(X) 
THEOREM 3.1. Zeros of detA,(X) are all real for n 2 2. 
PROOF. Let X0 be any zero of det A,(x) for n 2 2. Then there exists < E cCd with t # 0 such that 
An(&)< = 0. Let x~(XO) = X,(Xo)e. Th en %(X0) is the solution of (1.1) and (1.2) for X = X0 
and satisfies (1.7) for N = n. Since 5’1 and & satisfy (1.6), there exists a unique vector 7 E Cd 
such that 
%(X0) = -s;rl, G&c,(xo) = S;rl, 
by [5, Lemma 2.21. By Lemma 2.2 and from (1.3) and (1.4), we find that 
(3.1) 
We also have 
(4X0), JwXo))n - (WXO), 4X0)), = (X0 - x0) (~(~0),4~O))n. 
Therefore, 
(X0 - x0) @(X0), x(X0)), = 0. (3.2) 
Since (x(X0),2(X0)), > 0 by Lemma 2.1, (3.2) implies that 50 = X0; i.e., det AIL(X) has only real 
zeros. So the proof is complete. 
By Theorem 3.1, we can directly conclude the following fundamental spectral result. 
COROLLARY 3.1. Eigenvalues of the boundary value problems (1,l) and (1.7) are real. 
REMARK 3.1. The result in Corollary 3.1 was obtained in Theorem 4.1 in [5] by using the spectral 
theory of self-adjoint operators. 
In the scalar case d = 1, det An(X) = A,(x) h as p recisely n zeros and its zeros are all real and 
simple if Sz # 0 by [6, Th eorem 4.3.11. But zeros of det An(X) are not simple in general for d 2 2. 
However, we have the following two results which present properties of multiplicity of zeros of 
det A,(x) in some way. 
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THEOREM 3.2. Let Xc be any zero of det An(X). Then AL(&) # 0 for n 2 2. 
PROOF. Assume the contrary. There exists Xe E Q1 such that detA,()ce) = 0 and Ai = 0. 
Then Xe is real by Theorem 3.1 and there exists E E U? with [ # 0 such that A,(&)[ = 0. Set 
zk(Xc) = X,(X,)<, k 2 0. Then x(X,) is an eigenfunction of the boundary value problem (1.1) 
and (1.7) with respect to Xc for N = n by referring to the fact that 
(x(X0), x(X,)), > 0 (3.3) 
by Lemma 2.1. Since (1.7) holds for N = n and 
A;(&)[ = S,~i(Xcr) + SzC,As;(Xc) = 0, 
there exist r~r,q2 E Cd, by [5, Lemma 2.21, such that 
G&o) = -s;171, G&n(~o) = s;171, 
&(X0) = --s;772, &A&(x,) = S;~JZ. 
Thus, Cnzn+l (X0) = (ST - CnS;)7717 Cn&+1 (X0) = (5’; - C&S~)r/z. Again by Corollary 2.2 and 
from the second relation of (1.6), we get 
(4X0),00)), = ~~‘(~o)C7&+1(~0) - ~;+,‘(~o)GGa(~o) 
= -7lp2 (SF - GS2*) 711 - 772*(Sl - %G) C-s;) rll 
= T$ (S1S,* - S257) 711 = 0, 
which contradicts (3.3). This completes the proof. 
THEOREM 3.3. Assume that RI + R&c and Sr - SzC, or R1 + R&O and 5’2 are nonsingular. 
Then the poles of A;‘(A) are all real and simple for n _> 2. 
PROOF. We restrict our attention to the case that R1 + RzCo and 5’1 - SzC, are nonsingular. 
The other one can be treated in a similar way. 
Let A0 be a pole of &l(X). By Lemma 2.5 and Theorem 3.1, & is a zero of det An(X) and 
X0 E R. From (1.5), we have An(X) = (Sr - S&‘,)X,(X) + SzC,X,+r(X). Since Sr - S&, is 
nonsingular, we get Xn(X) = (5’1 - SzCn)-l(An(X) - S&,X,+1(X)). So 
6 := x:(x)Gxn+l(x) - x;+&+xL(4 
= (n;(q - x;+1(w3;) (3; - c&)-1 GL,l(~) 
- X;+l(Wn(% - S2Gd-’ (A,(4 - WXn+l(~)) 
= A;(X) (5’; - C,S;)-’ G&+1(X) - X;+r(4G(Sl - S2G)-‘L(W 
- x;+,(x)c, (s; (ST - cns,)-l - (6% - s,c,,i-Is,) CnXn+l(A). 
From the second relation of (1.6)) we find 
s; (5-i - cns;)-l = (Sl - S2CJ’S2. 
Thus, 
6 = A;(x) (S; - CnS;)-r &X,+,(X) - X;+l(X)C,(S1 - S2C,)-‘A,(x). 
This implies that 
A:(X)(S; - CnS;)-‘CnX,+,(X) - X;+,(X)C,(S, - S&n)-IAn 
= -2iImX 2 X;(X)wkX,(X) 
k=l 
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by Corollary 2.1. Multiplying from the left by C;‘(S; - CnS’z)A~-‘(X) and from the right by 
A,‘(x)(Sr - S&‘n)C;l, we have 
Xn+r(X)A,l(X)(Sr - s9c&;1 - c,-’ (ST - C&72*) A;-‘(x)x;+,(x) 
= -2iImXC;’ (ST - CnSz) At-‘(X) f: X{(X)wkXk(X) A;‘(A)(Sr - S&‘,)C;‘. 
i k=l 1 
Suppose ImX < 0. Then 
Im {X,+i(~)A;‘(~>(Sr - SGJC;‘} 
_> -ImXC[l (ST - ClnSi) A~-‘(X)X;wlX1A,‘(X)(S1 - SsC,)C;‘, 
(3.4) 
where X;wrXr > 0 since Xr = C;lR; + Ra is nonsingular and wr > 0. 
The Laurent expansion of A;‘(x) near X = Xc can be written as 
A,r(X) = A,(X - Xi,)-” + A_,+1(X - X,,)-S+1 + . . . , (3.5) 
where Aj (j 2 -s) are constant matrices and s is the order of the pole X = Xc for A;‘(A). Let 
X = Ac + it with small t < 0. It is easy to see that the lowest order of t on the left in (3.4) is not 
less than --s and the lowest order of t on the right in (3.4) is exactly 1 - 2s. Thus, s 2 2s - 1 
from the inequality (3.4); i.e., s 5 1. So X = Xc is a simple pole of Ail(X). This completes the 
proof. 
3.2. Properties of Zeros of Two Consecutive Polynomials for Solutions 
It is well known that xn_i(X) and sn(X) have no common zero in the scalar case by Theo 
rem 4.3.2 in [6]. But, it is not true that det X,-i(X) and det Xn(X) have no common zero in 
general, for d 2 2. Here is a simple example. Let d = 2, C, = 1s for n E [0,2], wn = 12 for 
n E [1,2], B1 = diag{l,2}, Bz = 212, RI = Iz, and Rz = 0. Then (1.1) with (1.3) has the 
matrix-valued solution on [0,3] 
X0(X> = 0, Xl(X) = 12, X2(X) = diag(3 - X,4 - X}, 
X3(X) = diag {X2 - 7X + 11, (3 - X)(5 - X)} . 
It is easy to see that X = 3 is a common zero of det Xz (A) and det X3(X). However, vector-valued 
solutions have the same property as the scalar case. 
THEOREM 3.4. For each e E Cd with [ # 0, the two consecutive vector-valued coefficient poly- 
nomials z,_ 1 (X) and zn (X) have no common zero for n 1 1. 
PROOF. From xk(x) = Xk(x)[ and by Theorem 3.1, zeros of zk(x) are all real. Suppose that 
there exist [ E Cd with 6 # 0 and n 2 1 such that zn_i(X) and zn(X) have a common zero 
X0 E R, namely, z,_r(Xo) = zn(Xo) = 0. Then zk(&) = 0, /c 1 0 by the uniqueness of solutions 
for initial value problems of (1.1). Th is contradicts [ # 0 and then the proof is complete. 
3.3 Monotonicity of Matrix-Valued Solutions 
The following result is on some monotonicity of matrix-valued solutions. 
THEOREM 3.5. Assume that n 2 3. Then Cn__rXn(X)X;2r(X) is Hermitian and decreasing in 
X E W ifX,_r(X) is nonsingular; and Xn-r(X)X;l(X)C~~l is Hermitian and increasing in X E lR 
if Xn(X) is nonsingular. 
PROOF. Let X E R. Using (1.4) and by Lemma 2.3, we have 
x~(w~-lx,-l(~) = x~_l(~F?x-lx,(~), n 1 2. 
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Then 
X* ,_r-‘(~)x7t(~)C,-l = Cn-IXTL(~)x;Jr(~) 
if X,-r(X) is nonsingular and 
(3.6) 
xn_r(x)x,-l(x)c;:, = c;!lx;-l(x)x;_l(x) (3.7) 
if X,(X) is nonsingular. Thus, Cn_rXn(X)X;:r(X) and Xn_r(X)X,r(X)C~~r are Hermitian. 
We shall only show that C,_rX,(X)X~~,(X) is decreasing in X. One can conclude that 
X,-l(x)X,l(x)C;:, . is increasing in X in a similar way. 
Let X;:,(A) exist. By Lemma 2.1, Corollary 2.2, and from (3.6), we have 
(c,-,x,(x)X;!,(~))’ = Cn-lx;(x)x,--(~) - C~-lXn(x)X~~1(x)X~-1(x)x~~1(x) 
= C,-,x;(~)x;:,(x) - x~_~-l(x)x~(~)Cn-lx~_~(~)x~~,(~) 
= -x:-r-r(x) {-x;_,(~)C?+,X;(~) -t x;(x)Cn-lx:-r(~)} X;.!,(x) 
n-1 
= -x;_l-l(x) c X,+(X)WkXk(X) X$,(X) < 0. 
{ k=l I 
Therefore, Cn_rXn(X)X,-fr(X) d 1s ecreasing in X by Lemma 2.6. The proof is complete. 
3.4. Separation Properties of det X,(X) 
In the end of this section, we turn to consider separation properties of matrix-valued solu- 
tions Xn(X). 
According to the separation theorem [6, Theorem 4.3.21, between any two zeros of one of 
det X,+1(X) and det Xn(X) 1 ies a zero of the other in the scalar case. But this result is not true 
in the case d 2 2. Consider the equation 
-V(As,) +&z, = XZ~, 72 E [L21, 
where d = 2, Br = diag{l,2}, B2 = diag(2,l). For given Xc = 0, Xr = .Iz,, the solution is 
X2(X) = diag(3 - X, 4 - X}, X3(X) = (x2 - 7x + 11) Iz. 
It is clear that Xr = 3 and X2 = 4 are two consecutive zeros of det X,(X), but det X3(X) has no 
zeros on [3,4] since X2 - 7X + 11 = (X - 3)(X - 4) - 1 < 0 for X E [3,4]. However, we still have 
the following affirmative result. 
THEOREM 3.6. If the interval [XI, X2] contains d + 1 zeros of det Xn_r (X) (multiplicity included), 
det X,,(X) has at least one zero in the open interval (Xl, X2) for R 2 3. 
To show Theorem 3.6, we need the following three results. 
PROPOSITION 3.1. For n > 1, the matrices F,(X) := X,+1(>) + iCn_rXn(A) and G,(A) := 
Xn-l(X) - i&-lx,(X) are nonsingular for all X E R. 
PROOF. Let X E B. It is easy to see that 
F,*(WF*(X) = x;_l(~)xn-l(~) + ~~Gw~_lx@) 
- i (x;(q%4Ll(~) - x;_l(~)cn--1&(q~ 
Using (1.4) and by Lemma 2.3, we have the following identity: 
F,‘(X)Fn(X) = x;_,(qxn-l(~) + mw:_lxJ~). (3.8) 
Similarly, 
G;(X)G,(X) = X;_r(X)&-r(X) + X;(X)C:_,X,(X). (3.9) 
By Theorem 3.4, X;_r(X)X,+r(X) + X~(X)C~_,X,(X) > 0. Then (3.8) and (3.9) imply that 
F*(X) and G,(X) are nonsingular. This completes the proof. 
Although Xn(X) and X,+1(X) may be all singular for some X E R, &(X) and G,(X) are 
nonsingular by Proposition 3.1. So we can study the Cayley transformation of X,(X), which is 
useful to show Theorem 3.6. 
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PROPOSITION 3.2. For aJJ X E W, the matrix 
&n(X) := Gn(X)F,yl(X) 
is unitary and satisfies the following differential equation: 
Q;(X) = iQn(Wn(W, 
(3.10) 
(3.11) 
where 
%(A) = 2F,*_‘(X) (x;(x>C,-lx;_,(~) - X;&)C,-1X:,(x)) F,-‘(A) 
is nonnegative for n = 2 and positive definite for n 2 3. 
PROOF. Let X E R. Qn(X) exists by Proposition 3.1. From (3.8) and (3.9), we find 
This implies that 
Q;(X)&%(X) = F,*-‘(X)G~(X)G,(X)F,-1(x) E Id. 
Thus, Qn(X) is unitary. 
Moreover, we have 
Q;(A) = (G;(A) - G,(W?(X)F;(X)) F,-‘(A) = (G;(A) - Qn(A)W)) F;1(4. 
Multiplying from the left by Qi (A) and using the unitarity of Qn( A), we get 
Q;(X)Qiz(3 = (Q;(WGiG) -FAN) K’GV = 6%) (G;(W;(A) - K(X)F,i(V) KIW 
From the fact that 
G:(A)G;(A) - F,*(A)F;(X) = 2i (X;(X)C,-,X;_,(X) - X;_l(X)Cn--lX:(X)), 
we find that 
Q;GVQl(4 = W4, 
which implies that Qn(X) satisfies the differential equation (3.11). 
Finally, it is evident that &(A) 2 0 for n = 2 and R,(X) > 0 for n 2 3 by Lemma 2.1 and 
Corollary 2.2. The proof is complete. 
REMARK 3.2. In the scalar case, the solution Qn(X) = exp[i S” n,(A) dA] of (3.11) moves pos- 
itively on the unit circle as X increases (i.e., the argument of Qn(X) increases as X increases). 
In the case d > 2, all eigenvalues of Qn (A) h ave the same properties by Proposition 3.2 and 
Theorem V.6.1 in [6]. 
PROPOSITION 3.3. For n 2 3, X0 is a zero of det X+1(X) if and only if -1 is an eigenvalue 
of Q,, (A,), and X0 is a zero of det X,,(X) if and only if + 1 is an eigenvalue of Q,, (X0). Furthermore, 
-1 is an eigenvalue of Qn(Xo) of multiplicity at least k if X0 is a kth-order zero of det X,-l(X), 
and +l is an eigenvaJue of Qn(X ) 0 o multiplicity at least k if X0 is a kth-order zero of det X,,(X). f 
PROOF. Let X0 be a kth-order zero of det Xn-l(X). Th en, by Theorems 3.1 and 4.3 in [8], X0 E B 
is an eigenvalue of multiplicity k for the boundary value problem (1.1) and (1.7) with N = n - 1, 
S1 = Id, 5’2 = 0, and there exist k linearly independent vectors & E @ (1 5 j < k) such that 
Xn_l(Xo)& = 0. By Theorem 3.4, Xn(Xo)& # 0. So, 
MXo)tj = -Gn(~oKj, l<j<k. (3.12) 
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Set qj := Fn(Xe)<j for 1 5 j 2 k. Then ~1, ~2,. . . , vk are linearly independent since F,,(&) is 
nonsingular. Prom (3.12), we have 
for 1 5 j 5 k. This implies that -1 is an eigenvalue of Qn(Xe) and qj is its eigenvector. Therefore, 
-1 is an eigenvalue of Qn(X) of multiplicity at least k. 
Conversely, if -1 is an eigenvalue of Qn(Xe) f or some number Xe, there exists 71 E Cd with 
77 # 0 such that 77 = -Qn(Xe)q. Put 
E = K’(@?. 
Then < # 0 and (3.12) . 1s valid for 6 instead of [j. This implies that Xn-r(Xe)[ = 0. Therefore, 
Xe is a zero of det X+1(X). 
The statements fordet X,(X) can be shown in a similar way. The proof is complete. 
Now we give the proof of Theorem 3.6. 
PROOF OF THEOREM 3.6. Let the interval [Xi, X2] contain d+l zeros of det X,+r(X) (multiplicity 
included). Suppose that the interval (Xi, X 2 contains no zero of det Xn(X). By Proposition 3.2 ) 
and Theorem V.6.1 in [6], Qn(X) has d eigenvalues 
which are continuous in X E R and move positively on the unit circle as X increases. Then, by 
Proposition 3.3, 
&(4 # 1, x E (Xl, X2), l<j<d. (3.13) 
So, pj(X) (1 < j 5 d) takes the value -1 at most one time on the unit circle as X increases 
in (Xi, X2). This implies that eigenvalues of Qn(X) in (Xi, X2) equal -1 at most d times. The 
same result is true for the closed interval [Xi,&]. In fact, if pj(Xi) = -1, then pj(X) must lie 
in the lower half part of the unit circle for X E (Xi,&) by using (3.13). Hence, pj(X) # -1 for 
X E (Xi,&]. If pj(Xz) = -1, then pj(X) must lie in the upper half part of the unit circle for 
X E (Xi,&) by using (3.13). Hence, pj(X) # -1 for X E [A,,&). Therefore, detX,_i(X) has at 
most d zeros on [Xl, X2] by Proposition 3.3. This contradicts the given condition. So the proof is 
complete. 
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