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Q. Where is the meeting room?
(A)It's the rst room on the right.
(B)To meet the new director.






質問文を q = (q1; q2; : : : ; qn)，応答文を r = (r1; r2;    ; rm)
と表すとする (qi, ri はそれぞれ質問文，応答文の特徴を表す)．
質問文に対する応答問題を選ぶという問題は質問文 q について
の応答文 rの条件付き確率 P (rjq)を考え，これを最大にするよ
うな応答文 (r^ とする)を選ぶという問題に帰着される．qi と ri
がそれぞれの下で独立であると仮定すると，




































1. 質問文 q に対する応答文としての r の正解度を表す評価関
数 fp(q，r)：質問文に対する正しい応答文だけを用いて計算
する．





1. 正解度の評価関数 fp(q，r)を最大にする r を選ぶ．(正例)
2. 不正解度の評価関数 fn(q，r)を最小にする r を選ぶ.(負例)
3. 正解度の評価関数 fp(q，r) と不正解度の評価関数 fn(q，r)









学習データ 判定不能 正解 不正解 精度 (%)
正例 79 282 678 29.3
負例 37 410 529 40.9









本研究では TOEIC part2 で出題される応答問題例文を用い
て，特徴の抽出とその特徴を基にした定量化を行った接続性のあ
ると考えられる特徴を抽出しナイーブベイス分類器により実験
を行った結果, 学習として正しい応答文を使用したとき 29.3%，
正しくない応答文を使用したとき 40.9%，そのどちらも使用した
とき 53.7% の精度となった．今後の課題はデータ数を増やすこ
とと構文解析や単語のカテゴリ分類により特徴を増やすことな
どがある．
