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NOVEL MOLECULAR COMPUTATIONAL METHODS AND THEIR
QUANTITATIVE ASSESSMENT
Xin Zhang, PhD
University of Pittsburgh, 2010
Molecular computational methods and means for assessing their efficiency are discussed in
this thesis. Computer simulations of biomolecules help to understand fundamental biological
processes, as well as aiding drug design and many other crucial applications. Several efforts
to improve biomolecular simulations are described in this thesis. First, a new algorithm
based on polymer growth strategies is introduced. The main novel feature of this approach
is the use of pre-calculated statistical libraries of molecular fragments. A molecule is sampled
by combining fragment configurations of single residues, which are stored in the libraries.
This method is demonstrated to be accurate and can generate configurational ensembles for
large peptides (i.e., 16 residues) in less than a minute of single-processor computing. As an
application of this growth algorithm, a practical method is developed to calculate absolute
free energy that stages such calculation in several steps through growing a molecule. Sig-
nificant computer time is saved by pre-calculating fragment configurations and interactions
for re-use in a variety of molecules. To assess the growth method and other approaches, the
question “how much faster is a method than standard molecular dynamics?” is addressed.
A general method for the assessment of sampling quality is needed to quantify the progress
in the development of algorithms and forcefields used in molecular simulations. I therefore
develop an approach for analyzing the variances in state populations, which quantifies the
degree of sampling in terms of the effective sample size (ESS). This procedure is tested
in a variety of systems from toy models to atomistic protein simulations. Lastly, a sim-
ple automated procedure is introduced to obtain approximate physical states from dynamic
iii
trajectories: this allows sample size estimation in systems for which physical states are not
known in advance.
iv
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I. INTRODUCTION
A. CONTRIBUTION OF PHYSICS IN STUDYING BIOLOGICAL
SYSTEMS
The study of biological systems at the molecular level focuses on the molecular structures
associated with their functions. In addition, there are always fluctuations. From small
peptides to large proteins, there are big conformational changes in their motions. If proteins
stay frozen in unique structures, like those tabulated in the Protein Data Bank [1] (a database
for the 3-D structural data of large biological molecules), nothing will happen, i.e., no life
exists. So at any finite temperature, proteins have ensembles of configurations, which are
Boltzmann-distributed in equilibrium. In other words, proteins are more like machines that
function by motions, and statistical ensembles of protein configurations are the simplest way
to describe such motion. That is why physics has made a huge contribution in biological
systems investigation [2].
During the last decades the well-established tools of statistical physics have been ex-
tensively applied to a rising number of biological phenomena. In simple terms, statistical
physicists have been able to establish the theory for physical systems consisting of a large
number of interacting particles, such as occurs in biological systems [3]. The origin of fluctu-
ations in biomolecules is usually thermal noise or erratic motion of microscopic particles. In
the “thermal bath” surrounding proteins, there are energy exchanges, “kicks” from stochastic
forces. All these phenomena have been studied in physics.
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Figure 1: Ribbon representation of the N-terminal domain of the protein calmodulin. The
left panel is the calcium-free (apo) structure and the right panel depicts the calcium-bound
(holo) structure. Ions are not shown.
What people need from statistical physics is mostly the quantities that could be calcu-
lated from equilibrium ensemble. For instance, knowledge of free energy for two different
states or systems of interest allows the estimation of stabilities and determines binding affini-
ties of ligands to proteins [4, 5]. Researchers could also calculate average end-to-end distance
from the ensemble, which could be measured and compared in experiments [6].
Bio-molecules often undergo dramatic conformational change during their dynamic pro-
cesses [7]. Fig. 1 is an example of the protein calmodulin that undergoes conformational
change from calcium-free structure to calcium-bound structure. In a simulation, which is
usually under the canonical condition (constant number of molecules, constant volume and
constant temperature), this dynamic process will converge into equilibrium given enough
steps. What I have studied is all about equilibrium ensemble. But it is very challenging to
collect valid statistical sampling of Boltzmann-distributed configurations due to the complex
energy landscape in large systems. I will detail this part in Chapter II. Once one gets the
correct ensemble, he or she could find the dominant configurations in certain systems and
calculate most physical quantities in equilibrium.
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B. COMPUTER SIMULATION OF BIOMOLECULES
Biological systems are explained and studied by statistical mechanics. But one cannot de-
rive everything by hand due to the high number of degrees of freedom in biological systems.
While experiments are useful in determining many properties of biological processes, they
are very limited in quantitatively studying physical properties at molecular level. For in-
stance, the fully detailed dynamics of protein folding is not observable and the entropy of
the systems is not measurable in experiments. An advantage of computer simulations over
traditional experimental methods is the researcher has complete control over every aspect of
the simulations [8], which are usually fast and cheap to perform and are easy to reproduce.
The models can be formulated so that they obey fundamental laws such as conservation
of mass and energy, constant temperature or number of molecules. Thus computational
methods are increasingly becoming accepted as a complementary technique to experiments.
The rise in computer power and improvement in theoretical algorithms enabled computa-
tional simulations to investigate the physical properties of structure and function of biological
macromolecules. This section provides an brief introduction of some frequently used proce-
dures for investigating protein function and dynamics under various conditions. I will also
give their limitations later in this section.
1. Molecular modelling
Molecular modelling is a general term for theoretical methods and computational techniques
that are applied to mimic the behaviour and motion of molecules, ranging from small peptide
systems to large biological molecules.
Current computer simulation techniques can be classified into several categories based on
the studied system size and time-scale capabilities. The most accurate methods are based
on quantum mechanics (QM), usually by Density Functional Theory (DFT) methods [9]
that considers the electronic structure, which is computationally prohibitive for proteins. So
protein models are too large to be treated by these techniques. However, the QM methods
are mostly used for investigating processes which involve electronic rearrangement.
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Larger system sizes and longer simulation time scales can be investigated using the atom-
istic forcefield methods or “molecular mechanics” [10]. Molecular mechanics is applied when
physical interactions are considered and based upon a classical model of interactions within a
system with contributions from dynamic motion. Such motions may include bonds stretch-
ing, angle bending and rotations about single bonds. This method can provide accurate
calculation of physical phenomena such as protein dynamics. All the calculations performed
in this thesis are in the use of this method with proper forcefield, which refers to the func-
tional form and parameter sets used to describe the potential energy of a system. Detailed
discussion of force fields behind this powerful technique is presented later in this chapter at
I.B.2.
Additionally, “coarse-grained models” are receiving significant attention due to their
ability to simulate large complexes at timescales currently inaccessible to atomistic meth-
ods [11, 12]. These methods can also provide qualitatively accurate representation of the
macroscopic states and some properties of a system over long timescales. In coarse-grained
models a small group of atoms is treated as a single unit or “bead”, where the dynamics of
the system of beads is governed by a very simple forcefield. There is an intrinsic difficulty
in the parameterisation of coarse-grained forcefields, related to the fact that complex and
diverse interactions must be described by a small number of parameters. However, continued
development and improvements of different coarse-grained models means this method has
great potential for modelling large complex systems comparable with experiments.
Please note that, in most of this thesis, molecular mechanics or atomistic forcefield
methods will be used on molecules amenable to this approach with current computational
power, and I analyze some coarse-grained simulation data on Chapter IV.
2. Forcefield
Most molecular modelling, such as molecular dynamics and Monte Carlo, involves energy
calculation. The potential energy calculation is derived from potential energy functions,
called a “forcefield”. The most commonly used forcefields for biomolecular simulations are
the all-atom CHARMM [13], AMBER [14], OPLS-AA forcefields [15], where all the atoms
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in the proteins are represented explicitly. There are also the united-atom GROMOS [16],
OPLS-UA forcefields, where the hydrogen bonded to a carbon is treated as a single bead,
thus named “united-atom”. While different forcefields may have different parameters, the
potential functions are pretty much the same. A brief introduction to these energy functional
forms and parameterisation is discussed in the following.
The underlying functional forms of each of these forcefields contains energy terms de-
scribing the bonded (Ubonded) and nonbonded (Unonbonded) interactions between the atoms of
a system. The terms representing bonded interactions account for the stretching of bonds,
the bending of angles, and the rotation of dihedrals. The electrostatic and van der Waals
interactions are defined as nonbonded interactions. The bonded interactions are typically
defined as
Ubonded =
∑
bonds
kb(b− b0)2 +
∑
angles
kθ(θ − θ0)2 +
∑
dihedrals
kχ(1 + cos(nχ− σ)) (I.1)
The first term in Eq.(I.1) describes the stretching of bonds in a quadratic form, equivalent
to that of Hooke’s law for the potential energy of a spring. The equation is a sum over all
bonded pairs of atoms, where b is the bond length, kb and b0 are the parameters describing the
stiffness and the equilibrium length of the bond, respectively. Determination of parameters
will be discussed later this section. Please note that the bond length b could be any positive
value. The shape of potential energy curve for different type of bonds are slightly different
but very similar. The Morse potential [17] is a very useful functional form that models the
curves and it describes a wide range of behaviour from strong equilibrium to dissociation.
In molecular mechanics calculations, it is very rare for bonds to deviate significantly from
their equilibrium values. Thus Hooke’s law formula, an approximate to Morse potential, is
picked as forcefield potential function. The second term describes the bending of the angle.
kθ and θ0 are the parameters describing the stiffness and equilibrium position of the angle,
respectively. The bond angle θ ranges from 0 to 180 degrees, often close to θ0. Similar to the
bond stretching term, this equation also has a quadratic form, which ignores higher order
terms. The third term from the bonded interaction energies equation describes the energetics
associated with rotation of the dihedral angle defined by quadruplets of consecutively bonded
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atoms. As dihedral rotations are periodic in nature, a cosine function is used, where χ is the
value of the dihedral, kχ is the energetic parameter that determines the barrier height, n is
the periodicity and σ is the phase. The bond length could be any positive value, although
it is often approximate to b0. There is no restriction on angles, thus the potential energy
calculation covers the whole configuration space.
The nonbonded energies are calculated as
Unonbonded =
∑
nonbonded
{
²ij
[(
Rmin,ij
rij
)12
− 2
(
Rmin,ij
rij
)6]
+ ke
qiqj
rij
}
(I.2)
In the four widely used forcefields mentioned above, nonbonded interactions between atoms
are defined as occurring either between atoms in separate molecules or between atoms sep-
arated by two or more bonds in the same molecule. The first part of this equation is the
van der Waals term, in the form of a Lennard-Jones potential. The prefactor ²ij is a energy
parameter based on the types of the two interacting atoms i and j. Rmin,ij is a parameter
that also depends on the types of the two interacting atoms and is close to the distance at
which the Lennard-Jones energy is minimum. The second part of this equation models the
electrostatic interactions between nonbonded pairs of atoms and is based on Coulomb’s law.
As with the Lennard-Jones equations, rij is the interatomic distance, while qi and qj are the
parameters that describe the effective charges on atoms i and j and ke is Coulomb constant.
The total energy is defined as
Utotal = Ubonded + Unonbonded + Uother (I.3)
where Ubonded is the contribution to the total energy from the bonded interactions, Unonbonded
is the contribution from the nonbonded interactions, and Uother is mainly from the improper
dihedral angles, which will not be discussed in detail here. Please note that the total energy
does not include the energy from interaction with solvent. I will discuss how the solvent gets
involved in the energy calculation of molecular systems in Chapter II.
The energy functions discussed above are not of any value if they are not accompanied
with a set of parameters, such as kθ and θ0 that describe the energetic properties of the
interacting particles. The aim of optimisation of forcefield parameters is to adjust the pa-
rameter values so the forcefield is able to match up experimental data. This may include
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the use of experimental spectroscopic, thermodynamic, and crystallographic data as well as
data computed using quantum mechanics methods. The AMBER, CHARMM, OPLS-AA
and GROMOS forcefields are each based on a different type of experimental data, although
there is some overlap. The parameters for these forcefields were extensively optimised with
particular emphasis on the treatment of proteins.
3. Molecular dynamics(MD) and Langevin dynamics(LD)
The molecular dynamics simulation technique is one of the most important and widely used
methods in studying the biological systems at atomic detail.
The molecular dynamics simulation method is based on Newton’s second law of motion.
After one sets initial positions, velocities as well as forcefield I just described, he or she is
capable of obtaining a trajectory that describes the positions, velocities and accelerations of
the particles as a function of time. It is the most accurate way to describe the time evolution
of a system of chemically reacting molecules. The fundamental equations are following
Fi = −∇iU (I.4)
and
Fi
mi
=
d2ri
dt2
(I.5)
where force Fi is the force acting on the ith particle in the system is derived from the
potential energy U(rN) in Eq. (I.4) which is defined by the selected forcefield, where rN =
(r1, r2, r3 · · · rN) represents the complete set of 3N atomic coordinates. The mi is the mass
for the ith particle. Even though the equation is simplistic in its form (Newton’s law), there
is no analytical solution to the equation of motion for systems of more than two particles,
so it must be solved numerically. Numerous algorithms have been developed for solving
these equations, and most are derived from the widely used Verlet algorithm [18], which
requires the knowledge of current positions, r(t) ; acceleration a(t) ; and the position from
the previous step, r(t−δt) .The position of the next step can then be found using the formula,
r(t+ δt) = 2r(t)− r(t− δt) + δt2a(t) (I.6)
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where a(t) is calculated from Eq. (I.5). The velocities can be calculated by the difference in
position at time t+ δt and t− δt
v(t) =
r(t+ δt)− r(t− δt)
2δt
(I.7)
Several variations on the Verlet algorithm have been developed. These algorithms include
leap-frog algorithm [19], velocity Verlet algorithm [20] and Beeman’s Algorithm [21], which
are not discussed in here.
All above methods are based on Newtonian mechanics, in which the motion of the system
of interest is fully deterministic given initial conditions. But interactions with the environ-
ment will affect any system. In reality, people mostly investigate solute-solvent systems in
which the primary focus is the behaviour of the solute. But the solvent influences the motion
of solute by collisions. The collisions cause two major effects. One is the frictional drag force
which slow down the solutes. The higher the velocity, the larger the restoring force, which is
expressed as a frictional force. If particles moving through a fluid at relatively slow speeds
where there is no turbulence, the force of drag is approximately proportional to velocity, but
opposite in direction. The equation for viscous resistance is
Ffriction = −αv (I.8)
where v is the velocity and α is the friction coefficient. This friction coefficient could also
be written as
α = mγ (I.9)
where m is the mass of the particle and γ−1 turns out to be proportional to the time taken
for the particle to lose memory of its initial velocity (the velocity relaxation time). The
larger the viscosity the larger is γ. From the macroscopic Stokes law the friction coefficient
is defined as
α = 6piηa (I.10)
where a is the particle radius and η is viscosity.
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Another effect comes from random forces Ri(t) on solutes which will decrease with lower
temperature. The Langevin equation, which describes the stochastic dynamics, takes care
of these two effects. The Langevin equation is described as below [22]
mi
d2ri
dt2
= Fi −miγidri
dt
+Ri(t) (I.11)
The Fi includes both external forces and interactions between the particle and the other
particles. The latter depends on the position of the particle and is estimated by ∇U(r),
which is the particle interaction potential. Both are deterministic, thus this term comes from
Newtonian mechanics. There are two additional terms due to the solvent. The frictional term
is proportional to velocity, and the random force R is often assumed to be uncorrelated with
the particle velocities, positions and the forces acting on them. It is modeled by stochastic
process as satisfying
〈Ri(t)〉 = 0 (I.12)
where 〈〉 means an ensemble average of force realizations which are detected by using a
collection of particles at time t. In other words, the random force could be any distribution
as long as it has zero mean. Successive impacts are assumed uncorrelated
〈R(t)R(t′)〉 = Γδ(t− t′) (I.13)
where Γ describes the strength of the random force. It is worth noting that the friction term
and random force term are related
Γ = 2γmkBT (I.14)
Such a relation connecting the strength of fluctuations to the systematic dissipation (vis-
cosity) was derived by Einstein. Each particle gains energy from the bath (random forces)
and releases this energy back to the bath due to dissipative (viscosity) forces. The rela-
tion between the strength of the random forces and viscous forces, with a dependence on
temperature manifests the fluctuation-dissipation theorem.
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4. Time correlation
It is obvious that the configurations generated from simulation are correlated in time. The
waiting time for the system to fully forget previous steps is called “correlation time”. Since
one of the important parts of my work is to analyze sampling efficiency, good understanding
of auto-correlation function is very necessary.
Figure 2: The main dihedral of butane, which is the most important coordinate. The
correlation time for this system is approximately 150∼200 psec.
The Fig. 2 shows a time series of main dihedral coordinate in a Langevin simulation.
Butane is a very simple system and it has three different states defined only by its main
dihedral angle. The Fig. 2 shows that it needs some time (steps) before moves to other
states. They could be correlated even in different states. This fact indicates that there are
correlations in time among the configurations. In other words, it will take some time for
the system to forget previous behaviour. Quantitative measurement of correlation time has
been explored. Let us first define the difference between the two times τ = t2 − t1, which
influences the degree of correlation. We need to examine all pairs of time, f(t) and f(t+ τ),
over all possible t values, where f = f(rN). So the correlation function is defined as
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Cf (τ) ≡ 〈f(t)f(t+ τ)〉 − 〈f(t)〉〈f(t+ τ)〉〈f(t)f(t)〉 − 〈f(t)〉〈f(t)〉 (I.15)
=
〈f(t)f(t+ τ)〉 − 〈f〉2
〈f 2〉 − 〈f〉2 (I.16)
where the bracket ”〈〉” means that the averages are to be performed over all t values with
fixed time interval τ . This correlation function is defined under the assumption that the
correlation depends only on the time-distance between the pair of values but not on their
position in time, i.e., it has to be in a stationary state. Note that it is auto-correlation
function since it measures the self-correlation. The Cf (0) = 1 means it is fully correlated
with itself, while it will decrease as τ increases and lower limit is 0 when τ goes to infinity.
The correlation time tcorr (the time for the molecule to “lose” memory) is quantitatively
defined by
tcorr =
∫ +∞
0
dτCf (τ) (I.17)
where heavy calculation or numerical integration will often be required. In most cases,
the correlation function can be fit to a presumed functional form, such as an exponential.
Thus a rough estimate of correlation time is the τ value for which C is e−1. There are
some other approaches proposed about the correlation time. Block averaging method was
proposed by Flyvbjerg [23], which emphasizes the correlated data analysis. Hess applied
principle component analysis (PCA) to find the correlation time [24]. Recently Lyman and
Zuckerman developed structural histograms methods [25, 26] to estimate the correlation time
and thus the effective sample size. In this method, they divided the whole configuration space
into several bins and bin populations were arrayed as a one dimensional structural histogram
reflecting the full configuration-space distribution. They then applied binomial and related
statistics to estimate correlation time from bin population variances. The advantage of
this method is that it is applicable to quite complex systems without invoking correlation
functions, which need a significant amount of data and calculation.
There is a related point. Different people will study different correlation functions/times
when calculating different properties of a system. But the correlation time varies a lot among
different coordinates since they have different correlation functions. For example, a rapidly
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oscillating bond will converge very fast, while the dihedral angle, which is highly coupled
with other coordinates, needs much longer time to converge. Note that the convergence I
am discussing is not the absolute convergence, rather “relative convergence”. While a simu-
lation reaches convergence, it starts to correctly generate canonical sampling in Boltzmann
distribution, and the simulation process is in the true sampling regime – it is long enough to
produce multiple properly distributed statistically independent configurations. It will take
even a lot longer time for the whole system to converge. I will discuss in detail in Chapter
IV.
5. Limitation of Molecular and Langevin Dynamics simulations
There has been debate about the importance of simulation in molecular biophysics. In fact,
there is some limitation of such simulations even though they are extremely useful and widely
accepted in the fields of physics, chemistry and engineering.
The power of current CPU limits the MD simulation of typical biomolecules to the micro-
sec scale. The standard time length for each MD step is one femtosecond, which is the waiting
time for the bond-length to equilibrate. The proteins function in 1 second to 100 seconds
scale,which are 1014 to 1017 steps [27]. It is several orders higher than we can generate.
This largely limits us from investigating large biological systems at the atomic level and
compare with outcome from experiments. From another prospective, the number of local
energy minima increase exponentially as the number of atoms of the protein increase. A
system with a large number of low barriers would need substantial time to sample the whole
configuration space [28]. It is also possible that a trajectory which appears long enough (for
instance 1 µs ) is proven inadequate with additional simulation [29]. All the above reasons
contribute to the sampling problem, which will be discussed in detail in Chapter II.
Even with these disadvantages, the simulation is not ”useless”. However, it is very
crucial in determining protein structures, and offer valuable insights into fast local motions.
The bright side is that more and more algorithms have been improved to simulate longer
trajectories, which will be discussed in Chapter II.
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6. Algorithms beyond MD and LD
Both MD and LD are dynamic simulations, where the configurations in the ensemble are
correlated in time. People are developing many new algorithms every day. Here I briefly
introduce two other important algorithms.
The first one is “Replica Exchange” (parallel tempering). It was described by Sugita,
Swendsen and their coworkers [30, 31] and is a powerful technique able to enhance conforma-
tional sampling, compared with parallel simulations at different constant temperatures. In
this method, several independent replicas of the system are simulated in parallel, where each
replica evolved at a different temperature. At selected times a swap is performed between
the replicas, and this exchange is accepted or rejected based on a Metropolis acceptance
criterion [32]. This method has been widely used in atomistic level simulations and even
applied in coarse-grained models to study protein folding. Since configurations could be pro-
duced at different temperatures, non-sequential correlation will be brought in. Thus replica
exchange is considered as a non-dynamical method.
Another method is ”library based Monte Carlo” (LBMC) simulation, developed by Zuck-
erman’s group [33]. It performs Boltzmann sampling of molecular systems based on pre-
calculated statistical libraries of molecular-fragment configurations, energies, and interac-
tions. A protein is divided into several fragments which are pre-sampled, canonically and
independently. The Boltzmann-distributed library for each fragment accounts for all corre-
lations internal to the fragment. Trial moves consists of swapping the present configuration
of one or more fragments with elements in the corresponding libraries. Then a Metropolis-
Hastings criterion [34] for an LBMC trial move is used in order to meet detailed-balance
conditions. After many trial moves, the configurations collected from the accepted moves
consist of the desired Boltzmann-distributed ensemble. LBMC can be applied to both atom-
istic and coarse-grained models for flexible peptides [35], and it is much faster than standard
Monte Carlo simulations.
In my Ph.D study, I was also involved intensively in development of a growth algorithm,
which extends the polymer-growth algorithm [34, 36–48] into biological system sampling. It
will be discussed in Chapter II.
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C. SAMPLING EFFICIENCY ESTIMATION
The above section gives a brief introduction on the theory of dynamic simulations and
Langevin dynamics, and there are a lot of non-dynamic algorithms as well, such as the growth
algorithms that I will discuss next chapter. One thing one is interested is to find out whether
these “fancy” algorithms are better than standard MD or LD or which algorithm is “faster”
than others. Since almost all the algorithms will give correlated final configurations, the
actual number of independent configurations is less than the number of final configurations.
Thus one does not know the efficiency unless he or she can calculate effective sample size
(ESS), which is defined as the number of independent configurations that an ensemble is
roughly equivalent to. After ESS is calculated, one can estimate efficiency among different
algorithms by
Cost per config =
Total cost of simulation
ESS
(I.18)
where “cost per config” is time cost to get one independent configuration. Calculation of
ESS is the key of sampling efficiency estimation. In a dynamical simulation, a conventional
view of sample size is given by the following equation,
ESS =
tsim
tcorr
(I.19)
where tsim is the simulation time, and tcorr is the correlation time of the variable measured in
the system. Thus, significant effort has been invested in developing methods to calculate the
correlation time as I mentioned before. I also mentioned in previous section that different
variables (coordinates) have different correlation times. The tcorr in Eq. (I.19) should be the
largest correlation time among all the variables. In other words, the whole ensemble should
be converged in order to estimate the largest correlation time. In practice, it is very hard due
to strongly coupled coordinates. Furthermore, this approach applies to dynamic simulation.
Thus a standard and universal method for both dynamic and non-dynamic simulations is
needed. I have been working extensively on the effective sample size calculation throughout
my Ph.D study. The details will be provide in Chapter IV and V.
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D. OUTLINE OF THESIS
Figure 3: The relation among projects that have been accomplished
The outline of this thesis and relation among the projects are shown schematically in Fig. 3.
It is organized as follows. In Chapter II (“New sampling algorithm based on old polymer
growth idea” in Fig. 3), I will review polymer-growth approach and introduce the novel
sampling algorithm, which incorporates polymer growth idea into biological system sampling.
In Chapter III (“Absolute free energy calculation” in Fig. 3), I will discuss the methods
and implication absolute free energy calculation using the sampling algorithm. Sampling
efficiency will be reviewed and studied in chapter IV. Furthermore, I will discuss a universal
effective sample size calculation method. A related subject, discovery of “physical states”
will be explored in Chapter V. I will focus on the principles and methods of physical states
discovery in this chapter. Summary and future projects are included in Chapter VI.
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II. NOVEL SAMPLING OF ALL-ATOM PEPTIDES USING A
LIBRARY-BASED POLYMER-GROWTH APPROACH
A. OVERVIEW
This chapter investigates whether decades-old polymer-growth algorithms [34, 36–48] have
promise for the study of biomolecules modeled by modern atomistic forcefields. Although
polymer approaches have previously been applied to peptides [49–51], their application to
atomistic forcefields at physiological temperatures has been problematic [52–54]. Here I re-
port a novel implementation of growth algorithm based on pre-calculated statistical libraries
of molecular fragment configurations and energies. The encouraging results from a limited
set of small test peptides, reported below, suggest that further investigation is warranted.
This chapter has been adapted from a published paper [55].
1. Historical background of Polymer growth
The well-known problem of sampling biomolecules typically has been addressed by dynam-
ical simulations and variants – molecular dynamics (MD), Langevin dynamics (LD), and
Metropolis Monte Carlo with local moves. All these approaches suffer from the well-known
problem of undersampling: dynamical simulations of proteins are far too short to probe
timescales (and motions) thought to be of dominant biological importance. Even simulations
of modest-sized peptides are slow to “converge” [25, 26]. Sophisticated variants of dynami-
cal simulations, such as replica exchange [30, 56–58], also have not convincingly solved the
undersampling problem [59–61]. While multi-resolution methods appear to have substantial
promise [59, 62–64], rigorous applications have been restricted to small systems thus far.
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The importance of sampling biomolecules and the intrinsic limitations of dynamical sim-
ulation together suggest the value of exploring fully non-dynamical polymer growth algo-
rithms. Such methods have a history dating back more than fifty years. Initial studies
focused on straightforward build-up of lattice-polymer chains [36, 37, 39], but the early
approaches were limited by the “attrition problem” in which the vast majority of chains
encounter dead ends before reaching a significant size. Our own approach builds directly
on methods developed to treat attrition, especially (i) the Rosenbluths’ approach of re-
weighting chains based on possible growth steps [40], and (ii) equally seminal work by Wall
and Erpenbeck describing “enrichment” of successful partially grown chains by replication
and appropriate weighting [42]. Wall, Rubin and Isaacson noted that future increments of
the growth of a lattice polymer were limited to a small set of configurations [41], partly
anticipating the libraries we employ here. Many additional improvements have also been
proposed [43–45]. The basic theory behind polymer growth as we apply it, along with key
practical insights, was fully set out by Garel and Orland in 1990 [46]. Important descriptions
of growth algorithms are also provided by Grassberger [47] and by Liu [34].
2. Application of Polymer growth in biological system sampling
Polymer growth algorithms have been applied previously to biomolecules. Highly simpli-
fied models of proteins were studied by Grassberger and coworkers [49] and by Liu and
coworkers [50, 51, 65]. Garel, Orland, and coworkers applied polymer growth methods to
all-atom peptide models – but their work employed extremely high-temperature sampling
(T = 1000K) followed by energy minimization [46, 52–54]. The use of pre-calculated frag-
ment libraries emulates ideas from the ROSETTA software [66] as well as from work by
Clementi and coworkers [67, 68]. However, none of these previous studies appears to have
generated canonical sampling for a modern atomistic forcefield at T ∼ 300K.
In light of the significant body of historical work, the present contribution must be consid-
ered pragmatic rather than theoretical. In brief, this reported work shows that pre-generated
libraries of statistically distributed monomer fragment configurations can be used in implicit
solvent sampling of all-atom molecular systems at temperatures of interest (T = 300K). For
17
high quality statistical sampling the present implementation is limited to small peptides –
up to about eight residues and less than 100 atoms. However, besides equilibrium sampling,
the growth procedure can be also used for rapid generation of approximate (i.e., steric-clash
free) ensembles of larger peptides containing up to 16 amino acid residues. Although the
present work is formally similar to Zuckerman and coworkers’ previous use of fragments
for free energy calculations [69], this study presents critical technique improvements which
greatly improve efficiency.
This present study also employs recently developed statistical approaches to quantify
the degree to which efficiency has been gained. The library-based strategy is shown to be
extremely efficient in some cases – decreasing the required wallclock time by over one order
of magnitude. However, I believe that several improvements are possible, as described in
the Sec. II.E. In this approach the choice of fragments is flexible and they can correspond
to different groups of atoms in the molecule. For proteins the natural choice of fragments
is the amino acid residues because proteins consist of only 20 building blocks. However,
other choices are possible. When the fragments correspond to the backbone and side chains,
the procedure is essentially a multi-resolution method. The backbone can be sampled using
other methods such as Zuckerman’s previously developed library-based Monte Carlo [33],
followed by the gradual addition of more atomistic detail embodied in side chains.
3. Work I contributed in this project
This work is not done all by myself. My contribution to this project is to develop this
algorithm and apply it to small systems. I combined two butane(C4H10) ensembles into an
octane(C8H18) ensemble and further combined two octane ensembles into a cetane (C16H34).
The results are not published since people are more interested in peptide systems, but they
will be presented later in Sec. II.D. Dr. Artem Mamonov, a postdoc in Zuckerman group,
took over my work and applied this algorithm to bigger and more complex peptide systems.
We both work on the improvement of algorithms such as “dummy” atoms and “optimal
resampling”. I will show the details of this method below.
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B. FORMALISM
As noted in the Sec. II.A, polymer growth algorithms have been developed and used over
decades [34, 36–48]. The present approach follows earlier work in many regards, but is
specifically tailored to the use of modern atomistic forcefields and implicit solvent. The
presentation of the algorithms relies solely on straightforward re-weighting concepts [34, 70].
I describe a simple and apparently novel approach to using libraries of molecular fragments
which can save significant computational cost.
1. Forcefield,fragments and notation
In this study, I generate equilibrium configurations according to the OPLS-AA forcefield [15]
using a simple implicit solvent model (with uniform dielectric constant of 60) at 298 K.
This dielectric constant has been chosen to give reasonable agreement for Ramachandran
propensities as compared to GBSA solvent model [71].
The potential energy of the forcefield plus the solvent model will be denoted by U(x),where
the full set of 3N − 6 internal coordinates x = (x1, x2, · · · , x3N−6), consists of N − 1 bond,
N −2 bond angles and N −3 dihedrals. The full set of coordinates corresponding to a single
molecular fragment y will be denoted by xy with y = A,B,C, · · · . The collection of forcefield
terms for fragment y, denoted by Uy will contain all terms internal to the particular subset
of atoms included in the fragment. That is, it will include all bonded and non-bonded terms
for those atoms. Dummy atoms may be added to a fragment, as in the present study, to
include the six degrees of freedom that specify the orientation of fragments relative to each
other. However, dummy atoms will have no effect on the trial distribution.
There is an assumption that fragments are non-overlapping and exactly divide all coor-
dinates, so that for the whole molecule the full set of coordinates may be written as
x = xA,xB,xC (II.1)
It is important to realize that the full forcefield U can never be written as a sum of fragment
forcefields . The reason is that, regardless of which intermediate coordinates are included via
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dummy atoms, no coordinate set includes distances between atoms from different fragments.
Needless to say, such inter-atomic distances are fundamental to the full molecular forcefield.
Inter-fragment interactions are fully accounted for in the growth procedure, as described
below.
2. Combination of fragments
In this approach, a molecule is sampled by growing it from scratch using pre-calculated
molecular fragments. Here we describe the process of joining fragments which may be re-
peated inductively by adding additional “monomers” onto the growing chain. Configurations
for each fragment are calculated in advance so that they are distributed according to the
Boltzmann factor of the forcefield describing the isolated fragments. The set of Boltzmann-
distributed configurations for each fragment is called a “library”.
The basic procedure for joining fragments is simple. A new fragment configuration is
drawn with uniform probability from its library and added to the partially grown chain
ensemble. The interaction energy between the new fragment and other previously added
fragments is evaluated. The generated configurations are reweighted to the Boltzmann factor
distribution describing the partially grown molecule to correct for the new interactions.
Consistent with free energy calculations using the growth process [69], we will define a
set of intermediate models Uj which correspond to different stages of the growth process.
We note that these intermediates are a little different than employed (before) in ref [69].
For a molecule consisting of k fragments, we will employ k intermediate models with
interactions between fragments gradually “turned on”. The first intermediate , sampled
at the library generation stage, includes interactions internal to each fragment, while sub-
sequent intermediates add the indicated interactions among fragments A,B,C, · · · . These
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intermediate models can be written as
U1(x) = UA(xA) + UB(xA) + UC(xC) + · · ·
U2(x) = U1(x) + UAB(xA,xB)
U3(x) = U2(x) + UAC(xA,xC) + UBC(xB,xC),
· · ·
U(x) = Uk−1(x) +
∑
y=A,B,···
Uyz(xyz)
(II.2)
where Uyz denotes all forcefield interaction terms between fragments y and z. The last inter-
mediate Ux is simply the full molecule and the sum
∑
y=A,B,··· Uyz(xyz) represent interactions
between the last fragment z and all other fragments in the molecule.
3. Growth by reweighting
The polymer-growth approach heavily relies on the re-weighting concept [34, 70] because
interactions between fragments are not included in the libraries of individual fragments. In
essence we generate configurations with non-interacting fragments and gradually reweight
them into an ensemble with all interactions. In other words the purpose of reweighting is to
effectively put back all the interactions and correlations between fragments into the molecule.
At each stage, we want to generate a suitably distributed ensemble – called the target
ensemble P targj ∝ exp[−βUj(x)] for stage j with the set Uj defined in Eq.(II.2). When
j < k, this target ensemble based on Uj includes interactions only for the partially “grown”
molecule. Yet configurations for stage j, as will be seen, are generated according to a different
distribution, denoted P genj . Hence, configurations must be reweighted according to
uj(x) =
P targj (x)
P genj (x)
(II.3)
where uj(x) is the weight of a configuration at stage j. (In fact, as explained below, uj(x) is
an intermediate weight.) In Eq (II.3) and subsequent equations, the symbol x does indeed
represent the full set of coordinates. In intermediate stages j < k , however, some interactions
are omitted: see Eq.(II.2).
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To perform the reweighing procedure, one needs to define the P genand P targ for each
intermediate stage. Let us consider each stage in detail. The first stage U1 includes in-
teractions within each fragment which are sampled at the library generation stage. The
second stage U2 corresponds to turning on interactions between fragments A and B, starting
from configurations already distributed according to U1. Thus the generating distribution
P gen2 is simply proportional to the Boltzmann factor describing the first intermediate with
non-interacting fragments:
P gen2 (x) ∝ exp(−βU1(x)). (II.4)
The distribution targeted at the second stage P targ2 proportional to the Boltzmann factor
describing the second intermediate:
P targ2 (x) ∝ exp(−βU2(x)). (II.5)
At the third stage, similarly, interactions are turned on between fragment C and previ-
ously combined fragments A and B. As before P gen3 is nothing but P
targ
2
P gen3 (x) = P
targ
2 (x) ∝ exp(−βU2(x)) (II.6)
Likewise, P targ3 distribution is proportional to the Boltzmann factor describing the third
intermediate:
P targ3 ∝ exp(−βU3(x)). (II.7)
It is not difficult to generalize this combination process for any other intermediate. For
the kth intermediate (corresponding to the full molecule) P genj and P
targ
j can be written as
P genk (x) = P
targ
k−1 ∝ exp(−βUk−1(x)) (II.8)
P targk (x) ∝ exp(−βU(x)). (II.9)
It is important to note that in this procedure P gen is built sequentially based on P targ
from the previous stages. This is the essence of “sequential importance sampling” i.e., the
probability distribution of the full molecule is built sequentially step by step. The advantage
22
of sequential importance sampling is that the probability distribution is changed in small
increments to give the better overlap between P gen and P targ at each stage.
The required partial weights uj can be calculated based on the incremental weights of
Eq. (II.3). Specifically, the weight of a configuration at stage j can be written recursively
based on the weights from previous stages:
wj = wj−1uj. (II.10)
Substituting the corresponding P gen and P targ from Eqs. (II.4) – (II.9) into Eq. (II.10) the
partial weights can be written as
w1(x) = 1
w2(x) ∝ w1(x)exp(−βU2(x))
exp(−βU1(x)) = w1(x) exp(−βUAB(xA,xB))
w3(x) ∝ w2(x)exp(−βU3(x))
exp(−βU2(x)) = w2(x) exp[−β(UAC(xA,xC) + UBC(xB,xC))],
· · ·
w(x) ∝ wk−1(x) exp(−βU(x))
exp(−βUk−1(xk−1)) = wk−1(x) exp[−β
∑
y=A,B,···
Uyz(xy,xz)]
(II.11)
where w(x) is the total weight for the full molecule i.e., with interactions “turned on”
between all fragments. Note that w1(x) is equal to one by construction because fragment
configurations in the libraries are distributed according to the corresponding P targ– i.e., the
Boltzmann factor describing the individual fragments.
The “resampling” protocol, described later, will use the partial weights wj. However, it
is instructive to note that the total weight w(x) in Eq. (II.11) can be re-written by expanding
the weights and rearranging terms, resulting in
w(x) ∝ exp(−βU(x))
exp(−βU1(x)) (II.12)
Eq. (II.12) shows that the total weight takes into account all the interactions missing in the
non–interacting fragments described by the first intermediate U1.
Note that the weights in Eqs. (II.11) and (II.12) are proportional to the ratio of the
Boltzmann factors up to the constant, which is the ratio of the corresponding partition
functions. However, this constant is not needed for re-weighting because only the relative
weights are important.
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4. Resampling
In general, configurations with low weights have low importance in the ensemble and there-
fore it is desirable to save computer time by eliminating such configurations from future
consideration. However, such elimination must be performed statistically to preserve the
correct distribution [34]. Such a “resampling” process refers to eliminating, duplicating,
and/or adjusting weights of configurations in the original ensemble resulting into an alter-
native ensemble [34]. Both ensembles are formally equivalent in representing the desired
distribution.
A number of resampling algorithms have been suggested in statistics and data process-
ing [34, 72]. We implemented several resampling schemes in the growth algorithm and found
a scheme termed “optimal resampling” [72] to be the most efficient. The advantage of opti-
mal resampling compared to other schemes is that it guarantees distinct configurations and
at the same time allows a large diversity of weights.
The main feature of optimal resampling is that it guarantees drawing the desired number
of distinct configurations, denoted by M , from an original ensemble containing N configura-
tions and corresponding weights. This is achieved by employing a threshold weight c which
uniquely defines M . The configurations are accepted with probability min{1, wj(x)
c
}, where
wj(x) are the partial weights at stage j. The resampling of only distinct configurations is
guaranteed by employing a special numerical cumulative distribution function (cdf) [72].
We implemented the optimal resampling in the growth algorithm at the end of each
combination stage. After the fragments are joined and the weights are calculated, the con-
figurations are resampled into a smaller ensemble containing 10 percent of the original con-
figurations. The 10-fold reduction factor was found to be the most efficient based on trials
of different N and M values. The typical ensemble size employed in the simulations is
N = 105 configurations, which is resampled into an ensemble of size M = 104. As described
later, an “enrichment” procedure is employed to compensate for configurations eliminated
by resampling and to maintain a constant ensemble size at different combination stages.
It is worth noting that after the last combination stage, configurations with weights may
be resampled into an ensemble without weights. We implemented several different resampling
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algorithms to eliminate weights in the final ensemble. However, we consistently found that
such resampling considerably reduces information contained in the weights. Therefore, after
the last combination stage we use the same optimal resampling scheme as at other stages
and save configurations with weights for further analysis. This is similar to keeping a larger
number of correlated “snapshots” from a dynamics trajectory [73].
5. Approximate ensemble
Besides equilibrium sampling, the growth procedure can be adapted for rapid generation of
approximate ensembles. This may be useful for larger systems for which precise ensembles
are not required – for instance, in schemes which assemble protein configurations from multi-
residue segments [66, 74–76]. The only new feature of the approximate procedure is that
after the last combination stage, configurations are used without weights. This way weights
are used only to identify configurations without steric clashes. In other words, resampling
works as a “bump check”.
6. Assessment of sampling precision and efficiency
In the present work efficiency of the growth algorithm is defined as the savings in wallclock
time to achieve the same level of statistical precision in sampling of configuration space
distribution relative to standard Langevin dynamics. This precision can be quantified by the
number of statistically independent configurations contained in the trajectory (i.e., effective
sample size (ESS)). To assess efficiency, time to generate a single statistically independent
configuration can be compared between two methods. Thus, efficiency is defined as
γ =
tLangevin
tGrowth
ESSGrowth
ESSLangevin
(II.13)
where ESSLangevin and ESSGrowth are the effective sample sizes of the growth and Langevin
simulations respectively. The symbols tgrowth and tLangevin denote wallclock times of growth
and Langevin simulations respectively.
To calculate the ESS for both growth and Langevin simulations I used a recently de-
veloped statistical analysis. Qualitatively, the idea is to divide configuration space into
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approximate physical states and calculate variance in each state. The variance is inversely
proportional to the effective sample size. The approximate physical states can be constructed
using Voronoi bins in configuration space. The reference structures for the Voronoi proce-
dure [77] are derived from the protocol described in Ref. [26].
To check the results of the previous method we also used a second method to calculate
the ESS for Langevin simulations. This method employs the previously developed “de-
correlation” time analysis and can be used only for dynamic simulations [26]. Briefly, the
idea is to determine how much simulation time must elapse between configurations in the
trajectory in order for them to exhibit the statistics of fully independent samples. Using the
de-correlation time and the total simulation length the number of statistically independent
configurations in the trajectory can be calculated.
Effective sample size calculation will be discussed in detail in Chapter IV.
C. IMPLEMENTATION
The growth formalism described in Sec. II.B does not lead to a unique algorithm, but can
be implemented in many different ways. Implementation details are particularly important
because modern forcefields are much more complicated than the early simple polymer mod-
els. Indeed, in the study we found that the efficiency of the growth algorithms depends
significantly on the implementation. Here, we describe the technical approaches that helped
to significantly improve the efficiency of the growth algorithm.
1. Fragments libraries
The advantage of using libraries is that some interactions and, therefore correlations within
a molecule, can be calculated in advance and then used in multiple simulations saving CPU
time. Instead of generating new fragment configurations on the fly, they can be cheaply
retrieved from the memory. This approach is well suited for proteins, which consist of only
20 different building blocks. We can build up libraries for different amino acids and then
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combine them according to the sequence to sample any peptide or protein. The idea to use
molecular fragments in molecular simulations is well established in the literature [78, 79] and
has been successfully implemented in the protein structure prediction software Rosetta [66].
Earlier we have used libraries in a Monte Carlo approach [33].
Fragment libraries can be generated using any canonical method such as Langevin dy-
namics or Metropolis Monte Carlo. The only requirement for the libraries is that they
should represent the true equilibrium distributions. In practice we used internal coordinate
MC because it allows fixing some degrees of freedom such as some bond angles and dihedrals
introduced with the dummy atoms. The dummy atoms were employed for two reasons. First
they provide the six degree of freedom that specify the orientation of fragments relative to
each other. Second, the dummy atoms were chosen to interact with the real fragment atoms
to provide better overlap with the full molecule distributions. We used libraries containing
105 configurations.
We note that the fragments contain the same degrees of freedom and are sampled ac-
cording to the same forcefield as employed in previous study [69]. The only difference is that
in previous work the fragment libraries were generated by sampling the internal coordinates
independently with subsequent reweighting into the full fragment distributions.
2. Enrichment
Enrichment entails making multiple copies of configurations at different stages of growth
without introducing statistical bias, in order to increase the chances of partially grown
chains to survive [80]. We implemented enrichment in the growth algorithm and found that
it significantly increased the efficiency. One drawback of enrichment is that when chains
are replicated, they are no longer statistically independent, limiting how much enrichment
can ameliorate attrition. If chains are replicated too much, the configurations become too
statistically correlated, and ultimately limit efficiency. We found that a very efficient imple-
mentation of enrichment in this growth algorithm is when it is applied after each combination
stage and chains are replicated 10–100 times.
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3. Recycling the energy terms
In addition to coordinates, the potential energy of each fragment configuration can be cal-
culated in advance and stored in the libraries. When fragments are combined, the potential
energy of each fragment configuration can be cheaply retrieved from the computer memory
saving CPU time. However, these savings will only be moderate for long molecules contain-
ing many fragments because interactions between fragments will dominate. We implemented
recycling of energy terms in the growth algorithm and found that it helped to increase the
efficiency for all the systems studied.
4. Cartesian and internal coordinates
To implement the growth formalism of Sec. II.B, it could seem natural to use internal coor-
dinates, particularly for connecting fragments. However, each configuration ultimately must
be converted to Cartesian coordinates for potential energy evaluation. In the original imple-
mentation fragment configurations were combined in internal coordinates and then converted
to Cartesian for energy calculation. But we found that a large fraction of CPU time was
actually spent on coordinate conversion.
The efficiency of the growth procedure was significantly improved when fragments were
combined in Cartesian coordinates. This was implemented by storing “connector coordi-
nates” – i.e., the six relative degrees of freedom – along with transformation matrices for
each fragment configuration. First, the six degrees of freedom that specify the orientation
of fragments relative to each other were used to set up the local coordinate systems. Given
the local coordinate systems for each fragment, the appropriate transformation matrices
were applied to generate the full Cartesian coordinates. In practice, configurations in the
libraries were pre-oriented in the local coordinate system at the N-terminus of the residue
based fragments and only one transformation matrix (at the C-terminus) was saved for each
configuration in the library.
All transformation matrices were calculated using quaternion operations which allow fast
and accurate transformations [81].
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5. Software optimizations
The cost analysis of the growth algorithm revealed that it is “memory bound” – i.e., the
bottleneck is not the CPU operations but rather the transfer of data from memory to CPU.
It is memory bound because it heavily relies on pre-calculating and storing configurations
and energies in the memory. The transfer rate of data between the main memory and CPU
is limited and becomes the bottleneck. To hide the memory latency problem modern CPUs
utilize “cache” memory which allows much faster communication with CPU. However, the
size of cache is much smaller than the main memory size so the data can be cached only in
relatively small chunks. The memory bound algorithms can be improved by reusing the data
and “neighbor use”. Reuse helps to reduce the transfer of data from main memory to CPU
by reusing as much as possible the data stored in cache and CPU registers. Neighbor use
helps to perform computation on data (physically) close in memory reducing the transfer of
data from memory to cache.
We implemented several standard optimization techniques in the C code including ar-
ray linearization and blocking [82] both aimed at improving the reuse and neighbor use of
fragment configurations and energies stored in the libraries.
6. Breadth and depth
The growth algorithm can be implemented in two different ways: “breadth first” and “depth
first”. In breadth first a whole ensemble of configurations is obtained at each intermediate
stage before proceeding to the next one. In depth first only one full configuration is grown
at a time. Both implementations have their own advantages and can be better suited for a
particular resampling scheme, etc.
The implementation of the growth algorithm is a hybrid between breadth and depth.
It is a hybrid because we grow a whole ensemble at once (typically 105 configurations).
However, to achieve a good statistical precision we repeat the whole growth process many
times and simply combine configurations, energies and weights from different simulations
into one large ensemble. Specifically, we used 10 repeats for Ace-(Ala)4-Nme, 100 for Ace-
(Ala)6-Nme, and 1000 for Ace-(Ala)8-Nme and Met-enkephalin. The approximate ensembles
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for Ace-(Ala)12-Nme and Ace-(Ala)16-Nme were generated using one repeat.
D. RESULTS
We applied the polymer-growth algorithm to equilibrium sampling of several systems from
octane C8H18 and cetane C16H34 to peptides including Ace-(Ala)4-Nme, and Ace-(Ala)6-
Nme, Ace-(Ala)8-Nme and Met-enkephalin. We study a standard all–atom octane and cetane
model using the OPLSAA forcefield [15]. For each system, a 10 nsec dynamical trajectory is
generated at 298K using Langevin dynamics (as implemented in Tinker v.4.2.2) in vacuum
with friction constant 91/ps. We join two butane ensembles into an octane ensemble, and
further combined two octane ensembles into a cetane ensemble.
Then we used a simple solvent model with uniform dielectric constant of 60 at 298 K.
The dielectric constant was chosen based on several trial simulations to give reasonable
agreement for Ramachandran propensities [83] with implicit solvation simulations. As dis-
cussed in Sec. II.C.6, Ace-(Ala)4-Nme was run for 10 repeated simulations resulting in 10
5
saved structures, Ace-(Ala)6-Nme was run for 100 repeats leading to 10
6 configurations.
Ace-(Ala)8-Nme and Met-enkephalin were run for 1000 repeats also resulting in 10
6 saved
configurations.
To compare the growth results we ran standard Langevin dynamics simulations at atom-
istic level for the same two alkane systems and four peptides described by the same forcefield
and solvent model. Specifically, all systems were sampled for 200 ns at the temperature of
298 K and the friction constant of 91/ps for alkane and 5/ps for peptides. The Langevin
dynamics was used as implemented in Tinker software package. All growth and Langevin
dynamics simulations were performed on a single Xeon 3.6 GHz CPU and 2 GB of system
memory.
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Figure 4: Fractional population of 10 Voronoi bins constructed from growth and Langevin
simulations for octane. Error bars represent two standard deviation for each bin, based on
20 independent simulations for both Langevin and growth.
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Figure 5: Fractional population of 10 Voronoi bins constructed from growth and Langevin
simulations for cetane. Error bars represent two standard deviation for each bin, based on
20 independent simulations for both Langevin and growth.
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Figure 6: Fractional population of Voronoi bins constructed from growth and Langevin
simulations for four peptides: (A) Ace-(Ala)4-Nme, (B) Ace-(Ala)6-Nme, (C) Ace-(Ala)8-
Nme, and (D) Met-enkephalin. The bins were constructed based on a Voronoi classification
of configuration space. Error bars represent one standard deviation for each bin, based on
12 independent simulations for both Langevin and growth.
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Figure 7: Fractional populations of Voronoi bins constructed from approximate growth
procedure and Langevin simulations for two peptides: (A) Ace-(Ala)12-Nme, and (B) Ace-
(Ala)16-Nme. The bins were constructed based on a Voronoi classification of configuration
space.Error bars represent one standard deviation for each bin, based on 12 independent
simulations for growth and 10 for Langevin.
We first checked that the algorithm can correctly sample the equilibrium distributions
by comparing it with Langevin dynamics in which all the parameters are measured from
experiments. The equilibrium distributions were compared using structural histograms con-
structed using Voronoi procedure as described in previous work. The results are shown in
Fig. 4 and 5 for octane and cetane system, and Fig. 6 for peptides systems.
These figures indicate mostly good agreement between the two methods – although there
appears to be slight deviation in the Met-enkephalin results: see Sec. II.E.
To assess the efficiency of growth simulations we calculated the effective sample size
(ESS) of Langevin simulations using two different statistical tools described in Sec. II.B.6.
The first method is based on calculating the variance in the approximate physical states,
which will be discussed in Chapter IV. The second method employs previously developed
de-correlation time analysis by Lyman and Zuckerman [26] and was used to check the results
of the first method. The results are reported in Table 1 and indicate a reasonable agreement
between two statistical methods. We note that the de-correlation time analysis can be used
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system Number of atoms tLangevin ESSLangevin from
physical states
analysis
ESSLangevin from
decorrelation anal-
ysis
Ace-(Ala)4-Nme 52 28h 2180 2500
Ace-(Ala)6-Nme 72 48.3h 615 800
Ace-(Ala)8-Nme 92 76h 385 330
Met-enkephalin 84 80h 55 130
Table 1: The results of statistical analysis of Langevin dynamics simulations are reported
for four peptides. The effective sample size (ESSLangevin) was calculated using two different
statistical tools as described in Sec. II.B.6
only for dynamic trajectories and, therefore, was not used for growth simulations.
The ESS of growth simulations was calculated using the first statistical tool i.e., by
computing the variance in the populations of approximate physical states. The results of
this analysis are reported in Table 2 and indicate that a large efficiency gain of over one
order of magnitude was achieved for most peptides.
We emphasize that the efficiency of polymer growth algorithms applied to atomistic
forcefields at 298 K depends significantly on implementation. In fact the original, naive im-
plementation was not efficient at all – it was several times slower than Langevin simulations.
However, in a series of implementation improvements described in Sec. II.C, we achieved
good efficiency.
To aid future research in the field, we report how different improvements contributed to
the efficiency of growing the peptide Ace-(Ala)4-Nme. The largest improvement, of about two
orders of magnitude, can be attributed to using Cartesian coordinates and recycling energy
terms. Software optimizations improved the efficiency by about three times. Implementation
of the optimal resampling algorithm increased the efficiency by almost another order of
magnitude.
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system Number of Atoms Number of Fragments tGrowth ESSGrowth γ
Ace-(Ala)4-Nme 52 6 1min 2800 2150
Ace-(Ala)6-Nme 72 8 10.6min 170 75
Ace-(Ala)8-Nme 92 10 1.75h 45 5
Met-enkephalin 84 7 1.5h 100 100
Table 2: The results of the statistical analysis of growth simulations are reported for four
peptides. The effective sample size (ESSGrowth) was obtained based on calculating the
variance in the approximate physical states as described in Sec. II.B.6. The efficiency gain
γ relative to Langevin dynamics was calculated using Eq. II.13 . Note that γ was obtained
using ESSLangevin calculated from the variance in the physical states.
Besides equilibrium sampling of small peptides, the growth procedure can be also used
for rapid generation of approximate ensembles (i.e., steric-clash free) of larger peptides.
We generated approximate ensembles for Ace-(Ala)12-Nme and Ace-(Ala)16-Nme peptides.
Each required less than a minute of a single-processor wallclock time. To check whether
these approximate ensembles provide reasonable distributions in configuration space, we
compared them with equilibrium ensembles from Langevin simulations. The distributions
were compared based on structural histograms constructed using a Voronoi procedure. A
larger number of bins (20) were used to investigate whether reasonable coverage of config-
uration space was obtained; the issue of coverage could be important in fragment-assembly
applications. The results for both peptides are shown in Fig. 7 and indicate that, indeed,
the approximate ensembles yield reasonable coverage of configuration space.
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E. DISCUSSION
1. Limitation
The key limitation of the present implementation of the growth algorithm is that it can be
applied for precise equilibrium sampling only of relatively small peptides. The limit is about
eight amino acid residues and less than 100 atoms, although we showed that significantly
larger peptides can be treated approximately. The size limitation for precise sampling ap-
pears to result from the small overlap between non-interacting and fully interacting fragment
distributions. In the present implementation, the overlap significantly decreases with system
size because configurations which predominate in the partially grown ensemble may be less
important in the full molecule. For example, if one is growing a largely helical peptide,
partially grown configurations will not “know” about hydrogen bonds which will be formed
later in the growth process. In Sec. II.E.3 we describe possible solutions to the problem of
small overlap.
The present procedure is also limited to implicit solvent models. It is not clear whether
explicit solvent could be treated practically, but as discussed below, it should be possible in
principle to grow explicit solvent.
2. Possible applications
There are numerous applications for any fast peptide sampling scheme, and some that are
specific to the growth scheme. First, it is important to recognize that relatively small pep-
tides have important functions as hormones, neurotransmitters, antigens, and drugs [84].
Examples include enkephalins and vasopressin, just to name a few. Pharmacologically, pep-
tides are actively being investigated as potential drugs [85]. Fast growth procedures can
permit the investigation of large numbers of sequences.
Unlike dynamic methods, the polymer growth approach can be used to calculate the ab-
solute free energy without any additional cost [69]. This is possible because all the required
generating probabilities and weights are known [86]. In the previous study [69], we calcu-
lated absolute free energies for several peptides based on pre-calculated molecular fragments;
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however, that study did not employ the critical efficiency improvements described here. In
principle, different peptides (or other molecules) can be grown in the presence and absence
of a protein to yield relative binding affinities via a standard thermodynamic cycle.
The approximate growth procedure could be of particular use in conjunction with frag-
ment assembly protocols for protein structure prediction [74–76]. Presently, these protocols
rely on expensive dynamic sampling of fragment configurations for subsequent assembly into
native-like structures. The growth procedure can rapidly generate approximate ensembles
of peptides suitable for such assembly or perhaps with other fragment-based programs like
Rosetta [66, 87].
Interestingly, the growth procedure can be adapted to multi-resolution sampling because
of flexibility in how a molecule is divided into fragments. For example, fragments can cor-
respond to the backbone and side chains of different types. In such a version of the growth
algorithm – that we will call “decorating” – given a backbone ensemble, side chains can
be added one at a time. Decorating is a true multi-resolution technique because the back-
bone can be sampled using other canonical methods, for example, the previously developed
library-based Monte Carlo. Initial data obtained from decorating (not shown) suggest it can
be a useful approach.
3. Possible improvements
There are several possible solutions to the problem of small overlap. One possibility is to
bias the growth based on some prior knowledge of the full molecule’s configuration-space
distribution. This knowledge may be obtained from previous dynamics or growth simula-
tions even if these simulations are not fully sampled, provided there is some information on
correlations among all fragments. For example, the biasing can be implemented as a “self-
guided” algorithm: a regular growth simulation can be performed first and then subsequent
growth simulations can be biased toward important parts of configuration space based on
the information obtained in the first simulation. Libraries could also be biased based on
simulations and/or databases like the protein data bank.
Efficiency for larger systems might be improved by expanding the ensemble at every
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intermediate stage j. For instance, ensemble expansion could be effected using local “relax-
ation” of the growing configurations with a canonical sampling method, such as library-based
Monte Carlo. This idea is based on “annealed importance sampling” [88, 89]. An enlarged
canonical ensemble at stage j should have more configurations pertinent to stage j + 1. In
general, growth and dynamic approaches have features that can help each other to better
sample configuration space. Growth can instantaneously cross potential energy barriers but
is not good at exploring local configuration space. On the other hand, relaxation of par-
tially grown configurations may help to remove strains and better explore local configuration
space. Canonical relaxation preserves the correct distribution [88–90].
It is natural to consider fragments larger than those used here, which were single amino
acids. For instance, fragments can correspond to amino-acid dimers or even larger peptides.
There are two practical limitations on fragment size, however, both of which will become
less severe with increasing memory. One restriction stems from sequence variations within
a fragment. For example, for dimer fragments it will be necessary to generate and store at
least 20∗19
2
= 190 different libraries. Another practical limitation is the number of config-
urations required to adequately describe each library. The present procedure employs 105
configurations per library but larger fragments may require significantly larger libraries. On
the other hand, biasing libraries toward the most pertinent parts of configuration space will
decrease the storage requirements. Again, as computer memory increases and becomes more
affordable, these limitations may become less important.
Despite these limitations we tested the potential of using larger fragments in the growth
procedure. We employed (Ala)2 and (Ala)3 fragment libraries each containing 10
5 config-
urations to sample Ace-(Ala)8-Nme but found that the efficiency was inferior compared to
using a single Ala fragment. One reason why larger fragments did not help may be that they
require much larger libraries (compared to single-residue fragments) to represent their large
configuration space.
In this initial study we employed a simple solvent model with uniform dielectric although
more accurate models such as GBSA can be implemented. When using a new solvent model,
fragment libraries will have to be regenerated although it requires only one time cost. Ad-
ditional energy terms for the solvent model will have to be implemented in the algorithm.
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In principle, polymer growth algorithms are not limited to implicit solvent models. Sim-
ilar to growing peptides, water molecules can be added one at a time to solvate the system.
In fact, Zuckerman group has already “grown” a simple Lennard-Jones fluid [91].
The polymer growth algorithms are well suited for modern graphics processing units
(GPUs) because multiple configurations can be grown at once in contrast to dynamic sim-
ulations where only one configuration can be processed at a time. The advantage of GPUs
is that they have hundreds of arithmetic units where multiple interactions and/or configu-
rations can be simultaneously processed.
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III. APPLICATION OF THE SAMPLING METHOD IN ABSOLUTE FREE
ENERGY CALCULATION
A. OVERVIEW
In this chapter, I will introduce an application of growth algorithm that was discussed in
the previous chapter in absolute free energy calculation. I employ such fragment libraries
and interaction tables for amino acids and capping groups to estimate free energies for
small peptides. Equilibrium ensembles for the molecules are generated at no additional
computational cost, and are used to check results by comparison to standard dynamics
simulation. I will also explain how this work can be extended to estimate relative binding
affinities. This chapter has been adapted from a published paper [69].
1. Historical background of free energy calculation
Free energy difference ∆F calculations between two ensembles or physical states are useful
for a wide variety of applications, including drug design [92] and protein/ligand binding
affinities [93, 94]. Free energy difference methods can be classified as either equilibrium
or non-equilibrium. Equilibrium approaches rely on fully sampled equilibrium simulations
performed at each stage of the free energy calculation. In other words, if the equilibrium is
not obtained at any stage of the free energy calculation, a bias will be introduced. There
has been extensive study of non-equilibrium methods since the application of Jarzynski’s
remarkable equality [95, 96]. Non-equilibrium methods have the potential to provide very
rapid estimates of free energy difference, but can also suffer from significant bias.
Free energy differences could be easily estimated if one knows the absolute free energy
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of the two states or systems. Ytreberg and Zuckerman developed a method to calculate
absolute free energy by estimating free energy difference of two systems [97], one of which is
reference system with zero free energy. The work introduced in this chapter is an extension
of their work, by applying the growth algorithm discussed in the previous chapter.
2. The use of reference systems for free energy calculation
The use of a reference system for free energy calculations has a long history in physics and
chemistry. [98] The basic idea is to employ a reference system (“ref”) for which the abso-
lute free energy is available, and which is as similar as possible to the physical system of
interest (“phys”). Historically, Stoessel and Nowak applied the reference-system strategy
to a molecular system for the first time, using a solid harmonic reference system in Carte-
sian coordinates. [99] Zuckerman and Ytreberg extended that work in two ways designed
to improve overlap between the reference and physical systems: [97] (i) by using internal
coordinates; and (ii) by using a more flexible, numerically exact reference system based on
histograms from a short dynamics simulation, rather than an artificial analytically tractable
reference state. Huang and Makarov also employed the reference-system approach embodied
in Eq. III.1, but in a different way [100]
F phys = F ref +∆Fref→phys , (III.1)
where F x is the absolute free energy of model “x,” and ∆Fref→phys is the free energy difference
between the systems. In essence, this paper is about practical choices for the both the
reference system and strategies for calculating ∆Fref→phys when the physical system is a
large molecule.
Other efforts to calculate absolute free energies for molecular systems have been ongoing
for years in the groups of Meirovitch [101–104] and Gilson [105–108] and more approximately
using harmonic and quasi-harmonic methods. [109] The work of Meirovitch builds on long-
standing polymer-growth methodologies for estimating partition functions which date to the
work of Rosenbluth and Rosenbluth. [110] The original Rosenbluth work was generalized for
higher efficiency and more realistic models by many workers. [42, 44–47, 49–54, 111, 112]
Ideas from these polymer-growth sampling methods also inform the present work.
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The present work significantly extends the previous work by Ytreberg and Zuckerman [97]
by estimating absolute free energies for molecules built up gradually from molecular frag-
ments. Larger molecules can be treated, compared to the previous paper [97], because a
series of staged intermediate systems are adopted. In essence the free energy difference of
Eq. III.1 is sub-divided (staged) into a sum of easy-to-calculate terms. Staging increments
are highly tunable, based on the choice of fragment sizes and even by selection of subsets of
interactions as detailed below. The use of fragments in other types of molecular mechanics
calculations has a long history. [8, 78, 113]
A key contribution of this work is a practical strategy of pre-calculation which minimizes
the number of energy terms which need to be computed at each stage. Specifically, for each
fragment, a statistical library — i.e., an ensemble of configurations and their energies — is
stored; we have also used such libraries in Monte Carlo sampling [33]. Additionally, for each
covalently bonded fragment pair, we store the full interaction energy (based on all atoms)
for every possible pair of configurations. Such storage is quite practical on typical modern
computers with more than 1 GB of RAM. During production simulations it is only necessary
to compute interactions between fragments separated by one or more other fragments. Need-
less to say, the stored libraries and interaction tables can be re-used in future simulations
of the same or different molecules. The pre-calculation strategy, which has early conceptual
roots [43, 79, 80], appears to represent a significant practical advance over earlier polymer-
growth calculations. The use of non-Boltzmann distributed libraries has been popularized
in the Rosetta protein folding program. [66]
There is substantial flexibility in the division of a molecule into fragments. We have
used single amino acids as fragments in this study, but larger segments and even different
interaction subsets as detailed below – may also be practical. The fragment-based approach
could also be used to study protein-ligand binding, by growing small molecules into receptor
binding pockets and estimating the free energies. This can be seen as a statistical mechanical
generalization of fragment-based ideas developed earlier. [8, 78]
The results, which employ single amino-acid fragments, are extremely encouraging. The
data indicate that absolute free energies for small peptides can be calculated rapidly and
reliably. Specifically, high-precision free energy estimates, with fluctuations of ∼ 0.3 kcal/-
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mole out of 159 kcal/mole, are obtained for 52-atom tetra-alanine in less than an hour of
single-processor computing time, with a simple dielectric ”solvent”. We check the data by
comparing the equilibrium ensembles (obtained simultaneously with the free energy esti-
mates) with independent Langevin simulations. As a further check, in one case, the free
energy results are verified by an independent calculation using different fragments.
The remaining sections of the chapter describe the methods, results, and conclusions.
The methods section provides full details for performing the calculations, including the
generation of fragment libraries and interaction tables. I also correct a technical error in
the earlier study. [97] The results describe both the free energy values and the analysis of
the equilibrium ensembles. The discussion section describes possible improvements to the
method and extension to the estimation of relative binding affinities using absolute free
energies.
In this project, Dr. Artem Mamonov, a postdoc in the Zuckerman group, generated the
libraries and interaction tables. My contribution has been to re-organize the libraries, code
the algorithm, perform all the free energy calculations and some optimization.
B. METHODS
The basic approach is to calculate the free energy of the physical system of interest based
on the difference from a known reference system, as in Eq. (III.1), and also to stage the
calculation using molecular fragments.The fragments not only permit the gradual staging
of the calculation but also a tremendous savings of computer time based on the storage of
(i) fragment configurations, (ii) energies internal to each fragment configuration, and (iii)
interaction energies between covalently bonded fragments. The low cost and high precision
of the resulting estimates suggests we are far from the practical limit of the approach in the
present implementation. However, a number of improvements to the implementation appear
to be within easy reach, as described in the Discussion (see Sec. III.D). All fragment libraries
used in the present calculations are available at the website (www.ccbb.pitt.edu/Zuckerman).
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1. Model and systems
All calculations employ a standard atomistic forcefield, OPLS-AA [15] at T = 298K. In this
thesis, the fragments are individual amino acids and capping groups. For simplicity in this
initial investigation, we model the solvent by a simple uniform dielectric constant ² = 60. We
compute free energy estimates for alanine dipeptide (Ace-Ala-Nme), di-alanine (Ace-(Ala)2-
Nme), and tetra-alanine (Ace-(Ala)4-Nme). Following standard conventions, Ace is Acetyl
(CH3-CO), Ala is Alanine (NH-CH(CH3)-CO), and Nme is N-methylamide (NH-CH3).
2. A simple example
Consider the calculation of the configurational free energy of alanine dipeptide based on a
division into three fragments (Ace, Ala, Nme) which can be denoted (A, B, C) respectively
(see Fig. 8). In advance, we calculate statistical libraries of configurations for each fragment,
which are constant-temperature OPLS-AA ensembles based only on the atoms within the
given fragment. The libraries additionally include the six degrees of freedom necessary for
joining the fragments, based on the use of “dummy atoms” as described below. During
the library generation process, the absolute free energy for each fragment is also calculated
using a reference system as described previously. [97] A typical library will contain 10,000
configurations. We also pre-calculate every possible interaction energy between covalently
bound fragments — i.e., a table of 108 interaction energies (each pair from two 10,000-
configuration libraries) for the A-B and B-C fragment pairs.
The calculation proceeds as schematized in Fig. 8, where the presence of a line connect-
ing two fragments indicates that all interactions between the fragments are included. The
reference system (not shown) consists of fully independent coordinates, so that the frag-
ments are not yet constructed. The first intermediate consists of the three non-interacting
fragments, which include, however, all interactions within each fragment. Thus the fragment
free energies, which are calculated and stored in advance, properly include the interactions
among all degrees of freedom internal to each fragment. Other interactions are added in
three stages: A-B interactions first, followed by B-C, and completed by A-C couplings. Note
that the calculation is under an assumption that there is no many body effects.
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In the first intermediate stage, the absolute free energies for the individual fragments
are retrieved from disk. (They are initially calculated following reference [97] as detailed
below.) Next, A-B interactions are added by a standard free energy difference calcula-
tion. Specifically, an ensemble of non-interacting A-B configurations is generated by random
combination of fragments from the A and B libraries, and the resulting energy change is
exponentially averaged in the usual way — via Eq. (6) below. The energy changes due to
the combination do not need to be calculated in this scheme, however, because they have
been tabulated in advance. Additionally, the now interacting A-B fragments are “resam-
pled” [34] to correspond to the full potential for all degrees of freedom in both fragments.
The details of resampling are given below — see Eq. (III.7) — but the bottom line is that
one obtains 10,000-configuration ensemble of the partially grown molecule consisting of the
A-B fragments.
The calculations then proceeds as if there are two fragments, A-B and C. The two libraries
are joined combinatorially but only accounting for the B-C interactions at this stage. The
A-C interactions will be handled at a later stage. Once again, the free energy change is
calculated and the ensemble is resampled to reflect B-C interactions. The resulting ensemble
contains 10,000 configurations of the full molecule reflecting all interactions except those
between fragments A and C.
In the final stage sketched in Fig. 8, the A-C interactions are added in a standard free
energy difference calculation based on the the ensemble of the previous stage. However, the
energies are not saved in advance. Rather, my code is able to compute energy terms specific
to the A and C fragments — i.e., electrostatic and van der Waals interactions between atoms
of A and those of C. Once the energy changes have been obtained, the full free energy is
rapidly estimated. Resampling into the fully interacting ensemble can also be performed
rapidly without additional energy calculations.
It is not difficult to imagine generalizing this example to systems with more fragments.
It is also worth noting that, strictly speaking, the final stage was not necessary. That is,
we could have added the A-C interactions simultaneously with the B-C combination since
the full molecular configurations were constructed at that point. These choices illustrate
the flexibility intrinsic to staging the calculation with fragments, as I detail further in the
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Sec. III.D. Additional staging flexibility results, of course, from the initial choice of the
fragments — i.e., smaller fragments lead to staging in finer increments.
3. Basic formalism
The calculation of the absolute free energy F phys for a molecule divided into fragments is
based on standard, straightforward equations. The only novel aspect of the formalism is
the particular choice of stages based on the addition of fragments and/or inter-fragment
interactions. Although the heavy reliance on pre-calculated information has very significant
practical implications, it does not affect the formalism.
a. Definition of the free energy The fundamental object of interest is the absolute
classical free energy F phys for an implicitly solvated molecule. The molecule is taken to consist
of N atoms, and its internal -coordinate configurations are denoted by x. The potential
energy function will be a standard forcefield (here, OPLS-AA [15]), possibly augmented by
an implicit solvation model; the full potential energy including any solvation will be denoted
by Uphys(x). The free energy, which is a functional of Uphys, is defined by the dimensionless
configurational partition function at temperature T = 1/kBβ via
F phys[Uphys] = −kBT ln
{
1(
1 A˚
)3N−3 ∫ dx e−βUphys(x)
}
, (III.2)
where the measure of integration dx is understood to include any necessary Jacobians. Ki-
netic energy terms have already been integrated out. Both the dimensionless character
of the partition function in Eq. (III.2) and the angstrom-based normalization result from
a particular choice for the standard concentration C◦ (defined in references [97, 106]) —
or equivalently, for the volume containing the implicitly solvated molecule. C◦ is built in
the kinetic energy, and is picked in order to integrate out the kinetic term. That is why
C◦ appears not in F phys. In particular, we have chosen C◦ ≡ 8pi2(1 A˚)3N−3Qp/σ, where
Qp =
∏N
i=1(2pimi kBT/h
2)3/2 results from the momentum integrals, h is Planck’s constant,
and σ is the molecule’s symmetry number ( the number of indistinguishable orientations
that a molecule can exhibit by being rotated around symmetry axis). Note that the chosen
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standard concentration varies based on the molecule (i.e., based on the number and masses of
its atoms), and also eliminates the temperature dependence of Qp. However, in almost every
application of interest (see Sec. III.D), the absolute free energy calculated here ultimately
will be used to estimate a free energy difference and eliminate any artifacts due to C◦.
The single-molecule formulation, as noted, allows for “implicit solvation” using an ef-
fective solvent term in Uphys that is solely a function of the internal molecular coordinates
x. The present calculations employ a simple uniform dielectric constant (² = 60). In the
Sec. III.D, I address the minor technical issues involved with using a more realistic implicit
solvent model.
One issue of dimensionality is worth emphasizing. Although there are 3N − 6 internal
coordinates for a molecule consisting ofN atoms, the integral of Eq. (III.2) has dimensionality
of length to the power 3N − 3. This is because N − 1 bond lengths remain in the full set
of internal coordinates x, each of which contributes three powers of length. Put another
way, of the six excluded rigid-body/center-of-mass coordinates, the three orientation angles
are dimensionless; more specifically, the angles integrate to the factor of 8pi2 included in the
definition of C◦
b. Staging the free energy calculation As illustrated in the example of Sec. III.B.2,
we will calculate the free energy in a series of stages. These can be understood most easily
by adding and subtracting the free energies corresponding to k intermediate models,
F phys =
(
F phys − Fk
)
+ (Fk − Fk−1) + · · ·+
(
F1 − F ref
)
+ F ref (III.3)
= ∆Fk→phys +∆Fk + · · ·+∆F1 + F ref , (III.4)
where ∆Fj = Fj − Fj−1 and Fj[Uj] is defined in analogy to Eq. (III.2) for the intermediate
models defined by Uj. The Uj potentials will be specified below.
All free energy difference calculations will be performed here using the Zwanzig’s formu-
lation. [114] Explicitly, for two arbitrary potential energy functions Ua and Ub, one has
∆Fa→b = Fb[Ub]− Fa[Ua] = −kBT ln 〈exp [−β (Ub − Ua)]〉a (III.5)
' −kBT ln
{
1
Na
Na∑
i=1
exp [−β (Ub(xi)− Ua(xi))]
}
(III.6)
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where the subscript a denotes an average performed over configurations distributed according
to the Ua ensemble and Na is the number of configurations in that ensemble. Eq. (III.6)
is used to estimate the free energy differences required in Eq. (III.4), and it is exact in the
limit Na →∞.
We emphasize that succeeding intermediates are constructed to have progressively nar-
rower distributions as more interactions are added, as in the alanine dipeptide example.
In other words, we ensure good overlap and reliable ∆F estimates by proceeding in the
generalized “insertion” direction. [115, 116]
c. Resampling to obtain staged equilibrium ensembles As the calculation proceeds
through the various stages, we will require the correspoinding equilibrium ensembles for each
stage, primarily for use in Eq. (III.6). These are obtained by “resampling,” the process of
converting an ensemble for one distribution into another by eliminating, duplicating, and/or
adjusting the weights of configurations in the original distribution. [34] In my case, primarily
use elimination of configurations from a larger ensemble (e.g., all combinations of fragments
A and B) to create a smaller one (e.g., the interacting A-B ensemble); I do not adjust
weights. More specificially, to resample an ensemble of configurations xa generated according
to Ua into a Ub ensemble, the original configurations are randomly selected with probability
proportional to the ratio of Boltzmann factors,
e−β[Ub(xa)−Ua(xa)] . (III.7)
Operationally, we select configurations by forming a cumulative distribution function (cdf)
based on the normalized set of ratios (III.7), and then choosing from this cdf as many times
as desired.
4. Choice of intermediate models
As already noted, the set of intermediate models {Uj} can be chosen in a variety of ways. In
the present study, we employ k intermediates for a molecule divided into k fragments. This
was exemplified for alanine dipeptide, which is divided into three fragments.
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The present study uses a uniform staging strategy for all molecules examined, as exem-
plified in Figs. 8 and 9. The reference system consists of all coordinates fully independent
— both within and between fragments — as in the previous work. [97] The first interme-
diate stage adds interactions within fragments, so that one has true molecular fragments
but no interactions between fragments. (These are pre-generated and stored in advance)
We then add interactions between neighboring, covalently bound fragments — i.e., among
all the atoms in the neighboring fragment pair — one fragment pair at a time. The final
stage of this simple scheme involves the addition of all remaining interactions, which occur
solely between non-adjacent fragments. The result is a molecule with atoms interacting fully
according to a standard forcefield and possibly continuum solvent model.
To explicitly illustrate the staging scheme employed here, consider the case of a molecule
divided into the three fragments A, B, and C, as in Fig. 8. We denote by urefi the reference
potential for internal coordinate xi, where the full set is x = (x1, x2, . . .). For the fragments,
we let Uy be the potential energy for all interactions internal to fragment y, and Uyz is
the potential energy for all interactions between the y and z fragments. A three-fragment
molecule, consisting of N atoms, would be staged as follows:
U ref =
3N−6∑
i=1
urefi (xi)
U1 = UA + UB + UC
U2 = U1 + UAB
U3 = U2 + UBC
Uphys = U3 + UAC .
(III.8)
The choice of the reference potentials {urefi } is guided by the forcefield, as detailed below
in Sec. III.B.7.
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A four-fragment molecule, such as di-alanine (Ace-(Ala)2-Nme) schematized in Fig. 9,
would be staged according to:
U ref =
3N−6∑
i=1
uref(xi)
U1 = UA + UB + UC + UD
U2 = U1 + UAB
U3 = U2 + UBC
U4 = U3 + UCD
Uphys = U4 + UAC + UBD + UAD
(III.9)
As described in Sec. III.D, it is also possible to stage the final (“non-bonded”) pairwise
interactions separately.
We anticipate that significant optimization can be obtained by adjusting fragmentation
and staging schemes. While in Sec. III.D, below, describes more gradual staging strategies,
the present initial report is limited to the single staging strategy given above.
5. The non-interacting reference system
The computation of the (absolute) reference free energy F ref is perhaps the most technically
involved step of the calculation. The remaining free energy differences in the decomposition
of F phys in Eq. (III.4) are estimated using a simple, standard method. For the reference free
energy, however, great care must be taken with the normalization and Jacobian factors of
the chosen probability distributions. Indeed, Ref. [97] includes an error in this regard, as
explained at the end of this subsection.
As described in the discussion of staging (Sec. III.B.4), the reference system for all
molecules studied here consists of the set of non-interacting internal coordinates. The refer-
ence potential energy function will be constructed, following previously published work [97],
so that the reference partition function is normalized to one. That is, we will construct the
reference model U ref so that
Zref [U ref ] = e−βF
ref
=
1(
1 A˚
)3N−3 ∫ dx e−βUref(x) ≡ 1 , (III.10)
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where the same standard concentration as in Eq. (III.2) has been used implicitly. (From this
point forward, we will omit writing the length units, but they should be implicitly associated
with every bond-length integration.) The motivation for the unit normalization of Zref is
that application of a logarithm leads to the simplifying value,
F ref ≡ 0 , (III.11)
for every system.
While there are many ways to construct U ref to satisfy the required normalization of Eq.
(III.10), we use the strategy of employing independent internal coordinates as in the earlier
work. [97] As usual, the full set of 3N−6 internal coordinates, x = (x1, x2, . . . , x3N−6) consists
of N − 1 bond lengths, N − 2 bond angles, and N − 3 dihedrals. So long as the distribution
of each individual coordinate is normalized when integrated with the appropriate Jacobian
factor J , the full distribution will be normalized.
Because total reference energy is given by a simple sum of independent terms,
U ref(x) =
3N−6∑
i=1
urefi (xi) (III.12)
the desired normalization (III.10) is ensured by enforcing∫
dxi J(xi)e
−βurefi (xi) = 1 , (III.13)
where the inclusion of inverse length units is understood for bond-angle integrals. In words,
then, each individual potential urefi must include suitable normalization — which is accom-
plished by offsetting the potential by the log of the integrated (un-normalized) Boltzmann
factor. See reference [97] for further information.
(As detailed in Sec. III.B.7, peptide φ and ψ angles were, in fact, sampled together from
a single distribution based on a pairwise energy function urefφψ. These angles are independent
from all other coordinates, however. We emphasize that this exception does not alter the
basic formalism, which has been simplified very slightly for clarity.)
It is very useful to observe that normalization of the coordinate distributions via Eq.
(III.13) can be achieved either using standard analytic forms — e.g., Gaussians — or via
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numerical histogramming procedures. [97] Thus, there is great flexibility in the choice refer-
ence distributions embodied in the reference potentials. In addition to forcefield terms, prior
knowledge, such as from a simulation, can be used in constructing the set {urefi }. The ref-
erence potentials chosen for the present study are described below in Sec. III.B.7 on library
construction.
One word of warning is appropriate here. Although it is possible to describe the internal
configuration of a molecule using additional bond angles to substitute for dihedrals in some
cases, the Jacobian for such a description appears not to be well-defined. Therefore, it is
necessary to use the standard description with N − 2 bond angles and N − 3 dihedrals. Un-
fortunately, this point was handled incorrectly in the original publication [97] and therefore
an erratum will be prepared correcting the resulting numerical errors. The correct procedure
is used here.
6. First intermediate: non-interacting fragments
The first intermediate stage adds only localized interactions to the non-interacting reference
model, as illustrated in Figs. 8 and 9. Specifically, once a molecule is divided into fragments
(A, B, C, ...), the first intermediate includes only interactions occuring within fragments.
The fragments exactly divide all coordinates so that we can write x = (xA,xB, . . .) and the
potential energy function for this stage is given by
U1(x) = UA(xA) + UB(xB) + · · · , (III.14)
where Uy includes all interactions from the full forcefield (OPLS-AA, in this case) among the
fragment coordinates xy for y = A,B, . . .. Importantly, the fragment potential Uy includes all
non-bonded interactions — electrostatic, van der Waals — among the atoms of the fragment.
(Sec. III.B.7 on the libraries describes the treatment of connecting “dummy” atoms.)
The free energy for this stage — i.e., F1[U1] for use in the key equation (III.4), recalling
F ref ≡ 0, can be calculated by using the standard perturbation relation (III.6). For such
a computation, one would use Ua = U
ref and Ub = U1 along with an ensemble distributed
according to the Boltzmann factor of U ref .
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In practice, once the libraries are generated, no calculation of energies needs to be done.
As detailed below the libraries are generated (just once, for repeated use in many systems)
based on the U ref distribution. Thus, during the library generation process, it is a trivial
matter to calculate the absolute free energy for each fragment using Eq. (III.6). Thus,
individual fragment free energies Fy are calculated in advance that exactly sum to the desired
first-stage free energy:
F1 = FA + FB + · · · . (III.15)
Further, the independent-coordinate distributions are subsequently resampled based on Eq.
(III.7) to generate the library distributions — i.e., ensembles for the Uy Boltzmann factors
— for use in subsequent stages.
7. Construction of fragment libraries
As just described, fragment libraries are critical to the calculation of the free energy of the
first intermediate stage, F1. The libraries also greatly facilitate computations for the rest of
the intermediates.
In general terms, fragment configurations are generated by sampling internal coordinates
according to the independent probability distributions which constitute the reference system.
The generated configurations are then used to calculate fragment free energies, Fy for y =
A,B, . . .. The configurations are also reweighted into an ensemble distributed according to
the full forcefield for xy, the degrees of freedom internal to fragment y. Typically, such
a procedure can be applied only to systems with a sufficiently small number of degrees of
freedom. For large systems with enough correlated degrees of freedom, there tends to be
insufficient overlap with the reference system of independent coordinates. That is, only a
tiny fraction of the reference-distributed configurations will be important in the interacting
ensemble. Therefore, the choice of the generating probability is essential for the efficient
generation of libraries.
We found that for fragments the size of alanine residues, rather simple generating prob-
ability were sufficient for generating tens of thousands of (statistically independent) config-
urations in weeks of single-CPU time. This is a negligible cost because once a library is
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generated, it can be used in multiple simulations.
Different coordinate types are best sampled with different distributions, as is suggested by
the forcefield terms. Regardless of the particular choice, the specification of the distribution
immediately implies the functional form for the reference potential urefi from Eq. (III.13). We
found that simple Gaussian distributions, with parameters extracted from a short Langevin
simulation, worked well for bond lengths and bond angles. For “stiff” dihedrals, such as
those in relatively planar groups (e.g., peptide bond), a Gaussian is also appropriate. For
“soft,” rotatable dihedrals — such as φ, ψ and χ angles in amino acids — we simply extracted
histograms from a Langevin simulation of alanine dipeptide, as described in reference [97].
A two-dimensional (correlated) probability function was used for the (φ, ψ) dihedral pair,
but a one-dimensional distribution was used for all other dihedrals. No matter how the
coordinates are sampled, F ref = 0 always holds.
Based on the distributions just described, internal coordinates were sampled indepen-
dently (except for pairwise sampling of φ and ψ dihedrals) using an in-house program written
by Dr. Artem Mamonov in C. Generated configurations were saved to disk and converted
to Cartesian coordinates. The corresponding forcefield energies for each configuration were
calculated using the “analyze” module of the Tinker software package. [117] Based on these
values and the known reference energies, the individual fragment free energies were calculated
using Eq. (III.6). A simple resampling procedure [34] was used to generate a fragment en-
semble distributed according to the forcefield; see Eq. (III.7). Only a small fraction (& 10−4)
of reference-ensemble configurations remain after resampling, requiring extensive sampling
of the reference ensemble and weeks of CPU cost, as mentioned earlier.
For this study, we generated libraries consisting of 10,000 configurations. All fragment
libraries were sampled according to OPLS-AA forcefield at T = 298K, with a simple dielec-
tric constant (² = 60) modeling solvent. The choice of dielectric constant was motivated by
the reasonable behavior observed in separate Langevin simulations of poly-alanine systems
(data not shown).
As noted earlier, for all possible 108 covalent (neighboring) pairings of fragments, we
also tabulated the interaction energies from the forcefield, accounting for all atoms in the
fragment pair. Suitable corrections for dummy atoms (see below) were made. In other words,
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for a simple two-fragment system, all interactions are stored.
a. Use of dummy atoms Because fragments are sampled independently from each
other, the six degrees of freedom that specify the relative orientation of neighboring fragments
are included with the fragments. For this purpose “dummy” atoms are used to provide the
extra coordinates. We stress that the use of dummy atoms was implemented carefully to
avoid adding additional degrees of freedom (e.g., certain bond lengths and angles). We
chose to have the dummy atoms interact with the true fragment atoms for better overlap
with subsequent ensembles. Thus, when the fragments are joined, the interaction energies of
dummy atoms should be subtracted from the full fragment energy because dummy atoms are
replaced with neighboring fragment atoms. (Of course, it is simpler to have non-interacting
dummy atoms.) For example, in combination of two butane fragments into an octane, two
extra hydrogen atoms are attached on one end of both butane fragments (two hydrogen atoms
on last carbon), to make them like real butane (three hydrogen atoms on last carbon). The
two hydrogen atoms will be discarded upon combination.
The dummy atoms used at the N-terminus of a fragment are carbonyl C, carbonyl O and
terminal alpha-C with valence set to one. The dummy atoms used at the C-terminus are
amide N, amide H, and terminal alpha-C with valance also set to one. The dummy atoms
were assigned the same forcefield parameters as used in the corresponding fragment atoms.
8. The second and subsequent intermediates: adding neighboring fragment in-
teractions
Returning again to the scheme embodied in Eq. (III.4), as well as in Figs. 8 and 9, the next
intermediates add interactions between neighboring fragments. These can be considered
the “bonded” interactions in the space of fragments, but non-bonded interactions among
all atoms in the neighboring pair are included. Explicitly, the models for the remaining
intermediates are described by
U2(x) = UA(xA) + UB(xB) + · · ·+ UAB(xA,xB) (III.16)
U3(x) = U2(x) + UBC(xB,xC) + · · · , (III.17)
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where Uyz is the full interaction energy — based on the forcefield and solvent model —
between fragments y and z.
Formally, it is clear what needs to be done. The ensemble of the previous stage j − 1
should be used to calculate ∆Fj using the perturbation relation (III.6) with Uj−1 and Uj.
Again, however, possession of the libraries and interaction tables leads to dramatic prac-
tical implications. For instance, by construction, the energy U2−U1 is simply the pre-stored
energy UAB; similarly U3 − U2 = UBC . These tabulated energies are used directly in Eq.
(III.6) without the need for additional energy calls. The required ensembles for each stage
are generated by the rapid resampling procedure of Eq. (III.7). In this way, one readily
generates the free energy differences ∆F2,∆F3, ... required for the evaluation of F
phys via
Eq. (III.4).
Caution is required when the molecule of interest contains repeated fragment pairs.
While the same libraries can be used for the repeats, say at intermediate stages j and m, the
corresponding values of ∆Fj and ∆Fm will be different in general. To see the reason, consider
the case of the tetra-alanine peptide studied below. The term ∆F2 corresponds to including
the interaction of the already combined fragments Ace-Ala with the next Ala. Note that the
free energy difference ∆F2 is calculated via Eq. (III.6) using the Ace-Ala ensemble as the
“a” system. By contrast, consider the calculation of ∆F3 for the addition of the next Ala
— now to the Ace-(Ala)2 ensemble. Although the free energy change will be based upon
the identical (tabulated) interactions, the associated Boltzmann factors in Eq. (III.6) will
be weighted differently — i.e., occur with different frequencies — due to the differing initial
“a” ensembles. In turn, this will lead to different free energy changes, so that ∆F3 6= ∆F2.
This is the mistake I took when I performed the calculation for the first time.
9. The final free energy difference: non-neighboring interactions
As described in the master scheme of Eq. (III.4) and illustrated in Figs. 8 and 9, the final
calculation needed to obtain F phys entails the inclusion of all remaining interactions in the
forcefield and solvent model. These interactions, excluded until now, occur between atoms
in non-neighboring pairs. As described in Sec. II D, for a molecule of k fragments, the full
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physical potential energy function (i.e., the forcefield) can be written as the difference from
the final (kth) intermediate:
Uphys(x) = Uk(x) +
∑
y..z
Uyz(xy,xz) , (III.18)
where the sum is over non-neighboring pairs of fragments — i.e., AC, AD, BD, ....
In this case, the necessary energy terms for use in the calculation of ∆Fk→phys via Eq.
(III.6) must be calculated. They cannot readily be stored in advance, due to the combina-
torial explosion of possible configurations. For instance, with libraries of 104 configurations,
there are 1012 possible configurations for three fragments, which is beyond the range of
current commerical machines.
10. Generating an equilibrium ensemble without additional energy calls
The physical ensemble, distributed according to the Boltzmann factor of the forcefield, can
be generated by resampling the Uk ensemble — the last intermediate — using Eq. (III.7).
In this case, the “a” ensemble corresponds to Uk and the “b” ensemble to the full forcefield
and (implicit) solvent model. Because all energy terms have already been calculated, no
additional energy calls need to be made. The necessary resampling computation is extremely
fast compared with preceding stages of the protocol.
11. Checking the code and estimating uncertainty
Although the formalism governing the present study is mostly straightforward, my in-house
computer program not only needs to reproduce standard forcefield results, but also requires
complicated “dissections” of various subsets of forcefield terms. We therefore performed
three types of checks on the code. (i) We checked that the forcefield energy for full molecu-
lar configurations exactly reproduces the results reported in Tinker (data not shown). This
verifies that we have correctly accounted for the dummy-atom energy terms. (ii) Using
the previously developed “structural histograms” for analyzing configuration-space distribu-
tions, [25, 26] we checked that the equilibrium ensembles produced during the free energy
calculations agree with independent Langevin simulations. This data is shown in the Results
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section, and generated as explained below. (iii) Finally, we performed a check to ensure that
the final free energy values are independent of the choice of fragments. These data, for two-
and three-fragment decompositions of alanine dipeptides is also shown in the Results section.
a. Statistical error Statistical uncertainties were calculated by running 20 independent
computations for every free energy value reported. Twice the standard deviation among
these 20 values is reported, which quantifies the scale of expected statistical error for a single
simulation. The repeated simulations were run using 20 independent sets of libraries for the
various fragments — i.e., the calculation was started all the way at the beginning in each
repeat. However, because the overlap between various stages is the limiting factor in the
quality of the free energy results, rather than the fairly large libraries, we anticipate similar
error estimates would be obtained for one set of libraries.
b. Analyzing equilibrium ensembles/distributions In two previous studies, [25, 26]
we have developed methods for comparing equilibrium distributions for molecular systems of
arbitrary complexity. The central idea is to employ a “structural histogram” which simply
classifies (divides) configuration space into a number of “bins” (regions). Two correct simula-
tions should yield the same results for the fractional populations of the bins, within statistical
error for all bins. (Furthermore, the statistical uncertainty in the population estimates can
be used to quantify the “effective sample size”.) [26] In the present work, we compare equi-
librium distributions from fragment combination and from standard Langevin simulations
based on structural histograms. The particular histograms employed in the present study
have five bins derived from a Voronoi construction; [77] the reference structures for the
Voronoi procedure are derived from the equi-probability scheme described in reference. [26]
Although the resulting bins are not exactly equally probable, each is guaranteed to represent
a contiguous region in configuration space due to the Voronoi construction.
59
C. RESULTS
The absolute configurational free energy F phys was calculated for the monomer, dimer, and
tetramer alanine peptides: alanine dipeptide (Ace-Ala-Nme), di-alanine (Ace-(Ala)2-Nme),
and tetra-alanine (Ace-(Ala)4-Nme). For alanine dipeptide, the free energy was estimated
based on two different fragment sets as a check on the code. Twenty independent calculations
for every F phys estimate were performed to quantify uncertainty, as described above. Addi-
tionally, every free energy calculation also yields an equilibrium ensemble, which is compared
to independent Langevin simulations.
The results are very positive in every regard, and rather rapid as reported at the end of
this section. The amount of memory used, which is a key to the present calculations, is also
reported.
The results reflect the uniform protocol adopted here. First, absolute free energies for
non-interacting fragments are calculated. Then free energy changes resulting from inter-
actions among covalently bound fragments are added (“bonded” terms, in the space of
fragments), one at a time in sequence. Finally, all remaining interactions are added, which
account to (“non-bonded”) interactions among all non-sequential fragment atoms. The final
free energy values reflect the full OPLS-AA forcefield [15] as implemented in Tinker. [117]
1. Alanine dipeptide using two different fragmentations
Because of the complexity of the fragmentation procedure and the lack of reference standards
for absolute free energy values, we wanted to ensure the code and procedure were introduc-
ing no artifacts. We were particularly concerned about the interacting dummy atoms which
introduce “temporary” energy terms, that must be corrected for properly at every combi-
nation stage. We find excellent agreement between free energy estimates based on two- and
three-fragment decompositions.
a. “Standard” three-fragment decomposition In the standard decomposition for
the present study, we separate peptide and amino acid groups. For alanine dipeptide (AD),
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then, the three standard fragments are Ace, Ala, and Nme, and the corresponding stages for
the free energy calculation are given in Eq. (III.8). Recalling the convention that F ref ≡ 0,
the free energy terms from Eq. (III.4) can be written as
F ref ≡ 0
∆F1 = FAce + FAla + FNme
∆F2 = ∆FAce→Ala
∆F3 = ∆FAla→Nme
∆F3→phys = ∆Fnonbonded .
(III.19)
where Fy is the absolute free energy (including dummy atoms) for fragment y and ∆Fx→y
indicates the free energy change of combining fragments x and y (which includes all bonded
and non-bonded terms, as well as the correction of dummy terms). Finally, ∆Fnonbonded
denotes the free energy change in going from an ensemble where sequentially separated frag-
ments do not interact to a fully interacting ensemble (in this case, the Ace-Nme interactions
are added).
b. Two-fragment decomposition As an alternative decomposition, we used Ace-Ala
as one fragment and Nme as the other. Importantly, the Ace-Ala library and absolute free
energy were not generated from a combination of the two smaller libraries, but instead from
a ground-up calculation based on independent coordinates as described in the Sec. III.B.
In this case, then, the free energy terms from Eq. (III.4) become
F ref ≡ 0
∆F1 = FAce−Ala + FNme
∆F1→phys = ∆FAce−Ala→Nme ,
(III.20)
where it is notable that in the two-fragment case, all interactions are included in the libraries
and interaction tables. In other words, no energy calls at all are needed.
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c. Comparison of free energies There is essentially perfect agreement between free
energies estimate via the two independent decompositions, which provides a reassuring check
on the computer program. The full results are given in Table 3. Notably, the two-fragment
decomposition has a higher variance, which probably results from a decreased “precision”
in the pre-generated Ace-Ala ensemble. In the composite pre-generated Ace-Ala ensemble,
the whole configuration space is represented by 104 configurations, whereas when Ace and
Ala from separate 104-member libraries are combined, there is a much denser coverage of
configuration space.
d. Equilibrium ensemble compared to standard simulation The free energy com-
putation produces an equilibrium ensemble through repeated resampling procedures at each
stage, as explained in the Methods section (Sec. III.B.10). As a further check on the data, we
compare the equilibrium ensembles generated from the fragment combination procedure to
those produced by long Langevin simulations performed in Tinker. [117] The results, shown
in Fig. 10(a), indicate that the computation is indeed producing correct equilibrium ensem-
bles. The graph shows the populations of different regions of configuration space, which
was divided up using a Voronoi procedure explained above (Sec. III.B.11). The alanine
dipeptide equilibrium distribution was generated from the three-fragment protocol, and the
1 µsec. Langevin simulation (20*50 nsec) was performed in Tinker using a relaxation rate
(see Sec. I.B.3) of 10.0 ps−1 at T = 298K.
2. Di-alanine
Using the same libraries as for the alanine monomer above, we now calculate the absolute
configurational free energy for the di-alanine peptide (Ace-(Ala)2-Nme). The staging used is
described in Eq. (III.9), which corresponds to the following free energy terms for use in Eq.
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(III.4):
F ref ≡ 0
∆F1 = FAce + 2 · FAla + FNme
∆F2 = ∆FAce→Ala
∆F3 = ∆FAla→Ala
∆F4 = ∆FAla→Nme
∆F4→phys = ∆Fnonbonded .
(III.21)
The free energy values are once again calculated with high precision: fluctuations are a
fraction of one kcal/mole. The data for all free energy terms is given Table 4, where we see
a significant change in the ∆Fnonbonded term, reflecting the increased number of attractive
interactions in this larger molecule (compared to alanine dipeptide).
Similarly, the agreement among bin populations for di-alanine in Fig. 10(b) is excellent,
which provides an independent reason for having confidence in the free energy results. The
Langevin simulation for di-alanine was performed with exactly the same parameters as for
alanine-dipeptide.
3. Tetra-alanine
The results are of high precision (∼ 0.1 kcal/mole standard deviation) for tetra-alanine. The
staging follows the standard procedure, with the only subtlety in the present case is that
the addition of every Ala residue is different, because the “growing” ensemble is different in
every case. Thus we consider the first alanine (Ala1) separate from the second (Ala2), and
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so on.
F ref ≡ 0
∆F1 = FAce + 4 · FAla + FNme
∆F2 = ∆FAce→Ala1
∆F3 = ∆FAla1→Ala2
∆F4 = ∆FAla2→Ala3
∆F5 = ∆FAla3→Ala4
∆F6 = ∆FAla4→Nme
∆F6→phys = ∆Fnonbonded .
(III.22)
The data for each of these terms is given in Table 4. Although the different alanine
additions are based on different ensembles, the results show they are statistically indistin-
guishable in this case. However, the “non-bonded” term ∆Fnonbonded again is significantly
different from the previous molecules, as expected.
In comparing the equilibrium distributions from fragment combination and Langevin
simulation, once again there is good statistical agreement. For Langevin simulation of tetra-
alanine, all parameters were set as before, except for a friction constant of 5.0 ps−1, which
does not alter the equilibrium distribution but facilitate the equilibrium process. The con-
trast between the large fluctuations in the bin populations pi and the high precision of F
phys
in Table 4 reveals an important lesson: sampling is harder than free energy calculation.
4. Timing and memory usage
The calculations were reasonably inexpensive, taking 20 minutes for alanine dipeptide, 30
minutes for di-alanine, and 50 minutes for tetra-alanine using one processor of an Intel Xeon
3.20 GHz machine. Concerning memory, a single library containing 10,000 configurations
requires 11 MB for Ala, 12 MB for Ace-Ala complex and 5.7 MB for Ace and Nme. An
interaction table containing 108 pair-wise interactions uses 1.3 GB.
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D. DISCUSSION
1. The overall strategy and results
Overall, the precision of the free energy estimates was very high, which can be attributed
to two related factors. First, the ensembles in the reference and intermediate stages were
of good statistical quality — i.e., characterized by a large effective sample size (data not
shown). [26] Second, there was good overlap between the stages, which indeed contributed
to maintaining the effective sample size (See Sec. I.C) throughout the stages. The overlap
is present by design, as interactions were always added between stages. The addition of
interactions or, equivalently, correlations among degrees of freedom is guaranteed to reduce
the entropy. [118] This progressive narrowing of configuration space is consistent with Kofke’s
proposal to calculate free energy differences in the “insertion” direction. [115, 116] For larger
systems, however, one expects limitations to maintaining the effective sample size using the
present protocol, as explained below.
2. Application of fragment combination for estimating relative protein-ligand
affinities
Because the fragment combination procedure can be applied to fragments of small molecules,
and not just to peptides as in the present thesis, the approach can be applied to calculate
approximate relative affinities. That is, one can grow a ligand into the binding pocket of
a protein receptor and calculate its free energy. A number of different approximations can
be imagined. Most simply, the receptor can be held rigid and the ligand grown in the fields
(van der Waals and electrostatic) of the receptor. In a better approximation, the binding-site
side-chains can be grown along with the ligand. One can expect affinities based on such free
energy calculations to be superior to their docking counterparts because entropy is included.
To produce a relative affinity estimate between two ligands, the respective solvation terms
would need to be included as usual. [108]
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3. Efficiency of fragment combination for equilibrium sampling
As I have already noted, the fragment combination protocol I have described produces equi-
librium ensembles simultaneously with free energy estimates. It is natural to wonder whether
such ensembles are produced more efficiently than by standard dynamics simulation es-
pecially given that small peptides have been shown to have multi-nanosecond relaxation
times. [26] In fact, as I discussed in Chapter II, fragment combination can lead to sampling
that is faster by several orders of magnitude. However, somewhat more sophisticated re-
sampling schemes and different fragment sizes are useful in reaching the highest levels of
efficiency.
4. Use of implicit solvent models
It is interesting and important to consider the additional costs which would be entailed by
using a standard implicit solvent model, such as GBSA. [71] First, both the libraries and the
interaction tables would need to be regenerated using the implicit solvent model. Although
this could take several weeks of single-CPU time, it needs to be done only a single time
for a given model. The second cost is for additional solvent calculations not included in
the libraries and tables. I hope to report on the staging and computational expense in a
forthcoming publication.
5. Relaxation simulations for large systems
In the protocol employed for this study, the equilibrium ensemble generated at one stage,
say j, is used to calculate the incremental free energy difference to the next stage, j +1. To
continue the process, the ensemble at stage j + 1 is produced by resampling ensemble j as
described in the Sec. III.B. However, it is possible that the resampled ensemble will contain
a small number of distinct configurations in an important part of configuration space. Such
configurations will have high weight prior to resampling but low weight for the full molecule
ensemble, and thus the problem can be diagnosed by noting whether any configurations
are resampled multiple times. Clearly, duplicated configurations will not be statistically
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independent and lead to increased statistical error in free energy estimates.
One solution to this problem would be to relax duplicated configurations — i.e. to
perform short equilibrium simulations to create distinct configurations. The statistical justi-
fication of such an approach is somewhat technical [88] and will be described in future work
as required.
6. Alternative staging using partial interactions
Additional incremental stages can be added by considering only subsets of interactions. For
instance, in the case of di-alanine (Ace-(Ala)2-Nme) which is composed of four fragments
(A, B, C, D), there are three sets of non-bonded interactions: AC, AD, and BD. The present
implementation adds all three in a single stage, but they could be added one at a time in
order to get more accurate free energy estimation. Undoubtedly, in larger systems, such
finer staging will be necessary and probably will be required by relaxation of duplicated
configurations as just described.
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Figure 8: Stages for calculating the absolute free energy of a molecule by combining three
fragments, based on Eq. (III.8). Connecting lines schematize full interactions between frag-
ments, including both bonded and non-bonded atomistic terms. (a) The first intermediate
stage comprises non-interacting fragments, but includes all interactions internal to each frag-
ment. (b) The second stage adds interactions among the atoms of fragments A and B, while
(c) the third stage does the same for fragments B and C. (d) In the final stage, representing
the desired free energy F phys, all interactions are added, including among non-sequential
fragments and possibly including an implicit solvent model.
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Figure 9: Stages used in the free energy calculation of a four-fragment molecule, correspond-
ing to Eq. (III.9). The initial stages proceed in analogy to Fig. 8, with pair-wise interactions
added one at a time for neighboring (“bonded”) fragments. In the final stage, all remaining
interactions are added. Other, more incremental staging schemes are possible, but were not
necessary in the present study.
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Alanine dipeptide free energy terms from Eqs. (III.19) and (III.20)
Three Fragments Two Fragments
Term Estimate [kcal/mol] Term Estimate [kcal/mol]
FAce 14.783(0.003) FAce−Ala 47.311(0.027)
FAla 33.326(0.015) FNme 16.574(0.003)
FNme 16.574(0.003) ∆FAce−Ala→Nme −0.792(0.002)
∆FAce→Ala −0.801(0.002)
∆FAla→Nme −0.499(0.007)
∆Fnonbonded −0.285(0.008)
F phys 63.098(0.015) F phys 63.093(0.028)
Table 3: Comparison between the absolute free energy for alanine dipeptide estimate using
two different fragmentation schemes. The “standard” three-fragment decomposition (Ace,
Ala, Nme) is compared to a two-fragment grouping (Ace-Ala, Nme). The table gives free
energy values in kcal/mole, as well as two standard deviations (in parentheses) based on 20
independent calculations.
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Figure 10: Comparison of equilibrium distributions from fragment combination and
Langevin simulation.The graphs show the fractional population in different regions of config-
uration space, as described in Sec.II K. Three peptides are considered: (a) alanine dipeptide,
(b) di-alanine, and (c) tetra-alanine. The error bars for both the fragment combination and
Langevin results reflect twice the standard deviations among 20 independent simulations,
roughly a 95% confidence interval. Each Langevin simulation was 50 nsec long. The statis-
tical agreement is good in every case.
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Free energy terms for di-alanine from Eq. (III.21) and for tetra-alanine from Eq. (III.22)
Di-alanine Tetra-alanine
Term Estimate [kcal/mol] Term Estimate [kcal/mol]
FAce 14.783(0.003) FAce 14.783(0.003)
FAla 33.326(0.015) FAla 33.326(0.015)
FNme 16.574(0.003) FNme 16.574(0.003)
∆FAce→Ala −0.801(0.002) ∆FAce→Ala1 −0.801(0.002)
∆FAla→Ala −0.771(0.014) ∆FAla1→Ala2 −0.774(0.013)
∆FAla→Nme −0.499(0.013) ∆FAla2→Ala3 −0.774(0.012)
∆Fnonbonded −0.809(0.031) ∆FAla3→Ala4 −0.771(0.014)
∆FAla4→Nme −0.498(0.009)
∆Fnonbonded −1.986(0.284)
F phys 95.128(0.057) F phys 159.057(0.293)
Table 4: Free energy terms used in calculating the absolute free energy for di-alanine and
tetra-alanine. The table gives free energy values in kcal/mole, as well as two standard
deviations (in parentheses) based on 20 independent calculations.
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IV. AUTOMATED SAMPLING EFFICIENCY ASSESSMENT
A. OVERVIEW
I introduce the growth algorithm in Chapter II and discuss how to calculate absolute free
energy by staging the free energy difference calculation in Chapter III. In this chapter I
will address the question “Is the growth algorithm faster and more efficient than standard
Langevin? How much faster?” In order to address this question, one needs a way to find the
efficiency quantitatively. As was mentioned in Chapter I, one needs to estimate the effective
sample size (ESS) of trajectories generated by different type of algorithms– dynamical or
non-dynamical. Let us start with the importance of efficiency assessment. This chapter has
been adapted from a published paper [119].
1. The importance of efficiency assessment
The field of molecular simulations has expanded rapidly in the last two decades and continues
to do so with progressively faster computers. Furthermore, significant effort has been devoted
to the development of more sophisticated algorithms[30, 86, 120–122] and forcefields [13–15,
123, 124] for use in both physical and biological sciences. To quantify progress – and indeed to
be sure progress is occurring – it is critical to assess the efficiency of the algorithms. Moreover,
if the quality of sampling is unknown, we cannot expect to appreciate fully the predictions
of molecular mechanics forcefields: after all, statistical ensembles, whether equilibrium or
dynamical, are the essential output of forcefields. These issues demand a gauge to assess
the quality of the generated ensembles[125] – one which is automated, non–subjective, and
applicable regardless of the method used to generate the ensembles.
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Ensembles are of fundamental importance in the statistical mechanical description of
physical systems: beyond the description of fluctuations intrinsic to the ensembles, all ther-
modynamic properties are obtained from them. [126] The quality of simulated ensembles is
governed by the amount of “information“ present in the ensemble. Due to significant corre-
lations between successive frames in, say, a dynamics trajectory, the amount of information
cannot be directly gauged from the total number of “frames”. Rather, the number of sta-
tistically independent configurations in the ensemble (or the effective sample size, ESS) is
required.[26, 127–129] This effective sample size has remained difficult to assess for reasons
described below. In this work, we present a straightforward method to determine the ESS
of an ensemble – regardless of the method used to generate the ensemble – by quantifying
variances in populations of physical states.
2. Historical background of sample size calculation
A conventional view of sample size based on a dynamical simulation is given by the following
equation:
ESS =
tsim
tcorr[f ]
(IV.1)
where tsim is the simulation time, and tcorr[f ] is the correlation time[26] for the observable
f , which is presumed to relax most slowly. However, the estimation of the correlation
time is data intensive and potentially very sensitive to noise in the tail of the correlation
function. [23] Other approaches for assessing correlations have, therefore, been proposed.
For example, Mountain and Thirumalai[130, 131] introduced the “ergodic measure”, which
quantifies the time required for the observable to appear ergodic. Flyvbjerg and Petersen [23]
developed a blocking averaging method that can be adapted to yield a correlation time and
ESS.[35]
The key challenge in applying Eq. (IV.1), however, is the choice of an observable f which
consistently embodies the slowest motions across the incredible variety of molecular systems.
Indeed, it is well appreciated that different observable exhibit different correlation times.
(e.g., Ref. [29]) For example, in a typical molecule, bond lengths become decorrelated faster
than dihedral angles. Nevertheless, apparently fast observable rarely are fully decoupled from
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the rest of the system: slower motions ultimately couple to the fast motions and influence
their distributions in typical cases.[29] On the whole, there is significant ambiguity in the use
of a hand–picked observable to estimate “the” correlation time – not to mention, subjectivity.
Moreover, the ultimate goal of simulation, arguably, is not to compute a particular ensemble
average but to generate a truly representative ensemble of configurations, from which any
observable can be averaged.
Several years ago, Lyman and Zuckerman proposed that the configuration–space distri-
bution itself could be used as a fundamental observable.[25] In particular, it was pointed out
that if configuration space is divided into different regions or bins, then the resulting “struc-
tural histogram” of bin populations could be a critical tool in assessing sampling. The idea
was subsequently used to quantify sample size in at least two studies: Lyman and Zuckerman
developed a scheme to quantify ESS for trajectories with purely sequential correlations based
on variances in the bins of the structural histogram;[26] Grossfield and coworkers suggested a
bootstrapping approach for estimating ESS based on structural histograms.[129] The present
work expands on ideas from these studies.
This study extends the earlier structural–histogram approaches by focusing on ”physical
states”. Qualitatively, a physical state can be defined as a region of configuration space for
which the internal timescales are much shorter than those for transitions between different
physical states.[132] The populations of physical states seem an intuitive choice for quanti-
fying sampling quality, since they reflect slow timescales by construction. Indeed, the state
populations along with state definitions (addressed in Sec. IV.B.1) can be said to embody
the equilibrium ensemble. This type of argument can be made semi–quantitative by noting
that any ensemble average 〈f〉 can be expressed in terms of state populations pi and state-
specific averages 〈f〉i for state i, because 〈f〉 '
∑
i pi〈f〉i. Thus, the goal of sampling can
be described as obtaining both (i) state populations and (ii) well-sampled ensembles within
each state.
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Figure 11: A schematic two-state potential energy landscape from Eq. (IV.2). The states are
defined by the “volumes” V1 and V2. The distributions of configurations within each states
help to determine the overall ratio of state populations in Eq. (IV.2).
Statistical mechanics principles strongly suggest, moreover, that state populations should
be viewed as the slowest converged observables. To see why, consider states i and j defined
by regions of configuration space Vi and Vj. The ratio of state populations is given by the
ratio of state partition functions:
prob(i)
prob(j)
=
Zi
Zj
=
∫
Vi
dr exp(−U(r)/kBT )∫
Vj
dr exp(−U(r)/kBT ) (IV.2)
where Zi is the partition function for state i, U is the potential energy of the system, T is the
temperature, and r represents all configuration–space coordinates. Eq. (IV.2) indicates that
state populations cannot be determined without good sampling within each state. In other
words, it would seem impossible for an algorithm (which is correct for arbitrary systems)
to predict state populations without having already sampled correctly within states (see
Fig. 11). For this reason, the state populations can be considered the fundamental set
of slow observables – a physically motivated choice of structural histogram. We will use
variances in state populations to estimate ESS, an approach which applies to both dynamic
and non-dynamic (e.g., exchange) simulations.
76
Accordingly, an important prerequisite for the estimation of ESS is the determination of
physical states. In this work, we use a particularly simple method for the approximation of
physical states that uses information present in a dynamics trajectory regarding the transi-
tion rates between different regions. Regions showing high transition rates with each other
are assumed to belong in the same physical state. Further, this procedure also highlights the
hierarchical nature of the energy landscape. The state approximation scheme is based on
ideas of Chodera et al.[132] who developed approximated metastable states by determining a
division of the total configuration space that maximizes the self transition probabilities (i.e.,
the divisions represent metastable states.) See also Ref. [133]. The state–approximation
method can also be used with short dynamics trajectories initiated from configurations ob-
tained from non–dynamic simulations.
We emphasize , nevertheless, that this procedure for ESS estimation can be used with
states discovered by different means.
The discussion of this project is organized as follows. In this chapter, I first describe in
detail the procedure we use to estimate the effective sample size. Then, I present results for
several models with different levels of complexity – a two–state toy model, butane, calmod-
ulin, di–leucine, and Met–enkaphalin. The ESS results are compared with the previous
“decorrelation time” approach [89]. We also analyzed multi-µsec atomistic simulations for
the membrane protein rhodopsin. [129] I then discuss the practical aspects of the procedure
and present conclusions. Further, in Chapter V, I describe the simple, automated procedure
used to determine approximate physical states.
As for the systems analyzed here, met-enkaphalin and di-leucine trajectories were gen-
erated by Dr.Edward Lyman, Dr.Bin W. Zhang simulated the calmodulin, and I generated
butane trajectories. Plus, I analyzed Dr.Alan Grossfield’s rhodopsin trajectories as a coarsed-
grained case. All the rest of the work analyzing the trajectories was performed by the author.
Dr.Divesh Bhatt helped edit the draft of a manuscript for publication.
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B. METHODS AND SYSTEMS
We have argued above that the populations of physical states are fundamental observables
for assaying the equilibrium ensemble. We therefore propose that the statistical quality
of an equilibrium ensemble be quantified using variances in state populations. As usual,
the variances will decrease with better sampling. Importantly, however, simple binomial
statistics permit a fairly precise quantification of the ESS – i.e., the number of statistically
independent configurations to which an ensemble is equivalent – regardless of the number of
configurations in the original ensemble. Below, I will address the issues of computing vari-
ances from dynamical and non–dynamical simulations, as well as methods for approximating
physical states.
The key technical idea in connecting the variance in a state’s population to the ESS
follows work presented in Ref. [26]: an analytic form for the variance can be computed based
on a known number of independent samples. If one “turns around” this idea, given the
observed variance, an estimate for the number of independent samples can be immediately
obtained. In particular, given a region j of configuration space with fractional population
pj, the variance in pj based on N independent samples is σ
2
j = pj(1 − pj)/N . (In practice,
this variance is estimated from repeated independent simulations, each yielding a value for
pj.) The ESS based on populations recorded for region j can therefore be estimated via
N effj =
p¯j(1− p¯j)
σ2j
(IV.3)
where p¯j is the observed average population in region j. As noted in Ref. [26], Eq. (IV.3) is
actually a limiting form appropriate for large N . Although it is straightforward to include
corrections accounting for the fact that only N − 1 observations are independent (because
p¯j is the observed average among the pj values used in estimating the variance), the effect
is unimportant compared to the intrinsic fluctuations in N eff .
Each region or state will yield its own estimate for the ESS via Eq. (IV.3), but we are
interested in the smallest ESS reflecting the slowest timescales. As described below, in this
thesis, a hierarchical decomposition of configuration space is used, which leads to only two
states at the top level, by construction. In turn, these two states yield identical ESS values
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by Eq. (IV.3). Alternatively, if a full hierarchy is not constructed, one can simply select
the lowest ESS value as the best quantification of sampling, reflecting the worst bottleneck
encountered.
Noted that, the minimal value which can be determined is one, and generally N effj > 1.
It is because the minimal number of independent configurations is one. Thus, a value of less
than 10, is strongly suggestive of inadequate sampling.
1. Hierarchical approximation of physical states
The approximation of physical states has previously been addressed in some detail, partic-
ularly in the context of developing Markov models.[132] In this chapter and in Chapter V, I
describe a simpler approach used in this work. As we elaborate in the Sec. IV.D, it appears
that the ESS analysis does not require a particularly precise specification of physical states.
Because the prescription is to find the slowest timescale (i.e., smallest ESS) among the many
which may be present, and because the physical states are reasonable, the approach works
reliably. On the other hand, although Eq. (IV.3) can be applied to an arbitrary region in
principle, it can “get fooled” into over–estimating the ESS if only a small part of a state is
considered: see Sec. IV.D for details.
We emphasize that the ESS analysis described above is distinct from the states analyzed,
and other reasonable state decomposition procedures can be used.
Chapter V details the hierarchical state approximation scheme adopted here, which is
closely related to the work of Chodera et al.[132] In brief, given the best data available, we
first divide configuration space into small regions or bins (following Refs. [26] and [69]),
which do not necessarily correspond to energy basins. Based on one or more dynamical
trajectories (perhaps those being analyzed for ESS), we estimate transition rates among
each pair of regions. Starting from the fastest pairwise rates, the bins are combined into
state–like aggregated regions. By construction, all pairwise rates within each aggregate are
faster than rates between aggregates. The process is continued to construct a full hierarchy
until all aggregates are combined (see Figures 13 and 14 in Chapter V). The approximate
states used to estimate the ESS are based on the top (i.e., two–state) level of the hierarchy,
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which reflects the slowest timescales as desired.
The rate estimation procedure is well–suited to the purpose of ESS estimation. First,
it is fairly simple and typically requires a small fraction of the computational cost of the
simulation being analyzed. More importantly, as noted in the Sec. IV.D, it performs as well
as a somewhat more complex approach we implemented (data not shown). Although the
procedure (and others[132]) requires dynamical trajectories to estimate inter–bin transition
rates, this does not mean prohibitively expensive dynamics simulations must be performed,
as we now discuss.
a. State approximation from non–continuous dynamical trajectories Because
the state approximation scheme depends on continuous dynamical trajectories, the question
arises as to how states can be obtained when sampling has been performed using a non–
dynamical method such as replica exchange.[30, 57, 134] Although exchange simulations use
continuous trajectories which contain the necessary information for estimating rates among
local regions,[135] other sampling methods may not employ dynamical trajectories at all
(e.g., see Ref. [69]).
In fact, states can be approximated based on a set of short dynamics trajectories run
after a possibly costly non–dynamical trajectory. In particular, a set of M trajectories
(we use M = 20 below) can be initiated from random configurations selected from the best
available simulation. These short trajectories need only be long enough to permit exploration
within states. There is no need for transitions between states. The only modification to the
state approximation scheme described previously is that it may not be possible to iterate
the combination procedure until all states are combined. Rather, the process will terminate
after regions with measurable transition rates are combined. A set of approximate states will
remain for which no inter–state transitions have been recorded. For each of these remaining
states, an ESS estimate can be obtained via Eq. (IV.3). Because of the interest in the slowest
timescales, the overall ESS will be taken as the minimum among the various state values.
The scheme just described is tested below, and compared with the use of longer trajec-
tories for state approximation.
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2. A caveat: Self–consistent but not absolute ESS
Without prior knowledge or assumptions about a landscape, it would appear impossible to
know whether every important state has been visited in a given simulation. This is not a
limitation of the analysis per se, but of any attempt to estimate ESS based on simulation
data. Nevertheless, it is important to make this caveat clear.
Therefore, the goal of the present analysis is not to assess the coverage of configuration
space, but to self–consistently assess sampling quality given the states visited in the simu-
lation. In other words, we answer, “What is the statistical quality of the sampling based
on the configurational states visited in a given set of simulations?” The ESS estimation can
therefore be viewed as an upper bound to the true ESS based on the full configuration space.
ESS estimation, nevertheless, is essential for assessing efficiency in algorithms and precisely
specifying the predictions of modern forcefields.
On the other hand, so long as a state has been visited in a simulation, it can greatly affect
the sample size. For instance, if a state has been visited only once among multiple indepen-
dent simulations, the estimate of its population variance will be large and lead (correctly)
to a small ESS.
3. Estimating variances in state populations
The heart of this approach is to estimate ESS based on variances in state populations using
Eq. (IV.3). Clearly, then, without reliable variance estimates, we cannot expect ESS values
to be reliable.
For dynamical simulations - i.e., simulations yielding trajectories in which correlations
are purely sequential, such as MD and “ordinary” (Markov chain) MC - there is more than
one way to estimate a variance suitable for ESS calculation via Eq. (IV.3). Ideally, a number
of independent dynamics runs would be started from significantly different initial conditions.
Nevertheless, multiple simulations started from the same configuration will also reveal the
variance associated with the duration of each run: for instance, if only one simulation makes
a transition to an alternative basin, a large variance and small ESS estimate will result,
appropriately. It is important to note that the ESS thus calculated is characteristic of one of
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the trajectories, so thatM independent trajectories imply an ESS which isM times as large.
This discussion also indicates that a single long trajectory can be divided into M segments
(“Flyvbjerg1989s”) which can be used for variance estimation.
More complex simulation methods, such as replica exchange,[30, 57, 134] may require
multiple independent runs for careful variance estimation. To see why in the case of replica
exchange, note that continuous trajectories will traverse a ladder of different “conditions”
(e.g., temperatures or forcefields), but often only a single condition is of interest. By the
construction of such an algorithm, configurations appearing at one time at the condition of
interest may be strongly correlated with configurations occurring later on - but not with
configurations in between, when a different trajectory may have occupied the condition of
interest. In sharp contrast to dynamics simulation, correlations may be non–sequential. This
absolutely precludes estimating the variance by simply cutting up the equilibrium ensemble
into Flyvbjerg1989s or segments. Such a variance may not reflect sampling quality, and
could misleadingly reflect only diffusivity among ladder levels.[29]
For a non-dynamical simulation method, the only sure way to estimate a variance which
reflects the underlying ESS is by multiple independent runs. The extra cost could be modest
if each run is sufficiently short and such runs would, of course, enhance sampling.–i.e., they
would “pay for themselves.” In any case, the cost seems worthwhile when it permits careful
quantification of the results. We note that subtleties in estimating uncertainties in replica
exchange simulations have been noted previously.[136–138]
4. Systems studied
We study several systems using the ESS procedure described above to establish correctness
and robustness of the procedure. The systems range from toy models and small molecules
to coarse-grained and atomistic proteins.
a. Toy models with known sample size First, we study simple toy models for which
the correct sample size is known in advance, to establish the correctness of the procedure.
The toy system has n idealized “states” that correspond to pre-set values of independently
82
drawn random numbers. The sample size in such toy models is simply the number of random
numbers drawn by construction. We use two such toy models: n = 2 (and both states with
equal population), and n = 5 (with state probabilities 0.1, 0.15, 0.2, 0.25, 0.3). In practice,
a random number in the range of [0,1] is picked and assigned to specific state. The number
of random numbers is the true effective sample size since these random numbers are totally
independent. An application of Eq. (IV.3) to the two–state system yields, by construction,
the same sample size in both the states. On the other hand, the effective sample sizes
obtained may, in general, be different when the number of states is greater than 2. Thus, the
five–state toy model is useful in determining the consistency in the sample sizes obtained in
the different states.
The sampling in these toy models is nondynamic and uncorrelated. Thus, the use of
such models illustrate the applicability of the effective sample size determined by Eq. (IV.3)
to nondynamic sampling. Results for the toy models and all other systems are given in
Sec. IV.C.
b. Systems with a priori known physical states In contrast to independent sampling
in the toy models, dynamics-based sampling in molecular systems is not typically indepen-
dent and the sample size is not known in advance. Nevertheless, a knowledge of physical
states allows for an independent estimate of the ESS by computing the variances in the
known physical states and comparing with the estimate obtained via approximate hierar-
chical states. Thus, the robustness of the procedure described in Sec. IV.B with regard to
definitions of physical states can be checked. We study two such systems with a priori known
states: butane and calmodulin. A second, independent ESS estimate for these systems is
derived from a time correlation analysis [130].
I have studied a standard all–atom butane model using the OPLSAA forcefield [15]. This
system has three well–known states: trans, gauche+, and gauche-. The 1 µsec dynamical
trajectory is generated at 298K using Langevin dynamics (as implemented in Tinker v. 4.2.2)
in vacuum with friction constant 91/ps.
I also study the N-terminal domain of calmodulin, which has the two known physical
states: the apo form (PDB id – 1CFD) and the holo form (PDB id – 1CLL). A long trajectory
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(5.5 ∗ 107 MC sweeps) was generated by using “dynamic” Monte Carlo (small, single-atom
moves only) as previously described [139]. To permit transitions, we use a simple alpha–
carbon model with a double–Go¯ potential to stabilize the two physical states. Full details of
this model are given elsewhere.[139]
c. Systems with unknown physical states For most biomolecular systems, the phys-
ical states are not known in advance. For this reason, I have tested the method on several
such systems, starting with two peptides: leucine dipeptide (acetaldehyde–(leucine)2–n–
methylamide) and Met–enkaphalin (NH+3 –Tyr–[Gly]2–Phe–Met–COO
−). I use the Charmm27
forcefield for leucine dipeptide and OPLSAA forcefield for Met-enkaphalin and generate tra-
jectories using overdamped Langevin dynamics (in Tinker v 4.2.2) at 298 K with a fric-
tion constant of 5/ps for both. For leucine dipeptide I use a uniform dielectric of 60, and
the GB/SA solvation for Met-enkaphalin. [140, 141] For each system, a 1 µs simulation is
performed with frames stored every 1 ps for Met-enkaphalin and every 10 ps for leucine
dipeptide.
I then study a much more complex system – rhodopsin [129, 142]. I analyze 26 inde-
pendent 100 ns molecular dynamics simulations of rhodopsin in a membrane containing 50
1–stearoyl–2-docosahexaenoyl–phosphatidylethanolamine (SDPE) molecules, 49 1–stearoyl–
2-docosahexaenoyl–phosphatidylcholine (SDPC) molecules, and 24 cholesterols. There is an
explicit water environment embedded in a periodic box. The all-atom CHARMM27 force-
field was used. We analyze only protein coordinates under the assumption that these will
include the slowest timescales.
5. Independent ESS estimates
We would like to compare ESS estimates obtained from the new procedure to independent
“reference” results. Independent ESS estimates can be obtained in several ways, depending
on the system and simulation method to be analyzed.
For uncorrelated sampling in the toy models, the ESS is known in advance: it is simply
the number of samples used to obtain the state variance. In this case, we merely check that
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knowledge of the variances along is sufficient to recover the number of samples.
In some molecular systems, such as butane and calmodulin in this study, physical states
are known in advance. Independent variance (and hence ESS) estimates are then obtained
using these as “exact states”. These are compared to ESS estimates obtained fully automat-
ically based on states approximated from trajectories. In systems with a small number of
states, additional ESS estimates can be approximately obtained simply by counting transi-
tions.
Whether or not physical states are known, if a dynamics (or Markov Chain MC) trajec-
tory is analyzed, independent ESS estimates can be obtained using the previously developed
structural decorrelation time analysis [26] and Eq. (IV.1). This approach uses a tcorr reflect-
ing the time to sample the whole distribution. In work with model one-dimensional systems
(data not shown), Lyman and Zuckerman have found that the ESS is estimated within a
factor of 2 using the method of Ref. [26]; therefore ESS estimates based on decorrelation
time are shown as ranges.
C. RESULTS
1. Non–dynamic toy systems
First, we establish the formal correctness of the method for estimating N eff . For this purpose,
we study the toy models described in Sec. IV.B.3 for which the sample size is known in
advance. For each toy model, we draw N independent samples and estimate the sample size
using the procedure described in Sec. IV.B.
To determine whether an accurate estimate of N eff (≡ N) is obtained, we also compute
both the mean value and standard deviation of N eff . As suggested by Eq. (IV.3), this requires
computation of variances of both the mean population and the population variance (these
quantities are equal across the states for a two–state system). Further, care must be taken
to account for the nonlinear dependence of N eff on the state variance in Eq. (IV.3).
For the two–state model, with N = 2000, we obtain a mean value of 〈N eff〉 = 2004, with
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approx. states known states time correlation counting
1 2 3
butane 6064 6236 6200 5865 5000–10000 6000
calmodulin 93 90 92 91 80–160 80
Table 5: Automated and independent effective sample sizes for butane and calmodulin. ESS
estimates obtained from Eq. (IV.3) using three different sets of approximate physical sets
are shown in Columns 2–4. Also shown are ESS estimates from Eq.3 and the known physical
states (column 5), the structural decorrelation time analysis (column 6) and from counting
the number of transitions (column 7).
a standard deviation of 57.4. Similarly, for N = 4000, we obtain a mean 〈N eff〉 = 4041 with
a standard deviation 117.6. This confirms the basic premise of using Eq. (IV.3) based on the
binomial distribution. The intrinsic fluctuations in the estimates, about 3% in both cases,
presumably do not decrease with increasing N due to the non–linearity of Eq. (IV.3).
In the five–state model estimates of the sample sizes in each state are different (see
Sec. IV.B), and such a model is a further step in confirming Eq. (IV.3) in a mere heteroge-
neous case. Using N = 2000, and states with fractional populations 0.1, 0.15, 0.2, 0.25, and
0.3, the mean sample sizes (standard deviations) are obtained as 2007 (70), 1998 (57), 1974
(35), 1966 (79), and 1986 (63), respectively. There is a good agreement across the states, as
well as with the correct sample size N = 2000.
2. Systems with a priori known physical states
We turn next to molecular systems with known physical states for which long dynamics
trajectories are available. This is essentially the simplest case for a molecular system, be-
cause two independent estimates of ESS can be obtained, as described below. Comparison
of this blind, automated procedure to these independent estimates further establishes the
correctness and robustness of the procedure. Additionally, because this automated state-
86
approx. states time correlation
1 2 3
di–leucine 1982 1878 1904 1100-2200
Met–enkaphalin 416 362 365 250–500
Table 6: Effective sample sizes for di–leucine and Met–enkaphalin. Eq. (IV.3) is used on
the final two states in the hierarchical picture obtained by three different repetitions of
the binning procedure (Columns 2–4), and the ESS is independently estimated from the
structural decorrelation time correlation (Column 5).
construction procedure is somewhat stochastic (see Chapter V), we repeat the procedure to
understand the fluctuations in the ESS estimates.
We obtained multiple estimates of ESS as described above using a single long trajectory
for each of the two systems with known physical states – butane and calmodulin. Table 5
shows results for N eff for the two systems, including three different estimates of N eff from
Eq. (IV.3) based on different sets of approximate states. Comparison is also made to the
use of Eq. (IV.3) based on known physical states, and to the range of effective sample sizes
obtained using time correlation analysis. For both butane and calmodulin, the procedure
is very “robust” in estimating N eff , as different binning procedures give similar estimates.
These estimates also agree with the range of sample sizes suggested by the correlation time
analysis and with counts of transitions. For butane, the total number of transitions among
the three state is about 6000. For calmodulin, the total number of transitions is 80. These
results also agree with the estimates in Table 5.
3. Systems with unknown physical states
Exact physical states are not known in advance for most biomolecular systems. Thus, we
test the approach described in Sec. IV.B to determine ESS in three such systems - dileucine,
Met–enkaphalin and rhodopsin. Because the physical states are not well defined, we can only
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obtain independent estimates from the time correlation analysis. A single 1 µsec trajectory
is analyzed for each of the peptides, whereas 26 trajectories of 100 nsec each are studied for
rhodopsin.
Table 6 shows repeated ESS estimates using the approximate states with Eq. (IV.3) as
well as the time–correlation analysis for both dileucine and Met–enkaphalin. There is good
agreement between the variance-based estimates and those from time correlation analysis
for both systems.
We proceed to analyze the sample size of 26 rhodopsin trajectories based on the approxi-
mate states with Eq. (IV.3). The analysis gives three physical states, with sample sizes 1.93,
1.99, 2.73, respectively, per 100 nsec trajectory. The three states are never further connected
in full hierarchy, since transitions are not observed between some bin pairs. The three N eff
estimates, nevertheless, are quite similar and all are less than 10. However, Eq. (IV.3) al-
ways yields a value ≥ 1, indicating that the 100 nsec rhodopsin values are effectively minimal
and reflect inadequate sampling. In Ref. [129], Grossfield and coworkers examined the same
trajectories with principal components and cluster populations. They concluded, similarly,
that rhodopsin’s fluctuations are not well described by 100 ns of dynamics, and that the
sampling is not fully converged even for individual loops.
4. Application to discontinuous trajectories
Although sample size estimation using Eq. (IV.3) is applicable to non–dynamical simulation
methods, the underlying physical states, (approximated from transition rates between regions
of configuration space: see Chapter V), may not be easy to calculate from non–dynamical
trajectories. We therefore investigate the feasibility of running short dynamics trajectories
starting from configurations previously obtained from non–dynamic simulations and then
estimating ESS based on states from the short dynamics simulations.
For this purpose, we ran a series of 20 short Langevin simulations for both di-leucine and
Met-enkaphalin, starting from configurations obtained in the original long trajectories (which
serve as proxies for well-sampled ensembles by an arbitrary method). For both systems, we
approximated states as described in Sec. IV.B.1, and estimated the ESS as minj{N effj }. For
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simulation segments as short as 200 psec we could obtain the correct ESS within a factor of
2 (di-leucine) or 3 (Met-enkaphalin), whereas the longest timescales in these systems exceed
a nsec. [26] However, a precise estimate of the ESS required 1-3 nsec segments.
Note that Chodera et al [132] also used discontinuous trajectories in their state approx-
imation scheme. As noted in the Chapter V, this scheme is a simplified version of theirs.
5. Spurious results from un–physical states
Thus far, we have focused on using physical states with Eq. (IV.3), based on the arguments
presented in the Sec. IV.A. In principle, however, Eq. (IV.3) can be applied to an arbitrary
region. To confirm the need for using physical states, here we investigate what happens
when only part of a state is used. We will see that spurious ESS estimates results.
The system we examine is butane. We divide the configuration space into 10 “bins”
using Voronoi cells [77], and perform no combination into physical states. We estimate the
effective sample size using Eq. (IV.3) for each bin. We examine a 1 µ sec trajectory, for
which N eff ' 6000.
Table 7 shows estimates of ESS obtained for each of the 10 arbitrary bins, which are not
approximate states. The estimates shows a dramatic bin dependence.
The problem with using bins rather than states results for simulations which use dynam-
ics. In fact, arbitrary bins can be used in Eq. (IV.3) if sampling is fully uncorrelated; we
verified this using a fixed number of butane configurations which were essentially uncorre-
lated. However, when dynamics are present, the variance of one bin is a convolution of state
variances and fast processes. I will discuss this in more detail in Sec. IV.D.
D. DISCUSSION
1. Diagnosing poor sampling
A key outstanding issue is how to know when sampling is inadequate, at least in the self-
consistent sense of Sec. IV.B.2. The “diagnosis” of poor sampling is intimately connected
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Bin number ESS
1 12567
2 61391
3 82087
4 91839
5 292655
6 71194
7 240201
8 5600
9 162731
10 210261
Table 7: Spurious ESS estimates when physical states are not used. Butane sample size is
estimated in each of 10 arbitrary regions of configuration space. The actual sample size is
∼6000, based on a 1 µsec Langevin dynamics trajectory.
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with the idea of estimating ESS by subdiving a dynamics trajectory into smaller, equal
segments.
First, consider subdividing a dynamics trajectory into smaller, equal segments to estimate
the population mean and variances. If the trajectory is very long compared to all corelation
times, no serious problems will arise. If the sample size estimate for each of these segments
is less than 10, however then the method does not reliably give the estimate of the sample
size of the total trajectory, and likely overestimates it. For example, if the correct total
number of independent configurations in the full trajectory is 10, and we subdivide it into 20
equal segments, then each of the segment will give a sample size of 1, which is the minimum
number possible using Eq. (IV.3). This leads to an overestimate of the sample size. But the
problem is easily diagnosed by ESS ∼ 1 for each segment. If division into fewer segments
still leads to ESS ∼ 1, sampling is likely inadequate.
2. The inadequacy of arbitrary regions for ESS estimation
It is somewhat difficult to understand the reason for spurious results for ESS obtained using
a correlated dynamics trajectory from bins that are a small part of a physical state as
in Sec. IV.C.5. A two-state thought experiment is instructive. Consider a system with
two basins, A and B, separated by a barrier. Imagine that we divide the full space into
many bins, of which the seventh is a small part of state A and has the (true) probability
of p7. In ideal uncorrelated sampling, the observed outcomes should be in the bin with
probability p7 and out of the bin with probability 1-p7. However, in dynamical sampling,
if the system is trapped in state A (with a fractional population pA) for the observation
time, the observed probability in the bin turns out to be p7/pA instead of p7. Conversely,
if a trajectory segment is trapped in state B, the observed population of bin 7 is zero. The
variance of this observed distribution when p7 ¿ pA is much lower than the binomial case;
physically, the fast timescales within state A act to “smooth out” population variation within
a small part of the state. The estimated ESS obtained using a correlated (i.e.,dynamical)
trajectory will appear to be larger based on such a bin, as occurs in Table 7.
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V. DISCOVERY OF PHYSICAL STATES IN A HIERARCHICAL
PICTURE
A. REVIEW
In the previous chapter, I demonstrated how to estimate the ESS based on the variance in
populations of physical states. The key step of this method is to find the physical states.
Physical states of a system should be described in a hierarchical way. The hierarchical de-
scription of physical states was initiated by the classical studies of Wolynes and collaborators
on the reaction kinetics of myoglobin and oxygen [143]. There is also study about protein
folding by using hierarchical description of energy landscape [144]. Hierarchical disconnectiv-
ity graphs [28] have played a key role in recent efforts to explain how diverse processes such
as protein folding, crystallization and self-assembly. Disconnectivity graphs are schematic
descriptions of the energy landscape and provide the relation among local energy minima.
Since the number of local minima increase exponentially with the number of atoms [28],
the graph could be really messy and miss the big picture of the free energy landscape of the
system. We developed a method to describe the systems of interest in large “clusters” (phys-
ical states) and give the hierarchical picture of the physical states based on the transition
rates between neighbouring states. In the ESS estimation, we are only interested in the final
stage – two states, which are separated by high energy barrier. The benefit of discovery of
physical states is beyond ESS estimation: it is very important for understanding dynamics of
biomoelcular processes. Note that a physical state in this thesis is a region of configuration
space that contains many configurations. They are separated by high energy barriers.
Almost all the biomolecular processes are fundamentally dynamic in nature. In many
complex systems of physical importance, transitions take place between stable states sep-
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arated by a high (free) energy barrier. Examples are isomerizations in clusters, chemical
reactions, protein folding and crystal nucleation. Molecular simulation techniques such as
molecular dynamics (MD) in principle enable the computation of the reaction rate constants,
the search for transition states and the exploration of reaction mechanisms. But since the
rate constant of the transition depends exponentially on the activation barrier height [28],
the expectation time of a transition can easily become orders of magnitude longer than the
molecular timescale which is usually measured in femtoseconds. A purely static description
of these motions is not enough for mechanistic “understanding” the dynamical nature of
these processes.
To study the kinetic pathways of the systems, it is necessary to decompose the con-
formational space into a set of physical states. There is study of automated discovery of
metastable states for the construction of Markov models of dynamical simulation by Chodera
and coworkers [132]. It shows excellent results but the drawbacks are that it is complicated
and requires the user to choose the number of states in advance. In this study, we extend
their study and develop a simpler and faster method. Also we borrow the idea to investigate
the physical states at different hierarchical levels [143].
In this Chapter, I describe the physical state discovery method and its results. In this
method, bins or regions in configurational space are combined to give the physical states, as
discussed below in more detail. This method is based on the work of Chodera et al.[132], but
is simpler. There is no Markovian requirement on the selection of bins. Indeed, a typical bin
in a configurational space for a large multidimensional system may itself encompass several
separate minima. We emphasize that the procedure is designed solely for the purpose of
estimating sample size and is not claimed to be an extremely precise description of states.
The approach explicitly shows the hierarchical nature of the configurational space [145,
146], and ultimately focuses on the slowest timescale – which is of paramount importance
for the estimation of the effective sample size.
The trajectories analyzed in this chapter are the same as previous chapter, some of which
were generated by others. I performed the analysis of the trajectories, some of which are
simulated by Dr.Divesh Bhatt who also provides important insights.
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B. METHODS
1. Use of rates to describe conformational dynamics
The approximate states are constructed based on rates between regions of configuration
space, which are a fundamental property that emerges uniquely from the natural system
dynamics. Following Ref. [132], we first decompose the conformational space into multiple
bins as detailed below. Subsequently, we combine bins that have the highest transition rates
between them, iterating to create a hierarchical description. This procedure is based on the
physical idea of separation of time scales: there are faster timescales (high transition rates)
associated with regions within a single physical state, and slower timescales for transitions
between states. Furthermore, “fast” and “slow” timescales are not absolute, necessitating a
hierarchical description following precedents.[145, 146]
2. Binning decomposition of the configurational space
We divide the whole configuration space into m bins, and determine the physical states
by combination of these regions. All data reported here used m = 20. The procedure
to decompose the whole configurational space (with N configurations) into m bins is as
follows:[69]
I. A reference configuration i is picked at random from the trajectory.
II. The distance of the configuration i to to all remaining configurations in the trajectory is
then computed, based on an appropriate metric discussed later.
III. The configurations are sorted according to distance, and the closest N/m configurations
are removed.
IV. Steps 1–3 are repeated m− 1 times on the progressively smaller set of remaining config-
urations, resulting in a total of m reference configurations.
For the distance metric, we select the root-mean squared deviation (RMSD) [8] of the full
molecule, estimated after alignment. Note that using just the backbone RMSD may be
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Figure 12: A one–dimensional potential energy landscape with four basins separated by three
barriers.
a poor distance metric for peptides as it ignores side chain kinetics, which could assign
configurations in wrong bins. However, other metrics may prove useful.
After reference structures are selected, we decompose the whole space into bins based
on a Voronoi construction. That is, for each configuration, we calculate the RMSD of this
configuration to each of the m reference structures. We assign the configuration to the bin
associated with the reference structure, with which the configuration has the smallest RMSD.
3. Calculation of rates among bins and bin combination
We compute the mean first passage time (MFPT) from each bin, i, to every other bin, j,
using a continuous dynamical trajectory or a set of trajectories. The rate from bin i to bin
j is the inverse of that MFPT. In general, the rate from bin i to bin j is not the same as the
rate from bin j to bin i – and we take a linear average of these two rates to define the unique
effective rate between bin i and bin j, keffij . The effective rates are then used to construct a
hierarchy of states.
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4. Hierarchy
We construct a hierarchy of states by combining bins together if all pairs of rates keffij exceed a
cutoff, kc. The cutoff is then decreased. We start with kc = 1/min(MFPT) and progressively
decrease kc (or, equivalently, increase the transition time cutoff). With a decrease in kc, more
bins are combined resulting fewer states. Ultimately all bins are combined if transitions
among all bin pairs are present in the trajectories which are analyzed.
The rule of unanimity – the requirement for fast transitions among all bin pairs in a state
– is important for ESS estimation. In physical terms, it prevents a bin which “straddles” two
states from combining with bins on both “sides” of the straddled barrier (until a suitably
low kc is employed). In turn, this absence of straddling prevents anomalous ESS estimates.
We note that the hierarchical picture can be significantly affected by the time interval
between “snapshots” underlying the MFPT calculations. For example, although a trajectory
may have a low likelihood (hence a low rate) to cross over the 2kBT barrier in Fig. 12 in time
τ1, it may easily cross that barrier for a long enough time interval, τ2. Thus, a hierarchical
picture at the lowest level can differentiate the two left states of Fig. 12 if the rates are
computed from the dynamic trajectory with snapshots at every τ1 interval. On the other
hand, if the rates are computed using the τ2 interval, 2kBT barrier cannot be resolved at
the lowest hierarchical level. As an extreme case, if the interval between snapshots is longer
than the largest correlation time in the system, then the rates to bin i from any other bin
is simply proportional to the equilibrium population of bin i – and the application of the
procedure described above is not appropriate.
Fig. 13 and 14 show the physical states in hierarchical description for dileucine and
butane, respectively. Both start with m = 20 initial bins, and combine all the way to a
single state. The effective sample size is calculated from the two-state level of the hierarchy
as described in Sec. IV.B.
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Figure 13: Hierarchical physical states for dileucine shown via the average transition time
required for transition among bin pairs. Bin pairs that combine “faster” (i.e., have shorter
transition time) are combined at a lower level of the hierarchy.
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Figure 14: Hierarchical physical states for butane shown via the average transition time
(1/keffij )required for transition among bin pairs. Bin pairs that combine “faster” (i.e., have
shorter transition time) are combined at a lower level of the hierarchy.
98
C. PREVIOUS METHOD: FIND PHYSICAL STATES BY POPULATION
VARIANCE
It is noteworthy that the first method employed during my research was not to combine bins
based on rates. Rather, we combined the bins purely based on population variance. This
method has not been published, but it also is effective to estimate the ESS. Even though
both methods combine neighboring bins, they have different procedure and idea.
The variance-based method can be understood qualitatively using the example of a dy-
namical trajectory and two bins with minimal barrier between them. Consider neighboring
bins i and j, and suppose the trajectory is in bin i at time t1 in a dynamical simulation.
The probability for the configuration in bin j is higher than other bins far away from bin
i at time t1 + δt. The combination of bin i and j will increase the suitably scaled variance
of population, and thus decrease the sample size. It is similar to the two-state example we
discussed in Sec. IV.D.2. In ideal sampling, the sample size estimated by each bin is reli-
able because there are no correlations among bins. In other words, the variance calculated
in each bin from multiple simulations provides information to infer the correct timescale
in ideal sampling. While in correlated trajectories, which are the most cases in biological
system sampling, the configurations make the population variance reflect the convolution of
fast and slow timescales (motions inside physical states and among physical states). Since
we are looking for the slow timescale, neighbour bins should be combined in order to avoid
the effect from fast timescale. The moral of this method is that combination of correlated
bins will capture physical states, that are separated by slow time scale. The procedure could
be described as
I. A reference configuration i is picked at random from the trajectory.
II. The distance of the configuration i to to all remaining configurations in the trajectory is
then computed, based on an appropriate metric discussed later.
III. The configurations are sorted according to distance, and the closest N/m configurations
are removed.
IV. Steps 1–3 are repeated m− 1 times on the progressively smaller set of remaining config-
urations, resulting in a total of m reference configurations.
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V. Calculate fractional population in each bin for all independent simulations, and find
mean and variance in each bin, then calculate sample size sizes estimated in each bin
VI. Try combining all the bins to bin j that gives smallest sample size.
VII. Combine j with k, which gives smallest sample size.
VIII. Keep repeating until N eff stops decreasing.
IX. Keep the same combination criteria for remaining bins until all bins are combined.
X. Pick the smallest sample size among those bins.
The discovery of physical states is carried out by sample size estimation. In other words, this
method relies on the sample size in each bin (composite bins). Note that it is not necessary
for the number of physical states we get from this method to be equal to two. In cases where
the number of physical states is more than two, each state will have its own sample size. We
will take the minimum as I discussed in Sec. IV.B.
Actually, the variance method is related to the rate method. To make it easier to
understand, we can connect the two methods in this way. The population variance is related
to the sample size, which is deduced from Eq. (IV.3). On the other hand, the bigger the
sample size, the shorter the correlation time. Systems with short correlation time (slow time
scale) need to wait shorter time to be lose memory, and thus have lower energy barriers.
The states separated by low energy barrier will yield high rate. Therefore, the population
variance and transition rate share the same physical insights, and both of them should work
in discovery of physical states.
D. COMPARISON OF PHYSICAL STATES FROM DIFFERENT BIN SETS
To answer the question ”Are physical states found by different bin sets the same?”, we need
to have some quantitative measurement of physicals states. Since we start from different
bin sets, the physical states rarely are exactly the same. For example, we can find three
states for butane systems. Let us say state A1, A2 and A3 from bin set 1, and state B1,
B2, and B3 from bin set 2. It is possible that state A1 and state B1 are same region of
configuration space, state A2 and B2 are in same region, and state A3 and B3 are in this
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region. It could be another way around ,e.g., state A1 and B2 are same region, A2 and
B3 are same region and A3 and B1 are same region. As long as the configuration space
is divided by similar region by different independent analysis, we could conclude that the
method give good estimation of physical states. We need to find a way to compare two sets
of physical states from two independent analyses. So we first define a fractional population
matrix based on two analyses. The states from first analysis are labeled as A1, A2,· · · and
so on , while states from second analysis are labeled as B1, B2 · · · and so on. Each element
of the matrix is defined as
Tij =
the number of configurations in both Ai and Bj
the total number of configurations in the trajectory
(V.1)
Elements with big fractional population indicate that the two states are very close with each
other. For example, one analysis gives three states (A1, A2, A3), while the other one also
gives three states (B1, B2, B3), the elements T11,T12 and T13 are 0.05, 0.1 and 0.4 respectively.
The A1 has most shared regions with B3 among B1, B2 and B3. So A1 and B3 should be
the same region. We can check the other states based on the same criteria – pick the biggest
population among elements in each row. The quantitative measurement of physical states
could rely on two variables : Similarity and Overlap.
Similarity = sum of biggest fractional population in states from another analysis (V.2)
The Similarity gives the ratio of number of configurations that in the same states from both
analysis out of the total number of configuration in the trajectory under the assumption
that two states from two analyses with biggest fraction population are in same region of
the configuration space. As we mentioned above, each state will have its own estimate on
sample size, the sample size we pick is the smallest one. It is also very important to locate
the physical state that gives the sample size. Thus, we need to compare overlap between the
two states determining the sample sizes from two analyses. It should be defined as
Overlap =
fractional population intersection of the two states determining sample size
fractional population union of the two states determining sample size
(V.3)
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Butane B1 B2 B3
A1 12.42% 0 0
A2 0 9.62% 0
A3 0 0 77.32%
Table 8: Fractional population in two set of physical states from two set bins for butane
The numerator is the shared region(intersction) of the two states, say A1 and B2, while the
denominator is the sum (union) of the two states. The Overlap, unlike Similarity, only
focus on the region that gives the sample size. It is a good indicator of whether the sample
size is reliable, since the sample size of certain trajectory should be the region that sampled
worst. For each system , such as butane, we can always get three states, while for flexible
system, like met-enkaphalin, different number of final states could be obtained. Table 8 and
9 shows the fractional counts from two different analysis.
Based on the Eq. (V.2) and Eq. (V.3), we can calculate the Similarity of two butane
states set are 99% (12.42% + 9.63% + 77.32%). The sample size is determined by A1 and
B1, so the Overlap is 100% ( 12.42%+0+0
12.42%+0+0+0+0
). While met-enkaphalin, the worst case, gives
86% similarity and 74% overlap. We are showing the best case and worst case among the
four systems. The states we found are pretty similar, more importantly, good enough to get
the sample size.
Met-enkaphalin B1 B2 B3 B4
A1 4.5% 29.05% 16.95% 1.88%
A2 38.44% 6.06% 2.93% 0.18%
Table 9: Fractional population in two set of physical states from two set bins for met-
enkaphalin
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E. DISCUSSION
I demonstrate two methods to discovery physical states. The first one (rate) is to be pub-
lished, while the second one (variance) is only discussed in this thesis. Both methods work
well and give good estimation of ESS, but the first one is easier to understand and more
fundamental than the second one and could generate full hierarchy of states landscape. The
second method usually gives more than two states, and we could not the see the hierarchy.
We define two variables similarity and overlap, mainly to test the accuracy of physical
states. It shows that the physical states could be adequately discovered even in worst case
(Met-enkaphalin).
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VI. CONCLUSION AND OUTLOOK
A. WHAT HAS BEEN ACCOMPLISHED
With the continuous increase in computer power and technology, simulations of large systems
at longer time-scales are becoming more feasible. However, the complexity of the free energy
surface of a protein has caused many difficulties to sufficiently sample the conformational
space using classical and standard molecular dynamics or Monte Carlo. The need for the
development of more sophisticated techniques capable of crossing large free energy barriers
has become increasingly more evident. Improvement and development of algorithms capable
of sampling the entire conformational space of large protein complexes is also necessary in
order to study dynamics of protein motion. Thus, the development of advanced sampling
methods is crucial. As a related point, assessment of sampling efficiency is becoming more
and more necessary and important. A standard and universal method is needed to test
and evaluate the rising new complicated algorithms. In addition, the sampling quality and
convergence of the system can help determine the statistical significance of observed results.
In this thesis I introduce how to apply the developed polymer-growth based algorithm to
equilibrium sampling of several peptides systems at atomistic level. This should be the first
version of library-based applications of polmer-growth algorithms in equilibrium sampling
of biological systems with all atoms in implicit solvent. The statistical efficiency analysis
show that this algorithm can obtain remarkable efficiency for systems for larger peptides (up
to Ace-(Ala)16-Nme). All the systems studied in this thesis could be generated in less than
one minute of single CPU time, which is more than thousand times faster than standard
Langevin dynamics.
I proceeded to apply this growth algorithm and extended Ytreberg and Zuckerman’s
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earlier work on computation of absolute free energies for molecular systems [97]. I took
advantage of the pre-calculated fragment libraries, internal energy terms within fragments,
as well as the interaction between bonded fragments, which makes the calculation much
faster. In terms of methods, I staged the free energy differences into multiple steps in order
to use the pre-generated libraries. I tested three systems — the alanine monomer, dimer, and
tetramer — and obtained extremely precise free energies, with fluctuations ¿ 1 kcal/mole.
The calculations only costs less than an hour of single-processor computer time. Again, the
speed results from employing pre-calculated libraries and interactions tables.
In order to show the speed and efficiency of the algorithm and provide a standard mea-
surement on different algorithms, I have contributed to the development of a new method
to assess the quality of molecular simulation trajectories – effective sample size. The new
approach improves on the time correlation method [26], in several ways. The method is
very objective. The sample size is what you calculate, whereas the time correlation time
method is subjective and only provides ranges. More importantly, the method works for
both dynamic and non-dynamic algorithms. As long as we have the information of physical
states, we can estimate the effective sample size accurately and rapidly. Another feature
of the new procedure is that it is applicable to discontinuous trajectories as well. We also
demonstrated that the procedure is not very sensitive to the precise definitions of physical
states. We tested systems ranging from discrete toy models to an all-atom treatment of
rhodopsin, and got good agreement with correlation time analysis. It is also a very powerful
tool to test the convergence of a simulation. In cases where ESS is estimated to be less than
10, caution should be used since the chance of inadequate sampling is very high.
To supplement the estimation of the effective sample size, I also contributed to the de-
velopment of a simple procedure for the automated determination of physical states, which
is based on previous work [132]. This procedure yields, in a natural way, a hierarchical pic-
ture of the configurational space, based on transition rates between regions of configuration
space. I applied different means, and finally understanding the nature of the physical states,
described it in a hierarchical way. The method based on transition rates and a second ap-
proach based on population variances both work for the definition of physical states. The
transition rate approach has been presented in a manuscript because it is easy to explain
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and apply.
There is related software available on the website (www.ccbb.pitt.edu/Zuckerman), for
statistical libraries of amino-acid and capping-group fragments, sample size calculation, and
physical states discovery. They are all easy to use with free download.
B. OUTLOOK
Despite the advance described, much needs to be done. The considerable speed of the growth
calculations can be attributed to the use of pre-generated libraries. But the method is not
well suited to very large systems. The configurations saved at an early stage may not be
very helpful in a later stage. Thus, the current algorithm has limitation on the system
size. One future improvement could be the “self-bias” reweighting, which assigns bigger
weight on the configurations with more weight in the future steps (based on a preliminary
simulation). Relaxation at each growth stage via canonical sampling may be another option
help to further improve speed and efficiency.
The absolute free energy determination has proved to be very accurate and fast. A future
application of potential importance is the estimation of binding affinities of small molecules
to proteins. That could be very useful in drug design, where the interactions of ligands and
proteins play a very important role. The methods reported here are very fast and easy to
check and is very suitable for generating libraries for any kinds of small molecules.
The sample size project is a relatively complete one. The new method can analyze the
effective sample size very fast based on the knowledge of physical states. There is some room
to improve the speed. We are currently using (RMSD) as a “distance” measurement, but
there is a more rapid alternative dRMSD. The dRMSD measure requires only simple calcula-
tion of distances between atoms without alignment and therefore should work effectively for
large systems. Another improvement could be the check of sample size at each hierarchical
stage to avoid the sample size increase in later stage. The variance method could avoid
this potential problem. Also a population cutoff should be applied, since sample size from
low-population regions is not very reliable; by definition, such regions are rarely visited and
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arguably not very important.
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