We describe a radiative transfer method for treating nongray gaseous absorption and thermal emission in vertically inhomogeneous multiple scattering atmospheres. We derive probability density distributions of absorption coefficient strength from line-by-line calculations to construct line-by-line and band model based k distributions. The monotonic ordering of absorption coefficient strengths in these k distributions implicitly preserves the monochromatic structure of the atmosphere at different pressure levels, thus simulating monochromatic spectral integration at a fraction of the line-by-line computing cost. The k distribution approach also permits accurate modeling of overlapping absorption by different atmospheric gases and accurate treatment of nongray absorption in multiple scattering media. To help verify the accuracy of the correlated k distribution method, we compare radiative cooling rates by atmospheric water vapor, CO2, and ozone against line-by-line calculations. The results show the correlated k distribution method is capable of achieving numerical accuracy to within 1% of cooling rates obtained with line-by-line calculations throughout the troposphere and most of the stratosphere. 
Numerically computed radiative heating and cooling rates provide a viable alternative but are subject to additional uncertainties due to the numerical approximations required to make the radiative calculations tractable. The specific problem is the nongray nature of atmospheric absorption due The effects of vertical inhomogeneity (e.g., pressure broadening) are modeled through the implicit wavelength correlation of k distributions at different pressure levels, which is presumed to hold throughout the atmosphere. The physical basis for this premise is that, for a given spectral interval [tq, t,2], k distributions at all altitudes are simply correlated in frequency space, i.e., the monotonic ordering by strength of absorption coefficients at different levels in the atmosphere retains the relative spectral alignment of absorption lines between different levels. Clearly, for an isolated absorption line, this spectral correlation is rigorously maintained through all levels of the atmosphere as long as the line center remains fixed in wavelength. The degree to which this spectral correlation can be maintained in a realistic atmosphere for gaseous spectra with overlapping lines of different strength is not readily obvious and is the key topic addressed [Hansen et al., 1983 [Hansen et al., , 1984 and to model radiative forcing of the global surface temperature due to gradual changes in trace gas concentrations in the study of transient climate response [Hansen et al., 1988] . In all of these applications the k distribution approach has proved itself both versatile and reliable.
ABSORPTION IN HOMOGENEOUS MEDIA
For radiative transfer purposes, "homogeneous" requires only that the monochromatic absorption coefficient k v be constant along the light beam path, a requirement that is generally met for atmospheric paths at constant pressure and temperature. For constant kv the integral over the absorber density p along the atmospheric path simplifies to u = Two general approaches exist that utilize compilations of atmospheric line parameter data to compute transmission (or absorption) functions for homogenous paths. Monochromatic line-by-line calculations use the line parameters directly and are generally regarded to be a "precise" but computationally costly approach. Band model methods, which express the transmission analytically in terms of band model parameters that are based on the statistical distribution of absorption lines, offer computational economy and numerical convenience but at the cost of reduced precision.
As described below, line-by-line calculations serve two basic objectives: first, they provide the means for determining the dependence of transmission and/or absorption on absorber amount; second, by ranking the line-by-line calculated absorption coefficients by strength, they provide a numerical distribution of absorption coefficient strengths that we identify as the "k distribution." The band models also possess intrinsic k distribution representations defined in terms of their band model parameters.
For our line-by-line calculations, we use the absorption line strengths, half widths, energy levels, and line positions from the 1982 Air Force Geophysics Laboratory (AFGL) atmospheric line compilation [Rothman, 1981] . To model the effect of pressure broadening on line shape, we use the Voigt profile throughout the atmosphere [e.g., Drayson, 1975 ; Pierluissi et al., 1977] ; line wings are truncated 5 cm -! from -1 the line center. The spectral resolution used is 0.005 cm below 15 km, and 0.0005 above 15 km. We utilize several optimizations to reduce computing time but maintain computational accuracy to within several tenths of a percent compared to more time consuming calculations that use numerical overkill to overcome such problems as spectral resolution. For example, absorption lines that are too weak to contribute significant absorption over the range of absorber amounts of interest are eliminated, and we combine closely spaced overlapping lines. The full pressure and temperature dependence of absorption line shapes as well as line wing contributions from outside the immediate spectral interval are explicitly included in the calculations. A more detailed description of our procedure for computing line-byline absorption is given by Oinas [1983] .
Absorption Coefficient Frequency Distribution
Since kv is a highly repetitive function of wavelength, computational efficiency can be improved by replacing the integration over wavelength with a reordered grouping of spectral subintervals with similar absorption coefficient strength. The basic idea of grouping spectral intervals according to absorption coefficient strengths is not new [e.g., Ambartzumian, 1936; Lebedinsky, 1939] . More recently, the same principle has been applied to radiative problems in the terrestrial atmosphere [Altshuler and King, 1968 a common feature at low pressures. Note that this portion of the frequency distribution, though ostensibly significant in appearance, contributes very little to the total absorption (except over extremely long path lengths). The characteristic slope arises from Lorentz wing absorption, which in the low-pressure regime, dominates the "empty" portion of the spectral interval as the line cores become increasingly narrow and constitute but a tiny fraction of the total spectral interval.
The predominance of Lorentz wing absorption in lowpressure k distributions does not mean that Lorentz wings will account for most of the absorption. Rather, this emphasizes the point that, in a particular case, only a small portion of the total k distribution (the region where the product of k and absorber amount is near unity) is actively contributing. Only for extremely large absorber paths do these small-value absorption coefficients come into play.
For subsequent numerical applications, it is more convenient to express the absorption coefficient strength distribution in terms of a cumulative frequency distribution, i.e., 
T(u) = f(k)e -/•" dk (7)
Likewise, the transmission integral over the inverse cumulative density distribution yields 1 -k( g)u
So far, no approximations have been introduced. For a homogeneous path, transmission can be computed using line-by-line spectral integration as in (1), by integrating over the frequency distribution as in (7), or by integrating over the k distribution as in (8). In all three cases the multiplicative property of monochromatic transmission holds, i.e., T(Ul + u2; g) = T(Ul; g) x T(u2; g). While all three approaches produce the same transmission results for a given absorber range, performing the integration over the k distribution is clearly simpler for numerical evaluation. Of course, for one-time applications, there is no real advantage to using k distributions, since line-by-line calculations are required to obtain the k distribution in the first place.
The transmission formula in (7) has the standard form of a Laplace transform. This is of special significance, as it permits the probability density distribution of the absorption coefficient strengths to be formally identified as the inverse Laplace transform of the transmission function, i.e., f(k) = L -• IT(u)]. In the following sections, this relationship is used to derive analytic expressions for the probability density distributions and k distributions directly from band model transmission functions.
Band Model Transmission
Band models provide convenient analytic expressions for computing the transmission function over homogeneous paths and over a wide range of absorber amounts. The only question is the accuracy with which they reproduce line-byline transmission results. The Malkmus [1967] This deficiency can be compensated for by least squares fitting the band model parameters to line-by-line calculations. This transfers the accuracy of line-by-line calculations to band model transmissions, so that the inherent capability of band models to describe gaseous absorption over a wide range of absorber amounts (for homogeneous paths) is more fully utilized. The fitting of the Malkmus band model parameters to the line-by-line calculated transmission is a nonlinear least squares problem and requires some care, as no standard fitting procedure is guaranteed to work in all cases. However, in practice, whenever the statistical parameters provide a reasonably accurate estimate for the transmission, little iteration is required to obtain the best fit band model parameters. Typical examples of the least squares parameter fits to line-by-line data are shown in Figure 3 .
We compute line-by-line transmission (solid circles in Because this initial guess may occasionally be too far removed for a two-parameter iteration to converge (as is the case for the CO2 example in Figure 4b ), we sample a broad mesh of S values in the neighborhood of the statistical average value with one-parameter iterations on B. Of these, the best fit point, indicated by the square, is selected as the starting point for further iteration, for which we use a two-parameter Newton-Raphson procedure. The circle denotes the optimum iterated B and S parameters for the Malkmus model, which give the minimum fitting error to the line-by-line transmission over the specified absorber range. For the 6.3-•m water vapor example, the mean fractional error for absorption over nearly the full absorber range in Figure 3a is less than 1%.
In Figure 4b Other band models (e.g., the Goody and Elsasset models) could have been used with equal success to obtain accurate least squares fits to line-by-line transmission. The practical reason for using the Malkmus model is because of its analytical properties that facilitate manipulation of k distributions as discussed below.
MALKMUS BAND MODEL DISTRIBUTION FUNCTIONS
For applications that require only the transmission over homogeneous paths in the absence of scattering, band model transmission results (with least squares fitted parameters) provide good accuracy. However, when modeling multiple scattering, or the vertical inhomogeneity of the atmosphere, accurate knowledge of the mean transmission alone is insufficient; full knowledge of the nongray information describing the distribution of absorption coefficient strengths is essential because the nonlinear dependence of multiple scattering interactions on absorption coefficient strength is very difficult to simulate accurately by using only spectral-mean absorption coefficients. This nongray information is available in the numerical frequency distributions (e.g., Figure lb) that were computed directly from the line spectrum. Unfortunately, these numerical k distributions are computationally unwieldy due to the large number of points required to represent the absorption coefficient frequency distribution. The band model k distributions offer simplicity, but two key questions must be addressed: (1) to what extent is nongray information describing the distribution of absorption coefficient strengths contained within the band model formulation; and (2) can this information be extracted in a form that is useful for application to practical radiative transfer problems.
Density Distribution of Absorption Coefficient Strengths
The formal definition of the transmission function as the Laplace transform of the absorption coefficient probability density distribution in (7) implies that the full information content of the nongray distribution of absorption coefficient strengths is contained within the band model transmission function. Thus, to the extent that the band model transmission function (e.g., the Malkmus model given by (9)) accu-rately describes the line-by-line transmission over the full range of absorber amount, the inverse Laplace transform of the band model transmission function should reproduce the absorption coefficient probability density distribution. Of the commonly used band models, Domoto [1974] showed that the Malkmus model possesses an inverse Laplace transform that is mathematically well suited for further manipulation. Sometimes also referred to as the inverse transmission, the Malkmus model probability density distribution of absorption coefficient strengths (the inverse Laplace transform of (9) For computational efficiency, the cumulative density range is divided into subintervals that are unequal in width. The unequal spacing of intervals in At/is selected to provide approximately equal ratios in absorption coefficient strength; this provides a more uniform distribution of absorption coefficient strengths when modeling nongray absorption. Though transmission is conserved over a homogeneous path (with no scattering) for any number of k intervals, nongray effects become evident in the case of multiple scattering and for vertical inhomogeneity. Then for a given number of k intervals, optimum accuracy is obtained when the cumulative density intervals are more closely spaced near t/ = 0, and the strong absorption end near t/= 1. Figure 9 shows the even more dismal fit to the line-by-line transmission using statistical band model parameters.
ABSORPTION IN VERTICALLY INHOMOGENEOUS MEDIA
In previous sections we described the basic approach for converting line-by-line transmissions over homogeneous paths into band model k distributions which can reproduce the line-by-line results without significant loss of accuracy. We now extend these techniques to model nongray gaseous absorption in a realistic atmosphere where pressure broadening and the atmospheric temperature gradient produce a vertically inhomogeneous absorber path. First, we present the rationale for modeling the effects of atmospheric pressure broadening by means of vertically correlated k distributions. Then we compare these correlated k distribution results to line-by-line radiative heating and cooling rates for the principal atmospheric gases.
Vertical Correlation of k Distributions
The rationale of applying k distributions derived for homogeneous absorber paths to model pressure broadening and nongray gaseous absorption in vertically inhomogeneous atmospheres makes use of the pseudo-absorption line characteristics of k distributions. The basic premise is that, for a given spectral interval [h, •'2], k distributions at all correlation of absorption coefficients at different heights in the atmosphere is apparent in the case of a single absoftion line, where it is easy to verify the one-to-one correspondence that exists between the monotonically ordered rank of absorption coefficient strengths and the wavelength scale relative to the line center. This correspondence, as long as the line center remains fixed, is rigorously maintained at all levels of the atmosphere with the strongest absoftion always occurring at the line-center frequency at all pressure levels. Similarly, the weakest absorption at all altitudes occurs at frequencies corresponding to the extreme line wings. high pressure k distribution in Figure 1 ld. The same # value in the low-pressure k distribution is then used to map the above spectral subintervals. Though substantial differences are apparent at specific wavelengths, it can be seen that there is error compensation at nearby wavelengths. to the number of frequency points where the correlation error has the abscissa error value. The largest errors tend to occur in situations where the peaks of the low-pressure spectrum are higher than the corresponding peaks of the k mapped spectrum, except in the case of the highest peak. Despite the extreme pressure difference between the two test layers, the frequency correlation remains quite good.
To examine the effect of the degree of spectral correlation on the radiative fluxes, upward fluxes are calculated for a wide range of absorber amounts using both line-by-line and correlated k distribution calculations for water vapor in the 1510-1520 cm -• wavelength interval. The rather extreme configuration used to illustrate the effect consists of two contiguous low-and high-pressure layers overlying a surface that produces a spectrally flat emission. To isolate the correlation effect and to minimize extraneous factors, both layers and the emitting surface are taken to be isothermal; thus both methods will give the same net outgoing flux at each layer boundary independent of absorption coefficient differences. However, there will be compensating errors in the correlated k distribution fluxes (relative to the line-byline fluxes) from the individual layers that combine to yield the net flux. These errors in the top layer fluxes are plotted in Figure 13a as a function of absorption within that layer.
The solid line in Figure 13a in the percent error in the absorption by the top slab of the flux originating from the surface. The dashed line is the corresponding relative error, i.e., the error in the absorption of the flux originating from the surface relative to the absorbed flux originating from both the surface and the bottom layer. Similarly, the broken line is the percent error in the absorption by the top slab of the flux originating from the bottom layer, while the dotted line is the relative error, i.e., the error in the absorption of the flux from the bottom layer relative to the total absorbed flux. For the isothermal case selected, the relative errors in absorbed fluxes must sum to zero. Note that although the percent error in the absorbed surface flux is quite large, the relative error quickly approaches zero with increasing absorber amount due to the increasing optical depth of the intervening bottom layer. Similarly, for very small absorber amounts, the large percentage error in the absorption of the flux from the bottom layer is negated by the dominanc•, of the surface.
Considering the large difference in pressure between the layers, the errors are gratifying small. Differences in transmission across the two slabs between line-by-line and k distribution calculations are very small (less than 1%) for a wide range of absorber amounts and are thus less diagnostic of correlation differences.
In Figure 14 we examine the spectral correlation for water vapor in the 1510-1520 cm -• wavelength interval at a fixed pressure of 1.0 bar, but with a temperature inhomogeneity of 46 K (again, a more severe case than would be normally encountered in the atmosphere). The differences between these spectra are due primarily to changes in line strength dependence on temperature and to a lesser extent to the (To/T) n pressure broadening caused by the temperature differential. As in Figure 13a , the dotted line in Figure 14a is obtained by mapping spectral subintervals at corresponding # values from the 296 K spectrum in Figure 14c via their respective k distributions to the 250 K spectrum in Figure  14a . Again, substantial differences occur at some wavelengths with compensating differences at nearby wavelengths.
A plot of the unnormalized distribution of correlation errors for the temperature difference inhomogeneity is shown in Figure 12b . The correlation distribution is defined in the same way as for the pressure difference case. The sharper distribution of correlation errors in Figure 12b is indicative of the closer correspondence between the reference spectrum (solid line) and the mapped spectrum (dashed line) in Figure 14a and shows the temperature difference inhomogeneity to be less extreme than the pressure difference inhomogeneity. Figure 13b shows the error contribution to the net flux absorbed in the top layer of the two-slab atmosphere analogous to those shown in Figure 13a . Again, because of the stronger spectral correlation in Figure 14 , the flux errors are significantly smaller than those for the pressure inhomogeneity in Figure 13a (note the change in scale).
In modeling the real atmosphere, the pressure and temperature differences that are encountered between radiatively interacting layers are typically much smaller than those used in the illustrations above. In these more realistic cases, the mapping of spectral subintervals at corresponding values of #, as in Figures 13 and 14 , would produce differences so small as to be masked by the width of a line. The radiative exchanges that take place between a given atmospheric layer and more distant layers, including the ground and the boundary with space, generally take place within the relatively transparent regions of the spectrum where the correlated k distribution results would be accurate due to the relative insensitivity to spectral detail in the optically thin regime. In the case of moderate to strong absorption, most of the atmospheric thermal radiation is emitted and re-absorbed between neighboring layers of the atmosphere (involving only small pressure and temperature differences between interacting layers) with typically only a small fraction escaping directly to space. We can therefore expect the correlated k distribution method to yield accurate heating and cooling rates despite the large vertical inhomogeneity of the atmosphere. This contention, nevertheless, is substantiated best by making detailed comparisons of radiative cooling rates obtained with the k distribution approach with those obtained from line-by-line calculations for realistic absorber, temperature, and pressure profiles in a vertically inhomogeneous multilayered atmosphere. These comparisons are made in section 5.
In passing, it may be worth noting that the so-called cooling-to-space approximation, whereby the net radiative balance due to interactions between atmospheric layers is set to zero, can yield fairly accurate cooling rates in some circumstances but fail badly in other cases [e.g., Fels and Schwartzkopf, 1975] . We performed several test calculations using this method with the column transmissions above each layer computed using k distributions. While the cooling-tospace approximation yields substantial savings in computing time, in nearly all cases the errors were much larger compared to the correlated k distribution approach.
Overlapping Absorption
Overlapping absorption is a common problem in radiative transfer modeling of the atmosphere. The common assumption that is generally made to account for overlapping absorption is that the absorption line positions of one gas relative to the other are randomly distributed. In this case, transmission by the combined gases is the scalar product of the two individual transmissions, i.e., T(ua, ub) = T(ua) x T(ub). However, this formulation loses validity in a multilayered atmosphere because there is strong correlation of the overlapping spectra between neighboring atmospheric layers; hence the successive multiplications of the transmission product between different atmospheric layers destroys the nongray information in the overlapping spectra.
To taken to be 10 cm -1 although test examples using 50 cm -1 resolution gave essentially identical results. The temperature gradient was specified to be linear (in Planck emission) within individual atmospheric layers to eliminate bias errors due to temperature gradient digitization. The computed radiances were integrated over emission angle using a fivepoint Gaussian quadrature to reduce flux errors from angle integration to a negligible proportion (see Figure A3) . The resulting upwelling and downwelling fluxes were then differenced to obtain the radiative cooling rates.
In the following, we present radiative cooling rates for H2 ¸, 
Water Vapor
Water vapor is the principal absorbing gas in the atmosphere, with absorption lines spanning the entire spectrum.
It has a characteristic vertical distribution where most of atmospheric water vapor is concentrated in the lower troposphere near the ground, diminishing to a small but not negligible concentration within the stratosphere. As shown in Table B As noted above, the comparison shows close agreement throughout the troposphere and in the stratosphere to about 30 km. The accuracy of the correlated k distribution cooling rates falls off above 30 km, where the assumption of "randomly distributed overlapping Lorentz lines" of the Malkmus model formulation becomes less representative of the physical conditions.
5.2.
Carbon Dioxide CO2 is the principal radiative cooling gas in the stratosphere, where it plays a key role in determining the temperature structure. Atmospheric CO2 is very close to being uniformly mixed and, from an absorber distribution point of view, represents a simpler modeling task of the vertical correlation of k distributions. Nearly all of the radiative cooling by CO2 is contributed by the 15-/am band (see Table  B2 The results for CO2 show generally good accuracy throughout the troposphere. Both underestimates and overestimates of the radiative cooling rate occur in the stratosphere where the Malkmus model applicability begins to break down. It is more likely, however, that the major part of the error in stratospheric cooling is attributable to the inadequacy of the k interval and/or vertical resolution that was used in setting up the original parameterization, since the GCM radiation was initially developed for tropospheric applications. A more detailed description of the parameterized correlated k distribution treatment in the GISS GCM will be presented in a separate paper. Table B3 . The 14-/am band contributes about 25% of the outgoing flux and about 33% of the downward flux at the ground due to ozone, and accounts for about 20% of the ozone cooling rate between 20 and 40 km. These relative comparisons, however, apply for the case of pure ozone; in the real atmosphere, the 14-ttm band contribution is greatly suppressed by the strong overlapping absorption due to CO2. The contributions from the rotational band and the 2100 cm -• band are negligible. The second aspect of this comparison is directed toward the question of overlapping absorption. CH 4 and N20 overlap strongly in the 7-to 8-ixm region and provide an excellent example to test the accuracy of the correlated k distribution treatment for overlapping gases described in section 3.3. For this purpose, we use the line-by-line computations to model the overlapping absorption explicitly and compare the results against those obtained using the correlated k distribution gaseous overlap treatment. The combined cooling rate profile computed with explicit line-by-line overlapping absorption is shown by the solid line in Figure 22 , and the correlated k distribution results are given by the dashed line. As expected, the results show a linear superposition of the downward fluxes and cooling rates throughout the stratosphere, where the overlap is essentially optically thin. In the 20-to 30-km range, the combined cooling rate for CH 4 and N20 is paradoxically greater than the sum of the individual cooling rates (see Table B4 ). This counterintuitive result arises from the proportionately greater reduction in the upwelling flux in the overlapping case compared to the reduction in the downwelling and self-emission components. As a result, the reduced warming due to decreased absorption of the upwelling radiation produces an increase in cooling.
We used the recipe provided by (32) and (33) The total absorption within the cloud layer attributable to the absorbing gas is shown in Figure 23d . Here, the largest disagreement between gray and nongray treatment of gaseous absorption again occurs in situations where multiple scattering effects are greatest, i.e., at large zenith angles for small cloud optical thickness and at small zenith angles for optically thick clouds. The results show that the gray approximation can overestimate gaseous absorption in clouds by as much as 50%. Thus there is need to model the nongray gaseous absorption explicitly, even in the case of a homogeneous medium.
We have not attempted, as part of this study, to combine The problem of validating the correlated k distribution treatment of multiple scattering in a vertically inhomogeneous atmosphere is very much the same as validating the correlated k distribution treatment of gaseous absorption in a nonscattering atmosphere. If, for example, the k distributions were to be perfectly correlated with height, they would have the same monochromatic properties as the line-by-line spectrum, so that computations for multiple scattering would be identical in these two cases. The principal effect of the multiple path length distribution arising from multiple scattering is to require narrower k interval resolution to maintain a given precision. This is because, in the case of multiple scattering, the absorber scaling provided by the cumulative transmission digitization (section 3.4) is defined for a fixed path length; hence a higher k interval resolution is needed to compensate for the path length distribution caused by multiple scattering. As in the nonscattering atmosphere case, the required resolution can be determined by varying the k interval width until radiative quantities of interest, like the outgoing flux, no longer respond to a change in resolution.
Thus, for the single layered stratus cloud imbedded in an absorbing atmosphere, the correlated k distribution treatment should give the same accuracy fit to line-by-line data in the nonscattering case. The more pathological case of multiple scattering between a high cirrus cloud overlying a low stratus cloud in an absorbing atmosphere may provide a more difficult test for the correlated k distribution, and therefore should be investigated with explicit line-by-line calculations. The answer is, in part, that the Malkmus model correlated k distribution, with the least squares fitted band model parameters, reproduces to first order the essential features of line-by-line calculations. These are (1) in the stratosphere, wing absorption is so small that essentially 99% of each spectral interval is absorption free; and (2) the transmission (absorption) in the remaining 1% of the interval is least squares fitted to match line-by-line results for a specified range of absorber amount that is characteristic of the stratospheric layering used. The gradient of the k distribution that is so poorly represented by the Malkmus model in the Doppler regime (and the resulting poor fit of absorption versus absorber amount) is apparently of secondary importance, though it clearly is the source of the stratospheric cooling rate error. The Malkmus representation of the Doppler regime is too "gray," in that absorption coefficients of the k distribution are too strong in weakly absorbing regions and too weak in strongly absorbing regions. This leads to overestimated absorption over longer absorber paths (as when integrating over emission angle), a characteristic of the gray approximation that produces excess cooling.
A quantitative evaluation of the contributing components of radiative heating/cooling in a nongray medium is complicated by the fact that the radiative fluxes cannot be treated as scalar quantities, i.e., the effective temperature of the upwelling and downwelling components may be quite different within individual k distribution subintervals. Thus, while the self-emission (cooling) term of a given layer may be obtained accurately (as long as the absorption coefficients reproduce the layer mean absorption), an accurate k distribution is needed to calculate the heating contributions within each k interval arising from the absorption of upwelling and downwelling flux components with widely different emission 
Thermal Emission From an

Isolated Layer
To compute the thermal emission from an isolated atmosphere layer, some type of intralayer temperature gradient must be specified. Rather than use a large number of isothermal sublayers, we take the intralayer temperature gradient to be linear in Planck radiation. This approach has a number of practical advantages at little cost to modeling accuracy. As illustrated in Figure A1 Choosing the layer temperature gradient to be linear in Planck radiation simplifies the numerical procedure for integrating over the vertical extent of the atmosphere and requires fewer layers to achieve the same overall numerical precision for the calculation of radiative fluxes and cooling rates, as can be verified by using a large number of atmospheric layers. This approximation does have a physically undesirable property in that the temperature gradient becomes a function of wavelength; however, this is not a significant source of error if the temperature difference between the top and bottom edges of the individual atmospheric layers is kept small, say, AT < 5 K. This error is largest in the limit of small optical thicknesses when the emitted radiation "sees" the full interior structure of the layer; the error disappears completely in the limit of large optical thickness when the emitted radiation originates from the outer edges of the layer. Also, this error is negligible at long wavelengths but becomes increasingly important toward shorter wavelengths due to the stronger temperature dependence of the Planck function.
The dependence of this (maximum) error on the layer top-to-bottom temperature differential is illustrated in Figure  A2 for three different reference temperatures, and displayed as the percent difference in emitted flux between the linearin-Planck and the linear-in-temperature gradients. For wavelengths longer than 6 tam, the maximum error is less than 0.1% for layer edge temperature differences of 5 K. Thus the inconsistency attributable to the slight wavelength dependence of the intralayer temperature gradient is far smaller In the case of single gases, and for overlapping absorption by two gases undergoing uniform variations in absorber amount such as CH 4 and N20, the rather poor representation of k distributions by the Malkmus model in the Doppler regime is mitigated by good layer-to-layer vertical correlation of the actual k distributions of these gases. Also, the fact that the band model parameters are forced to fit the homogeneous path transmission permits reasonable accuracy to be obtained in these cases for radiative cooling even in the Doppler regime.
However, computations of overlapping absorption for CO2 and H20 using the correlated k distribution approach produce excessive cooling above --•30 mbar. This problem, unfortunately, is fundamental in nature. It arises from the poor vertical correlation of the combined k distributions of CO2 and H20, aggravated by the rapid change with height of the relative absorber strengths and amounts. Though the poor representation of Doppler regime k distributions by the Malkmus model formulation is a contributing factor, which makes the band model parameters increasingly more "numerical" in nature and thus less able to retain their physical meaning, it is not the underlying cause of the problem. We have examined the cooling rate calculations for overlapping absorption using numerical k distributions, thus completely eliminating the Malkmus model as a source of error. However, the problem persists because the overlapping k distributions of CO2 and H20 are not sufficiently correlated between neighboring layers.
A simple expedient to deal with this problem in typical atmospheric modeling applications is to use empirical scaling of the absorber amounts for water vapor and CO2 within the 5-to 30-mbar region (since we have accurate results from line-by-line calculations for comparison). This approach has the advantage of retaining a linear dependence on the number of model layers, and it does not require a large increase in the number of k distribution intervals to improve the accuracy.
To more directly address the problem of the vertical correlation of overlapping k distributions, West et al. [1990] describe a spectral mapping procedure that forces correlation of the atmospheric k(9) values in frequency with respect to k(9) values of a selected reference layer. In this approach, the standard frequency to k distribution transformation for the reference layer is used to rearrange absorption coefficients of the other layers in exactly the same way, thus guaranteeing frequency correlation throughout the atmosphere. However, the resulting k(9) will in general no longer be a monotonic function of 9; it may even be multivalued and require of the order of 100 9 intervals to achieve 1% accuracies for the cooling rates. While the spectral mapping technique effectively addresses the vertical correlation of absorption coefficients for a given profile of absorber amounts, the frequency transformations need to be recomputed whenever the absorber distributions depart noticeably from their reference profiles.
This somewhat pathological behavior of overlapping absorption by CO2 and stratospheric water vapor underscores the difficulties encountered in developing parameterizations for computing radiative cooling rates that are both fast and accurate and applicable in all regions of the atmosphere. 
