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Abstract 
This paper proposes a Grand Challenge to serve as the impetus for the reexamination of sports and sports technology 
under the prism of enabling elite deafblind participation to foster innovation in sports engineering. Technical 
obstacles faced by deafblind athletes are classical engineering challenges: on-field positioning, path-following 
navigation, range finding, collision detection, peer-to-peer communication and object identification (friend or foe). 
Sufficient technical progress has been achieved to allow for robots to compete in the game of soccer (Robocup), 
similar progress can be put forth for the development of elite deafblind athletics. A collaborative effort to solve the 
Grand Challenge of the Deafblind Olympics has the potential for spurring innovation in sports training, sports 
equipment and stadium design. This paper presents a survey of various technical challenges faced by the elite 
deafblind athlete. 
© 2012 Published by Elsevier Ltd. 
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1. Introduction 
The Grand Challenge approach has been a hallmark of great engineering.  From the pyramids to the 
Apollo moon landing, our history is replete with amazing feats of engineering innovation and ingenuity.  
As our technology advances we have an opportunity to digitize, analyze and augment our physical 
abilities[1,2]. While these advances have been leveraged to entertain and enrich, to date, these engineering 
advances have not appreciably benefitted the deafblind. Now we have an opportunity to join these 
disparate stakeholders in a Grand Challenge. 
 Considering deafblindness to be the major loss of all useful hearing and vision, the core premise of 
this paper is that current technology is sufficiently advanced to allow deafblind athletes to perform 
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independently at an elite level.  Streaming tactile events can overcome such deficits [3] by leveraging 
microvibrators positioned at diverse anatomical locations. These tactors can provide coherent in situ 
spatiotemporal messaging that has sufficient data bandwidth for real-time activity guidance [4,5,6].  
Contemporary deafblind athletics are limiting [7]. Typically each athlete needs a human intervenor - a 
person dedicated to signing exactly what is happening in the environment [8].  Various organizations such 
as Paralympics and Deaflympics [9], have engaged the deafblind. However, in each case the athlete is not 
competing independently at the elite level with their non-deafblind peers.  There is a hint of the future 
possibilities as various electronic devices are coming on the market such as Braille displays with GPS and 
messaging capabilities [10,11].  
Current methods in sports training attempt to quantify and record all relevant anthropomorphic and 
environmental variables of an athlete using both wearable components and telemetry [12].   The same 
technical pathways can be leveraged to flow environmental and game data back to the athlete. The efforts 
to quantify, process and create actionable real-time movement sets is the hallmark of another Grand 
Challenge, Robocup [13]. Why not transfer and apply these same developments in hardware and software 
to humans? 
Deafblind athletes present a great opportunity for tackling many of the sports related challenges today 
that the researchers of Robocup will be facing in the not too distant future. Compared to a robot, the 
current deafblind athlete has inherently superior cognitive, motor and balance (vestibular) skills. If the 
deafblind athlete had a set of supplemental real-time cues, could they compete at the elite level?   
Defining and evaluating the set of supplemental real-time tactile cues for each sporting event would be 
the challenge for the ruling bodies of each sports discipline.    
2. Survey of Existing Engineering Solutions 
Current computer and communications technology has already solved and commercialized many 
components that are inherently part of the Grand Challenge solution. The following list is representative 
of various technical challenges and their associated  solutions: 
x Proximity Detection/Collision Avoidance -- sonar to calculate distances and anticipate the likelihood 
of a collision [14]; chart a path to avoid impending collision (software)[15] 
x Determining Location -- Geolocation via GPS, WiFi triangulation, Bluetooth, RFIDs [16,17,18,19] 
x Communicating -- WiFi, Bluetooth, Zigbee [20] 
x Environmental sensors (motes) - small battery powered nodes in a network [21]  
x Mobile Data input -- Gesture Identification -- Accelerometers -- high speed data entry [22] 
x Mobile Data output -- wearables with microvibrators/tactors for posture prompting[23] 
x Wearable Computing – lightweight electronics embedded into sports garments to permit ubiquitious 
and pervasive computing , and long-lasting LiPo battery packs from the Radio Control hobby industry 
[24]  
x Input Data Management and Filtering of Alerts-- software management of alerts by profile, game 
context, and alert – a common challenge in network monitoring / SNMP [25] 
x Identification Friend or Foe – recognition of teammate, referee, opponent, non-game entity (spectator) 
x Path tracking -- following an predetermined path or planning a new one, while avoiding collisions 
x Realtime Task Workflow – orchestrate  event workflow. e.g. Go here, Do this, Go there, Stop     
Much of the technology as previously described is manifest in the world of Do It Yourself (DIY) 
electronics: Arduino [26], Gumstix[27,28] and  Microsoft .NET Gadgeteer [129]. 
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2.1. Real-time task workflow  
The explosive growth of online virtual reality gaming has been fueled by software engines that solve 
the inherently complex tasks of game simulation, synchronization and coordination in real-time.  
Commonly known as MMORPG – Massively Multiplayer Online Role Playing Game[30], why not re-use 
this fertile technology from the virtual world to improve the real one? 
A game engine could be adapted to obtain inputs about athletes and send outputs as instructional cues 
to the athlete.  For example, one pre-activity workflow could be “Athlete X, please report to Lane 2 now 
for your 100m qualifier.” Then, another workflow would allow game officials to instruct athletes in a 
particular racing event:  “on your mark”, “get ready”, “get set” and “go”.   
Starting signals for deafblind athletes could be delivered via tactile prompts (clothing or starting 
blocks).  The start signal sequence could mirror the techniques used in drag racing where a predictable 
starting sequence is delivered via a tiered lighting structure, commonly referred to as a Christmas tree 
[31]. Thus a signal could be transmitted to all the racers, irrespective of their preferred input modality. 
This approach has the potential for eliminating the shortcomings of audio signaling via the starter’s 
pistol/speakers: audio propagation delays to racers at multiple starting locations and the curious case of 
always declaring false starts when runners move within  0.1 seconds after the official start[32].    
2.2. Path following/ wayfinding 
The very nature of an athletic event requires mobility.  One approach for providing precise locations 
and directions is to create a Venue Positioning System (VPS) by embedding  RFIDs into the very grounds 
of the stadium[33].   Spatial annotation [34], also known as geotagging, could supplement these VPS 
coordinates with facility data: bathrooms, restaurants and first aid. Further, the VPS database could 
provide travel instructions between any two waypoints in the venue.  Tactile feedback can be used to 
provide athletes  and spectators with a few simple instructions: Left, Right, Straight, Stop. 
2.3. Collision detection and avoidance 
Avoiding collisions allows athletes to maximize their performance and avoid injury.  Some sporting 
events provide athletes with a clear path under normal circumstances, while others have obstructions and 
require the athlete to chart their own path. 
The current technology in collision detection and avoidance could engage a sonar-type device that is 
forward-facing (movement direction) [35,36]. This sonar-type device would then provide real-time tactile 
input to the athlete in either a digital (Braille-like) or analog (intensity correlated to distance) form.  
Consequently, tactile feedback to the athletes would alert them of the time and distance to impact.  
2.4. Boundaries, distances/vectors to waypoints 
Athletes achieve superior performance results by approaching but not overstepping boundaries:  
runners follow the inner boundary of their lane; object throwers stay inside their circles, and long jump 
leapers avoid the foul line.    
A real-time mechanism to communicate a highly accurate (< 5 cm)  distance to boundaries is needed.  
Potentially, embedded foot sensors can detect embedded RFID fobs in the track and the physical 
proximity can be reported as a graded vibrotactile signal.   
Distance measurements to multiple event-specific waypoints are vectors.  Some common static 
waypoints are: finish line, sideline and long jump foul line.  Other waypoints are dynamic:  my teammate,   
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my opponent or the game ball.   Delivering vector information to the athlete can be presented via a haptic 
belt[38], using a series of vibrating motors, each motor representing a point on a compass. The duration, 
intensity or pulse sequence can deliver distance data.  Given the general progression of miniaturization in 
electronics, we can expect the size of these vibrating motors to continually shrink. 
Table 1. Sampling of Deafblind Technical Challenges in Track & Field Events 
Sport Activity Path 
Following
Activity
Specific 
Collisions 
Boundaries 
Fences
Distance to 
Waypoints 
Guidance
Vectoring 
Short Sprint Static No Straight 
Running 
Lanes 
Finish Line Straight Centerline 
Relay Static & 
Dynamic 
Yes Oval Lanes 
Baton Passing 
Zones  
Passing Zone, 
Finish Line  
Oval path 
Centerline; Open 
handoff Teammate 
Jumps (Long , Triple) Static No Lanes, fixed 
location
Take Off 
Board’s Foul 
Line 
Straight Centerline 
Hurdles Static Yes Fixed 
Elevation,
Multiple
Hurdles
Next Hurdle, 
Finish Line 
Centerline,
Ovalpath
High Jump Static Yes Dynamic 
Elevation
Horizontal Bar Curved approach, 
Parallel to bar 
Pole Vault Static Yes Dynamic 
Elevation
Horizontal Bar, 
Pole Plant Box, 
Pole Tip Plant 
Box
Centerline for 
athlete, Glidepath 
for pole tip 
Object Throws (Discus, 
Hammer, Shotput) 
Static
spiral
No Throwing 
Circle 
To Outer 
Perimeter  
Center Line of 
desired object  
flightpath 
Javelin Throw Static No Throwing 
Runway 
Throwing Arc  Centerline 
3. Deafblind Olympics 
This paper advocates that existing technology is sufficiently adequate to allow for the development of 
athletic wearables capable of providing digital telemetry to guide athletic training and performance.  A 
ready group of early adopters would be the deafblind, and their Grand Challenge would be a unique 
opportunity to proof these innovations.  
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