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Let us consider the quasilinear ordinary differential equation
−(u′/√a2 + u′2 )′ = f (t,u), (1)
where a 0 is a ﬁxed constant and f : [0, T ]×R →R satisﬁes suitable Carathéodory conditions. Two
signiﬁcant special cases are included in (1): the non-parametric prescribed curvature equation
−(u′/√1+ u′2 )′ = f (t,u) (2)
and the 1-Laplace equation
−(sgn(u′))′ = f (t,u). (3)
Besides their mathematical interest, equations of this form have a physical relevance: they have been
introduced in order to describe situations where a ﬂux limited diffusion term is used to model phe-
nomena in which gradients may become unbounded at ﬁnite energy levels (cf. [32]).
The solvability of the periodic problem for the curvature equation (2), as well as of more general
equations of the type
−(φ(u′))′ = f (t,u), (4)
with φ : R → R a continuous bounded increasing function, has received considerable attention in
some recent papers [4,6,5,7,8], within the frame of classical solutions and by the use of topologi-
cal methods. Note however that in all these works the continuity of φ rules out the possibility of
considering the 1-Laplace equation (3).
The aim of this paper is to start in a systematic way the study of the periodic problem for (1)
using variational methods. Formally (1) is the Euler–Lagrange equation of the functional
H(v) =
T∫
0
√
a2 + v ′2 dt −
T∫
0
F (t, v)dt,
where F (t, s) = ∫ s0 f (t, ξ)dξ. The functional H is well deﬁned in the space W 1,1T (0, T ) of all abso-
lutely continuous functions v satisfying the periodicity conditions v(0) = v(T ). Yet this space, which
could be a natural candidate where to settle this problem, is not a favourable framework to deal with
critical point theory. Therefore, we follow the approach introduced in some classical works (see, e.g.,
[25,14–16]), and recently exploited in [22,28,24,29], for the study of the non-parametric mean cur-
vature equation in higher dimension, with Dirichlet, or Neumann, or mixed boundary condition. This
amounts in our setting to replace the space W 1,1T (0, T ) with the space BV(0, T ) of bounded variation
functions and the functional H with an appropriate relaxation which keeps record of the periodic
boundary conditions. The relaxed functional I : BV(0, T ) →R takes the following form
I(v) =
T∫
0
√
a2 + |Dv|2 + ∣∣v(T−)− v(0+)∣∣−
T∫
0
F (t, v)dt, (5)
where, for any v ∈ BV(0, T ),
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0
√
a2 + |Dv|2
= sup
{ T∫
0
(
vw ′1 + aw2
)
dt: w1,w2 ∈ C10
(]0, T [) and ∥∥w21 + w22∥∥L∞  1
}
, (6)
and v(0+) is the right trace and v(T−) is the left trace of v at the points 0 and T , respectively. For
convenience we set
J (v) =
T∫
0
√
a2 + |Dv|2 + ∣∣v(T−)− v(0+)∣∣
and
F(v) =
T∫
0
F (t, v)dt.
The potential functional F is C1 in BV(0, T ), whereas the length functional J is just convex and con-
tinuous. As I is not differentiable, we must suitably generalize the notion of solution of the periodic
problem for Eq. (1), interpreting it as a subcritical point of I . Namely, we say that u ∈ BV(0, T ) is a
solution of the T -periodic problem for (1) if u satisﬁes the variational inequality
J (v) − J (u)F ′(u)v =
T∫
0
f (t,u)(v − u)dt (7)
for all v ∈ BV(0, T ). Of course, the solutions of (1) we ﬁnd in this way are weaker, and generally much
less regular, than the ones obtained, e.g., in [4,6,5,7,8].
We notice that, while the non-parametric curvature equation associated with other boundary con-
ditions has been extensively investigated in the context of bounded variation solutions, the periodic
problem seems to have been considered in this frame only in the very recent work [30]; while the
periodic problem for the one-dimensional 1-Laplace equation, which necessarily requires a BV setting,
seems to have been faced just in [10].
The variational approach has the feature of better clarifying meaning and role of the assumptions
placed on the right-hand side f of the equation in order to achieve solvability. Indeed, the conditions
we put generally relate the behaviour of f to the ﬁrst two eigenvalues λ1 = 0 and λ2 = 4T of the
1-Laplace operator with T -periodic boundary conditions, as deﬁned in [10], which we respectively
characterize through the variational formulas
λ1 =min
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/ T∫
0
|v|dt: v ∈ BV(0, T ) \ {0}
}
and
λ2 = min
{( T∫
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/ T∫
|v|dt: v ∈ BV(0, T ) \ {0},
T∫
v dt = 0
}
. (8)0 0 0
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−(u′/√1+ u′2 )′ = e(t), (9)
with e ∈ L∞(0, T ). From (7), taking v = u − 1 and v = u + 1 as test functions, it follows that (9)
may have a T -periodic solution only if
∫ T
0 e dt = 0. Our results here imply in particular that, assuming∫ T
0 e dt = 0, Eq. (9) has a T -periodic solution if ‖e‖L∞ < 4T and it may have no T -periodic solution if
‖e‖L∞ > 4T . If we write e = e+ − e− , where e+ and e− are respectively the positive and the negative
part of e, then the condition
∫ T
0 e dt = 0 reads
∫ T
0 e
+ dt = ∫ T0 e− dt and the condition ‖e‖L∞ < 4T can
be expressed by requiring that both ess sup[0,T ] e+ < 4T and ess sup[0,T ] e
− < 4T . Looking at very ele-
mentary examples, where e is a piecewise constant function, one is led to guess that the existence of
a T -periodic solution of (9) should still be guaranteed even though ess sup[0,T ] e+ is large, provided
that ess sup[0,T ] e− is suﬃciently small, allowing in this way asymmetric perturbations e. Indeed, this
follows from some results we produce in this paper. Such statements are basically consequences of
the following asymmetric version of the variational formula (8): for each r > 0, we set
μ = min
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/( T∫
0
v+ dt + r
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
0
v+ dt − r
T∫
0
v− dt = 0
}
(10)
and
ν = min
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/(
r−1
T∫
0
v+ dt +
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
0
v+ dt − r
T∫
0
v− dt = 0
}
. (11)
Then, we have ν = rμ and
1√
μ
+ 1√
ν
= √T . (12)
Of course, taking r = 1, we ﬁnd μ = ν = λ2. Accordingly, we single out in the (μ,ν)-plane a curve Σ ,
deﬁned by (12), which passes through the point (λ2, λ2). The characterization of Σ given by formulas
(10) and (11) resembles the description of the ﬁrst non-trivial branch of the Dancer–Fucˇík spectrum of
− d2
dt2
, with T -periodic boundary conditions, obtained in [11] and [13]. The curve Σ has the following
property: assuming
∫ T
0 e dt = 0 and setting ess sup[0,T ] e+ = μ and ess sup[0,T ] e− = ν , Eq. (9) has a
T -periodic solution if 1√
μ
+ 1√
ν
>
√
T and it may have no T -periodic solution if 1√
μ
+ 1√
ν
<
√
T .
Keeping in mind these facts we perform the study of the T -periodic problem for the more general
Eq. (1).
This paper is organized as follows. Section 2 is devoted to establish various preliminary results
that will be extensively used in the sequel, but may also have an independent interest. In particular,
we provide a characterization of the T -periodic variation
∫ T
0 |Dv| + |v(T−) − v(0+)|, which allows
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eventually leads to the deﬁnition of the curve Σ . Moreover we state a non-smooth version of the
classical mountain pass lemma, without the Palais–Smale condition and adapted to the BV setting,
inspired from [23,19,22].
In Section 3 we prove several existence and multiplicity results for the T -periodic problem associ-
ated with Eq. (1). In the ﬁrst subsection we prove some simple non-existence statements, which will
justify the assumptions we are going to place later on the function f in order to achieve solvabil-
ity. In particular, we show that there exist functions e ∈ L∞(0, T ), with ∫ T0 e dt = 0, and g : R → R
continuous, bounded and strictly monotone, with
lim
s→−∞ g(s) < 0 < lims→+∞ g(s),
or
lim
s→−∞ g(s) > 0 > lims→+∞ g(s),
such that the T -periodic problem for Eq. (1), with f (t, s) = g(s) + e(t), has no solution. This means
that results in the spirit of [21,20,1] do not immediately extend to this context. The second subsection
is concerned with the introduction, in the study of the T -periodic problem for (1), of the conditions
lim
s→±∞
T∫
0
F (t, s)dt = +∞, (13)
or
lim
s→±∞
T∫
0
F (t, s)dt = −∞. (14)
In the frame of semilinear problems these assumptions are usually referred to as Ahmad–Lazer–Paul
conditions after the seminal paper [1]. We couple these assumptions with the asymmetric two-sided
restriction
ess sup
[0,T ]×R
f +(t, s) < μ and ess sup
[0,T ]×R
f −(t, s) < ν, (15)
for some (μ,ν) ∈ Σ . Assumptions (13) and (15) yield a mountain pass geometry for the functional I;
whereas assumptions (14) and (15) imply the boundedness from below and the coercivity of I . Then
elementary tools of non-smooth critical point theory (the above mentioned version of the mountain
pass lemma, or respectively a direct minimization) ensure the existence of a solution of the T -periodic
problem for (1). It is worthwhile to observe that the above cited non-existence results show that,
unlike in the semilinear case, condition (14), which requires that f lies in some sense to the left of
the ﬁrst eigenvalue λ1 = 0, and the boundedness of f , with bounds unrelated to Σ , do not guarantee
solvability. In the third subsection we replace the Ahmad–Lazer–Paul condition (14) with the following
stronger Hammerstein-type condition (cf. [18]): there exists ζ ∈ L1(0, T ), with ζ(t)  0 for a.e. t ∈
[0, T ] and ζ(t) < 0 on a set of positive measure, such that
limsup
F (t, s)
|s|  ζ(t) uniformly a.e. in [0, T ].s→±∞
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without any further assumption on f . A similar result holds if we substitute (14) with the following
sign condition of Landesman–Lazer type (cf. [34,21,20]), which is clearly independent of (14): there
exists a constant R > 0 such that
f (t, s) sgn(s) 0 for a.e. t ∈ ]0, T [ and every s, with |s| R . (16)
We notice that the Ahmad–Lazer–Paul condition (9) is implied by a Hammerstein-type condition as-
sumed to the right of λ1: there exists ζ ∈ L1(0, T ), with ζ(t) 0 for a.e. t ∈ [0, T ] and ζ(t) > 0 on a
set of positive measure, such that
lim inf
s→±∞
F (t, s)
|s|  ζ(t) uniformly a.e. in [0, T ].
On the contrary an existence result independent of the previous ones is obtained assuming (15) and
(16) with the reversed inequality, i.e., there exists a constant R > 0 such that
f (t, s) sgn(s) 0 for a.e. t ∈ [0, T ] and every s, with |s| R .
This matter is discussed in the forth subsection. In the ﬁfth subsection we show that, in some cases,
we can replace the two-sided condition (15) with one of the following one-sided restrictions
ess sup
[0,T ]×R
f +(t, s) < 2
T
, or ess sup
[0,T ]×R
f −(t, s) < 2
T
,
thus allowing f to be unbounded from below or from above, respectively. In Section 3 we also study
the existence of multiple solutions of the T -periodic problem for (1), when
∫ T
0 F (t, s)dt exhibits an
oscillatory behaviour. In particular, we show that inﬁnitely many solutions exist assuming, in addition
to (15), the conditions
lim inf
s→±∞
T∫
0
F (t, s)dt = −∞ and limsup
s→±∞
T∫
0
F (t, s)dt = +∞.
Multiplicity results, under oscillatory conditions on the potential F , have been already considered in
the literature both for the periodic and other boundary value problems associated with Eq. (4), when
φ :R →R is a homeomorphism (see, e.g., [12,31,17,26,27] and the references therein).
Notations. We list a few notations that will be used throughout this paper. For functions
u, v : [0, T ] → R, we deﬁne u ∨ v and u ∧ v by setting (u ∨ v)(x) = max{u(x), v(x)} and
(u ∧ v)(x) = min{u(x), v(x)} a.e. in [0, T ]. We also write u+ = u ∨ 0 and u− = −(u ∧ 0). We set
C1T ([0, T ]) = {u ∈ C1([0, T ]): u(0) = u(T ), u′(0) = u′(T )} and W 1,1T (0, T ) = {u ∈ W 1,1(0, T ): u(0) =
u(T )}. Of course, we can identify C1T ([0, T ]) with {u ∈ C1(R): u is T -periodic} and W 1,1T (0, T ) with
{u ∈ W 1,1loc (R): u is T -periodic}. For every u ∈ BV(0, T ) we denote by u(t+0 ) the right trace of u at
t0 ∈ [0, T [ and by u(t−0 ) the left trace of u at t0 ∈ ]0, T ] (see, e.g., [9, Section 2.3]). The convention
±∞ + r = ±∞, for each r ∈ R is adopted. Finally R+0 and R−0 stand for the open intervals ]0,+∞[
and ]−∞,0[, respectively.
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Setting of the problem. Throughout we assume that
(h0) a 0 is a ﬁxed constant
and
(h1) f : [0, T ] × R → R satisﬁes the Lp-Carathéodory conditions for some p > 1, i.e., for a.e. t ∈ [0, T ],
f (t, ·) : R → R is continuous, for every s ∈ R, f (·, s) : [0, T ] → R is measurable and, for each r > 0,
there exists γ ∈ Lp(0, T ) such that | f (t, s)| γ (t) for a.e. t ∈ [0, T ] and every s ∈ [−r, r].
As in the preceding section, we set F (t, s) = ∫ s0 f (t, ξ)dξ and we consider the functionalI : BV(0, T ) →R deﬁned by (5), i.e.,
I(v) =
T∫
0
√
a2 + |Dv|2 + ∣∣v(T−)− v(0+)∣∣−
T∫
0
F (t, v)dt,
where, for any v ∈ BV(0, T ), ∫ T0 √a2 + |Dv|2 is deﬁned by (6), v(0+) is the right trace and v(T−) is
the left trace of v at the points 0 and T , respectively. Note that
T∫
0
√
a2 + |Dv|2  sup
{ T∫
0
vw ′ dt: w ∈ C10
(]0, T [) and ‖w‖L∞  1
}
=
T∫
0
|Dv|
and, if a = 0,
T∫
0
√
a2 + |Dv|2 =
T∫
0
|Dv|.
We recall that, for any ﬁxed q ∈ [1,∞[, BV(0, T ) is a Banach space with respect to the norm
‖v‖BV =
T∫
0
|Dv| + ‖v‖Lq .
In this work we will usually take q = 1. As above we set
J (v) =
T∫
0
√
a2 + |Dv|2 + ∣∣v(T−)− v(0+)∣∣.
As already noticed, the functional J : BV(0, T ) → R is convex and, also by the continuity of the trace
map [16, Theorem 2.11], is continuous [2, p. 490]. Moreover, by (h1), the functional F : BV(0, T ) → R
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adopted.
Deﬁnition of solution. We say that a function u ∈ BV(0, T ) is a solution of the T -periodic problem for
(1) if 0 is a subgradient at u of the functional I , i.e., u satisﬁes
J (v) − J (u)
T∫
0
f (x,u)(v − u)dt, (17)
for every v∈BV(0, T ). This means that u is a minimizer in BV(0, T ) of the functional Ku : BV(0, T )→R
deﬁned by Ku(v) = J (v) −
∫ T
0 f (x,u)v dt .
We now state several propositions which will be used in the sequel and may have an independent
interest.
Proposition 2.1 (Approximation property). Assume (h0). For any given v ∈ BV(0, T ) and b, c ∈ R, there exists
a sequence (vn)n in W 1,1(0, T ) such that, for every n, vn(0) = b, vn(T ) = c,
lim
n→+∞ vn = v in L
1(0, T ),
lim
n→+∞
T∫
0
∣∣v ′n∣∣dt =
T∫
0
|Dv| + ∣∣v(0+)− b∣∣+ ∣∣v(T−)− c∣∣
and
lim
n→+∞
T∫
0
√
a2 + ∣∣v ′n∣∣2 dt =
T∫
0
√
a2 + |Dv|2 + ∣∣v(0+)− b∣∣+ ∣∣v(T−)− c∣∣.
Proof. The result follows from [2, p. 491, p. 498]. 
Corollary 2.2. Assume (h0). For any given v ∈ BV(0, T ), there exists a sequence (vn)n in W 1,1T (0, T ) such that
lim
n→+∞ vn = v in L
1(0, T ),
lim
n→+∞
T∫
0
∣∣v ′n∣∣dt =
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
and
lim
n→+∞
T∫
0
√
a2 + ∣∣v ′n∣∣2 dt =
T∫
0
√
a2 + |Dv|2 + ∣∣v(T−)− v(0+)∣∣.
Proof. The conclusion follows from Proposition 2.1 letting b = c = v(0+). 
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J (v) = sup
{ T∫
0
(
vw ′1 + aw2
)
dt: w1,w2 ∈ C1T
([0, T ]) and ∥∥w21 + w22∥∥L∞  1
}
. (18)
Proof. Let us set, for each v ∈ BV(0, T ),
Jˆ (v) = sup
{ T∫
0
(
vw ′1 + aw2
)
dt: w1,w2 ∈ C1T
([0, T ]) and ∥∥w21 + w22∥∥L∞  1
}
.
Step 1. The case v ∈ W 1,1(0, T ). We ﬁrst prove that (18) holds for any v ∈ W 1,1(0, T ). Take w1,w2 ∈
C1T ([0, T ]) with ‖w21 + w22‖L∞  1. We have
T∫
0
(
vw ′1 + aw2
)
dt = (v(T−)− v(0+))w1(T ) +
T∫
0
(−v ′w1 + aw2)dt

∣∣v(T−)− v(0+)∣∣∣∣w1(T )∣∣+
T∫
0
√
v ′2 + a2
√
w21 + w22 dt

∣∣v(T−)− v(0+)∣∣+
T∫
0
√
v ′2 + a2 dt = J (v).
Hence we get
Jˆ (v) J (v).
In order to prove the reverse inequality we distinguish two cases: v(0+) = v(T−) or v(0+) = v(T−).
In the former case we obviously have
J (v) Jˆ (v).
In the latter case we take sequences (x1,n)n and (x2,n)n in C1T ([0, T ]) such that x1,n(0) = x1,n(T ) =
v(T−) − v(0+), x2,n(t) > 0 in ]0, T [, x2,n(0) = x2,n(T ) = 0 and
lim
n→+∞ x1,n(t) = −v
′(t), lim
n→+∞ x2,n(t) = a,
for a.e. t ∈ ]0, T [. We then set
w1,n = x1,n√
x21,n + x22,n
and w2,n = x2,n√
x21,n + x22,n
.
We have w1,n,w2,n ∈ C1T ([0, T ]), w1,n(0) = w1,n(T ) = sgn(v(T−) − v(0+)), ‖w21,n + w22,n‖L∞ = 1,
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n→+∞ w1,n(t) =
−v ′(t)√
v ′2(t) + a2 , limn→+∞ w2,n(t) =
a√
v ′2(t) + a2
for a.e. t ∈ ]0, T [ and, by the Lebesgue dominated convergence theorem,
lim
n→+∞
T∫
0
(−v ′w1,n + aw2,n)dt =
T∫
0
√
a2 + v ′2 dt.
For each ε > 0 pick n such that
T∫
0
(−v ′w1,n + aw2,n)dt 
T∫
0
√
a2 + v ′2 dt − ε.
Hence we get
Jˆ (v)
T∫
0
(
vw ′1,n + aw2,n
)
dt = ∣∣v(T−)− v(0+)∣∣+
T∫
0
(−v ′w1,n + aw2,n)dt

∣∣v(T−)− v(0+)∣∣+
T∫
0
√
a2 + v ′2 dt − ε = J (v) − ε.
As ε is arbitrary, we conclude
Jˆ (v) J (v).
Step 2. Semicontinuity of Jˆ . Let (vn)n be a sequence in BV(0, T ) converging in L1(0, T ) to some v ∈
BV(0, T ). Take w1,w2 ∈ C1T ([0, T ]) with ‖w21 + w22‖L∞  1. As
T∫
0
(
vnw
′
1 + aw2
)
dt  Jˆ (vn),
we have
T∫
0
(
vw ′1 + aw2
)
dt = lim
n→+∞
T∫
0
(
vnw
′
1 + aw2
)
dt  lim inf
n→+∞ Jˆ (vn)
and hence
Jˆ (v) lim inf
n→+∞ Jˆ (vn).
F. Obersnel, P. Omari / J. Differential Equations 251 (2011) 1923–1971 1933Step 3. The case v ∈ BV(0, T ). We prove now (18) for any v ∈ BV(0, T ). By the approximation property
stated in Corollary 2.2, there exists a sequence (vn)n in W
1,1
T (0, T ), converging in L
1(0, T ) to v , such
that
lim
n→+∞J (vn) = J (v).
By Step 1 we have Jˆ (vn) = J (vn), for every n, and by Step 2 Jˆ (v) lim infn→+∞ Jˆ (vn). Hence, we
infer
Jˆ (v) lim inf
n→+∞ J (vn) = J (v).
Suppose, by contradiction, that Jˆ (v) < J (v). Then there exist ε > 0 and w1,w2 ∈ C10(]0, T [) with
‖w21 + w22‖L∞  1, such that
T∫
0
(
vw ′1 + aw2
)
dt + ∣∣v(T−)− v(0+)∣∣>
T∫
0
(
vx′1 + ax2
)
dt + 2ε,
for all x1, x2 ∈ C1T ([0, T ]) with ‖x21 + x22‖L∞  1. Let δ > 0 be such that supp(w1) ⊂ [δ, T − δ] and|v(t) − v(0+)| < ε for a.e. t ∈ [0, δ] and |v(t) − v(T−)| < ε for a.e. t ∈ [T − δ, T ]. Deﬁne x1, x2 ∈
C1T ([0, T ]) in such a way that ‖x21+x22‖L∞  1, x1(t) = w1(t) in [δ, T −δ], x1(0) = x1(T ) = sgn(v(T−)−
v(0+)), sgn(x′1(t)) = − sgn(v(T−)− v(0+)) in ]0, δ[, sgn(x′1(t)) = sgn(v(T−)− v(0+)) in ]T − δ, T [ and
x2 = w2. Then we have
T∫
0
(
vx′1 + ax2
)
dt =
T∫
0
(
vw ′1 + aw2
)
dt +
δ∫
0
vx′1 dt +
T∫
T−δ
vx′1 dt

T∫
0
(
vw ′1 + aw2
)
dt + ∣∣v(T−)− v(0+)∣∣− 2ε,
which is a contradiction. 
Proposition 2.4 (Semicontinuity of J ). Assume (h0). If (vn)n is a sequence in BV(0, T ) converging in L1(0, T )
to v ∈ BV(0, T ), then
J (v) lim inf
n→+∞ J (vn).
Proof. The result follows from the proof of Proposition 2.3. 
Proposition 2.5 (Lattice property). Assume (h0). For every u, v ∈ BV(0, T ),
J (u ∨ v) + J (u ∧ v) J (u) + J (v).
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for every u, v ∈ W 1,1T (0, T ),
T∫
0
√
a2 + ∣∣(u ∨ v)′∣∣2 dt +
T∫
0
√
a2 + ∣∣(u ∧ v)′∣∣2 dt =
T∫
0
√
a2 + ∣∣u′∣∣2 dt +
T∫
0
√
a2 + ∣∣v ′∣∣2 dt.
The approximation property and the semicontinuity result, stated in Corollary 2.2 and Proposition 2.4,
easily yield
T∫
0
√
a2 + ∣∣D(u ∨ v)∣∣2 + ∣∣(u ∨ v)(T−)− (u ∨ v)(0+)∣∣
+
T∫
0
√
a2 + ∣∣D(u ∧ v)∣∣2 + ∣∣(u ∧ v)(T−)− (u ∧ v)(0+)∣∣

T∫
0
√
a2 + |Du|2 + ∣∣u(T−)− u(0+)∣∣+
T∫
0
√
a2 + |Dv|2 + ∣∣v(T−)− v(0+)∣∣,
for every u, v ∈ BV(0, T ). 
Proposition 2.6 (Asymmetric Wirtinger inequality). Let μ,ν ∈R+0 satisfy
1√
μ
+ 1√
ν
= √T .
For every v ∈ BV(0, T ) such that
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0,
we have
μ
T∫
0
v+ dt + ν
T∫
0
v− dt 
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣. (19)
Proof. We ﬁrst prove that the inequality (19) holds for every v ∈ W 1,1T (0, T ). This is achieved by
performing a rearrangement of the nodal domains, which allows to make a reduction to functions
whose positive and negative parts have connected supports. Then we extend the validity of (19) to
functions in BV(0, T ) by approximation.
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μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0, μ
T∫
0
v+ dt + ν
T∫
0
v− dt = 1 and v(0) = v(T ) = 0.
As the sets A+ = v−1(R+0 ) and A− = v−1(R−0 ) are open, there exist sets N+,N− ⊆ N and intervals
I+n = ]a+n ,b+n [, with n ∈ N+ , and I−m = ]a−m,b−m[, with m ∈ N− , such that
A+ =
⋃
n∈N+
I+n , A− =
⋃
m∈N−
I−m,
v(a+n ) = v(b+n ) = 0 for n ∈ N+ and v(a−m) = v(b−m) = 0 for m ∈ N− . To easy notation, in what follows
we assume that both N+ = N and N− = N, as the other cases are much simpler. We set s+0 = s−0 = 0
and, for each n  1, d+n = b+n − a+n , d−n = b−n − a−n , s+n =
∑n
i=1 d
+
i , s
−
n =
∑n
i=1 d
−
i . Next we put T0 =∑+∞
n=1 d+n and T1 = T0 +
∑+∞
n=1 d−n . Finally we deﬁne a function σ : [0, T1[ → [0, T ] by
σ(t) =
{
t − s+n−1 + a+n if t ∈ [s+n−1, s+n [,
t − T0 − s−n−1 + a−n if t ∈ [T0 + s−n−1, T0 + s−n [,
and a function v˜ : [0, T1] →R by
v˜(t) =
{
v(σ (t)) if t ∈ [0, T1[,
0 if t = T1.
We notice that v˜(t) 0 if t ∈ [0, T0] and v˜(t) 0 if t ∈ [T0, T1].
Claim 1. The function v˜ is continuous. The function v˜ is clearly continuous at all points t ∈⋃+∞
n=1 ]s+n−1, s+n [ ∪
⋃+∞
n=1 ]T0 + s−n−1, T0 + s−n [ and is continuous from the right at all points t ∈
{s+n , T0 + s−n : n  0}. Since v is continuous and, for each n, v(b+n ) = v(b−n ) = 0, v(t) tends to 0 as
t tends from the left to b+n or to b−n , respectively. Hence v˜(t) tends to 0 as t tends from the left to s+n
or to T0 + s−n , respectively. Since v˜(s+n ) = v˜(T0 + s−n ) = 0, we conclude that v˜ is continuous from the
left at all points s+n and T0 + s−n . Let us check that v˜ is also continuous from the left at T0. Suppose,
by contradiction, that there exist ε > 0 and a sequence (tk)k in [0, T0[ such that limk→+∞ tk = T0 and
v˜(tk)  ε for all k. We may assume that, for each k, tk ∈ ]s+nk−1, s+nk [, where the intervals ]s+nk−1, s+nk [
are pairwise disjoint. Take K ∈ N such that Kε > ∫ T0 |v ′|dt . Set τk = σ(tk) and note that τk ∈ ]a+nk ,b+nk [.
Since v(τk) ε and v(b+nk ) = 0, we have
T∫
0
∣∣v ′∣∣dt  K∑
k=1
∣∣v(τk) − v(b+nk)∣∣ Kε,
which is a contradiction. Similarly we verify the continuity of v˜ at T1.
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T1∫
0
v˜+ dt =
T0∫
0
v˜ dt =
+∞∑
n=1
s+n∫
s+n−1
v
(
t − s+n−1 + a+n
)
dt
=
+∞∑
n=1
b+n∫
a+n
v(ξ)dξ =
T∫
0
v+ dt.
Similarly we can show that
∫ T1
0 v˜
− dt = − ∫ T1T0 v˜ dt = ∫ T0 v− dt. Therefore we have
μ
T1∫
0
v˜+ dt − ν
T1∫
0
v˜− dt = 0 and μ
T1∫
0
v˜+ dt + ν
T1∫
0
v˜− dt = 1.
Claim 2. The function v˜ is absolutely continuous. We set, for t ∈ ]0, T1[, w˜(t) = v ′(σ (t)). Let us show
that w˜ ∈ L1(0, T1). First we note that, as w˜(t) = v ′(t − s+n−1 + a+n ) if t ∈ ]s+n−1, s+n [, we have
s+n∫
s+n−1
w˜(t)dt =
b+n∫
a+n
v ′(ξ)dξ = 0 (20)
for all n. Similarly, we get
T0+s−n∫
T0+s−n−1
w˜(t)dt =
b−n∫
a−n
v ′(ξ)dξ = 0 (21)
for all n. Let w˜n : [0, T0] → R be deﬁned by w˜n = w˜ · χ[0,s+n ] , where χ[0,s+n ] : [0, T0] → R is the char-
acteristic function of the set [0, s+n ]. Since limn→+∞ w˜n(t) = w˜(t) for a.e. t ∈ [0, T0] and
T0∫
0
∣∣w˜n(t)∣∣dt = n∑
i=1
s+i∫
s+i−1
∣∣v ′(t − s+n−1 + a+n )∣∣dt =
n∑
i=1
b+i∫
a+i
∣∣v ′(ξ)∣∣dξ 
T∫
0
∣∣v ′(t)∣∣dt,
for all n, the monotone convergence theorem implies that w˜ is integrable on [0, T0] and
T0∫
0
∣∣w˜(t)∣∣dt = +∞∑
n=1
b+n∫
a+n
∣∣v ′(ξ)∣∣dξ.
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T1∫
T0
∣∣w˜(t)∣∣dt = +∞∑
n=1
b−n∫
a−n
∣∣v ′(ξ)∣∣dξ.
Hence we conclude that w˜ ∈ L1(0, T1) and
T1∫
0
∣∣w˜(t)∣∣dt = +∞∑
n=1
b+n∫
a+n
∣∣v ′(ξ)∣∣dξ + +∞∑
n=1
b−n∫
a−n
∣∣v ′(ξ)∣∣dξ. (22)
Observe that by (20) we have, for every t ∈ ]s+n−1, s+n [,
t∫
0
w˜(τ )dτ =
t∫
s+n−1
v ′
(
τ − s+n−1 + a+n
)
dτ =
t−s+n−1+a+n∫
a+n
v ′(ξ)dξ = v˜(t).
Similarly by (21) we have, for every t ∈ ]T0 + s−n−1, T0 + s−n [,
t∫
0
w˜(τ )dτ =
t∫
T0+s−n−1
v ′
(
τ − T0 − s−n−1 + a−n
)
dτ =
t−T0−s−n−1+a−n∫
a−n
v ′(ξ)dξ = v˜(t).
Hence v˜ ∈ W 1,1(0, T1) and w˜ is the weak derivative v˜ ′ of v˜ on [0, T1].
Since by [33, Theorem 1.56] we have
∫
[0,T ]\(A+∪A−)
∣∣v ′∣∣dt = 0,
we conclude by (22) that
T1∫
0
∣∣v˜ ′∣∣dt =
T∫
0
∣∣v ′∣∣dt.
Step 2. An estimate for functions with one nodal point. Take v ∈ W 1,1T (0, T ) such that
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0, μ
T∫
0
v+ dt + ν
T∫
0
v− dt = 1 and v(0) = v(T ) = 0.
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T∫
0
v+ dt = 1
2μ
and
T∫
0
v− dt = 1
2ν
. (23)
Suppose further that there is T0 ∈ ]0, T [ such that v(t) 0 for every t ∈ [0, T0] and v(t) 0 for every
t ∈ [T0, T ]. Observe that max[0,T ] v = v(t1) for some t1 ∈ ]0, T0[ and v(t1) 12μT0 . Otherwise we have
v(t) < 12μT0 for every t ∈ [0, T0] and hence
T∫
0
v+ dt =
T0∫
0
v dt <
1
2μT0
· T0 = 1
2μ
,
thus contradicting (23). Similarly we have min[0,T ] v = v(t2) for some t2 ∈ ]T0, T1[ and v(t2) 
− 12ν(T−T0) . This yields, by [9, Theorem 2.30] and elementary calculations,
T∫
0
∣∣v ′∣∣dt  2(v(t1) − v(t2)) 1
μT0
+ 1
ν(T − T0) 
1
T
(
1√
μ
+ 1√
ν
)2
.
Hence, having assumed
1√
μ
+ 1√
ν
= √T ,
we conclude that
T∫
0
∣∣v ′∣∣dt  1.
Step 3. The inequality (19) holds for absolutely continuous functions. Take v ∈ W 1,1T (0, T ) such that
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0 and μ
T∫
0
v+ dt + ν
T∫
0
v− dt = 1.
By the T -periodicity of v we can ﬁnd, just by shifting in time, a function vˆ such that
μ
T∫
0
vˆ+ dt − ν
T∫
0
vˆ− dt = 0, μ
T∫
0
vˆ+ dt + ν
T∫
0
vˆ− dt = 1,
vˆ(0) = vˆ(T ) = 0 and
T∫
0
∣∣vˆ ′∣∣dt =
T∫
0
∣∣v ′∣∣dt.
By Step 1 there exist T0 ∈ ]0, T [, T1 ∈ ]T0, T ] and a function v˜ ∈ W 1,1(0, T1), with
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T1∫
0
v˜+ dt − ν
T1∫
0
v˜− dt = 0, μ
T1∫
0
v˜+ dt + ν
T1∫
0
v˜− dt = 1, v˜(0) = v˜(T1) = 0
and
T1∫
0
∣∣v˜ ′∣∣dt =
T∫
0
∣∣vˆ ′∣∣dt =
T∫
0
∣∣v ′∣∣dt,
such that v˜(t) 0 for all t ∈ [0, T0] and v˜(t) 0 for all t ∈ [T0, T1]. In case T1 < T we can extend v˜
on [0, T ] by setting v˜(t) = 0 if t ∈ ]T1, T ] and all properties listed above are preserved if we substitute
everywhere T1 with T . By Step 2 we conclude that
T∫
0
∣∣v ′∣∣dt  1.
Hence inequality (19) holds for every v ∈ W 1,1T (0, T ) such that
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0.
Step 4. The inequality (19) holds for bounded variation functions. Take v ∈ BV(0, T ) such that
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0.
By Corollary 2.2 there exists a sequence (vn)n in W
1,1
T (0, T ) such that
lim
n→+∞ vn = v in L
1(0, T ),
and
lim
n→+∞
T∫
0
∣∣v ′n∣∣dt =
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣. (24)
Note that, unless v = 0, we have ∫ T0 v+ dt > 0 and ∫ T0 v− dt > 0. Therefore, as
lim
n→+∞
T∫
0
v+n dt =
T∫
0
v+ dt and lim
n→+∞
T∫
0
v−n dt =
T∫
0
v− dt, (25)
we can assume
∫ T
0 v
+
n dt > 0 and
∫ T
0 v
−
n dt > 0 for all n. We set, for each n, v˜n = δnv+n − v−n , where
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μ
T∫
0
v˜+n dt − ν
T∫
0
v˜−n dt = 0.
By (25) we get
lim
n→+∞ δn = 1 (26)
and then
lim
n→+∞ v˜n = v in L
1(0, T ). (27)
Without restriction we can also suppose that either δn  1 for all n, or δn  1 for all n. In the former
case we have
μ
T∫
0
v˜+n dt + ν
T∫
0
v˜−n dt 
T∫
0
∣∣v˜ ′n∣∣dt = δn
T∫
0
(
v+n
)′
dt +
T∫
0
(
v−n
)′
dt 
T∫
0
∣∣v ′n∣∣dt.
In the latter case we have
δ−1n
(
μ
T∫
0
v˜+n dt + ν
T∫
0
v˜−n dt
)
 δ−1n
T∫
0
∣∣v˜ ′n∣∣dt =
T∫
0
(
v+n
)′
dt + δ−1n
T∫
0
(
v−n
)′
dt 
T∫
0
∣∣v ′n∣∣dt.
Letting n → +∞ we anyhow obtain, by (24), (26) and (27),
μ
T∫
0
v+ dt + ν
T∫
0
v− dt 
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣.
Hence we conclude that inequality (19) holds for every v ∈ BV(0, T ) such that
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0. 
Remark 2.1. Note that equality in (19) is attained taking v ∈ BV(0, T ) deﬁned by v(t) = 1T 12μ
√
μ+√ν√
ν
if 0 t <
√
ν√
μ+√ν T and v(t) = 1T 12ν
√
μ+√ν√
μ
if
√
ν√
μ+√ν T  t  T . Indeed, we have
μ
T∫
0
v+ dt − ν
T∫
0
v− dt = 0,
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μ
T∫
0
v+ dt + ν
T∫
0
v− dt = 1 =
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣.
Remark 2.2. With reference to Proposition 2.6 we note in particular that, if w ∈ BV(0, T ) satisﬁes (19),
then
T∫
0
|w|dt 
(
1
μ
+ 1
ν
)( T∫
0
|Dw| + ∣∣w(T−)− w(0+)∣∣
)
.
Corollary 2.7 (Symmetric Wirtinger inequality). For every v ∈ BV(0, T ) such that ∫ T0 v dt = 0, we have
4
T
‖v‖L1 
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣. (28)
Proof. We take μ = ν = 4T in Proposition 2.6. 
Remark 2.3. Note that equality in (28) is attained taking v ∈ BV(0, T ) deﬁned by v(t) = 1T sgn(t − T2 ).
Hence we get
4
T
= min
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/ T∫
0
|v|dt: v ∈ BV(0, T ) \ {0},
T∫
0
v dt = 0
}
.
This fact yields a variational characterization of the second eigenvalue λ2 = 4T of the 1-Laplace opera-
tor with T -periodic boundary conditions alternative to that given in [10], where the spectrum of such
operator was ﬁrst introduced.
Let us deﬁne the plane curve
Σ =
{
(μ,ν) ∈ R+0 ×R+0 :
1√
μ
+ 1√
ν
= √T
}
. (29)
We have that (λ2, λ2) ∈ Σ .
Proposition 2.8 (Variational characterization of Σ). If (μ,ν) ∈ Σ , then, setting r = μ−1ν , we have
μ = min
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/( T∫
0
v+ dt + r
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
v+ dt − r
T∫
v− dt = 0
}
(30)0 0
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ν = min
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/(
r−1
T∫
0
v+ dt +
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
0
v+ dt − r
T∫
0
v− dt = 0
}
. (31)
Conversely, if r ∈R+0 , then, setting
μ = inf
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/( T∫
0
v+ dt + r
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
0
v+ dt − r
T∫
0
v− dt = 0
}
and
ν = inf
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/(
r−1
T∫
0
v+ dt +
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
0
v+ dt − r
T∫
0
v− dt = 0
}
,
we have r = μ−1ν and (μ,ν) ∈ Σ .
Proof. In order to prove the former implication, we ﬁx (μ,ν) ∈ Σ and we set r = μ−1ν . Proposi-
tion 2.6 and Remark 2.1 imply that (30) and (31) hold. In order to prove the latter implication, we ﬁx
r ∈R+0 and we set
μ∗ = inf
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/( T∫
0
v+ dt + r
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
0
v+ dt − r
T∫
0
v− dt = 0
}
and
ν∗ = inf
{( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)/(
r−1
T∫
0
v+ dt +
T∫
0
v− dt
)
: v ∈ BV(0, T ) \ {0},
T∫
v+ dt − r
T∫
v− dt = 0
}
.0 0
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Hence we conclude that μ∗ = μ and ν∗ = ν . 
Proposition 2.9 (An oscillation estimate). For every v ∈ BV(0, T ) we have
2
(
ess sup
[0,T ]
v − ess inf[0,T ] v
)

T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣. (32)
Proof. Let v ∈ BV(0, T ) be given. According to [9, Section 2.3] we can suppose that v ∈ NBV(0, T ).
Thus, in particular, there exist limt→t−0 v(t) = v(t
−
0 ) = v(t0) for every t0 ∈ ]0, T ] and limt→0+ v(t) =
v(0+). Extend v |]0,T ] to the whole R by T -periodicity. Fix t0 ∈ ]0, T ]. Proposition 2.1 implies the
existence of a sequence (vn)n in W 1,1(t0 − T , t0) such that vn(t0 − T ) = v(t0) = vn(t0) for every n,
lim
n→+∞ vn(t) = v(t) a.e. in [t0 − T , t0]
and
lim
n→+∞
t0∫
t0−T
∣∣v ′n∣∣dt =
t0∫
t0−T
|Dv| + ∣∣v(t−0 )− v((t0 − T )+)∣∣.
Note that, by Proposition 2.3 and the T -periodicity of v , we have
t0∫
t0−T
|Dv| + ∣∣v(t−0 )− v((t0 − T )+)∣∣=
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣.
Moreover, for each n, as vn(t0) = vn(t0 − T ), we easily see that
2
(
vn(t) − vn(t0)
)=
t∫
t0
v ′n dξ +
t∫
t0−T
v ′n dξ 
t0∫
t0−T
∣∣v ′n∣∣dt
for every t ∈ [t0 − T , t0]. Letting n → +∞, we conclude that
2
(
v(t) − v(t0)
)

T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
for a.e. t ∈ [t0 − T , t0] and hence, by the T -periodicity of v , for a.e. t ∈ [0, T ]. This implies that
ess sup
[0,T ]
v  v(t0) + 1
2
( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)
and, as t0 ∈ ]0, T ] is arbitrary,
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[0,T ]
v  ess inf[0,T ] v +
1
2
( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)
,
which is the conclusion. 
Remark 2.4. It is clear that equality in (32) is attained whenever v is monotone.
Corollary 2.10. For every v ∈ BV(0, T ) such that ∫ T0 v dt = 0, we have
2‖v‖L∞ 
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣. (33)
Proof. Pick v ∈ W 1,1T (0, T ) \ {0}. If
∫ T
0 v dt = 0, then ess inf[0,T ] v < 0 < ess sup[0,T ] v . Proposition 2.9
then implies that
‖v‖L∞  ess sup
[0,T ]
v − ess inf[0,T ] v 
1
2
( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)
. 
Remark 2.5. The constant 2 appearing in (33) is sharp. This can be seen by taking, for each n  2,
vn ∈ BV(0, T ), deﬁned by vn(t) = 1 if 0  t  Tn and vn(t) = − 1n−1 if Tn < t  T , and observing that∫ T
0 vn dt = 0, ‖vn‖L∞ = 1 and
T∫
0
|Dvn| +
∣∣vn(T−)− vn(0+)∣∣= 2
(
1+ 1
n − 1
)
→ 2,
as n → +∞.
Proposition 2.11 (A continuous projection). Fix μ,ν ∈ R+0 . For each v ∈ L1(0, T ) there exists a uniqueP(v) ∈R such that
μ
T∫
0
(
v − P(v))+ dt − ν
T∫
0
(
v − P(v))− dt = 0. (34)
The map P : L1(0, T ) → R such that v → P(v) is a continuous projection.
Proof. Consider the continuous function h : L1(0, T ) ×R→ R deﬁned by
h(v, s) = μ
T∫
0
(v − s)+ dt − ν
T∫
0
(v − s)− dt.
Observe that, for each v ∈ L1(0, T ), the function h(v, ·) : R→ R is strictly decreasing. We have
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s→ess inf[0,T ] v
h(v, s) = lim
s→ess inf[0,T ] v
μ
T∫
0
(v − s)+ dt  0
and
lim
s→ess sup[0,T ] v
h(v, s) = − lim
s→ess sup[0,T ] v
ν
T∫
0
(v − s)− dt  0.
Hence, by the strict monotonicity of h(v, ·) and the intermediate value theorem, there exists a unique
P(v) ∈ R such that h(v,P(v)) = 0, i.e. (34) holds. Moreover, we clearly have P ◦ P = P . Let us
prove that P is continuous. Fix v0 ∈ L1(0, T ) and pick ε > 0. Since h(v0, ·) is strictly decreasing and
h(v0,P(v0)) = 0 we have
h
(
v0,P(v0) + ε
)
< 0 < h
(
v0,P(v0) − ε
)
.
By the continuity, for any ﬁxed t ∈ R, of the map h(·, t) : L1(0, T ) → R, we can ﬁnd a neighbourhood
V of v0 such that
h
(
v,P(v0) + ε
)
< 0 < h
(
v,P(v0) − ε
)
for all v ∈ V . Again by the strict monotonicity of the real function h(v, ·) and the intermediate value
theorem, we conclude that, for every v ∈ V , the unique point P(v) such that h(v,P(v)) = 0 belongs
to the interval ]P(v0) − ε,P(v0) + ε[, thus showing the continuity of P at v0. 
Proposition 2.12 (A positive deﬁnite homogeneous form). Let ζ ∈ L1(0, T ) be such that ζ(t) 0 a.e. in [0, T ]
and ζ(t) < 0 on a set of positive measure. Then there exists δ > 0 such that
T∫
0
|Dv| −
T∫
0
ζ |v|dt  δ‖v‖BV ,
for all v ∈ BV(0, T ).
Proof. Possibly replacing ζ with −1∨ ζ , we can assume ζ ∈ L∞(0, T ). Deﬁne K : BV(0, T ) → R by
K(v) =
T∫
0
|Dv| −
T∫
0
ζ |v|dt.
Note that K(v)  0 for all v ∈ BV(0, T ) and K(v) = 0 if and only if v = 0. Indeed, if K(v) = 0 then∫ T
0 |Dv| = 0 and hence, by the classical Wirtinger inequality (cf. [9, Proposition 2.40]), v is constant
a.e. in [0, T ]; therefore we easily conclude that v = 0. In order to prove the conclusion we suppose,
by contradiction, that there exists a sequence (wn)n in BV(0, T ) such that, for each n,
0K(wn) <
1
n
‖wn‖BV
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0K(vn) <
1
n
. (35)
We also have
K(vn) =
T∫
0
|Dvn| +
T∫
0
|vn|dt −
T∫
0
(ζ + 1)|vn|dt
= 1−
T∫
0
(ζ + 1)|vn|dt. (36)
Since the sequence (vn)n is bounded in BV(0, T ), there exists a subsequence, we still denote by (vn)n ,
which converges in L1(0, T ) to some v ∈ BV(0, T ). In particular we have
lim
n→+∞
T∫
0
ζ |vn|dt =
T∫
0
ζ |v|dt.
As we have, by (35), limn→+∞ K(vn) = 0 and hence, by (36), limn→+∞
∫ T
0 (ζ + 1)|vn|dt = 1, we
conclude that v = 0 and therefore K(v) > 0. The lower semicontinuity of K with respect to the
L1-convergence ﬁnally yields
0 < K(v) lim inf
n→+∞ K(vn) = 0,
which is a contradiction. 
Lemma 2.13 (A mountain pass lemma). Assume (h0) and (h1). Let x0, x1 ∈ BV(0, T ) be given. Set
Γ = {γ ∈ C0([0,1],BV(0, T )): γ (0) = x0, γ (1) = x1}.
Suppose that
c = inf
γ∈Γ maxξ∈[0,1] I
(
γ (ξ)
)
> max
{I(x0),I(x1)},
where I is deﬁned in (5). Then there exist sequences (γk)k, (vk)k, (εk)k, with γk ∈ Γ , vk ∈ BV(0, T ) and
εk ∈R such that limk→+∞ εk = 0, satisfying for each k
c − 1
k
 I(vk) max
ξ∈[0,1] I
(
γk(ξ)
)
 c + 1
k
, (37)
min
ξ∈[0,1]
∥∥vk − γk(ξ)∥∥BV  1k (38)
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J (v) − J (vk)
T∫
0
f (t, vk)(v − vk)dt + εk‖v − vk‖BV . (39)
Proof. In [19, Theorem 5.1] a mountain pass theorem is proved for a continuous functional φ on a
complete metric space X . In such a setting a critical point of φ is deﬁned as a point x ∈ X such that
δ(φ, x) = 0, where δ(φ, x) is the regularity constant of φ at x (see [19, Deﬁnition 5.1]). If X = BV(0, T )
and φ = I it is easy to verify that u ∈ BV(0, T ) is a critical point according to [19, Deﬁnition 5.1] if
and only if 0 is a subgradient at u of I , i.e., u satisﬁes (17) for all v ∈ BV(0, T ). Fix k  1 and pick
any γk ∈ Γ such that
max
ξ∈[0,1]I
(
γk(ξ)
)
 c + 1
k
.
According to Ekeland’s variational principle (see, e.g., [23]), there is γ˜k ∈ Γ such that
max
ξ∈[0,1]
∥∥γ˜k(ξ) − γk(ξ)∥∥BV  1√k ,
max
ξ∈[0,1]I
(
γ˜k(ξ)
)
 max
ξ∈[0,1]I
(
γk(ξ)
)
 c + 1
k
and
max
ξ∈[0,1]I
(
γ (ξ)
)
> max
ξ∈[0,1]I
(
γ˜k(ξ)
)− 1√
k
max
ξ∈[0,1]
∥∥γ (ξ) − γ˜k(ξ)∥∥BV
for all γ ∈ Γ with γ = γ˜k . In the proof of [19, Theorem 5.1], it is shown that there exists ξk ∈ [0,1]
such that
c − 1
k
 I(γ˜k(ξk))
and
δ
(I, γ˜k(ξk)) 1√
k
. (40)
Set vk = γ˜k(ξk). Then, possibly passing to subsequences, we see that (37) and (38) are satisﬁed and,
in particular,
lim
k→+∞
I(vk) = c. (41)
It is easy to verify that if a sequence (vk)k in BV(0, T ) satisﬁes (41) and limk→+∞ δ(I, vk) = 0,
then there exists a sequence (εk)k in R, with limk→+∞ εk = 0, satisfying (39) for each k and all
v ∈ BV(0, T ). Therefore, since (40) holds, we conclude that also (39) is satisﬁed for each k and all
v ∈ BV(0, T ). 
We conclude this section with two technical estimates on the functional I .
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(h2) there exist μ,ν ∈R+0 , with 1√μ + 1√ν =
√
T , such that
ess sup
]0,T [×R
f (t, s) < μ and ess inf
]0,T [×R
f (t, s) > −ν.
Then there exists η > 0 such that
I(w + r) η
( T∫
0
|Dw| + ∣∣w(T−)− w(0+)∣∣
)
−
T∫
0
F (t, r)dt
for every r ∈ R and w ∈ W , where
W =
{
w ∈ BV(0, T ): μ
T∫
0
w+ dt − ν
T∫
0
w− dt = 0
}
. (42)
Proof. By (h2) there exists ϑ ∈ ]0,1[ such that
ess sup
[0,T ]×R
f (t, s) ϑμ and ess inf
[0,T ]×R
f (t, s)−ϑν.
For any given r ∈R and w ∈ W we have, by Proposition 2.6,
I(w + r) = J (w) −
T∫
0
F (t,w + r)dt
= J (w) −
T∫
0
(
F (t,w + r) − F (t, r))dt −
T∫
0
F (t, r)dt
= J (w) −
T∫
0
( r+w(t)∫
r
f (t, s)ds
)
sgn
(
w+
)
dt
+
T∫
0
( r∫
r+w(t)
f (t, s)ds
)
sgn
(
w−
)
dt −
T∫
0
F (t, r)dt
 J (w) − ϑμ
T∫
0
w+ dt − ϑν
T∫
0
w− dt −
T∫
0
F (t, r)dt
 (1− ϑ)
( T∫
0
|Dw| + ∣∣w(T−)− w(0+)∣∣
)
−
T∫
0
F (t, r)dt.
Hence the conclusion follows. 
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(h3) there exists h ∈ L1(0, T ), with ‖h−‖L1 < 2, such that f (t, s) h(t) for a.e. t ∈ [0, T ] and every s ∈ R.
Then there exists η > 0 such that
I(v) η
( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)
−
T∫
0
F
(
t,ess sup
[0,T ]
v
)
dt
for every v ∈ BV(0, T ).
Proof. For any given v ∈ BV(0, T ) we have, by Proposition 2.9,
I(v) = J (v) +
T∫
0
( ess sup[0,T ] v∫
v(t)
f (t, s)ds
)
dt −
T∫
0
F
(
t,ess sup
[0,T ]
v
)
dt
 J (v) −
T∫
0
h−
(
ess sup
[0,T ]
v − v
)
dt −
T∫
0
F
(
t,ess sup
[0,T ]
v
)
dt
 J (v) − ∥∥h−∥∥L1( ess sup[0,T ] v − ess inf[0,T ] v
)
dt −
T∫
0
F
(
t,ess sup
[0,T ]
v
)
dt

(
1− 1
2
∥∥h−∥∥L1
)( T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣
)
−
T∫
0
F
(
t,ess sup
[0,T ]
v
)
dt.
Hence the conclusion follows. 
Remark 2.6. The conclusion of Lemma 2.15 still holds if we replace assumption (h3) with
(h4) there exists h ∈ L1(0, T ), with ‖h+‖L1 < 2, such that f (t, s) h(t) for a.e. t ∈ [0, T ] and every s ∈ R.
3. Existence and multiplicity results
We collect in this section several statements concerning non-existence, existence and multiplicity
of solutions of the T -periodic problem for (1). The existence results are basically catalogued according
to which condition at the eigenvalue λ1 = 0 is assumed on the function f .
3.1. Non-existence results
In this subsection we assume that f (t, s) = g(s) + e(t), with e ∈ L∞(0, T ) and g : R → R continu-
ous. The ﬁrst result shows that non-existence may occur to the right of the eigenvalue λ2 = 4T .
Proposition 3.1. Assume (h0). Let λ > λ2 = 4T be given. Then there exist a function e ∈ L∞(0, T ), with∫ T
0 e dt = 0 and ess sup[0,T ] e+ = ess sup[0,T ] e− = λ, and a constant γ > 0 such that, for any continuous
function g : R → R, with supR |g(s)| < γ , the T -periodic problem for Eq. (1), with f (t, s) = g(s) + e(t), has
no solution.
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k sgn(t − T2 ), with k > 0. Fix γ > 0 and any continuous function g : R → R, with supR |g(s)| < γ . We
have, for any ﬁxed u ∈ BV(0, T ),
J (v) −
T∫
0
(
g(u) + e)v dt  aT +
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣+ γ
T∫
0
|v|dt −
T∫
0
ev dt
= aT + k T
(
4
T
− λ + γ
)
.
Hence we infer that
inf
v∈BV(0,T )
(
J (v) −
T∫
0
(
g(u) + e)v dt
)
= −∞,
provided that γ < λ − 4T . Therefore the T -periodic problem for (1), with f (t, s) = g(s) + e(t), has no
solution. 
The second result shows that non-existence may occur above the curve Σ deﬁned in (29), i.e.,
Σ =
{
(μ,ν) ∈R+0 ×R+0 :
1√
μ
+ 1√
ν
= √T
}
.
Proposition 3.2. Assume (h0). Let (μ,ν) ∈ Σ be given. Then there exist a function e ∈ L∞(0, T ),
with
∫ T
0 e dt = 0 and either ess sup[0,T ] e+ > μ and ess sup[0,T ] e−  ν , or ess sup[0,T ] e+  μ and
ess sup[0,T ] e− > ν , and a constant γ > 0 such that, for any continuous function g : R → R, with
supR |g(s)| < γ , the T -periodic problem for Eq. (1), with f (t, s) = g(s) + e(t), has no solution.
Proof. Take (μ,ν) ∈ Σ and suppose, e.g., μ < ν . Set T0 =
√
ν T√
μ+√ν . Deﬁne e ∈ L∞(0, T ) by e(t) =
μ + √μν , if 0  t < T0, and e(t) = −ν , if T0  t  T . Let v ∈ BV(0, T ) be given by v(t) = k2μT0 , if
0 t < T0, and v(t) = − k2ν(T−T0) , if T0  t  T , with k > 0. We have, for any ﬁxed u ∈ BV(0, T ),
J (v) −
T∫
0
(
g(u) + e)v dt  aT +
T∫
0
|Dv| + ∣∣v(T−)− v(0+)∣∣+ γ
T∫
0
|v|dt −
T∫
0
ev dt
= aT + k
(
1
μT0
+ 1
ν(T − T0)
)
+ kγ
(
1
2μ
+ 1
2ν
)
− k
(
μ + √μν
2μ
+ ν
2ν
)
= aT + k
(
1
μT0
+ 1
ν(T − T0) − 1
)
− k
(√
μν
2μ
− γ
(
1
2μ
+ 1
2ν
))
= aT − k
(√
μν
2μ
− γ
(
1
2μ
+ 1
2ν
))
,
as 1μT + 1ν(T−T ) = 1. Hence we infer that0 0
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v∈BV(0,T )
(
J (v) −
T∫
0
(
g(u) + e)v dt
)
= −∞,
provided that γ <
√
μν ν
μ+ν . Therefore the T -periodic problem for (1), with f (t, s) = g(s) + e(t), has no
solution. 
Remark 3.1. From Proposition 3.1 and Proposition 3.2 it follows, in particular, that there exist functions
e ∈ L∞(0, T ), with ∫ T0 e dt = 0, and g :R →R continuous, bounded and strictly monotone, with
lim
s→−∞ g(s) < 0 < lims→+∞ g(s),
or
lim
s→−∞ g(s) > 0 > lims→+∞ g(s),
such that the T -periodic problem for Eq. (1), with f (t, s) = g(s) + e(t), has no solution.
3.2. Ahmad–Lazer–Paul conditions
We prove in this subsection the existence of solutions of the T -periodic problem for (1), assuming
a coercivity, or an anticoercivity, condition on the averaged potential
∫ T
0 F (t, s)dt of the Ahmad–Lazer–
Paul-type. This assumption is a non-interference condition with the ﬁrst eigenvalue λ1 = 0 of the
1-Laplace operator with T -periodic boundary conditions. It will be coupled with a non-interference
condition with the second eigenvalue λ2 = 4T , or more generally with respect to the curve Σ deﬁned
in (29). This is expressed by assumption (h2). Under (h2) the multiplicity of solutions can be proved
as well, whenever
∫ T
0 F (t, s)dt has an oscillatory behaviour at inﬁnity. It is worth noting that, in the
light of the non-existence results stated in Section 3.1, and in particular of Remark 3.1, assumption
(h2) cannot be omitted in this frame.
Our ﬁrst result deals with the case where a coercivity condition on
∫ T
0 F (t, s)dt is assumed. In this
case the solution is obtained by a minimax argument.
Theorem 3.3. Assume (h0), (h1), (h2) and
(h5) lims→±∞
∫ T
0 F (t, s)dt = +∞.
Then the T -periodic problem for Eq. (1) has at least one solution u such that
−min
s∈R
T∫
0
F (t, s)dt  I(u) aT −min
s∈R
T∫
0
F (t, s)dt.
Proof. The proof is divided into three steps.
Step 1. Mountain pass geometry. By (h1) the function s →
∫ T
0 F (t, s)dt is continuous on R. Hence,
using (h5), we can ﬁnd a−,a+,b ∈ R, with a− < b < a+ , such that
T∫
F (t,b)dt =min
s∈R
T∫
F (t, s)dt,0 0
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T∫
0
F
(
t,a−
)
dt > aT +
T∫
0
F (t,b)dt,
T∫
0
F
(
t,a+
)
dt > aT +
T∫
0
F (t,b)dt.
Set
S = {v ∈ BV(0, T ): P(v) = b}= {w + b: w ∈ W},
where P and W are deﬁned in Proposition 2.11 and by (42), respectively. By Lemma 2.14 we have
inf
v∈S I(v) = infw∈W I(w + b)−
T∫
0
F (t,b)dt
and hence
I(a−)= aT −
T∫
0
F
(
t,a−
)
dt < −
T∫
0
F (t,b)dt  inf
S
I(v), (43)
I(a+)= aT −
T∫
0
F
(
t,a−
)
dt < −
T∫
0
F (t,b)dt  inf
S
I(v). (44)
Let us deﬁne
Γ = {γ ∈ C0([0,1],BV(0, T )): γ (0) = a−, γ (1) = a+}.
For any γ ∈ Γ the function P ◦ γ : [0,1] → R is continuous and satisﬁes
P(γ (0))= a− < b < a+ = P(γ (1)).
Therefore there exists ξ¯ ∈ ]0,1[ such that P(γ (ξ¯ )) = b, thus showing that γ ([0,1]) ∩ S = ∅. We set
x0 = a− , x1 = a+ and
c = inf
γ∈Γ maxξ∈[0,1]I
(
γ (ξ)
)
.
By (43) and (44) we have
c > max
{I(x0),I(x1)}.
Accordingly, Lemma 2.13 yields the existence of sequences (vk)k and (εk)k , with vk ∈ BV(0, T ) and
εk ∈R, satisfying limk→+∞ εk = 0, (41) and (39) for each k and all v ∈ BV(0, T ).
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ess sup
[0,T ]×R
f (t, s) ϑμ and ess inf
[0,T ]×R
f (t, s)−ϑν.
For each k we set rk = P(vk) and wk = vk − rk ∈ W . Taking v = vk − w+k in (39), we have by (h2)
J (wk) − J
(
w−k
)= J (vk) − J (wk − w+k )= J (vk) − J (vk − w+k )

T∫
0
f (t, vk)w
+
k dt − εk
∥∥w+k ∥∥BV  ϑμ
T∫
0
w+k dt − εk
∥∥w+k ∥∥BV .
Similarly, taking v = vk + w−k in (39), we have by (h2)
J (wk) − J
(
w+k
)= J (vk) − J (wk + w−k )= J (vk) − J (vk + w−k )
−
T∫
0
f (t, vk)w
−
k dt − εk
∥∥w−k ∥∥BV  ϑν
T∫
0
w−k dt − εk
∥∥w−k ∥∥BV .
Summing up we obtain, by Proposition 2.5, Proposition 2.6 and Remark 2.2,
T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣− aT
 J (wk) − aT  J (wk) + J (wk) − J
(
w+k
)− J (w−k )
 ϑμ
T∫
0
w+k dt − εk
∥∥w+k ∥∥BV + ϑν
T∫
0
w−k dt − εk
∥∥w−k ∥∥BV
 ϑ
( T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣
)
+ |εk|‖wk‖BV

(
ϑ + |εk|
)( T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣
)
+ |εk|
T∫
0
|wk|dt

(
ϑ + |εk|
(
1+ 1
μ
+ 1
ν
))( T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣
)
.
Hence, as limk→+∞ εk = 0, there is a constant K > 0 such that, for all k,
T∫
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣ K , (45)
0
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|wk|dt  K , (46)
J (wk) K . (47)
From (41), (45), (46), (47) we deduce, for all large k,
c − 1 I(vk) = I(wk + rk) = J (wk) −
T∫
0
F (t,wk + rk)dt
 K −
T∫
0
( rk+wk(t)∫
rk
f (t, s)ds
)
dt −
T∫
0
F (t, rk)dt
 K + (μ + ν)
T∫
0
|wk|dt −
T∫
0
F (t, rk)dt
 K (1+ μ + ν) −
T∫
0
F (t, rk)dt.
Using (h5) we conclude that
sup
k
|rk| < +∞. (48)
Combining (45), (46) and (48) ﬁnally yields
sup
k
‖vk‖BV < +∞. (49)
Step 3. Existence of a solution. Let us set q = pp−1 . Since the sequence (vk)k is bounded in BV(0, T ) there
exist a subsequence, we still denote by (vk)k , and a function u ∈ BV(0, T ), such that limk→+∞ vk = u
in Lq(0, T ) and a.e. in [0, T ], and supk ‖vk‖L∞ < +∞. Hence we have
lim
k→+∞
f (·, vk) = f (·,u) in Lp(0, T ),
lim
k→+∞
T∫
0
F (t, vk)dt =
T∫
0
F (t,u)dt,
lim inf
k→+∞
J (vk) J (u)
and, for any ﬁxed v ∈ BV(0, T ),
lim
k→+∞
T∫
f (t, vk)(v − vk)dt =
T∫
f (t,u)(v − u)dt0 0
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k→+∞
εk‖v − vk‖BV = 0.
Thus we get, from (39),
J (v) −
T∫
0
f (t,u)(v − u)dt = J (v) − lim
k→+∞
T∫
0
f (t, vk)(v − vk)dt − lim
k→+∞
εk‖v − vk‖BV
 lim inf
k→+∞
J (vk) J (u),
that is, u satisﬁes (17). Moreover, taking v = u in (39), we get for all k
J (u) −
T∫
0
f (t, vk)(u − vk)dt − εk‖u − vk‖BV  J (vk)
and hence
J (u) = lim
k→+∞
(
J (u) −
T∫
0
f (t, vk)(u − vk)dt − εk‖u − vk‖BV
)
 limsup
k→+∞
J (vk).
Since, on the other hand,
J (u) lim inf
k→+∞
J (vk),
we conclude that
lim
k→+∞
J (vk) = J (u).
Thus we obtain
c = lim
k→+∞
I(vk) = lim
k→+∞
J (vk) − lim
k→+∞
T∫
0
F (t, vk)dt = J (u) −
T∫
0
F (t,u)dt = I(u).
Taking as γ the segment joining a− with a+ , we see that
c  aT −
T∫
0
F (t,b)dt.
Since, on the other hand,
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v∈S I(v)−
T∫
0
F (t,b)dt,
the conclusion follows. 
Now we state a result where a solution is found by local minimization.
Proposition 3.4. Assume (h0), (h1), (h2) and
(h6) there exist a−,a+ ∈ R, with a− < a+ , such that
max
s∈[a−,a+]
T∫
0
F (t, s)dt > aT +max
{ T∫
0
F
(
t,a−
)
dt,
T∫
0
F
(
t,a+
)
dt
}
.
Then the T -periodic problem for Eq. (1) has at least one solution u such that
− max
s∈[a−,a+]
T∫
0
F (t, s)dt  I(u) aT − max
s∈[a−,a+]
T∫
0
F (t, s)dt
and
P(u) ∈ ]a−,a+[,
P being the projection deﬁned in Proposition 2.11.
Proof. From (h6) it follows that there exists b ∈ ]a−,a+[ such that
T∫
0
F (t,b)dt = max
s∈[a−,a+]
T∫
0
F (t, s)dt
and
I(b) = aT −
T∫
0
F (t,b)dt < −max
{ T∫
0
F
(
t,a−
)
dt,
T∫
0
F
(
t,a+
)
dt
}
.
Deﬁne the set
A = {v ∈ BV(0, T ): P(v) ∈ ]a−,a+[},
which is open in BV(0, T ). By Lemma 2.14 we get
I(b) inf
v∈A I(v) minr∈[a−,a+]
(
−
T∫
F (t, r)dt
)
= −
T∫
F (t,b)dt.0 0
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inf
w∈W I
(
w + a−)−
T∫
0
F
(
t,a−
)
dt > I(b) inf
v∈A I(v) (50)
and
inf
w∈W I
(
w + a+)−
T∫
0
F
(
t,a+
)
dt > I(b) inf
v∈A I(v). (51)
Let (vk)k be a sequence in A such that
lim
k→+∞
I(vk) = inf
v∈A I(v).
We write, for each k, vk = wk + rk , with wk ∈ W and rk ∈ ]a−,a+[. From Lemma 2.14 we get, for
some η > 0 and all large k,
η
( T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣
)
−
T∫
0
F (t, rk)dt  I(b) + 1
and hence
sup
k
( T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣
)
< +∞.
Remark 2.2 ﬁnally yields
sup
k
‖wk‖BV < +∞.
Hence there exist subsequences of (wk)k and (rk)k , we still denote by (wk)k and (rk)k , w ∈ W and
r ∈ [a−,a+] such that limk→+∞ wk = w in Lq(0, T ), with q = pp−1 , and a.e. in [0, T ], supk ‖wk‖L∞ <
+∞ and limk→+∞ rk = r. Thus, setting u = w + r, we have
lim
k→+∞
T∫
0
F (t, vk)dt =
T∫
0
F (t,u)dt
and
lim inf
k→+∞
J (vk) J (u).
Therefore we conclude that
I(w + r) = I(u) lim I(vk) = inf
v∈A I(v).k→+∞
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−
T∫
0
F (t,b)dt  I(u) aT −
T∫
0
F (t,b)dt.
Finally, we can easily prove, using the convexity of J and the differentiability of the potential operator
F in BV(0, T ), that u satisﬁes (17), for all v ∈ BV(0, T ), and hence it is a solution of the T -periodic
problem for Eq. (1). 
Remark 3.2. Condition (h6) is clearly implied by
lim inf
s→±∞
T∫
0
F (t, s)dt = −∞.
In the following result we assume an anticoercivity condition on
∫ T
0 F (t, s)dt .
Theorem 3.5. Assume (h0), (h1), (h2) and
(h7) lims→±∞
∫ T
0 F (t, s)dt = −∞.
Then the T -periodic problem for Eq. (1) has at least one solution, which is a global minimizer of I in BV(0, T ).
Proof. The conclusion follows from Proposition 3.4 and Remark 3.2. Note however that conditions
(h2) and (h7) imply, by Lemma 2.14, that the functional I is coercive and bounded from below. Hence,
by a standard lower semicontinuity argument (see, e.g., the proof of Proposition 3.4), we conclude that
a global minimizer does exist. 
Now we start the discussion on the existence of multiple solutions.
Proposition 3.6. Assume (h0), (h1), (h2) and
(h8) limsups→+∞
∫ T
0 F (t, s)dt > aT + lim infs→+∞
∫ T
0 F (t, s)dt.
Then the T -periodic problem for Eq. (1) has a sequence (un)n of solutions such that
− limsup
s→+∞
T∫
0
F (t, s)dt  lim
n→+∞I(un) aT − limsups→+∞
T∫
0
F (t, s)dt
and
lim
n→+∞P(un) = +∞.
Proof. Condition (h8) implies the existence of sequences (a−n )n , (a+n )n and (bn)n , with
lim a−n = lim a+n = lim bn = +∞n→+∞ n→+∞ n→+∞
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n→+∞
T∫
0
F (t,bn)dt = limsup
s→+∞
T∫
0
F (t, s)dt,
such that, for each n, a−n < bn < a+n ,
T∫
0
F (t,bn)dt = max
s∈[a−n ,a+n ]
T∫
0
F (t, s)dt > aT +
T∫
0
F
(
t,a−n
)
dt,
and
T∫
0
F (t,bn)dt = max
s∈[a−n ,a+n ]
T∫
0
F (t, s)dt > aT +
T∫
0
F
(
t,a+n
)
dt.
Hence Proposition 3.4 yields, for each n, the existence of a solution un of the T -periodic problem for
Eq. (1), satisfying P(un) ∈ ]a−n ,a+n [ and
−
T∫
0
F (t,bn)dt  I(un) aT −
T∫
0
F (t,bn)dt.
Thus the conclusion follows. 
Similarly we can prove the following symmetric statement.
Remark 3.3. A result similar to Proposition 3.6 holds, where condition (h8) is replaced by
limsup
s→−∞
T∫
0
F (t, s)dt > aT + lim inf
s→−∞
T∫
0
F (t, s)dt.
In this case the T -periodic problem for Eq. (1) has a sequence (un)n of solutions such that
− limsup
s→−∞
T∫
0
F (t, s)dt  lim
n→+∞I(un) aT − limsups→−∞
T∫
0
F (t, s)dt
and
lim
n→+∞P(un) = −∞.
From Proposition 3.6 we deduce the following statement.
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(h9) limsups→+∞
∫ T
0 F (t, s)dt = +∞ > lim infs→+∞
∫ T
0 F (t, s)dt.
Then the T -periodic problem for Eq. (1) has a sequence (un)n of solutions such that
lim
n→+∞I(un) = −∞ and limn→+∞P(un) = +∞.
Remark 3.4. From Remark 3.3 we deduce that a result similar to Theorem 3.7 holds, where condition
(h9) is replaced by
limsup
s→−∞
T∫
0
F (t, s)dt = +∞ > lim inf
s→−∞
T∫
0
F (t, s)dt.
In this case the T -periodic problem for Eq. (1) has a sequence (un)n of solutions such that
lim
n→+∞I(un) = −∞ and limn→+∞P(un) = −∞.
The following local multiplicity result holds.
Proposition 3.8. Assume (h0), (h1), (h2) and
(h10) there exist a− , a+ , b− , b+ , with b− < a− < a+ < b+ , such that
aT +max
{ T∫
0
F
(
t,b−
)
dt,
T∫
0
F
(
t,b+
)
dt
}
< min
s∈[a−,a+]
T∫
0
F (t, s)dt
< min
{ T∫
0
F
(
t,a−
)
dt,
T∫
0
F
(
t,a+
)
dt
}
− aT .
Then the T -periodic problem for Eq. (1) has at least three solutions u(1),u(2),u(3) such that
− min
s∈[a−,a+]
T∫
0
F (t, s)dt  I(u(1)) aT − min
s∈[a−,a+]
T∫
0
F (t, s)dt,
I(u(2)) aT −
T∫
0
F
(
t,a−
)
dt, I(u(3)) aT −
T∫
0
F
(
t,a+
)
dt,
P(u(1)) ∈ ]b−,b+[,P(u(2)) ∈ ]b−,b[,P(u(3)) ∈ ]b,b+[, where b ∈ ]a−,a+[ is such that
T∫
0
F (t,b)dt = min
s∈[a−,a+]
T∫
0
F (t, s)dt.
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Part 1. Existence of the ﬁrst solution u(1) . By assumption (h10) there exists b ∈ ]a−,a+[ such that
T∫
0
F (t,b)dt = min
s∈[a−,a+]
T∫
0
F (t, s)dt
and
T∫
0
F (t,b)dt + aT < min
{ T∫
0
F
(
t,a−
)
dt,
T∫
0
F
(
t,a+
)
dt
}
.
Step 1. Mountain pass geometry. As in Step 1 of the proof of Theorem 3.3, we set
S = {v ∈ BV(0, T ): P(v) = b}= {w + b: w ∈ W},
where P and W are deﬁned in Proposition 2.11 and by (42), respectively,
Γ = {γ ∈ C0([0,1],BV(0, T )): γ (0) = a−, γ (1) = a+}
and
c = inf
γ∈Γ maxξ∈[0,1]I
(
γ (ξ)
)
.
Since
max
{I(a−),I(a+)}< inf
v∈S I(v)
and γ ([0,1]) ∩ S = ∅ for any γ ∈ Γ , Lemma 2.13 yields the existence of sequences (γk)k , (vk)k and
(εk)k , with γk ∈ Γ , vk ∈ BV(0, T ) and εk ∈ R, satisfying limk→+∞ εk = 0, condition (37), for each k,
and condition (39), for each k and all v ∈ BV(0, T ). Notice that, by assumption (h10), we have
T∫
0
F (t,b)dt > aT +max
{ T∫
0
F
(
t,b−
)
dt,
T∫
0
F
(
t,b+
)
dt
}
.
Step 2. The sequence (vk)k is bounded in BV(0, T ). Let us set
B = {v ∈ BV(0, T ): P(v) ∈ ]b−,b+[}.
Observe that, for each k, γk([0,1]) ∩ B = ∅. Taking as γ the segment joining a− with a+ , we see that
c  aT −
T∫
F (t,b)dt.0
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inf
w∈W I
(
w + b−)−
T∫
0
F
(
t,b−
)
dt > aT −
T∫
0
F (t,b)dt  c
and
inf
w∈W I
(
w + b+)−
T∫
0
F
(
t,b+
)
dt > aT −
T∫
0
F (t,b)dt  c.
Therefore, as limk→+∞ maxξ∈[0,1] I(γk(ξ)) = c, we obtain that, for large k, γk([0,1]) ⊂ B. Set rk =
P(vk) and wk = vk − rk . From (38) and the continuity of the projection P , guaranteed by Proposi-
tion 2.11, we infer that there exists a sequence (ηk)k , with limk→+∞ ηk = 0, such that, for each k,
rk ∈ [b− − ηk,b+ + ηk]. Then Lemma 2.14 yields the existence of η > 0 such that
η
( T∫
0
|Dwk| +
∣∣wk(T−)− wk(0+)∣∣
)
 I(vk) +
T∫
0
F (t, rk)dt
 c + 1+ max
s∈[b−−1,b++1]
T∫
0
F (t, s)dt
for all large k. Thus we can conclude, by Remark 2.2, that supk ‖wk‖BV < +∞ and, hence,
supk ‖vk‖BV < +∞ as well. Arguing as in Step 3 in the proof of Theorem 3.3, we prove the exis-
tence of a solution u(1) of the T -periodic problem for Eq. (1) such that
− min
s∈[a−,a+]
T∫
0
F (t, s)dt  I(u(1))= c  aT − min
s∈[a−,a+]
T∫
0
F (t, s)dt.
By the continuity of P we have P(u(1)) ∈ [b−,b+]. By assumption (h10) and Lemma 2.14 we actually
see that P(u(1)) ∈ ]b−,b+[.
Part 2. Existence of two further solutions u(2) and u(3) . As we have
aT +max
{ T∫
0
F
(
t,b−
)
dt,
T∫
0
F (t,b)dt
}
<
T∫
0
F
(
t,a−
)
dt  max
s∈[b−,b+]
T∫
0
F (t, s)dt,
Proposition 3.4 yields the existence of a solution u(2) of the T -periodic problem for Eq. (1), satisfying
I(u(2)) aT − max
s∈[b−,b]
T∫
0
F (t, s)dt  aT −
T∫
0
F
(
t,a−
)
dt
and P(u(2)) ∈ ]b−,b[. Observe that u(2) = u(1) because I(u(1)) > aT − ∫ T0 F (t,a−)dt. Similarly we
prove the existence of a solution u(3) of the T -periodic problem for Eq. (1), satisfying
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s∈[b,b+]
T∫
0
F (t, s)dt  aT −
T∫
0
F
(
t,a+
)
dt
and P(u(3)) ∈ ]b,b+[, which is different both from u(1) and from u(2) . 
From Proposition 3.8 we easily derive the following statement.
Theorem 3.9. Assume (h1), (h2) and
(h11) limsups→+∞
∫ T
0 F (t, s)dt > −∞ = lim infs→±∞
∫ T
0 F (t, s)dt.
Then the T -periodic problem for Eq. (1) has two sequences (u(1)n )n and (u
(2)
n )n of solutions such that
lim
n→+∞I
(
u(1)n
)= +∞, lim
n→+∞I
(
u(2)n
)= −∞
and
lim
n→+∞P
(
u(2)n
)= +∞.
Proof. By assumption (h11) we can ﬁnd sequences (b−n )n , with limn→+∞ b−n = −∞, (a−n )n , with
limn→+∞ a−n = +∞, (a+n )n and (b+n )n , such that b−n < a−n < a+n < b+n and
aT +max
{ T∫
0
F
(
t,b−n
)
dt,
T∫
0
F
(
t,b+n
)
dt
}
< min
s∈[a−n ,a+n ]
T∫
0
F (t, s)dt
< min
{ T∫
0
F
(
t,a−n
)
dt,
T∫
0
F
(
t,a+n
)
dt
}
− aT
for every n. Hence, Proposition 3.8 yields the conclusion. 
Remark 3.5. A result similar to Theorem 3.9 holds, where condition (h11) is replaced by
limsup
s→−∞
T∫
0
F (t, s)dt > −∞ = lim inf
s→±∞
T∫
0
F (t, s)dt.
In this case the T -periodic problem for Eq. (1) has two sequences (u(1)n )n and (u
(2)
n )n of solutions such
that
lim
n→+∞I
(
u(1)n
)= +∞, lim
n→+∞I
(
u(2)n
)= −∞
and
lim P(u(2)n )= −∞.
n→+∞
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limsup
s→±∞
T∫
0
F (t, s)dt > −∞ = lim inf
s→±∞
T∫
0
F (t, s)dt,
then a third sequence (u(3)n )n of solutions of the T -periodic problem for Eq. (1) exists, satisfying
lim
n→+∞I
(
u(3)n
)= −∞ and lim
n→+∞P
(
u(3)n
)= +∞.
3.3. Hammerstein-type conditions
In this subsection we replace the Ahmad–Lazer–Paul condition (h7) with the following Hammer-
stein-type condition to the left of the eigenvalue λ1 = 0:
(h12) there exists ζ ∈ L1(0, T ), with ζ(t) 0 for a.e. t ∈ [0, T ] and ζ(t) < 0 on a set of positive measure, such
that
limsup
s→±∞
F (t, s)
|s|  ζ(t)
uniformly a.e. in [0, T ].
Clearly, assumption (h12) implies (h7). We point out that in this case condition (h2) can be dropped.
Theorem 3.10. Assume (h0), (h1) and (h12). Then the T -periodic problem for Eq. (1) has at least one solution,
which is a global minimizer of I in BV(0, T ).
Proof. With reference to the function ζ in (h12), Proposition 2.12 implies the existence of a constant
δ > 0 such that
T∫
0
|Dv| −
T∫
0
ζ |v|dt  δ‖v‖BV
for all v ∈ BV(0, T ). Fix ε such that 0 < ε < δ. By (h1) and (h12), there is γ ∈ L1(0, T ) such that
F (t, s)
(
ζ(t) + ε)|s| + γ (t),
for a.e. t ∈ [0, T ] and every s ∈ R. Hence we have
I(v)
T∫
0
|Dv| −
T∫
0
(ζ + ε)|v|dt − ‖γ ‖L1
 δ‖v‖BV − ε‖v‖L1 − ‖γ ‖L1
 (δ − ε)‖v‖BV − ‖γ ‖L1 ,
for all v ∈ BV(0, T ). Therefore the functional I is bounded from below and coercive in BV(0, T ).
A standard lower semicontinuity argument (see, e.g., the proof of Proposition 3.4) shows that I has a
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the T -periodic problem for Eq. (1) has at least one solution. 
Remark 3.6. Condition (h5) is implied by the counterpart of (h12) to the right of λ1 = 0, i.e.
(h13) there exists ζ ∈ L1(0, T ), with ζ(t) 0 for a.e. t ∈ [0, T ] and ζ(t) > 0 on a set of positive measure, such
that
lim inf
s→±∞
F (t, s)
|s|  ζ(t)
uniformly a.e. in [0, T ].
Accordingly a version of Theorem 3.3, where (h5) is substituted with (h13), holds.
3.4. Sign and Landesman–Lazer conditions
In this section we ﬁrst replace the Ahmad–Lazer–Paul condition (h5) with the sign condition
(h14) there exists R > 0 such that f (t, s) sgn(s) 0 for a.e. t ∈ [0, T ] and every s ∈ R with |s| R.
Theorem 3.11. Assume (h0), (h1), (h2) and (h14). Then the T -periodic problem for Eq. (1) has at least one
solution.
Proof. Let us set, for each k ∈ N+ ,
fk(t, s) = f (t, s) + 1k
s
1+ |s|
for a.e. t ∈ [0, T ] and every s ∈ R. It is clear that, for each k suﬃciently large, fk satisﬁes conditions
(h2) and (h5). Hence Theorem 3.3 guarantees the existence of a solution vk of the T -periodic problem
for the equation
−(u′/√a2 + u′2 )′ = fk(t,u), (52)
i.e. vk satisﬁes
J (v) − J (vk)
T∫
0
fk(t, vk)(v − vk)dt (53)
for all v ∈ BV(0, T ). Now, arguing as in Step 2 in the proof of Theorem 3.3, we prove the existence of
a constant K such that
T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣ K
for all k. Next, let us prove that the sequence (vk)k is bounded in BV(0, T ). Taking v = vk − 1 and
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T∫
0
fk(t, vk)dt = 0. (54)
Observe that ess inf[0,T ] vk < R , since otherwise (h14) would imply, for a.e. t ∈ [0, T ],
fk
(
t, vk(t)
)
 1
k
vk(t)
1+ |vk(t)| > 0,
thus contradicting (54). Similarly we see that ess sup[0,T ] vk > −R . Therefore we have
‖vk‖L∞  ess sup
[0,T ]
vk − ess inf[0,T ] vk + R (55)
for all k. Proposition 2.9 then yields supk ‖vk‖L∞ < +∞ and, hence, supk ‖vk‖BV < +∞. The existence
of a solution u of the T -periodic problem for Eq. (1) is ﬁnally proved as in Step 3 in the proof of
Theorem 3.3. 
Next we replace assumption (h7) with
(h15) there exists R > 0 such that f (t, s) sgn(s) 0 for a.e. t ∈ [0, T ] and every s ∈R with |s| R.
We point out that, when (h15) is assumed, then (h2) is not anymore needed.
Theorem 3.12. Assume (h0), (h1) and (h15). Then the T -periodic problem for Eq. (1) has at least one solution.
Proof. Let us set, for each k ∈ N+ ,
fk(t, s) = f (t, s) − 1k
s
1+ |s|
and
Fk(t, s) =
s∫
0
fk(t, ξ)dξ = F (t, s) − 1k
(|s| − ln(1+ |s|)),
for a.e. t ∈ [0, T ] and every s ∈ R. By (h1) and (h15) there exists a function γ ∈ L1(0, T ) such that
Fk(t, s)− 12k |s| + γ (t) (56)
for a.e. t ∈ [0, T ] and every s ∈ R. Set, for any v ∈ BV(0, T ),
Ik(v) = J (v) −
T∫
0
Fk(t, v)dt.
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Ik(v)
T∫
0
|Dv| +
T∫
0
1
2k
|v|dt − ‖γ ‖L1  δ‖v‖BV − ‖γ ‖L1 .
Therefore the functional Ik is bounded from below and coercive in BV(0, T ), so that, by the usual
lower semicontinuity argument (see, e.g., the proof of Proposition 3.4), Ik has a global minimizer
vk ∈ BV(0, T ), which is a solution of the T -periodic problem for Eq. (52), i.e. vk satisﬁes (53) for all
v ∈ BV(0, T ). Note that, as
Ik(vk) = min
v∈BV(0,T )Ik(v) Ik(0) = aT ,
by (56) we have
T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣ Ik(vk) +
T∫
0
Fk(t, vk)dt  aT + ‖γ ‖L1
for all k. Finally we argue as in the proof of Theorem 3.11 to show the existence of a solution u of
the T -periodic problem for Eq. (1). 
Remark 3.7. The sign conditions (h14) and (h15) are independent of the Landesman–Lazer conditions
(h16) there exists  ∈ L1(0, T ) such that f (t, s) sgn(s) (t) for a.e. t ∈ [0, T ] and every s ∈ R and
T∫
0
(
limsup
s→−∞
f (t, s)
)
dt < 0 <
T∫
0
(
lim inf
s→+∞ f (t, s)
)
dt
and
(h17) there exists  ∈ L1(0, T ) such that f (t, s) sgn(s) (t) for a.e. t ∈ [0, T ] and every s ∈ R and
T∫
0
(
lim inf
s→−∞ f (t, s)
)
dt > 0 >
T∫
0
(
limsup
s→+∞
f (t, s)
)
dt,
respectively. It is known that (h16) implies (h5) and (h17) implies (h7) (see [1]). Hence we can every-
where replace (h5) with (h16) and (h7) with (h17). According to the non-existence results stated in
Section 3.1 (see in particular Remark 3.1), assumption (h2) cannot be omitted even if (h16) or (h17)
are assumed in place of (h5) or (h7), respectively.
3.5. One-sided conditions
In this section we show that in some cases the two-sided condition (h2) can be replaced by one
of the one-sided conditions (h3), or (h4). Condition (h3) allows f to be unbounded from above and
condition (h4) allows f to be unbounded from below. We state here just one sample result, where the
control with respect to the eigenvalue λ1 = 0 is expressed by the Landesman–Lazer condition (h16).
Our statement is related to some results in [7, Section 3], where classical solutions are found under a
hypothesis weaker than (h16), but assuming ‖h−‖ < 1 in (h3), or ‖h+‖ < 1 in (h4).
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problem for Eq. (1) has at least one solution.
Proof. The proof resembles the proof of Theorem 3.3. We ﬁrst recall that (h16) implies (h5).
Step 1. Mountain pass geometry. We set
S =
{
v ∈ BV(0, T ): ess sup
[0,T ]
v = 0
}
.
Using (h5) we can ﬁnd a−,a+ ∈R, with a− < 0 < a+ , such that
min
{ T∫
0
F
(
t,a−
)
dt,
T∫
0
F
(
t,a+
)
dt
}
> aT = aT +
T∫
0
F (t,0)dt.
By Lemma 2.15 we have
inf
v∈S I(v) 0
and hence
I(a−)= aT −
T∫
0
F
(
t,a−
)
dt < 0 inf
S
I(v),
I(a+)= aT −
T∫
0
F
(
t,a−
)
dt < 0 inf
S
I(v).
We deﬁne
Γ = {γ ∈ C0([0,1],BV(0, T )): γ (0) = a−, γ (1) = a+}
and observe that γ ([0,1]) ∩ S = ∅. We set x0 = a− , x1 = a+ ,
c = inf
γ∈Γ maxξ∈[0,1]I
(
γ (ξ)
)
and note that
c > max
{I(x0),I(x1)}.
Lemma 2.13 yields the existence of sequences (vk)k and (εk)k , with vk ∈ BV(0, T ) and εk ∈ R, satisfy-
ing limk→+∞ εk = 0, (41) and (39) for each k and all v ∈ BV(0, T ).
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∥∥∥ess sup
[0,T ]
vk − vk
∥∥∥
BV
=
T∫
0
|Dvk| +
∥∥∥ess sup
[0,T ]
vk − vk
∥∥∥
L1

T∫
0
|Dvk| + T
(
ess sup
[0,T ]
vk − ess inf[0,T ] vk
)

(
1+ T
2
)( T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣
)
.
Hence, taking v = ess sup[0,T ] vk as a test function in (39) we obtain, using (h3) too,
T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣
 J (vk) aT −
T∫
0
f (t, vk)
(
ess sup
[0,T ]
vk − vk
)
dt − εk
∥∥∥ess sup
[0,T ]
vk − vk
∥∥∥
BV
 aT +
T∫
0
h−
(
ess sup
[0,T ]
vk − ess inf[0,T ] vk
)
dt + |εk|
(
1+ T
2
)( T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣
)
 aT +
(
1
2
∥∥h−∥∥L1 + |εk|
(
1+ T
2
))( T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣
)
.
This yields the existence of a constant K > 0 such that, for all k,
T∫
0
|Dvk| +
∣∣vk(T−)− vk(0+)∣∣ K .
Next, taking v = vk − 1 and v = vk + 1 as test functions in (39) we get, for all k,
∣∣∣∣∣
T∫
0
f (t, vk)dt
∣∣∣∣∣ |εk|T .
Let us verify that the sequence (ess sup[0,T ] vk)k is bounded from below. By contradiction, assume this
is false; then we have limk→+∞ vk(t) = −∞ uniformly a.e. in [0, T ]. From (h16) it follows that
f
(
t, vk(t)
)
−(t)
for a.e. t ∈ [0, T ] and all large k. Therefore we obtain, using Fatou’s lemma and (h16),
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k→+∞
(−|εk|T ) limsup
k→+∞
T∫
0
f
(
t, vk(t)
)
dt

T∫
0
(
limsup
k→+∞
f
(
t, vk(t)
))
dt 
T∫
0
(
limsup
s→−∞
f (t, s)
)
dt < 0,
a contradiction. Similarly we verify that the sequence (ess inf[0,T ] vk)k is bounded from above. There-
fore there exists R > 0 such that (55) holds for all k. Proposition 2.9 then yields supk ‖vk‖L∞ < +∞
and, hence, supk ‖vk‖BV < +∞.
Step 3. Existence of a solution. The existence of a solution u of the T -periodic problem for Eq. (1) is
ﬁnally proved as in Step 3 in the proof of Theorem 3.3. 
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