Abstract. We show that the monoid M 2 (Ì) of 2 × 2 tropical matrices is a regular semigroup satisfying the semigroup identity
Introduction
Varieties of semigroups have been intensively studied for many years. It is known that the group of all invertible 2 × 2 matrices over a field of characteristic 0 contains a copy of the free group and thus does not satisfy any group or semigroup identities. Thus the monoid of all 2 × 2 over this field generates the variety of all monoids and semigroups and the 2 × 2 general linear group generates the variety of all groups.
In the last years, tropical mathematics, that is mathematics based upon the tropical semiring, has been intensively studied. In particular, the monoid and semiring of n × n matrices plays, as one would expect, an important role both algebraically and in applications to combinatorics and geometry. In contrast to the case of matrices over a field, we identify a non-trivial semigroup identity satisfied by the monoid M 2 (Ì) of all 2 × 2 tropical matrices and for some of its submonoids. We also note that the group of units of this monoid is virtually Abelian and thus both the monoid of all 2 × 2 tropical matrices and its group of units generate proper varieties of monoids and groups respectively.
Tropical mathematics has been developed mostly over the tropical semiring Ì = Ê ∪ {−∞} with the operations of maximum and summation, a ⊕ b = max{a, b}, a ⊙ b = a + b, as addition and multiplication respectively [6, 15, 16] . It is natural for developing the connections between classes of semigroups and their matrix representations by considering matrices over Ì as the target for representing semigroups.
One of the fundamental properties of a semigroup is being regular. We prove that M 2 (Ì) is a regular monoid in Von-Neumann's sense, and indicate a naturally occurring generalized inverse for each matrix in M 2 (Ì). We present a few semigroup identities for submonoids of M 2 (Ì) and particularly for M 2 (Ì) itself: representation for the bicyclic monoid in U 2 (Ì) to reprove Adjan's identity in a much shorter and friendlier way.
Using the above, we prove the main result of the paper.
Theorem 3.9:
The monoid M 2 (Ì) admits the semigroup identity
In the past years, most of the theory of matrix semigroups has been developed for matrices built over fields and rings. In this paper we appeal to matrices built over semirings which we believe are the "current" structure to establish representations for classes of semigroups. The bicyclic monoid is one main supporting example.
Tropical Semirings
We open by reviewing some basic notions of tropical algebra and geometry, including the corresponding categorical framework, and introduce new tropical notions which will be used later in our exposition. 
where ·, · stands for the standard scalar product. The map f →f is not injective and one can reduce the polynomial semiring so as to have only those elements needed to describe functions.
Given a point a = (a 1 , . . . , a m ) ∈ Ì (m) , there is a tropical semiring homomorphism
given by sending ϕ a :
which we call the substitution homomorphism (relative to a). We write f (a) for the image of f under ϕ a and identify each α i ∈ Ì with the monomial
otherwise h is said to be essential. The essential part f e of a polynomial f = α i λ (Note that, any monomial = −∞ by itself, considered as a polynomial, is essential.) A monomial h is essential in a polynomial f if h(a) > f h (a) for some a and thus for all a ′ in an open set W a of the standard topology of Ê m containing a. Any monomial h of f e is essential in f e . Indeed, by
. Using this definition we say that two polynomials f and g are essentially equivalent, written f e ∼ g, if f e = g e . We shall show that the essential part of a polynomial f defines the same function as f , that is, f (a) = g(a) for each a ∈ Ì (m) and is the unique essential polynomial with this property. Thus f e is a canonical representative for the congruence class of the morphism that sends each polynomial to the function it defines. 
and any open set W a of Ì (m) , containing a, there exists a ′ ∈ W a with
Lemma 1.3. For any monomials g 1 , . . . , g ℓ , h 1 , . . . , h k and a ∈ Ì (m) with
Proof. Induction on ℓ. By Remark 1.2, we have a
Take j such that g j (a ′ ) is maximal, and expand the h i to include all g i such that g j (a ′ ) > g i (a ′ ). Then we have the same hypothesis as before, but with smaller ℓ. Proof. Given any a ∈ Ì (m) , there is a monomial g 1 such that f (a) = g 1 (a). We need to show that f e (a) = g 1 (a). Suppose g 1 (a) = g 2 (a) = · · · = g ℓ (a) > h(a) for some other monomial(s) g 2 , . . . , g ℓ of f which are inessential in f . But then, by the lemma, we may find a ′ such that g j (a ′ ) takes on the single largest value of the monomials of f , for some 2 ≤ j ≤ ℓ, contrary to g j being inessential in f . We say that a polynomial f is a flat polynomial if all of its coefficients are equal to some fixed value α ∈ Ì × , where tropically Ì × stands for Ì \ {−∞}.
, where
n , for any n ∈ AE.
Tropical matrices.
It is standard that if R is a semiring then we can form the semiring M n (R) of all n × n matrices with entries in R, where addition and multiplication are induced from R. Accordingly, we define the semiring of tropical matrices M n (Ì) over Ì = (Ì, ⊕, ⊙ ), whose unit is the matrix
and whose zero matrix is Z = (−∞)I. We will consider M n (Ì) both as a semiring and also as a multiplicative monoid. We denote tropical matrices as A = (a ij ) and use the notation a ij for the entries of A. Clearly, since Ì is commutative, αA = Aα, for any α ∈ Ì and A ∈ M n (Ì). As usual, we define the transpose of A = (a ij ) to be A t = (a ji ), and have the usual relation noted here.
The proof follow easily from the commutativity and the associativity of ⊕ and ⊙ over Ì.
The minor A ij is obtained by deleting row i and column j of A. We define the tropical determinant to be
where S n is the set of all the permutations on {1, . . . , n}. In terms of minors, |A| can be written equivalently as |A| = j a ioj |A ioj |, for some fixed index i o . Indeed, in the classical sense, since parity of indices are not involved, the tropical determinant is in fact a permanent, which makes this definition purely combinatorial. A matrix A ∈ M n (Ì) is said to be tropically singular whenever the value of |A|, cf. Formula (5), is attained by at least two different permutations σ ∈ S n , otherwise A is called tropically nonsingular. The adjoint matrix Adj(A) of A = (a ij ) is defined as the matrix (a
∇ to denote the tropical quotient
Note that the division in this definition is tropical division, that is, substraction in the usual sense. The multiplicative trace of A is defined by the following formula.
and therefore we always have |A| ≥ Tr ⊙ (A).
Proof. If |A| = −∞ we are done, cf. Remark 1.11. Write B = (b ij ) for A n! and assume that |B| > Tr ⊙ (B). In view of Note 1.9, the graph G B of B has a multicycle C, of length n whose weight is greater than
By the Frobenius property, cf. Remark
, so this component becomes inessential and it is omitted. Remark 1.14. As a result of Proposition 1.12, we can conclude that not all tropical matrices have a square root; for example take a matrix A ∈ M n (Ì) with diagonal entries = −∞ and all of its off-diagonal entries = −∞.
A set S of vectors V 1 , . . . , V m ∈ Ì (n) is said to be linearly dependent if there are α 1 , . . . , α m ∈ Ì, not all of them −∞, such that each coordinate of the tropical sum U = t α t V t is attained by at least two different terms α t V t , otherwise S is linearly independent. (In particular, if m > n then S is a dependent set [7] .) The rank , rank(A), of a matrix A ∈ M n (Ì) is the number of elements in a maximal independent subset of rows.
Theorem 1.15 ([7, Theorem 3.6]
). An n × n matrix A has rank < n iff A is tropically singular.
Using the theorem, one can easily check whether a matrix A ∈ M n (Ì) has rank n or not. For example, consider a matrix A ∈ M 2 (Ì) and compute its tropical determinant:
If ad = bc then A is tropically singular and thus has rank < 2, otherwise A is nonsingular and is of rank 2.
1.3. Matrices of polynomials and polynomials of matrices. We also look at the seimiring and monoid of all matrices of polynomials. These are matrices whose entries are elements of the polynomial semiring
We denote these matrices by M n (Ì[λ 1 , . . . , λ m ]) and for each a = (a 1 , . . . , a m ) ∈ Ì (m) we have the induced substitution homomorphism:
given by sending A ply = (f ij ) → (f ij (a)), cf. Formula (3). We write A ply (a) for the image of A ply under the On the other hand, one can talk about polynomials, with coefficients in Ì, whose arguments are tropical matrices; we denote this polynomial semiring by Ì[Λ 1 , . . . , Λ m ] and write F , G, for its elements. Writing A for (A 1 , . . . , A m ) ∈ M n (Ì) (m) , in the standard way, we define the substitution homomorphism
where ϕ A : A → F (A). Viewing Λ k = (λ ij (k) ) as a matrix in n 2 indeterminates, we also have the semiring homomorphism
given by sending µ n,m : Λ k → (λ ij (k) ). (Note that µ n,m is not surjective.) Thus the following diagram commutes. 
Remark 1.16 plays a key role in this paper and provides the algebraic foundation for our semigroup applications, especially in the study of semigroup identities. 
2.1. Submonoids and subgroups of M n (Ì). We begin by describing some subsemigroups of M n (Ì).
(i) A tropical matrix with each row and column containing exactly one entry = −∞ is called a permutation matrix. The set of all tropical permutation matrices, which we denote by W n , forms the (affine) Weyl group. It is the group of units of M n (Ì), that is the maximal subgroup with identity element I. W n contains the Abelian subgroup D n of tropical diagonal matrices in M n (Ì).
(ii) The upper triangular matrices U n (Ì) and the lower triangular matrices L n (Ì) are non-commutative submonoids of M n (Ì) containing D n as a submonoid.
(iii) A matrix, A ∈ M n (Ì) is called presymmetric matrix if it is symmetric about its anti-diagonal (i.e secondary diagonal) and is said to be bisymmetric if it is both symmetric and presymmetric. It is easy to see that the bisymmetric 2 × 2 matrices form a commutative submonoid of M 2 (Ì).
(iv) A tropical matrix A ∈ M 2 (Ì) with all diagonal entries equal 0 and off-diagonal entries ≤ 0 is an idempotent matrix, i.e. A 2 = A. It is easy to see that the product of any two such matrices is equal to their sum and thus commute. Thus the collection of all such matrices is a submonoid of M 2 (Ì) denoted by N 2 . This is a commutative monoid and |A| = Tr ⊙ (A) = 0 for each A ∈ N 2 .
2.2. Von-Neumann regularity. Regularity of semigroup and invertibility of their elements have several different notions, in this paper we use Von-Neumann's notion.
Definition 2.1. Let (S, · ) be a semigroup, an element y ∈ S is called a generalized inverse of x ∈ S if
x y x = x and y x y = y , in the case that x has an inverse we say that x is regular in S. A semigroup S is said to be a regular semigroup, in the Von-Neumann sense, if every element x ∈ S has at least one generalized inverse y ∈ S. Proof. Since |A| = −∞, then A has either a row or a column whose entries are all −∞, so it has one of the following forms:
where a, b ∈ Ì. Correspondingly, we specify their inverses to be:
Note that when a or b is −∞, then, respectively, the terms −a or −b are replaced by −∞.
The proof is then derived from the relations bc, ad ≤ |A|. The relation A ∇ AA ∇ = A ∇ is proved in the same way. , the product is then
The monoid M n (Ì), n > 2, is not regular. Indeed, let denote the 2 element boolean semiring. Then there is a semiring homomorphism ψ : Ì −→ , given by sending −∞ → 0 and a → 1 for any a ∈ Ê, which induces a surjective monoid homomorphism
But it is known that M n ( ) in not regular if n ≥ 3 (see [10, Chapter 2] ) and so neither is M n (Ì) since regularity is preserved by surjective morphisms. 
Semigroup Identities On M 2 (Ì)
Our main result in this section is that the monoid M 2 (Ì) admits a non-trivial semigroup identity. We also show that there are semigroup identities for other submonoids of M 2 (Ì) like for triangular tropical matrices.
3.1. Semigroup identities. Assuming (S, · ) is a semigroup with an identity element 1, we write x i for the x · x · · · x repeated i times and identify x 0 with 1. Let X be a countably infinite set of "variables". A semigroup identity is a formal equality u = v where u and v are in the free semigroup X + generated by X. For a monoid identity, we allow u and v to be the empty word as well. A semigroup S satisfies the semigroup identity u = v if for every morphism f : X + → S, one has uf = vf . Let I be a set of identities. The set of all semigroups satisfying every identity in I is denoted by V [I] and is called the variety of semigroups defined by I. It is easy to see that V [I] is closed under subsemigroups, homomorphic images and direct products of its members. The famous Theorem of Birkhoff says that conversely, any class of semigroups closed under these three operations is of the form V [I] for some set of identities I. 
3.2.
The submonoid of triangular matrices. In this section we prove that
is a semigroup identity for the submonoid U 2 (Ì) ⊂ M 2 (Ì) of upper triangular tropical matrices. . Writing f 12 = h 12 ⊕ α 12 and g 12 = h 12 ⊕ β 12 , where by direct computation we have, .
The upper and the lower rows specify the monomials in h 12 that make respectively each terms of α 12 and β 12 to be inessential. Taking all together, f ij e ∼ g ij for all i, j = 1, 2, and thus F ply e ∼ G ply . 
Proof. Take A, B ∈ U 2 (Ì), if one of them is of rank 1 we are done by Remark 3.4; otherwise, we can divide A by a 11 and B by b 11 to have matrices of the form (10), then in the view of Remark 3.3 the proof is completed by Lemma 3.5.
Corollary 3.7. The submonoid of lower triangular matrices L 2 (Ì) admits the semigroup identity (9) .
Proof. Immediate by Theorem 3.6 and the fact that L 2 (Ì) is conjugate to the monoid U 2 (Ì).
3.3.
A semigroup identity on M 2 (Ì).
are of the form
satisfying the restriction |A| = λ 3 and |B| = λ 6 , then u(A ply , B ply )
The proof of the lemma is long and technical and is proved in detail as Lemma 4.6 in the Appendix.
Theorem 3.9. The monoid M 2 (Ì) admits the semigroup identity
Proof. Suppose A, B ∈ M 2 (Ì). If one of these matrices is of rank 1 we are done by Remark 3.4. Otherwise, taking their squares, by Proposition 1.12, |A 2 | = Tr ⊙ (A 2 ) and |B 2 | = Tr ⊙ (B 2 ), so we can divide their squares to have matrices of the form (11) . Consider the matrices over M 2 (Ì[λ 1 , . . . , λ 6 ]) corresponding to these squares, i.e. matrices of the form (11) whose entries are monomials. In view of Remark 3.3, the proof is then completed by Lemma 3.8.
The bicyclic monoid embeds in M 2 (Ì)
It is well known that the monoid of matrices M n (K) over a field K is semisimple [3] and in particular does not have a copy of the bicyclic monoid B as a subsemigroup. See [13] , Chapter 2 for the basic semigroup structure of M n (K). In contrast to this, we prove in this section that B has a faithful representation in M 2 (Ì). This explains in part, the identity in Theorem 9. This is Adjan's identity for the bicyclic monoid and is the shortest identity satisfied by B, cf. [1] .
Although in this paper we do not study properties of semigroups by their actions on tropical spaces, we open by presenting the tropical analogue of a linear representation. ). These linear operators can be represented as matrices (in some basis) and this establishes an isomorphism between L(Ì (n) ) and the matrix algebra M n (Ì). Therefore, we can identify L(Ì (n) ) with M n (Ì). Recall that our ground structure is a semiring and thus, the notions of spaces, operators, and algebra are the corresponding notions [11] .
A finite dimensional tropical linear representation of a semigroup M, over Ì (n) , is a semigroup homomorphism
(The space Ì (n) can be replaced by other tropical spaces, but to clarify the exposition we focus on Ì (n) .) When R is a one-to-one homomorphism, then the representation is called faithful. As in classical representation theory one should think of a representation as a tropical linear action of M on Ì (n) (since to every a ∈ M, there is associated a tropical linear operator R(a) which acts on Ì (n) ).
4.2.
A tropical representation of the bicyclic monoid. The monoid, B = a, b , generated by two elements a and b satisfying the one relation (13) ab = 1, where 1 is the identity element, is called the bicyclic monoid. The elements x, y ∈ B of B are called words (or strings) over a and b. It is well known that every element of B is equal to a unique word of the form x = b i a j , i, j ∈ + [3] . As usual, we identify the elements a 0 and b 0 with the identity element 1 of B. We start by recalling another representation of the elements of B which helps us later to formulate a faithful tropical linear representation of B.
Let S denote AE × AE. We define a binary operation * on S by the following formula.
The following proposition is classical [3] .
Proposition 4.1. Given a bicyclic monoid B, the map φ : B → S, where φ :
Proof. Clearly, φ is a bijective, and
We use this isomorphism to define a tropical linear representation of B. Let U 2 be the subsemigroup of U 2 (Ì), the monoid of 2 × 2 upper triangular tropical matrices, generated by the two elements , which is just −1 in the usual sense. Having these generators for U 2 , A j and B i , for i, j ∈ AE, can written as
, and they satisfy the following relations:
Proof. Immediate from (16) and the fact that E is the identity element of U 2 .
Denoting the tropical semiring, having the addition ⊕ and multiplication ⊙, over ∪ {−∞} as¯ , the operation of the monoid S, cf. Eq. (14) , is translated naturally to product of matrices in over U 2 ⊂ U 2 (¯ ). 
, then j = a −1 i, j = ci, and b = ij. Accordingly, a = c
and thus ψ is bijective. Proof. R is a composition of monoid isomorphisms onto a matrix monoid, and thus is a faithful tropical linear representation. for any x, y ∈ B.
Proof. Immediate by Corollary 2.4 and Theorem 4.4.
As mentioned above the semigroup identity in Corollary 4.5 is known as Adjan's identity for the bicyclic monoid [1] . In this paper we have provided an alternative approach for proving this semigroup identity and maybe other semigroup identities. Tropical representation theory thus is useful for studying properties of semigroups where classical representation theory does not have anything to say. A geometric point of view for the identities of a bicyclic monoids is provided in [14] .
Note that the morphism in Corollary 4.5 is not a monoid morphism-it does not take the identity element of B to the identity element of M 2 (Ì). In fact, no such faithful monoid morphism exists. It is not difficult to see that the D-class of 1 in M 2 (Ì) is the Weyl group W n . Since B is a bisimple monoid that is not a group, no faithful monoid morphism exists. See [8] for more information on Green's relations in full tropical matrix monoids.
4.3.
Remarks and Open Problems. We have proved that M 2 (Ì) satisfies a non-trivial semigroup identity and that begs the question about whether M n (T ) satisfies non-trivial identities for all n > 2. We conjecture that this is so, but have not been able to prove this as of yet.
For n = 2, the connection between the monoid of upper triangular 2 × 2 tropical matrices and the bicyclic monoid is deeper than we've indicated in this paper. In fact the monoid of upper triangular matrices of rank 2 form an inverse monoid that is isomorphic to the monoid of partial shifts of the real line, just like B is isomorphic to the monoid of partial shifts on the natural numbers [8] . It was this connection that lead us to try Adjan's identity on the submonoid of upper triangular matrices in M 2 (Ì) and eventually to the identity for all of M 2 (Ì) that we found in this paper. We would like to clarify the exact relationship between the bicyclic monoid and the monoid of upper triangular 2 × 2 matrices further. We ask if they generate the same variety, that is, if they satisfy exactly the same identities.
The structure of upper triangular full rank n × n tropical matrices is illimunated in [8] . It is a block group, that is a monoid in which each R and L class have at most one idempotent, but is not an inverse monoid if n > 2. This has made finding an identity difficult computationally for this monoid. Passing to the monoid of all n × n matrices is also difficult.
Another reason for conjecturing that M n (Ì) satisfies a non-trivial identity for all n is that every finite subsemigroup of M n (Ì) has polynomial growth [4, 18] . In particular, the free semigroup on 2 generators is not isomorphic to a subsemigroup of M n (Ì). While Shneerson [17] has given examples of polynomial growth semigroups that do not satisfy any non-trivial identity (no such example exists for groups by Gromov's Theorem [5] , we feel that this is not the case for M n (Ì).
Appendix A
To clarify the exposition, instead of λ 1 , . . . , λ 6 , we use the letters a, b, c, x, y, and z, to denote the variables of matrices of polynomials A ply , B ply ∈ M 2 (Ì[λ 1 , . . . , λ 6 ]). By writing |A| = c and |B| = z we actually mean that for any substitution of a ∈ Ì (6) we have |A ply |(a) = c(a) and |B ply |(a) = z(a) .
Proof. Taking the two products F ply = ℘ ℓ (A ply , B ply ) and G ply = ℘ r (A ply , B ply ) respectively for the left and the right hand side of (17) , written respectively as F ply = (f ij ) and G ply = (g ij ), and considering each f ij and g ij , i, j = 1, 2, as polynomials in Ì[a, b, c, x, y, z] we show that each pair f ij and g ij of polynomials are e-equivalent. In this view we prove that entry-wise To do so, for each pair f ij and g ij we write f ij = h ij + α ij and g ij = h ij + β ij , where h ij , α ij , and β ij are polynomials in Ì[a, b, c, x, y, z], and show that each monomial in α ij and β ij is inessential with respect to h ij .
Recall that by the hypothesis of the lemma,
|A ply | = c ≥ ab and |B ply | = z ≥ xy .
Using this property, whenever a monomial f s of f is "greater" that f t , that is f s (a) ≥ f t (a) for each a ∈ Ì (6) , then f t is inessential. We call these "greater" monomials dominant monomials and mark them in the text using the bold font.
We complete the proof by observing the different entries of the matrices F ply and G ply and identifying for each case the monomials which make α ij and β ij inessential for h ij , respectively. These monomials are labeled in h ij by (α.#no) and (β.#no) according to their numbering in α ij and β ij which appear in the diagrams below.
To make the next technical exposition clearer, the monomials in the equations below are ordered lexicographically. i = 1, j = 1:
