Abstract-One of the common form of representing stereoscopic video is combination of 2D video with its corresponding depth map which is made by a laser camera to illustrate depth in the video. When this type of video is transmitted over error prone channels, the packet loss leads to frame loss; and mostly this frame lost occur in depth frames. Thus, a depth error concealment based on decision making termed as DM-PV, which exploits high correlation of 2-D image and its corresponding depth map. The 2D image provide information about the missing frame in the depth sequence to assist the decision making process in order to conceal the lost frames. The process involves inserting proper blank frame and duplication of previous frames instead of missing frames in depth sequence. PSNR performance improves over frame copy method has no decision making. Furthermore, subjective quality of stereoscopic video is better using DM-PV.
I. INTRODUCTION
Nowadays, people show more interest on new media, 3D TVs are one of the popular technologies among people, so demanding for 3D video broadcasting is growing by technology enthusiasms and it is believed that to be the next generation of home entertainment [1] . Wireless communications play significant role in broadcasting 3DTV. Despite of ease of access, they introduce many challenges for broadcasting. Wireless communications could be affected by noise and environment interferences, thus it could lead to the signal to take different kind of errors, and most of the broadcasting protocols discard packets with error. This phenomenon makes more packet lost in the wireless systems.
3D video transmission has been known as challenging content for transmission and streaming due to extra information that is related to the depth layer. The method which generally uses to transmit 3D video is depth-image-based rendering (DIBR) [2] . DIBR has two streams, one of them is a normal 2D stream and the second stream is its associated depth map which is created by depth information. Each pixel in the depth map has 8bit value. The value of every pixels in the depth image shows the distance of captured item and the camera, the example illustrated in Figure 1 .In such a system, it is needed to transmit monoscopic video along with associated depth map.
A high quality video with different view point will be created by synthesizing the two streams at the decoder. There are many proposed methods to improve the quality of service and mechanisms to cope with the challenges which is for the extra information in 3D video transmission. Most of the methods assign higher importance to the colour frames and less on the depth frames due to high visual importance of colour video. Coding methods and channel assignment techniques are mostly focused to deliver 2D colour frames. In most of the methods it has been preferred to deteriorate depth map quality to reduce redundant information relevant to depth. In [3] for reduction of the extra information of 3D video transmission, the depth map resolution down-samples before encoding but after transmission the depth map up samples to reach the resolution of colour frames. Because of the down sampling and up sampling process, quality of depth frame decreases but it can reduce the transmission cost. This method reveals that it's very hard for the viewers to distinguish between the original video and the one with the up-sampling and down-sampling process.
This paper organized as follows, in section 2 we analyse error concealment for stereoscopic 3D video. Then, we describe the proposed method in section 3. In section 4 we present simulation results of the simulation we evaluate the method. Finally in the section 4 we draw the conclusion.
II. ERROR CONCEALMENT FOR STEREOSCOPIC 3D VIDEO
In the low bitrate connections, video packet losses may lead to corruption of the whole frame of a video sequence during transmission. Researches are focused mostly on 2D video error concealment, that might not be applicable for stereoscopic video due to ignoring the depth map and its correlation with 2D image [4] , [5] .By considering the issues during the transmission we need to have an effective error concealment (EC) algorithm [6] , [7] to minimize the effect of erroneous transmission channel. Temporal error concealment (TEC) [7] utilize the correlation of successively received frames to compensate the missing frames or micro blocks. So it is necessary to propose an efficient method to minimize the effect of the lost frames. Most of the methods that proposed for error concealment are for 2D video and few methods proposed for 3D video transmission. 3D video error concealment methods are mainly focused on motion vector (MV) [8] . At this method, MVs are created by exploiting the correlation of 2D video and the depth map.
Many of the proposed methods use interpolation mechanism from surrounding images to the lost region of the frame, these methods might not have desired result in stereoscopic video due to lack of depth information. Researches claim that error perception by human visual system (HSV) is different in 2D video in comparison with 3D video. It has been shown that a small degradation in one view could lead to a noticeable perceptual distortion [9] .
Stereoscopic error concealment process is mostly focused on error concealment of right and left view of the video by using additional data from correlated image sequence [9] , [10] . In [11] , the proposed method with the shared Motion Vectors (MVs) exploit the correlation of colour frame and the depth map to find the motion vectors to predict depth map coding.
III. DECISION MAKING BASED ON PIXEL VALUE (DM-PV)
The proposed method, which is called Decision Making based on Pixel Value(DM-PV) aimed to conceal lost frames at the decoder, based on the correlation of 2D images which is received correctly and corresponding depth map. When loss occur during transmission in the depth frames, we refer to the corresponding colour image and compare it with the previous colour image in the sequence then depends on the difference, decision could be made. There are three main steps:
1) Find the index number of lost depth frame and then find the corresponding colour frame 2) Compare the corresponding colour frame with the previous frame in the colour sequence 3) make the decision based on the comparison which is made in step 2.
A. Finding the lost frame and its corresponding colour frame
It is inevitable to lose some frames during transmission, and the higher probability of losing frames goes to depth frames due to less priority of them. Most of the methods assigned more protection for delivery colour frame due to higher visual importance. In H264/SVC they put depth frames as enhancement layers [12] . Thus, in such methods, it is more expected to lose frames in the depth sequence. In the receiver when a frame lost occur in the depth sequence we look for the corresponding frame in the colour sequence and the colour frame will be used for the comparison in the next step. The finding process is illustrated in Fig. 2 . Fig. 2 . Red frame is the lost frame and we choose the same frame in the colour sequence for the comparison in the next step.
B. Comparing the corresponding colour frame with the pervious frame in the sequence
As long as colour frames and their corresponding depth maps are so correlated, we can estimate the lost frame similarity with its previous frame in the sequence. Firstly, the consecutive frames are converted to gray-scale images because the colour component is not important in terms of comparison for this purpose. After that we calculate absolute difference of two images and then take the average pixel values of the images to calculate difference percentage. The average pixel value between two consecutive frames can be estimated as
where DPG represents difference percentage in grayscale, ADG is the average of absolute difference of two grayscale images and AS denotes average pixel value of the second consecutive image.
C. Making the decision based on the comparison
In a video sequences, there will not be so much differences between two consecutive frames, thus if the depth layer is lost during the transmission we can make a decision based on comparison between the same frame on the colour sequence. To optimise the result, one threshold value should be chosen to make the decision based on it.It should be noted that the threshold value is evaluated by subjective quality of synthesised video. The results show us that the best performance of the method is for the higher thresholds. It means that it is desired to have a threshold value at high DPG. There are two possible ways after the decision making, 1) Sometimes in a video sequence, the difference between two consecutive frames are not noticeable. In such cases, if we copy the previous frame in the sequence instead of lost frame we could have acceptable quality. In the proposed method if the discrepancy is less than the threshold value between two consecutive frames, we duplicate the previous frame instead of leaving the lost frame blank. The example is illustrated in Fig. 3 . 2) If the difference of two pictures is more than threshold we create and put one blank frame to replace the lost frame. The blank frame is made by considering the average colour from neighbouring frames in the depth sequence. The process is demonstrated in Fig. 4 . IV. RESULT AND DISCUSSION Two different methods have been used for the experiment, one of them is using frame copy with no decision making algorithm and the other one is DM-PV. In this experiment, we used two 3D video sequences namely 'Break Dance' and 'Ballet Dance'. Original sequence is used and no compression and video codec is applied. The uncompressed video is used in the experiment to get more precise results.
Break Dance is a sequence with lots of objects and movements; but in contrast Ballet Dance has less objects and movements. We used 10 percent random loss in the depth sequence. For concealing the lost frames in the sequences the methods has been examined with frame lost rate, simulation results are shown in the Table I and Table II. The results show that the DM-PV method obtain higher PSNR value for both left and right view. In addition it demonstrates that the proposed method has better performance in the sequences with lots of motion and changing of objects in the sequence. In other words, when the two consecutive frames are dramatically different DM-PV method can be an efficient method to improve PSNR. But in very low motion sequences, the methods could have exactly the same results because the two consecutive frames cannot meet the threshold value. In this scenario only method to conceal errors is frame copy.
The subjective quality is improved specially in the high motion sequences. Frame copy with no decision making could lead high distortion in one or both of the views. As it is illustrated in Fig. 5 it can be seen that the middle object with high motion observed considerable distortion. DM-PV could improve the distortion in the high motion sequences.
V. CONCLUSION AND FUTURE EXTENSIONS
It is highly expected to lose packet during transmission especially when it comes to error prone channels like wireless channels and it leads to frame loss in video transmission. This paper is focused on error concealment in the receiver by applying DM-PV. The lost frames in the depth sequence could be concealed by applying the proposed method. It is shown that DM-PV improves the quality of stereoscopic video in terms of better PSNR in comparison with frame copy method. Furthermore subjective quality of stereoscopic video improves in high motion sequences in compare with frame copy.
At present the pixel values are used to compare two consecutive frames in the colour sequence. In the future work more precise methods to compare the frames will be exploited. The current blank frame will be improved to get the better PSNR value as well as subjective quality in compare with DM-PV.
