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MATCHED PAIR ANALYSIS OF THE VLASOV PLASMA
OĞUL ESEN AND SERKAN SÜTLÜ
Abstract. We perform Hamiltonian (Lie-Poisson) analysis of the Vlasov plasma, and the dynamics of its
kinetic moments, from the matched pair decomposition point of view. We express both of the (Lie-Poisson)
systems as couplings of two of theirmutually interacting (Lie-Poisson) subdynamics. Mutually acting systems
are beyond the well-known semi-direct product theory. Accordingly, as the geometric framework of the present
discussion, we address matched pair Lie-Poisson formulation permitting mutual interactions. Then, all mutual
actions, as well as dual and induced cross-actions, are clearly computed for the kinetic moments and the Vlasov
plasma. For both cases, we observe that one of the constitutive subdynamics is the compressible isentropic fluid
flow, and the other is the higher-order (> 2) kinetic moments. In this regard, the algebraic/geometric (matched
pair) decomposition that we offer, is in perfect harmony with the physical intuition. To complete the discussion,
we present a momentum formulation of the Vlasov plasma and, obtain the matched pair decomposition of this
realization as well.
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1. Introduction
Once a Hamiltonian realization of a physical system has been achieved, the analysis of many qualitative
aspects of the system; such as the control, integrability, stability, and the asymptotic behaviour, become
much more accessible [1, 3], by employing suitable geometric and algebraic tools. As such, in recent years,
many physical systems have been studied in the realm of Hamiltonian dynamics; from the classical models
to continuum, as well as field theories. We refer the reader to [4, 11, 31, 40, 51] for an incomplete list of
examples.
The present paper is on the (de)coupling problem of the Hamiltonian systems; which may be summarized
along the following lines. Given two dynamical systems in interaction, the equation of motion of the coupled
system does not merely consists of the equations of motions of the individual systems. Instead, there appears
additional terms as a manifestation of the interaction between the systems.
The examples, in the case that only one-way interaction is considered between the coupled systems (i.e.
only one of the systems effects the other), fell in the realm of the semi-direct product theory; [30, 49,
50], as well as the coupling of Maxwellian property of a continuum with its fluid motion, for instance,
Magnetohydrodynamics [30], and the Maxwell-Vlasov system [52].
The case of mutually interacting (Hamiltonian) systems (i.e. both systems are allowed to effect each other)
has been studied recently in [20], in the Lie-Poisson formulation, and has already found applications in the
field of reversible thermodynamics and kinetic models [12, 19]. The algebraic foundations of this more
general theory lie in the “matched pair” construction of [43]. Just as it happens in the case of Lie algebras, or
of Lie groups; in case the effect of one of the coupled systems is assumed to be trivial, then the Hamiltonian
dynamics on matched pairs reduces to the semi-direct product theory.
Now, the main goal of the present paper may be stated as to show that the Lie-Poisson realizations of both
the Vlasov plasma and the kinetic moments admit matched pair decompositions. More precisely, their
dynamics may be realized as the matched pair of the isentropic compressible fluid motion and the dynamics
of the kinetic moments of order n > 2.
Let us note that although we follow the terminology of “matched pairs” from [43, 42, 44], the construction
appears in the literature in different names (for different purposes); such as the twilled extension in [38], the
double Lie group in [41], or the Zappa-Szép product in [6].
It worths mentioning that the matched pair approach appears to be a fertile strategy. In [21], it is used in the
study of the Lagrangian dynamics on Lie groups, wherein the Lagrangian and the Hamiltonian dynamics of
matched pairs are linked by proper Legendre transformations. The matched pair strategy was also applied
successfully to the higher order Lagrangian systems in [18], and to the discrete dynamics in the Lie groupoid
setting in [22].
Let us next present a brief review of the literature; in order to be able to state what exactly is missing in the
literature, and how the present paper fills in this gap.
MATCHED PAIR ANALYSIS OF THE VLASOV PLASMA 3
Lie-Poisson equations.
Let us begin with the Lie-Poisson formulation [29, 51] which provides a tangible framework that many
continuum models fit.
Let a continuum rests in a finite region Q ⊂ R3 without boundary. Then, the symmetry group of a physical
motion is an infinite dimensional Lie group, say K , preserving the motion. In particular, the symmetry
group of the incompressible isentropic Euler’s fluid is the group of volume preserving diffeomorphisms
on Q, while the symmetry group of the Vlasov plasma is the group of canonical diffeomorphisms on the
cotangent bundle T∗Q. The (Lie-Poisson) equation that govern the motion, on the other hand, is given on the
linear algebraic dual K∗ of the Lie algebra K. The dual space K∗ is a Poisson space, called the Lie-Poisson
space, on which the Lie-Poisson bracket is given by
(1.1) {H,G}(z) = −
〈
z,
[ δH
δz
,
δG
δz
]〉
,
for any z ∈ K∗, and any H,G ∈ K∗. Let us note that δH/δz and δG/δz denote the Fréchet derivatives of
the functionals, and (assuming the reflexivity) they are elements of K. Accordingly, the equation of motion
of the system, governed by a Hamiltonian functional H , is given by
(1.2)
∂z
∂t
= − ad∗δH/δz z,
where ad∗ stands for the (left) coadjoint action, which corresponds to the minus of the linear algebraic dual
of the (left) adjoint action ad. That is,
(1.3) 〈ad∗x z, x
′〉 = −〈z, adx x
′〉 = −〈µ, [x, x′]〉.
Hamiltonian analysis of the Vlasov plasma.
Let us now consider non-relativistic collisionless plasma particles in Q, and the the momentum-phase space
T∗Q, with the Darboux’ coordinates (qi, pj ). The plasma dynamics is determined by the evolution of the
plasma density function f , defined on T∗Q, according to the Vlasov equation
(1.4)
∂ f
∂t
+
1
m
δi jpi ·
∂ f
∂q j
− e
∂φ
∂qi
·
∂ f
∂pi
= 0.
Here, φ is the potential function, m is the mass, and e is the electrical charge. One couple the Vlasov
equation with the Poisson equation
(1.5) ∇2φ(q) = −e
∫
f (q, p)dp,
for the case of non-relativistic framework, and arrive at the Vlasov-Poisson equations. One may couple
the Vlasov equation (1.4) with the Maxwell equations as well. In this case, one has the Maxwell-Vlasov
equations. Hamiltonian analysis of the Vlasov plasma was achieved in [52] through the symmetry group
Di f fcan(T
∗Q) of canonical diffeomorphisms on T∗Q, which acts on T∗Q from the right [48]. This is called
the particle relabelling symmetry.
The Lie algebra of Di f fcan(T∗Q) is identified with the space F (T∗Q)/R of smooth functions modulo the
constants. The Lie algebra bracket is the opposite canonical Poisson bracket, that is −{•, •}, on T∗Q as a
manifestation of the right symmetry. Let us note also that once the symplectic volume dqdp is fixed as
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the top form, the L2-pairing between F (T∗Q) and its dual F ∗(T∗Q) - which happens to be the space of
densities Den(T∗Q) on T∗Q - allows to identify the dual space F ∗(T∗Q) with F (T∗Q) itself. Accordingly,
the Lie-Poisson bracket (1.1), for two functionals H and G on Den(T∗Q), takes the particular form
(1.6) {H,G}V ( f ) =
∫
T ∗Q
f
{δH
δ f
,
δG
δ f
}
dqdp.
The bracket inside the integral is the canonical Poisson bracket. Then, the Vlasov equation (1.4) is written as
a Lie-Poisson equation in this dual space if the Hamiltonian functional is assumed to beH(h) =
∫
(h f )dqdp.
Here, h = p2/2 + eφ is taken to be total energy of a single particle motion. The Fréchet derivative δH/δ f
is equal to h. A straightforward calculation reveals that the coadjoint action on Den(T∗Q) is given by the
opposite (minus) canonical Poisson bracket, and the Vlasov equation (1.4) can be written in the form
(1.7)
∂ f
∂t
= −ad∗∂H
∂ f
f = {h, f }.
We refer the reader to [56, 59] for further details on the Hamiltonian realization of the Vlasov motion.
Kinetic moments of the Vlasov plasma.
As discussed in the previous paragraph, the motion of the plasma is governed by the evolution of the density
function f in the Vlasov equation (1.4). The kinetic moments [9] of the density function is determined
through the integral hierarchy
(1.8) Am(q) = Ai1...im (q) =
∫
T ∗qQ
pi1 . . . pim f (q, p)dp
for all non-negative integers m > 0. As such, the kinetic moments determine the symmetric covariant tensor
fields. Accordingly, the dynamics of the kinetic moments may be expressed as a Lie-Poisson structure as
follows. The space TQ of symmetric contravariant tensor fields on Q carries a (graded) Lie algebra structure
via the symmetric Schouten concomitant [37, 45, 63, 65]. For a k-th order contravariant field Xk and an
m-th order contravariant field Ym, the symmetric Schouten concomitant is defined to be the contravariant
tensor field
(1.9)
[
X
k,Ym
]
S
:=
(
kXim+1...im+k−1ℓY
i1...im
,ℓ
− mYik+1...ik+m−1ℓX
i1i2...ik
,ℓ
)
∂qi1 ⊗ ... ⊗ ∂qik+m−1 .
of order m + k − 1 (see Subsection 3.1).
On the other hand, once a volume form dq on Q is fixed, we can consider the space T∗Q of symmetric
covariant tensor fields as the dual of the symmetric contravariant tensor fields TQ. Let us note that the
kinetic moments (1.8) are elements of T∗Q. Being the dual of a Lie algebra, T∗Q carries a Lie-Poisson
bracket called, in literature, as Kupershmidt–Manin bracket. The Kupershmidt-Manin bracket, for two
functionals H and G on T∗Q, is
(1.10) {H,G}KM (Am+k-1) = −
∫
Am+k-1 ·
[ δH
δAm
,
δG
δAk
]
S
dq,
where the bracket inside the integral is the symmetric Schouten concomitant (1.9). In [23], it is established
that the kinetic moments are actually Poisson mappings from Den(T∗Q) to T∗Q, respecting the Vlasov
bracket (1.6) and the Kupershmidt-Manin bracket (1.10). We refer the reader to the recent papers [24, 25]
for such an analysis of the kinetic moments. These papers have also motivational importance for the present
study.
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Plasma-to-fluid map.
The semi-direct product s = F (Q)⋊X(Q) of the zeroth order tensor fields F (Q), that is the space of smooth
functions, with the first order contravariant tensor fields X(Q), namely the space of smooth vector fields,
constitutes a Lie subalgebra of the symmetric contravariant tensor fields TQ of all orders. Let us note that
s is the largest Lie subalgebra containing F (Q).
Now, given two elements (η, Z) and (σ,Y ) in F (Q) ⋊ X(Q), the semi-direct product bracket is computed
from (1.9) as
(1.11) [(η, Z), (σ,Y )] = (Z(σ) − Y (η), [Z,Y ]JL),
where Z(σ) and Y (η) are the directional derivatives, whereas [•, •]JL is the Jacobi-Lie bracket of vector
fields. The linear dual of s, on the other hand, may be given by s∗ = F (Q) ⊕ Λ1(Q), where Λ1(Q) denotes
the space of one-forms on Q. Let us note also that the dual space s∗ is the configuration space of the
compressible isentropic fluid flow [49, 50, 53], where the compressible fluid bracket is given by
(1.12) {H,G}CF (ρ, M) = −
∫
Q
〈
M,
[
δH
δM
,
δG
δM
]〉
− ρ
(
δH
δM
(
δG
δρ
)
−
δG
δM
(
δH
δρ
))
dq,
dq being the volume form on Q. A direct observation reveals that the first two kinetic moments (1.8) of the
plasma density function, that is,
(1.13) ρ(q) = A0(q) =
∫
T ∗qQ
f (q, p)dp, Mi = Ai(q) =
∫
T ∗qQ
pi f (q, p)dp
determine a Poisson map from Den(T∗Q) to s∗, compatible with the Vlasov bracket (1.6) and the compress-
ible fluid bracket (1.12).
Hamiltonian dynamics on matched pairs.
The algebraic foudations of our discussions lie in the theory of matched pairs of Lie algebras, and their
Lie-Poisson counterparts; see Section 2 for the formal presentation.
Consider two Lie algebras g and h under mutual interaction; more precisely, a right action of h on g denoted
by ⊳, and a left action of h on g denoted by ⊲. Then the direct sum g ⊕ h of these two Lie algebras can be
endowed with a Lie algebra structure provided the mutual actions are compatible as in (2.2). In this case,
the Lie algebra g ⊕ h is denoted by g ⊲⊳ h, and is called the matched pair (double cross sum) Lie algebra
[42, 43, 44, 64]. Moreover, the Lie bracket on the matched pair Lie algebra is given by
(1.14)
[
(ξ ⊕ η), (ξ ′ ⊕ η′)
]
⊲⊳
=
(
[ξ, ξ ′] + η ⊲ ξ ′ − η′ ⊲ ξ
)
︸                            ︷︷                            ︸
∈ g
⊕
(
[η, η′] + η ⊳ ξ ′ − η′ ⊳ ξ
)
︸                            ︷︷                            ︸
∈ h
,
for any ξ⊕η and ξ ′⊕η′ in g ⊲⊳ h, where the bracket in the first summand is the Lie bracket on g, while the one
in the latter summand is the Lie bracket on h. The remaining terms may be considered as the incarnations
of the mutual actions of g and h on each other. It worths mentioning that if one of the actions is trivial then
a matched pair Lie algebra reduces to a semi-direct sum Lie algebra. That is, the matched pair construction
is a generalization of the semi-direct sum construction.
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From the decomposition point of view, if a Lie algebra K can be decomposed (as a vector space) into a
direct sum of two Lie subalgebras, say K  g ⊕ h, then K  g ⊲⊳ h as Lie algebras. In this case, the mutual
actions may be obtained from
(1.15) [η, ξ ′] = (η ⊲ ξ ′)︸   ︷︷   ︸
∈ g
⊕ (η ⊳ ξ ′)︸   ︷︷   ︸
∈ h
.
for any η in h, and any ξ ′ in g.
The matched pair decomposition K = g ⊲⊳ h leads to a matched pair decomposition of the Lie-Poisson
bracket on K∗ = g∗ ⊕ h∗, and accordingly, a matched pair decomposition of the Lie-Poisson equations.
Let us recall the matched pair realization of the Lie-Poisson bracket from [20]. Given two function(al)s,
H = H(µ, ν) and G = G(µ, ν) on the dual space K∗, the Lie-Poisson bracket turns out to be
{H,G} (µ ⊕ ν) = −
〈
µ,
[
δH
δµ
,
δG
δµ
]〉
−
〈
ν,
[
δH
δν
,
δG
δν
]〉
︸                                           ︷︷                                           ︸
A: direct product
−
〈
µ,
δH
δν
⊲
δG
δµ
〉
+
〈
µ,
δG
δν
⊲
δH
δµ
〉
︸                                       ︷︷                                       ︸
B: via the left action of h on g
−
〈
ν,
δH
δν
⊳
δG
δµ
〉
+
〈
ν,
δG
δν
⊳
δH
δµ
〉
︸                                       ︷︷                                       ︸
C: via the right action of g on h
.
(1.16)
Notice that, the terms labelled by A are just the sum of individual Poisson brackets on the dual spaces g∗
and h∗ of the constitutive Lie subalgebras g and h, respectively. The terms labeled by B is a result of the
left action of h on g whereas the terms labelled by C is due to the right action of g on h. For the case of
one-sided actions, that is semi direct product theories, B or C drops. If there is no action then, both B and
C drop.
Accordingly, the Lie-Poisson equation (1.2), generated by a Hamiltonian function H = H(µ, ν) on K∗ =
g∗ ⊕ h∗ is decomposed into two equations in the form
dµ
dt
= −ad∗δH
δµ
(µ)︸               ︷︷               ︸
Lie-Poisson Eq. on g∗
+ µ
∗
⊳
δH
δν︸    ︷︷    ︸
action of h
+ a∗δH
δν
ν︸︷︷︸
action of g
,
dν
dt
= −ad∗δH
δν
(ν)︸              ︷︷              ︸
Lie-Poisson Eq. on h∗
−
δH
δµ
∗
⊲ ν︸   ︷︷   ︸
action of g
− b∗δH
δµ
µ︸︷︷︸
action of h
.
(1.17)
The first terms on the right hand sides are the individual Lie-Poisson equations on g∗ and h∗, respectively.
The other terms are dual and cross actions appearing as manifestations of the mutual Lie algebra actions.
In Subsection 2.2, we shall precisely define the dual mappings
∗
⊳ and
∗
⊲ as well as the cross actions a∗ and
b∗. We are now ready to state our first goal.
The first goal of the present work. Matched pair decomposition of the kinetic moments. So far, we
have presented the Lie algebra TQ of symmetric contravariant tensor fields of all orders equipped with the
symmetric Schouten concomitant (1.9), and its Lie subalgebra s = F (Q) ⋊ X(Q) with the semi-direct sum
Lie bracket (1.11).
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Let us note that the complement n of s in TQ, that is TQ = s ⊕ n, consists of the symmetric contravariant
tensors of order > 2. Accordingly, it follows at once from the graded character of the Schouten concomitant
(1.9) that n is also a Lie subalgebra of TQ. Hence, it becomes possible to express the matched pair
realization TQ = s ⊲⊳ n, which is our first objective. To this end, in view of (1.15), it suffices to compute
[n, s] in TQ.
Being the dual of a matched pair Lie algebra, the Kuperschmidt-Manin bracket (1.10) thus admits a matched
pair decomposition in the form of (1.16). Furthermore, the dynamics of the kinetic moments can be written
as a matched Lie-Poisson equations (1.17); see Subsection 3.4 for the last two assertions. Here the dynamics
on s∗ is the compressible fluid flow whereas the dynamics on n∗ is the equation governing the motion of the
kinetic moments > 2.
The Vlasov plasma in momentum formulation.
While investigating possible Hamiltonian realizations of the Vlasov plasma, in [28], an intermediate level
of equations has been introduced. This system is connected to the classical Hamiltonian formalism of
the Vlasov dynamics by means of a Poisson mapping. In this intermediate level, the Lie algebra of the
configuration group Di f fcan(T∗Q) appears to be the space Xham(T∗Q) of Hamiltonian vector fields, rather
then the function space, equipped with the opposite (minus) Jacobi-Lie bracket of vector fields.
The dual space X∗ham(T
∗Q), on the other hand, may be taken to be the space of one-forms Π f , once the
symplectic volume dqdp is fixed as the top-form; see (5.3) for further details on the dual space. We thus
have the Vlasov bracket in momentum formulation, namely the momentum-Vlasov (m-Vlasov) bracket
(1.18) {H,G}mV (Π f ) =
∫
T ∗Q
Π f ·
[ ∂H
∂Π f
,
∂G
∂Π f
]
JL
dqdp,
where the bracket on the right hand side is the Jacobi-Lie bracket of vector fields. The coadjoint action
of a Hamiltonian vector field −Xh in Xham(T∗Q) on a one-form Π f in X∗ham(T
∗Q) is given by the opposite
(minus) Lie derivative. In this representation, the Hamiltonian formulation turns out to be a coadjoint flow
described by
(1.19)
dΠ f
dt
= −ad∗XhΠ f = −LXhΠ f .
Here, Xh is the Hamiltonian vector field associated with the Hamiltonian function h appears in (1.7). Once
again, the minus sign in front of the Hamiltonian vector field is a manifestation of the right symmetry.
The system in (1.19) is called momentum-Vlasov (m-Vlasov) equations [15, 28]. There are mainly two
advantages of this new momentum-Vlasov approach. One is that it helps to differentiate the Lie algebra and
the dual space by considering the Lie algebra as Hamiltonian vector fields Xham(T∗Q), and the dual space as
the one-form densities X∗ham(T
∗Q). Proper definitions of the Lie algebra and the dual elements are especially
important while performing the (inverse) Legendre transformation of the Hamiltonian formulation of the
(Poisson-)Vlasov plasma. This is still an open question. We postpone the Legendre transformation of
this system to a future work. Another important consequence of the momentum realization of plasma
motion is the existence of a geometric pathway to the momentum-Vlasov equations starting from the
single particle motion. Indeed, starting with a Hamiltonian vector field generating a single particle, and by
applying geometric operations such as complete lifts and vertical representatives, one arrives at the m-Vlasov
equations without referring to any Poisson bracket or any Hamiltonian functional [15
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the m-Vlasov equations admit is indeed proper to the kinetic theory [67]. This geometric pathway approach
has already found applications in some fluid theories as well [12, 14].
The second goal of this work. Matched pair decomposition of the (m-)Vlasov equation. The second aim
of this work is to show that both the Vlasov equation (1.4) and the m-Vlasov equations (1.19) admit matched
pair decomposition given in (1.17). To establish this goal, we first introduce Lie algebra homomorphism
in order to lift the matched pair decomposition TQ = s ⊲⊳ n of the symmetric contravariant tensor fields
to the functions F (T∗Q), and to the Hamiltonian vector fields Xham(T∗Q) on the cotangent bundle. This
is done by defining suitable Lie algebra homomorphisms (4.15) and (5.3) which lead to the matched pair
decomposition of F (T∗Q) stated in Proposition 4.4, and the matched pair decomposition of Xham(T∗Q) in
Proposition 5.2, respectively. As a result, the Vlasov equation and the m-Vlasov equations are presented as
matched pair Lie-Poisson systems in (4.48) and (2.37), respectively. We further express, in detail, all mutual
actions and induced cross terms. As a final remark, analogue to the Lie algebra homomorphisms between
the matched pair Lie algebras, the matched pair kinetic moments, the matched pair Vlasov equation, and
the matched pair m-Vlasov equations are related by Poisson and momentum mappings. This completes the
picture on the dual framework.
Organization.
Finally, the organization of the paper is as follows. In Section 2, we present the basics on the matched pair
Lie algebras and the matched pair Lie-Poisson structures in an abstract framework. In Section 3, the matched
pair decompositions of the symmetric covariant and contravariant tensor fields are presented. Accordingly,
the matched pair decomposition of the dynamics of the kinetic moments of Vlasov plasma is given. In
Section 4, we present the matched pair analysis of the Lie-Poisson realization of the Vlasov plasma, while
in Section 5, the m-Valsov dynamics is discussued, and the (matched pair) decomposition is provided.
2. Dynamics on Mutual Interacting Systems
In this section, we address the matched pair (de)compositions of Lie (co)algebras. Further, we present the
Hamiltonian (Lie-Poisson) dynamics on the matched Lie coalgebras.
2.1. Matched Pair Lie Algebras.
A Lie algebra is a vector space equipped with a skew-symmetric (Lie) bracket [•, •] satisfying the Jacobi
identity. Here is the external version of the matched pair of two Lie algebras [43, 44], see also [41, 42, 64, 71].
Start with two Lie algebra, say g and h, and assume mutual Lie algebra actions, namely
(2.1) ⊲: h ⊗ g → g, η ⊗ ξ 7→ η ⊲ ξ, ⊳: h ⊗ g → h, η ⊗ ξ 7→ η ⊳ ξ.
A straight forward calculation reads that the external direct sum g ⊕ h of two Lie algebras turns out to be a
Lie algebra by itself if the following compatibility conditions
η ⊲ [ξ, ξ ′] = [η ⊲ ξ, ξ ′] + [ξ, η ⊲ ξ ′] + (η ⊳ ξ) ⊲ ξ ′ − (η ⊳ ξ ′) ⊲ ξ,
[η, η′] ⊳ ξ = [η, η′ ⊳ ξ] + [η ⊳ ξ, η′] + η ⊳ (η′ ⊲ ξ) − η′ ⊳ (η ⊲ ξ)
(2.2)
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hold for any ξ and ξ ′ in g, and for any η and η′ in h. In this case, we denote the total space as g ⊲⊳ h and
call it as external matched pair Lie algebra. Here we employ the bow tie notation ⊲⊳ in order to highlight the
mutual interactions. Then, the (matched pair) Lie algebra bracket defined on g ⊲⊳ h is computed to be
(2.3)
[
(ξ ⊕ η), (ξ ′ ⊕ η′)
]
=
(
[ξ, ξ ′] + η ⊲ ξ ′ − η′ ⊲ ξ
)
︸                            ︷︷                            ︸
∈ g
⊕
(
[η, η′] + η ⊳ ξ ′ − η′ ⊳ ξ
)
︸                            ︷︷                            ︸
∈ h
for all ξ ⊕ η and ξ ′ ⊕ η′ in g ⊲⊳ h. Here, the notations ⊲ and ⊳ stand for the mutual actions in (2.1). Remark
that, we denote an element in g ⊲⊳ h by a pair (ξ, η) or by a sum ξ ⊕ η and sometimes by ξ + η depending on
the context of the presentation.
If one of the actions in (2.1) is trivial then, one arrives at a semi-direct product Lie algebra. That is if ⊲ is
trivial then matched pair Lie algebra g ⊲⊳ h reduces to the semidirect product Lie algebra g ⋉ h on the other
hand, if ⊳ is trivial then g ⊲⊳ h reduces to the semidirect product Lie algebra g ⋊ h. If both of the actions in
(2.1) are trivial then, we have a direct product Lie algebra.
Assume that K admits a direct product decomposition, say K = g ⊕ h, of two of its Lie subalgebras g and h.
Being subalgebras, the constitutive spaces satisfies the following inclusions [g, g] ⊂ g and [h, h] ⊂ h. But
for the bracket [h, g] of elements in h and g, there is definitely no restriction in general. In other words, the
algebra of [h, g] has components both in g and h. The universal property of the theory of matched pairs
claims that the components falling in g and h determine Lie algebra actions of the constitutive spaces one
on to the other. In accordance with this, in the following proposition we claim that K, after equipping with
these actions, is isomorphic to the matched pair product of its Lie subalgebras that is K = g ⊲⊳ h, see [44,
Prop. 8.3.2]. We call such a decomposition as internal matched pair of Lie (sub)algebras.
Proposition 2.1. Let K be a Lie algebra with two Lie subalgebras g and h such that K is isomorphic to
the direct sum of g and h as vector spaces thorough the vector addition in K that is K = g ⊕ h. Then K is
isomorphic to the matched pair g ⊲⊳ h as Lie algebras, and the mutual actions of η in h and ξ in g one onto
the other are derived from
(2.4) [η, ξ] = (η ⊲ ξ)︸  ︷︷  ︸
∈ g
⊕ (η ⊳ ξ)︸  ︷︷  ︸
∈ h
where the bracket on the left hand side is the one on K. Here, the first term η ⊲ ξ in g, and the latter η ⊳ ξ
is in h.
Notice that, in Proposition 2.1, if the [h, g] falls only into one of the Lie subalgebras, then there remains only
one nontrivial action. For example assume that [h, g] ⊂ g then only the left action ⊳ could be nontrivial and
one arrives at the semi-direct product decomposition K = g ⋊ h. On the other hand, if [h, g] ⊂ h then only
the right action ⊲ may be nontrivial and one has the semi-direct product decomposition K = g ⋉ h. We put
a remark here that from now on we shall now distinguish external and internal matched pairs since they are
the same up to an isomorphism and, all the results obtained in the forthcoming sections hold for both cases.
Therminologically, we shall call K = g ⊲⊳ h matched (pair) Lie algebra. In the following lemma we state the
characterization of the matched pair preserving Lie algebra homomorphisms.
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Lemma 2.2. Given two matched pair Lie algebras K1 = g1 ⊲⊳ h1 and K2 = g2 ⊲⊳ h2, a linear map
ϕ : K1 → K2 satisfying ϕ(g1) ⊆ g2 and ϕ(h1) ⊆ h2 is a Lie algebra homomorphism, if and only if
(2.5) ϕ(η ⊲ ξ) = ϕ(η) ⊲ ϕ(ξ) ϕ(η ⊳ ξ) = ϕ(η) ⊳ ϕ(ξ)
for any ξ ∈ g1 and any η ∈ h1.
2.2. Dual and Cross Actions.
Recall that a matched pair is a direct sum of two of its subspaces that is K = g ⊕ h. So that if K is a matched
pair Lie algebra then, its linear algebraic dual K∗ admits a direct sum decomposition K∗ = g∗ ⊕ h∗ where g∗
and h∗ are being the dual spaces of the constitutive subspaces g and h, respectively. In here, we concentrate
on induced dual and cross actions. Accordingly, we start with the left action ⊲ in (2.1) and at first freeze an
element η in h in this operation. This results with a linear mapping η ⊲ on the subalgebra g. This mapping
and its linear algebraic dual
∗
⊳ η are given as follows
η ⊲ : g −→ g, ξ 7→ η ⊲ ξ,
∗
⊳ η : g∗ −→ g∗, 〈µ
∗
⊳ η, ξ〉 = 〈µ, η ⊲ ξ〉.
(2.6)
This dual mapping is a right representation of h on g∗. Later, let us now freeze ξ ∈ g in the left action ⊲
thus, arrive at a linear mapping bξ : h 7→ g. We record here this linear mapping bξ and its dual b∗ξ as
bξ : h −→ g, bξ (η) = η ⊲ ξ,(2.7)
b∗ξ : g
∗ −→ h∗, 〈b∗ξ µ, η〉 = 〈µ, bξη〉 = 〈µ, η ⊲ ξ〉.(2.8)
In this time, instead of ⊳, we concentrate on the right action ⊳ in (2.1). At first, we freeze ξ in g in the right
action. This reads a linear mapping on h, denoted by ⊳ ξ. We write ⊳ ξ and its dual ξ
∗
⊲ in the following
display
⊳ ξ : h −→ h, η 7→ η ⊳ ξ,
ξ
∗
⊲ : h∗ −→ h∗, 〈ξ
∗
⊲ ν, η〉 = 〈ν, η ⊳ ξ〉.
(2.9)
This dual map is a left representation of h on g∗. Further, we freeze an element, say η in h, in the right action
⊳. This enables us to define a linear mapping aη from g to h. Here are the mapping aη and its dual a∗η in a
respective order
aη : g 7→ h, aη(ξ) = η ⊳ ξ,(2.10)
a∗η : h
∗ 7→ g∗, 〈a∗ην, η〉 = 〈ν,aηξ〉 = 〈ν, η ⊳ ξ〉.(2.11)
Proposition 2.3. The infinitesimal coadjoint action ad∗ of an element (ξ ⊕ η) in g ⊲⊳ h onto an element
(µ ⊕ ν) in the dual space (g∗ ⊕ h)∗ is computed to be
(2.12) ad∗
(ξ⊕η)(µ ⊕ ν) =
(
ad∗ξ µ − µ
∗
⊳ η − a∗ην
)
︸                      ︷︷                      ︸
∈ g∗
⊕
(
ad∗ην + ξ
∗
⊲ ν + b∗ξ µ
)
︸                      ︷︷                      ︸
∈ h∗
.
Here, (the italic) ad∗ is for the infinitesimal coadjoint actions of Lie subalgebras to their duals.
Proof. One way, maybe the easiest way, to prove this proposition is to use the direct definition of the
coadjoint action exhibited in (1.3). Then by employing the matched Lie algebra bracket (2.3) into this
definition, the result follows a direct calculation [20]. Instead of presenting this calculation, we prefer to
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prove the proposition in another and a bit lengthy way since we found this alternative proof more appropriate
for the future aspects of the present paper. One advantage of this proof is to derive the distinction between
two notations adξ µ (coadjoint action on the matched pair) and adξ µ (coadjoint action on the Lie subalgebra
level). In accordance with this, we start by rewriting the left hand side of (2.12) in the following form
(2.13) ad∗ξ+η(µ + ν) = ad
∗
ξ µ + ad
∗
ξ ν + ad
∗
η µ + ad
∗
η ν,
where, for example, ξ denotes the element ξ + 0 in g ⊲⊳ h. We compute all these terms one by one in a
respective order to arrive at the right side of (2.12). Notice that all four terms on the right side are the
coadjoint actions of g ⊲⊳ h on its dual space (g ⊲⊳ h)∗. So that we should couple these terms with a generic
Lie algebra elements, say ξ ′ + η′, in g ⊲⊳ h. For the first term in the right hand side of (2.13), we compute
〈ad∗ξ µ, ξ
′
+ η′〉 = 〈µ, [ξ ′ + η′, ξ]〉 = 〈µ, [ξ ′, ξ]〉 + 〈µ, [η′, ξ]〉
= 〈ad∗ξ µ, ξ
′〉 + 〈µ, η′ ⊲ ξ〉 + 〈µ, η′ ⊳ ξ〉
= 〈ad∗ξ µ, ξ
′〉 + 0 + 〈b∗ξ µ, η
′〉,
(2.14)
where we have employed (2.4) to the bracket [η′, ξ] in the second line. This computation shows that the
projection of ad∗ξ µ to the dual space g
∗ is ad∗ξ µ whereas the projection of ad
∗
ξ µ to the dual space h
∗ is b∗ξ µ.
More formally, write this as
(2.15) ad∗ξ µ =
(
ad∗ξ µ ⊕ b
∗
ξ µ
)
∈ g∗ ⊕ h∗.
In other words, we conclude that ad∗ξ µ is the restriction of ad
∗
ξ µ to g
∗. Next, we study the second term on
the right hand side of (2.13). Accordingly, for arbitrary ξ ′ + η′ in g ⊲⊳ h,
〈ad∗ξ ν, ξ
′
+ η′〉 = 〈ν, [ξ ′ + η′, ξ]〉 = 〈ν, [ξ ′, ξ]〉 + 〈ν, [η′, ξ]〉
= 〈ν, [ξ ′, ξ]〉 + 〈ν, η′ ⊲ ξ〉 + 〈ν, η′ ⊳ ξ〉 = 0 + 0 + 〈ξ
∗
⊲ ν, η′〉.
(2.16)
Here, the first and the second terms in the second line is zero since we all possible pairing between h∗ and g
vanish. We have that
(2.17) ad∗ξ ν =
(
0 ⊕ ξ
∗
⊲ ν
)
∈ g∗ ⊕ h∗.
For the third term on the right hand side of (2.13), we compute
〈ad∗η µ, ξ
′
+ η′〉 = 〈µ, [ξ ′ + η′, η]〉 = 〈µ, [ξ ′, η]〉 + 〈µ, [η′, η]〉
= −〈µ, η ⊲ ξ ′〉 − 〈µ, η ⊳ ξ ′〉 + 〈µ, [η′, η]〉 = −〈µ
∗
⊳ η〉 − 0 + 0.
(2.18)
So that, we record this as
(2.19) ad∗η µ =
(
− µ
∗
⊳ η ⊕ 0
)
∈ g∗ ⊕ h∗.
Finally, we work on the fourth term on the right hand side of (2.13). This is
〈ad∗η ν, ξ
′
+ η′〉 = 〈ν, [ξ ′ + η′, η]〉 = 〈ν, [ξ ′, η]〉 + 〈ν, [η′, η]〉
= −〈ν, η ⊲ ξ ′〉 − 〈ν, η ⊳ ξ ′〉 + 〈ν, [η′, η]〉 = −0 − 〈a∗ην, ξ
′〉 + 〈adην, η
′〉.
(2.20)
Therefore we write
(2.21) ad∗η ν =
(
− a∗ην ⊕ adην
)
∈ g∗ ⊕ h∗.
Eventually, by adding all the results in (2.15), (2.17), (2.19) and (2.21) up we arrive at the right hand side
of (2.12). 
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2.3. Matched Pair Lie Coalgebras.
Dual of a Lie algebra is a Lie coalgebra. The coalgebra structure in here is closely related with the coadjoint
representation as well as with the Lie-Poisson equations. In this subsection, we elaborate matched pair
decompositions of Lie coalgebras and then, we exhibit the relation between matched pair Lie algebras and
matched pair Lie coalgebras. In fourthcoming sections, this relation will enable us to put coupling problem
of the Lie-Poisson systems to a more algebraic setting. Accordingly, we start with the definition of a Lie
coalgebra [44, 54]. Let G be a vector space. It is called a Lie coalgebra if it admits a linear map, called
cobracket,
(2.22) ∇ :G −→G ⊗G, ∇z = z[1] ⊗ z[2] .
satisfying the following two conditions
z[1] ⊗ z[2] = −z[2] ⊗ z[1],
z[1] ⊗ z[2][1] ⊗ z[2][2] + z[2][1] ⊗ z[2][2] ⊗ z[1] + z[2][2] ⊗ z[1] ⊗ z[2][1] = 0,
(2.23)
where we code the elements inG from left to the right with numbers, for example,
(2.24) z[1] ⊗ z[2][1] ⊗ z[2][2] := z[1] ⊗ ∇z[2] .
Notice that the first condition in (2.23) is dual of the skew symmetry whereas the second condition in (2.23)
is dual of the Jacobi identity. So that, the dual of a Lie coalgebra admits Lie algebra structure. The Lie
algebra bracket on the dual space is defined by means of the following equality
(2.25) [•, •]G∗ :G
∗ ⊗G∗ −→G∗, 〈[x, x′]G∗, z〉 := ∇z(x, x
′),
where the pairing on the right hand side is the one between G∗ and G whereas the pairing is between the
tensorial products G∗ ⊗G∗ andG ⊗G. Inversely, the duals of Lie algebras are immediate examples of Lie
coalgebras. If K∗ is the dual of a Lie algebra K then, the cobracket is computed to be
(2.26) ∇ : K∗ → K∗ ⊗ K∗, ∇z (x, x′) := 〈z, [x, x′]〉,
where the bracket [•, •] on the right hand side is the Lie algebra bracket on g. Notice that referring to the
Lie coalgebra structure (2.26) on the dual space, we define the Lie-Poisson bracket of two function(al)s H
and F on K∗ as follows
(2.27) {F ,H}(z) = −∇z
(δF
δz
⊗
δH
δz
)
.
So that, in order to define a proper way of (de)coupling of the Lie-Poisson bracket, one needs to define a
proper way of (de)coupling of Lie coalgebras. In the next paragraph, we achieve this in a pure algebraic
framework.
Matched pair Lie coalgebras. Let (G, δ) be a Lie coalgebra and V be an arbitrary vector space. V is called
a (right)G-comodule if there exists a map, called the right coaction of a Lie coalgebra,
V −→ V ⊗G, v → v[0] ⊗ v[1]
such that
v[0] ⊗ v[1][1] ⊗ v[1][2] = v[0][0] ⊗ v[0][1] ⊗ v[1] − v[0][0] ⊗ v[1] ⊗ v[0][1] .
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Note that, dual of this operation determines a right action of the Lie algebraG∗ to V ∗. Similarly, V is called
a leftG-comodule, if there is a mapping, called the left coaction of a Lie coalgebra,
V −→G ⊗ V, v → v[−1] ⊗ v[0],
such that
v[−1][1] ⊗ v[−1][2] ⊗ v[0] = v[−1] ⊗ v[0][−1] ⊗ v[0][0] − v[0][−1] ⊗ v[−1] ⊗ v[0][0] .
See that, we reserved the minus in the notation to show that the vector is deduced from the left coaction. As
in the case of the right coaction, dual of the left coaction determines a left action of the Lie algebra G∗ to
V ∗. Let us now consider two Lie coalgebrasG and H equipped with the cobrackets
(2.28) ∇G(µ) = µ[1] ⊗ µ[2], ∇H(ν) = ν[1] ⊗ ν[2],
respectively. The direct sumG ⊕H is called a matched pair of Lie coalgebras ifG is a left H-comodule, and
H is a rightG-comodule if the following two conditions are satisfied by the cobrackets in (2.28)
µ[−1] ⊗ µ[0][1] ⊗ µ[0][2] = µ[1][−1] ⊗ µ[1][0] ⊗ µ[2] + µ[2][−1] ⊗ µ[1] ⊗ µ[2][0] + µ[−1][0] ⊗ (µ[−1][1] ⊗ µ[0] − µ[0] ⊗ µ[−1][1]),
ν[0][1] ⊗ ν[0][2] ⊗ ν[1] = ν[1] ⊗ ν[2][0] ⊗ ν[2][1] + ν[1][0] ⊗ ν[2] ⊗ ν[1][1] + ν[0] ⊗ ν[1][−1] ⊗ ν[1][0] − ν[1][−1] ⊗ ν[0] ⊗ ν[1][0],
for any µ ∈ G, and any ν ∈ H, see for instance [71]. In this case, we denote the direct sum by G ◮◭ H.
Notice that,G ◮◭ H is a Lie coalgebra with the cobracket given by
∇G◮◭H(µ ⊕ ν) =
(
µ[1] ⊗ µ[2] + µ[−1] ⊗ µ[0] − µ[0] ⊗ µ[1]
)
︸                                        ︷︷                                        ︸
G ⊗ G
⊕
(
ν[1] ⊗ ν[2] + ν[0] ⊗ ν[1] − ν[−1] ⊗ ν[0]
)
︸                                       ︷︷                                       ︸
H ⊗ H
.
Notice that, we need to employ the isomorphism
(2.29) (G ⊗G) ⊕ (H ⊗ H) ≃ (G ⊕ H) ⊗ (G ⊕ H)
to define the range space properly. It can be seen that duals of the conditions (2.29) give the conditions
2.2 of being a matched pair Lie algebra. Actually, it is a straight forward calculation to prove the following
proposition stating that duals of matched pair Lie algebras are matched pair Lie coalgebras. Indeed, by
substituting the matched pair Lie algebra bracket (2.3) into the definition (2.26) we arrive at the following
conclusion.
Proposition 2.4. Let g ⊲⊳ h be a matched pair Lie algebra. Dualizing the mutual actions,
(2.30) (g ⊲⊳ h)∗ = g∗ ◮◭ h∗.
becomes a Lie coalgebra g∗ ◮◭ h∗. The cobracket is
(2.31) δg∗◮◭h∗ : g
∗
◮◭ h∗ ⊗ g∗ ◮◭ h∗ −→ g∗ ◮◭ h∗
which is, for arbitrary covector µ ⊕ ν in g∗ ◮◭ h∗, and for arbitrary vectors ξ1 ⊕ η1, ξ2 ⊕ η2 in g ⊲⊳ h,
explicitly defined to be〈
δg∗◮◭h∗(µ ⊕ ν), (ξ1 ⊕ η1) ⊗ (ξ2 ⊕ η2)
〉
=
〈
(µ ⊕ ν),
[
(ξ1 ⊕ η1), (ξ2 ⊕ η2)
]
⊲⊳
〉
=
〈
µ, [ξ1, ξ2] + η1 ⊲ ξ2 − η2 ⊲ ξ1
〉
+
〈
ν, [η1, η2] + η1 ⊳ ξ2 − η2 ⊳ ξ1
〉
.
(2.32)
Here the pairing on the left hand side of the first line is the one between the tensor product spaces
g∗ ◮◭ h∗ ⊗ g∗ ◮◭ h∗ and g ⊲⊳ h ⊗ g ⊲⊳ h whereas the pairing on the right hand side of the first line is between
g∗ ◮◭ h∗ and g ⊲⊳ h.
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2.4. Matched Lie-Poisson Dynamics.
As discussed in the introduction, dual of a Lie algebra admits a Poisson bracket, called as Lie-Poisson. The
structure of the Lie-Poisson bracket is determined by the Lie algebra bracket on the Lie algebra or/and the
Lie coalgebra cobracket on the dual space. In this subsection, we shall present this discussion for matched
pair Lie algebras. Referring to the Lie cobracket realization (2.27) of the Lie-Poisson bracket, we define
matched pair Lie-Poisson bracket of two function(al)s H = H(µ, ν) and F = F (µ, ν) on the matched pair
Lie coalgebraG ◮◭ H as follows
(2.33) {H,F }
◮◭
(µ ⊕ ν) = −∇G◮◭H(µ ⊕ ν)
(δH
δµ
⊕
δH
δν
,
δF
δµ
⊕
δF
δν
)
.
Accordingly, on the dual space g∗ ◮◭ h∗, in view (2.32), the matched Lie-Poisson bracket is computed to be
{H,F }
◮◭
(µ ⊕ ν) = −
〈
µ ⊕ ν,
[ δH
δµ
⊕
δH
δν
,
δF
δµ
⊕
δF
δν
]
⊲⊳
〉
= −
〈
µ ⊕ ν,
( [ δH
δµ
,
δF
δµ
]
+
δH
δν
⊲
δF
δµ
−
δF
δν
⊲
δH
δµ
)
⊕
( [ δH
δν
,
δF
δν
]
+
δH
δν
⊳
δF
δµ
−
δF
δν
⊳
δH
δµ
)〉
= −
〈
µ,
[ δH
δµ
,
δF
δµ
]〉
−
〈
ν,
[ δH
δν
,
δF
δν
]〉
−
〈
µ,
δH
δν
⊲
δF
δµ
〉
+
〈
µ,
δF
δν
⊲
δH
δµ
〉
−
〈
ν,
δH
δν
⊳
δF
δµ
〉
+
〈
ν,
δF
δν
⊳
δH
δµ
〉
.
(2.34)
The reflexivity condition reads that δH/δµ and δF /δµ are elements of g whereas δH/δν and δF /δν are
elements of h. Notice that the last line of this equation is precisely the one in (1.16). As one can guess
that we can represent the matched pair Lie-Poisson bracket without referring to Lie coalgebras and their
matched pairs. We refer coalgebras since such a realization leads us to regard the Lie-Poisson bracket as a
pure algebraic operation so that matched pair Lie-Poisson bracket becomes a particular case of more general
algebraic result in Proposition 2.4. We record the matched pair bracket as
{H,F }
◮◭
(µ ⊕ ν) = −
〈
µ,
[
δH
δµ
,
δF
δµ
]〉
−
〈
ν,
[
δH
δν
,
δF
δν
]〉
︸                                           ︷︷                                           ︸
A: direct product
−
〈
µ,
δH
δν
⊲
δF
δµ
〉
+
〈
µ,
δF
δν
⊲
δH
δµ
〉
︸                                        ︷︷                                        ︸
B: via the left action of h on g
−
〈
ν,
δH
δν
⊳
δF
δµ
〉
+
〈
ν,
δF
δν
⊳
δH
δµ
〉
︸                                       ︷︷                                       ︸
C: via the right action of g on h
.
(2.35)
Notice that, the terms labelled as A are just the sum of individual Poisson brackets on the dual spaces g∗
and h∗ of the constitutive Lie subalgebras g and h, respectively. The rest of the terms are manifestations of
the mutual interactions.
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In the light of the matched pair Lie-Poisson bracket (2.35), matched pair Lie-Poisson equations generated
by a Hamiltonian function H = H(µ, ν) on g∗ ⊕ h∗ may be given by
d
dt
(µ ⊕ ν) = − ad∗(
δH
δµ ⊕
δH
δν
) (µ ⊕ ν) = − ad∗δH
δµ
µ − ad∗δH
δµ
ν − ad∗δH
δν
µ − ad∗δH
δν
ν
= −
(
ad∗δH
δµ
µ ⊕ b∗δH
δµ
µ
)
−
(
0 ⊕
δH
δµ
∗
⊲ ν
)
+
(
µ
∗
⊳
δH
δν
⊕ 0
)
−
(
− b∗δH
δν
ν ⊕ ad δH
δν
ν
)
=
(
− ad∗δH
δµ
µ + µ
∗
⊳
δH
δν
+ a∗δH
δν
ν
)
︸                                   ︷︷                                   ︸
∈ g∗
⊕
(
− ad∗δH
δν
ν −
δH
δµ
∗
⊲ ν − b∗δH
δµ
µ
)
︸                                   ︷︷                                   ︸
∈ h∗
(2.36)
where we have employed the calculations in (2.15), (2.17), (2.19) and (2.21) to the four terms in the first
line in a respective order. We remark once more that ad∗ is the coadjoint representation of the matched pairs
whereas ad∗ stands for the coadjoint representations on the constitutive subspaces. We remark also that the
dual actions
∗
⊳ and
∗
⊲ are those given in (2.6) and (2.9), respectively. The cross actions b∗ and a∗ are the
ones (2.8), and (2.11), respectively. Notice that, by considering d/dt(µ ⊕ ν) be equal to (dµ/dt ⊕ dν/dt),
we arrive at the matched pair Lie-Poisson equation (1.17) presented in the introduction that is
dµ
dt
= −ad∗δH
δµ
(µ)︸               ︷︷               ︸
Lie-Poisson Eq. on g∗
+ µ
∗
⊳
δH
δν︸    ︷︷    ︸
action of h
+ a∗δH
δν
ν︸︷︷︸
action of g
,
dν
dt
= −ad∗δH
δν
(ν)︸              ︷︷              ︸
Lie-Poisson Eq. on h∗
−
δH
δµ
∗
⊲ ν︸   ︷︷   ︸
action of g
− b∗δH
δµ
µ︸︷︷︸
action of h
.
(2.37)
The first terms on the right hand sides are the individual equations of motions. The other terms are the dual
and cross actions appearing as manifestations of the mutual actions.
Lie-Poisson dynamics for semi-direct sums. Let us point out some particular instances of the matched pair
Lie-Poisson bracket and Lie-Poisson equation in order to highlight how they are generalizing the semi-direct
sum theory. Notice that if the left action ⊲ of h on g is trivial, then we arrive the semi-direct sum Lie-Poisson
bracket by preserving the terms labelled as A and B by dropping the terms labelled as C in (2.35) that is,
(2.38) {H,F }⋊ (µ ⊕ ν) = −
〈
µ,
[
δH
δµ
,
δF
δµ
]〉
−
〈
ν,
[
δH
δν
,
δF
δν
]〉
︸                                           ︷︷                                           ︸
A: direct product
−
〈
µ,
δH
δν
⊲
δF
δµ
〉
+
〈
µ,
δF
δν
⊲
δH
δµ
〉
︸                                        ︷︷                                        ︸
B: via the left action of h on g
.
In this case, the Lie-Poisson dynamics generated by a Hamiltonian functional H is computed by dropping
the second term on the right hand side of the first line and the third term on the right hand side of the second
line of the matched Lie-Poisson equations (2.37) that is, we have
dµ
dt
= −ad∗δH
δµ
(µ)︸               ︷︷               ︸
Lie-Poisson Eq. on g∗
+ a∗δH
δν
ν︸︷︷︸
action of g
,
dν
dt
= −ad∗δH
δν
(ν)︸              ︷︷              ︸
Lie-Poisson Eq. on h∗
−
δH
δµ
∗
⊲ ν︸   ︷︷   ︸
action of g
.
(2.39)
On the other hand, if the right action ⊳ of g on h is trivial, then we compute the semi-direct product
Lie-Poisson bracket by preserving the terms labelled as A and C by dropping the terms labelled as B in
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(2.35) that is,
(2.40) {H,F }⋉ (µ ⊕ ν) = −
〈
µ,
[
δH
δµ
,
δF
δµ
]〉
−
〈
ν,
[
δH
δν
,
δF
δν
]〉
︸                                           ︷︷                                           ︸
A: direct product
−
〈
ν,
δH
δν
⊳
δF
δµ
〉
+
〈
ν,
δF
δν
⊳
δH
δµ
〉
︸                                       ︷︷                                       ︸
C: via the right action of g on h
.
whereas the Lie-Poisson dynamics generated by a Hamiltonian functional H is obtained by dropping the
third term on the right hand side of the first line and the second term on the right hand side of the second
line of (2.37) that is
dµ
dt
= −ad∗δH
δµ
(µ)︸               ︷︷               ︸
Lie-Poisson Eq. on g∗
+ µ
∗
⊳
δH
δν︸    ︷︷    ︸
action of h
,
dν
dt
= −ad∗δH
δν
(ν)︸              ︷︷              ︸
Lie-Poisson Eq. on h∗
− b∗δH
δµ
µ︸︷︷︸
action of h
.
(2.41)
2.5. Lie Algebra Homomorphisms.
Assume that ϕ is a homomorphism from a matched pair K1 = g1 ⊲⊳ h1 to another matched pair K2 = g2 ⊲⊳ h2.
Let us also assume that this homomorphism respects the matched pair decompositions that is, assume the
realm of Lemma 2.2. Then a straight forward calculation shows that
(2.42) ϕ∗(g∗2) ⊂ g
∗
1, ϕ
∗(h∗2) ⊂ h
∗
1,
where ϕ∗ is the dual operation. In the following two lemmas we exhibit commutation rules of the dual and
the cross actions with the dual mapping.
Lemma 2.5. Assume a Lie algebra ϕ as described in Lemma 2.2. Then the commutation rules
(2.43) ϕ∗ ◦ b∗ϕ(ξ) = b
∗
ξ ◦ ϕ
∗, ϕ∗ ◦ a∗ϕ(η) = a
∗
η ◦ ϕ
∗
hold for the dual mapping ϕ∗ and the cross actions b∗ in (2.7) and a∗ in (2.11), respectively.
Proof. We start with pairing ϕ(η ⊲ ξ) with an arbitrary element µ˜ in g∗2, then we first compute
(2.44) 〈ϕ(η ⊲ ξ), µ˜〉 = 〈ϕ(η) ⊲ ϕ(ξ), µ˜〉 = 〈ϕ(η), bϕ(ξ) µ˜〉 = 〈η, ϕ
∗ ◦ bϕ(ξ) µ˜〉.
Notice that we have employed the identity in (2.5) in the first equality then we have used the definition of b∗
in (2.8) in the second equality. On the other hand, we have that
(2.45) 〈ϕ(η ⊲ ξ), µ˜〉 = 〈η ⊲ ξ, ϕ∗(µ˜)〉 = 〈η, bξ ◦ ϕ
∗(µ˜)〉.
Comparing the calculations in (2.44) and (2.45), we arrive at the first identity in (2.43) for an arbitrary µ˜.
For the second identity, start with pairing ϕ(η ⊳ ξ) with an arbitrary element ν˜ in h∗2. We have that
(2.46) 〈ϕ(η ⊳ ξ), ν˜〉 = 〈ϕ(η) ⊳ ϕ(ξ), ν˜〉 = 〈ϕ(ξ), aϕ(η)ν˜〉 = 〈ξ, ϕ
∗ ◦ aϕ(η)ν˜〉,
where the identity (2.5) used in the first equality, and the definition (2.11) employed in the second equality.
On the other hand, one has
(2.47) 〈ϕ(η ⊳ ξ), ν˜〉 = 〈η ⊳ ξ, ϕ∗(ν˜)〉 = 〈ξ, aη ◦ ϕ
∗(ν˜)〉.
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A comparison of (2.46) and (2.47) for an arbitrary ν˜ results with the second identity in (2.43). 
Lemma 2.6. Assume a Lie algebra ϕ as described in Lemma 2.2. For the dual mapping ϕ∗ and the dual
actions
∗
⊳ in (2.6) and
∗
⊲ in (2.9), the following commutation rules hold
(2.48) (ϕ∗ µ˜)
∗
⊳ η = ϕ∗
(
µ˜
∗
⊳ ϕ(η)
)
, ξ
∗
⊲ ϕ∗(ν˜) = ϕ∗(ϕ(ξ)
∗
⊲ ν˜
)
for arbitrary µ˜ in g∗2 and ν˜ in h
∗
2, respectively.
Proof. We couple ϕ(η ⊲ ξ) with an arbitrary element µ˜ in g∗2 that is,
(2.49) 〈ϕ(η ⊲ ξ), µ˜〉 = 〈ϕ(η) ⊲ ϕ(ξ), µ˜〉 = 〈ϕ(ξ), µ˜
∗
⊳ ϕ(η)〉 = 〈ξ, ϕ∗
(
µ˜
∗
⊳ ϕ(η)
)
〉,
where we have employed the identity in (2.5) in the first equality whereas we have used the definition of
∗
⊳
in (2.6) in the second equality. On the other hand, we have that
(2.50) 〈ϕ(η ⊲ ξ), µ˜〉 = 〈η ⊲ ξ, ϕ∗(µ˜)〉 = 〈ξ,
(
ϕ∗(µ˜)
) ∗
⊳ η〉.
Comparing the calculations in (2.49) and (2.50), one arrives at the first identity in (2.48) for an arbitrary µ˜.
For the second identity, start with pairing ϕ(η ⊳ ξ) with an arbitrary element ν˜ in h∗2. We have that
(2.51) 〈ϕ(η ⊳ ξ), ν˜〉 = 〈ϕ(η) ⊳ ϕ(ξ), ν˜〉 = 〈ϕ(η), ϕ(ξ)
∗
⊲ ν˜〉 = 〈η, ϕ∗
(
ϕ(ξ)
∗
⊲ ν˜
)
〉,
where the identity (2.5) used in the first equality, and the definition of
∗
⊲ in (2.9) employed in the second
equality. Further,
(2.52) 〈ϕ(η ⊳ ξ), ν˜〉 = 〈η ⊳ ξ, ϕ∗(ν˜)〉 = 〈η, ξ
∗
⊲ ϕ∗(ν˜)〉.
(2.51) and (2.52) for an arbitrary ν˜ manifest the second identity in (2.48). 
Lie-Poisson equations under Lie algebra homomorphisms. Consider a Lie algebra homomorphism ϕ
from a Lie algebra K1 to K2. The commutation rule between the dual mapping ϕ∗ and the coadjoint action
ad∗ is computed to be
(2.53) ad∗x ◦ ϕ
∗
= ϕ∗ ◦ ad∗ϕ(x)
for all x in K1. Notice that the coadjoint action on the left hand side is the one on K∗2 whereas the coadjoint
action on the right hand side is the one on K∗1. This reads that ϕ
∗ is a Poisson mapping preserving the
Lie-Poisson brackets and the coadjoint flows. Now we are ready to study matched Lie-Poisson dynamics
under Lie algebra homomorphisms preserving the matched pair decompositions.
Proposition 2.7. Assume that ϕ is a Lie algebra homomorphism from a matched pair Lie algebra K1 =
g1 ⊲⊳ h1 to a matched pair Lie algebra K2 = g2 ⊲⊳ h2 respecting decompositions. Then we have the following
commutation law for the coadjoint actions and the pull-back ϕ∗
(2.54) ad∗ξ⊕η(ϕ
∗ µ˜ ⊕ ϕ∗ν˜) = ϕ∗ ◦ ad∗ϕ(ξ)⊕ϕ(η)(µ˜ ⊕ ν˜)
for any ξ ⊕ η in g1 ⊲⊳ h1 and for any µ˜ ⊕ ν˜ in g2 ⊲⊳ h2.
Proof. One way to prove this is to directly apply the inclusions in (2.42) to the identity (2.53). We prefer
once more the long way to prove it in order to identify how the terms in coadjoint actions behave under a
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Poisson mapping. For this end, we start with the left hand side of (2.54) for the explicit expression of the
coadjoint representation in (2.12). Accordingly we compute
ad∗ξ⊕η(ϕ
∗ µ˜ ⊕ ϕ∗ν˜)
=
(
ad∗ξ ◦ ϕ
∗ µ˜ − (ϕ∗ µ˜)
∗
⊳ η − a∗η ◦ ϕ
∗ν˜
)
⊕
(
ad∗η ◦ ϕ
∗ν˜ + ξ
∗
⊲ (ϕ∗ν˜) + b∗ξ ◦ ϕ
∗ µ˜
)
=
(
ϕ∗ ◦ ad∗ϕ(ξ) µ˜ − ϕ
∗
(
µ˜
∗
⊳ ϕ(η)
)
− ϕ∗ ◦ a∗ϕ(η)ν˜
)
⊕
(
ϕ∗ ◦ ad∗ϕ(η) ν˜ + ϕ
∗(ϕ(ξ)
∗
⊲ ν˜) + ϕ∗ ◦ b∗ϕ(ξ) µ˜
)
= ϕ∗
(
ad∗ϕ(ξ) µ˜ −
(
µ˜
∗
⊳ ϕ(η)
)
− a∗ϕ(η)ν˜
)
⊕
(
ad∗ϕ(η) ν˜ + (ϕ(ξ)
∗
⊲ ν˜) + b∗ϕ(ξ) µ˜
)
= ϕ∗ ◦ ad∗ϕ(ξ)⊕ϕ(η)(µ˜ ⊕ ν˜)
(2.55)
where we have employed the identities presented in Lemmas 2.43 and 2.6 in the second line of the calculation
and we have used the linearity of the dual mapping in the third line. 
3. Matched Pair Analysis of the Kinetic Moments
In this section, we present the matched pair decomposition of both symmetric contravariant and symmetric
covariant tensor fields. Accordingly, we decouple the dynamics of the kinetic moments of the Vlasov plasma
into the matched pair of two of its subdynamics.
3.1. Decomposition of Symmetric Contravariant Tensors.
Let Q ⊆ Rn be an n-dimensional manifold without a boundary. Let us denote the space of k-th order
symmetric contravariant formal tensor fields on Q by TkQ. Notice that, the space of zeroth order tensors
T0Q is the space F (Q) of smooth functions over the manifold Q, and the space of first order tensors T1Q
is precisely the space X(Q) of smooth vector fields over Q. We take the sum of TkQ of all order and define
the space of symmetric contravariant tensor fields
(3.1) TQ :=
∞∑
k=0
TkQ.
Notice that we decorate TQ with a bold super script k to denote the k-th order symmetric contravariant
formal tensor fields in order to distinguish this notationwith indices. Accordingly, consider a local coordinate
system (qi) on Q. Then an element of TQ is written as a formal sum
(3.2) X =
∞∑
k=0
X
k
=
∞∑
k=0
X
i1i2...ik (q)∂qi1 ⊗ ... ⊗ ∂qik ,
where the coefficients Xi1i2...ik are smooth functions on Q.
(Symmetric) Schouten concomitant. The space TQ of symmetric tensor fields admits a Lie algebra
structure if it is equipped with the (symmetric) Schouten concomitant. For two tensor fields X =
∑
k>0 X
k
and Y =
∑
m>0 Y
m, the Schouten concomitant is determined by the following sum
(3.3) [X,Y]S =
∞∑
k,m=0
[
X
k,Ym
]
S
.
Here, we assume that the bracket of zeroth order tensor fields, that is smooth functions T0Q = F (Q), is
trivial
[
X
0,Y0
]
= 0. For k + m > 1, in terms of the local coordinates, the Schouten concomitant is defined
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to be
(3.4)
[
X
k,Ym
]
:=
(
kXim+1...im+k−1ℓY
i1...im
,ℓ
− mYik+1...ik+m−1ℓX
i1i2 ...ik
,ℓ
)
∂qi1 ⊗ ... ⊗ ∂qik+m−1,
see [37, 45, 63]. Here we use the abbreviation a,ℓ in order to denote the partial derivative of a quantity
a with respect to qℓ . We record this Lie algebra by a two-tuple (TQ, [•, •]) and sometimes only by TQ.
Notice that, the Schouten concomitant takes two multi-vectors of orders m and k to a multi-vector field of
order m + k − 1. If Xk is a first order tensor field X in (3.4), then the bracket reduces to the Lie derivative
(3.5) [X,Ym] = LXY
m
= (XℓY
i1...im
,ℓ
− mYi2...imℓX
i1
,ℓ
)∂qi1 ⊗ ... ⊗ ∂qim
of the tensor field Ym in the direction of X .
Lie subalgebras of TQ. The space F (Q) of smooth functions, and the space T1Q = X(Q) of vector fields
are Lie subalgebras of (TQ, [•, •]). On F (Q), the Schouten concomitant reduces to a trivial bracket by the
very definition of it, whereas on X(Q) the concomitant turns out to be the Jacobi-Lie bracket of vector fields.
Notice that, vector fields in X(Q) acts on functions in F (Q) by means of the directional derivative. This
reads a Lie subalgebra
(3.6) s :=
1∑
k=0
TkQ = F (Q) ⋊ X(Q)
of TQ. We place the notation ⋊ in order to highlight the existence of the semidirect product realization of
the subspace. To see this, we compute the restriction of the Schouten concomitant (3.3) to s as follows
(3.7) [(η, Z) , (σ,Y )] = (Z(σ) − Y (η), [Z,Y ]JL) ,
for arbitrary (η, Z) and (σ,Y ) in s. Notice that s is the largest proper subalgebra of TQ containing F (Q).
On the other hand, due to the graded character of the Schouten bracket, the subspaces
(3.8)
∞∑
k=a
TkQ,
for all a > 1 are Lie subalgebras of TQ. We are interested in the complement of the space s in (3.6). This
is the case where a = 2 denoted by
(3.9) n :=
∞∑
k=2
TkQ.
We record our first novel result in the following proposition.
Proposition 3.1. The pair of Lie subalgebras s and n exhibited in (3.6) and (3.9) of the space TQ of
symmetric contravariant tensor fields is a matched pair of Lie algebras, and
(3.10) TQ = s ⊲⊳ n, X = (σ,Y ) ⊲⊳ X
where (σ,Y ) is an element of s whereas X =
∑∞
k=2 X
k is in n. Mutual actions are computed to be
⊲ : n ⊗ s → s, X ⊲ (σ,Y ) = (0, [X2, σ]),
⊳ : n ⊗ s → n, X ⊳ (σ,Y ) =
∞∑
k=2
([Xk+1, σ] − LYX
k).
(3.11)
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Proof. In the light of the universal property of the matched pair theory, that is Proposition 2.1, existence of
two complementary Lie algebras, namely s and n, assures us that TQ is a matched pair Lie algebra (3.10).
To compute the mutual actions, we refer (2.4), and compute it in the following form
(3.12) [X, (σ,Y )] = X ⊲ (σ,Y ) ⊕ X ⊳ (σ,Y ).
Here, the first term X ⊲ (σ,Y ) is the left action of n on s, and the second term X ⊳ (σ,Y ) is the right action
of s on n. For any Xk in X, we compute
[Xk, (σ,Y )] = [Xk, σ] + [Xk,Y ] = [Xk, σ] − LYX
k
where Xk is a symmetric tensor field of order k greater then or equal to 2. Here, LYXk is the Lie derivative
of Xk in the direction of Y as given in (3.5) whereas
(3.13) [Xk, σ] = kXi1...ik−1ℓσ,ℓ∂q
i1 ⊗ · · · ⊗ ∂qik−1 .
So that, as a result of the decomposition (3.12), we write the actions as follows. The left action of Xk on
(σ,Y ) is
(3.14) Xk ⊲ (σ,Y ) =

[X2, σ], if k = 2,
0, if k > 3.
On the other hand, the right action of (σ,Y ) on Xk is computed to be
(3.15) Xk ⊳ (σ,Y ) =

−LYX
2, if k = 2,
[Xk, σ] ⊕ (−LYX
k), if k > 3.
Note that [Xk, σ] is a tensor of order k − 1 whereas LYXk is a tensor of order k. This is why ⊕ notation has
been employed in (3.15). We then linearly extend the actions to whole n. Then the proof follows mutual
actions given in (3.14) and (3.15) of X and (σ,Y ). 
3.2. Symmetric Covariant Tensors.
We shall now consider the space T∗
k
Q of symmetric covariant (compactly supported) tensor fields of order
k as the dual of the space of symmetric contravariant tensor fields TkQ, [24]. We take the sum of all dual
spaces, and hence arrive at the graded space
T∗Q :=
∞∑
k=0
T∗kQ.
In local coordinates (qi) on the base manifold Q, an element in T∗Q is given by a direct sum of symmetric
covariant tensor fields, that is
A =
∞⊕
m=0
Am =
∞⊕
m=0
Ai1...im (q)dq
i1 ⊗ · · · ⊗ dqim .
Here, Ak’s are symmetric covariant tensor fields of degree k whereas the coefficients Ai1...ik are assumed to
be in the space Fc(Q) of functions of compact support, i.e. in other words, they vanish outside of a compact
subset of Q. After fixing a volume form dnq on Q, the duality between T∗kQ and T
kQ is L2-pairing, that is
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simply in multiply-and-integrate form. The duality between T∗Q and TQ is then
(3.16) 〈A,X〉 =
∑
k>0
〈
Ak,X
k
〉
=
∑
k>0
∫
Q
X
k
yAkdnq =
∑
k>0
∫
Q
Ai1...ikX
i1...ik dnq
where y is the tensor contraction between the contravariant tensor fields in TkQ and the covariant tensor
fields in T∗
k
Q, [10]. Let us note that all but finitely many of Ak are zero, as such, the latter sum is finite.
Further, since Ai1...ik is compact support, the product Ai1...ikX
i1...ik is also in Fc(Q) so that integrable over
Q. We extend the contraction of pure tensor fields of the same order with pure tensor fields of arbitrary
orders in the following notation chart.
Arbitrary contractions. Given local tensor fields
Am = Ai1i2...imdq
i1 ⊗ · · · ⊗ dqim ∈ T∗mQ, X
k
= X
i1i2...ik ∂qi1 ⊗ · · · ⊗ ∂qik ∈ TkQ,
we denote the tensor contraction operation by y, and
(3.17) XkyAm :=

X
i1i2...ikAi1i2...imdq
ik+1 ⊗ · · · ⊗ dqim ∈ T∗m-kQ if m > k,
X
i1i2...ikAi1i2...im∂q
im+1 ⊗ · · · ⊗ ∂qik ∈ Tk-mQ if k > m.
For future reference, we record here some other abbreviations. Consider
(3.18) div : TkQ −→ Tk-1Q, Xi1i2...ik ∂qi1 ⊗ · · · ⊗ ∂qik 7→ kXℓi2...ik
,ℓ
∂qi2 ⊗ · · · ⊗ ∂qik ,
for k > 0. Notice that, if k = 1, then the operation in (3.18) turns out to be the classical divergence of a
vector field. This is why we prefer such a notation. We define divX0 as 0. Referring to the operation (3.18),
we compute the following contraction
(3.19) divXkyAk+m-1 = kX
ℓim+1...ik+m−1
,ℓ
Ai1...ik+m−1dq
i1 ⊗ · · · ⊗ dqim .
Further, we introduce the following abbreviations involving derivations:
Am+k-1 ⋆X
k
= mAi1...im−1im+1...im+kX
im+1...im+k
,im
dqi1 ⊗ · · · ⊗ dqim ∈ T∗mQ
X
k ∗ Am+k-1 = kX
im+1...im+k−1ℓAi1...im+k−1,ℓdq
i1 ⊗ · · · ⊗ dqim ∈ T∗mQ,
(3.20)
for k > 0 and m + k − 1 > 0. By adding these two terms, we introduce the following notation
(3.21) LXkAm+k-1 = Am+k-1 ⋆X
k
+ X
k ∗ Am+k-1 ∈ T
∗
mQ.
Let us comment on some particular cases and limitations of this definition by examining some extreme
cases. If m = 0 in (3.21), then Ak-1 ⋆Xk identically vanishes for all k, so that
(3.22) LXkAk-1 = Ak-1 ⋆X
k
+ X
k ∗ Ak-1 = X
k ∗ Ak-1 ∈ T
∗
0Q.
In this case, k must be greater than 0. If, on the other hand, k = 0 (that is X0 = σ is a smooth function) in
(3.21), then σ ∗ Am-1 is identically vanishes for all m, so that
(3.23) LσAm-1 = Am-1 ⋆σ + σ ∗ Am-1 = Am-1 ⋆σ
which has the following local realization
(3.24) Am-1 ⋆σ = mAi1...im−1σ,im dq
i1 ⊗ · · · ⊗ dqim ∈ T∗mQ.
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In this case, m must be greater than 0. If m = 1 (that is A0 = ρ is smooth function) in (3.24) then
(3.25) LX0A0 = Lσρ = σ ∗ ρ + ρ⋆ σ = 0 + ρ⋆ σ = ρdσ.
Finally, if k = 1 (that is X1 = Y is a vector field) in (3.21) then we arrive at that the operation reduces to the
Lie derivative of the tensor field Am in the direction of Y , that is
(3.26) LX1Am = LYAm =
(
mAi1...im−1ℓY
ℓ
im
+ Y ℓAi1...im,ℓ
)
dqi1 ⊗ · · · ⊗ dqim ∈ T∗mQ.
Direct Sum Decomposition of T∗Q. In view of the duality (3.16), the dual spaces of the Lie subalgebras s
exhibited in (3.6), and n exhibited in (3.9), are given by
s∗ : =
1⊕
m=0
Am = A0 ⊕ A1(3.27)
n∗ : =
⊕
k>2
Ak = A2 ⊕ A3 ⊕ . . .(3.28)
respectively. Accordingly, we arrive at the decomposition
(3.29) T∗Q = s∗ ⊕ n∗, A = (ρ, M) ⊕ A,
where (ρ, M) in s∗, whereas A =
∑∞
k=2 Ak in n
∗. In the light of the definition in (2.26), let us define the Lie
coalgebra structure on the dual space T∗Q as
(3.30) ∇ : T∗Q → T∗Q ⊗ T∗Q, ∇A(X,Y) = 〈A, [X,Y]S〉,
where the bracket on the right hand side is the Scouten concomitant in (3.3) and the pairing is the one in
(3.16). Here, X and Y are tensor fields in TQ. We now study the coadjoint actions and the Lie-Poisson
dynamics on the dual spaces s∗, n∗, and T∗Q.
3.3. Lie-Poisson Dynamics of Kinetic Moments.
As we stated in the introduction and exhibited in (1.8) that the symmetric covariant tensor fields can be
considered as the kinetic moments of the plasma density function, [23, 24, 25, 65]. The dynamics of the
kinetic moments is a coadjoint flow. Accordingly, in the following proposition , we present the coadjoint
action of the Lie algebra TQ on its dual space in an explicit way.
Proposition 3.2. The coadjoint action of TQ on T∗Q is given by
(3.31) ad∗
X
A =
∞⊕
m=0
A˜m,
where
(3.32) A˜0 =
∞∑
k=1
X
k ∗ Ak-1 + divX
k
yAk-1, A˜m =
∞∑
k=0
LXkAm+k-1 + divX
k
yAk+m-1, m > 1.
MATCHED PAIR ANALYSIS OF THE VLASOV PLASMA 23
Proof. For any Xk,Ym, and for any Am+k-1, we compute〈
ad∗
Xk
Am+k-1,Y
m
〉
=
〈
Am+k-1, [Y
m,Xk]
〉
=
∫
Q
Ai1...ik+m−1
(
mYik+1...ik+m−1ℓX
i1...ik
,ℓ
− kXim+1...ik+m−1ℓY
i1...im
,ℓ
)
dnq
= m
∫
Q
Ai1...ik+m−1Y
ik+1 ...ik+m−1ℓX
i1...ik
,ℓ dq
+ k
∫
Q
Ai1...ik+m−1,ℓX
im+1...ik+m−1ℓY
i1...im
+ Ai1...ik+m−1X
im+1...ik+m−1ℓ
,ℓ
Y
i1...imdnq
=
〈
Am+k-1 ⋆X
k,Ym
〉
+
〈
X
k ∗ Am+k-1,Y
m
〉
+
〈
divXkyAk+m-1,Y
m
〉
.
That is
ad∗
Xk
Am+k-1 = LXkAm+k-1 + divX
k
yAk+m-1 ∈ T
∗
mQ.(3.33)
For m = 0, we employ (3.22) to have the expression in the first line of (3.32). 
For future reference, we record here the particular case m = 1 that is,
(3.34)
∞∑
k=0
ad∗
Xk
Ak =
∞∑
k=0
LXkAk + divX
k
yAk ∈ T
∗
1Q.
Continuing in this way, one arrives at the full list of the coadjoint action. Note that, on constitutive elements
X
k and An, the calculation (3.33) reads as
(3.35) ad∗ : TkQ × T∗nQ −→ T
∗
n-k+1Q, (X
k,An) 7→ ad
∗
Xk
An.
The dynamics of the kinetic moments is a coadjoint flow on T∗Q in the Lie-Poisson form
(3.36) ÛA = − ad∗∂H/∂A A,
where H is being the Hamiltonian functional generating the motion. Here, we assumed the reflexivity
condition which permits us to consider ∂H/∂A as an element of the space TQ. More explicitly, by
considering ∂H/∂Am as an element of TmQ, and in the light of the coadjoint representation in Proposition
3.2, we write the dynamics for each moment as
dA0
dt
= −
∞∑
k=1
δH
δAk
∗ Ak-1 − div
δH
δAk
yAk-1
dAm
dt
= −
∞∑
k=0
L δH
δAk
Am+k-1 − div
δH
δAk
yAk+m-1, m > 1.
(3.37)
Let us now show that this dynamics is a matched pair Lie-Poisson dynamics. To this end, we first present
matched pair decomposition of the Lie coalgebra TmQ. Now we concentrate on the coadjoint actions of the
Lie subalgebras s and n on their dual spaces. As we show in the proofs of the assertions, these restricted
coadjoint actions are particular forms of Proposition 3.2.
Lie-Poisson dynamics of isentropic compressible fluid. An interesting feature of the present discussion
is the possibility of presenting compressible isentropic fluid flow as a particular case of the dynamics of the
kinetic moments. This is achieved by considering only the Lie algebra s in (3.6).
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Lemma 3.3. The coadjoint representation of s on s∗ is given by
(3.38) ad∗
(σ,Y )(ρ, M) =
(
LY ρ + ρdivY, ρdσ + LY M + divY M
)
for any (σ,Y ) ∈ s, and any (ρ, M) ∈ s∗. Here, divY stands for the divergence of the vector field Y .
Proof. We present the proof of this assertion in two different ways. One is by employing the direct
computation referring to the Lie algebra structure (3.7) on the subalgebra s. For this, consider an arbitrary
element (η, Z) in s, the we compute〈
ad∗(σ,Y )(ρ, M), (η, Z)
〉
=
〈
(ρ, M), [(η, Z), (σ,Y )]
〉
=
〈
(ρ, M), (LZσ − LYη, [Z,Y ])
〉
=
∫
Q
(
Zy(ρdσ) − ρ LYη − LY ZyM
)
dnq
=
∫
Q
(
Zy(ρdσ) + (LY ρ)η + ρdiv(Y )η + ZyLYM + Zydiv(Y )M
)
dnq
=
〈
(LY ρ + ρdiv(Y ), ρdσ + LY M + div(Y )M), (η, Z)
〉
,
(3.39)
where divY is the divergence of Y with respect to the volume form dnq.
Alternatively, we can prove the assertion as follows. On the subspace s, that is for (X0,X1) and (A0,A1),
and according to the order (3.35), the coadjoint action (3.31)
(3.40) ad∗
(X0,X1)
(A0,A1) = (A˜0, A˜1)
turns out to be that
A˜0 = ad
∗
X1
A0 = LX1A0 + divX
1
A0,
A˜1 = ad
∗
X0
A0 + ad
∗
X1
A1 = LX0A0 + divX
0
A0 + LX1A1 + divX
1
A1.
(3.41)
Let us depict these terms one by one. We refer (3.25) for the first term LX0A0 on the right hand side of the
second line. The first term LX1A0 on the right hand side of the first line and the third term LX1A1 on the
right hand side of the second line are the Lie derivatives in the classical sense. The second term divX0A0
on the right hand side of the second term is identically vanishes. The notation div is the divergence of the
vector field X1. By substituting (X0,X1) = (σ,Y ) and (A0,A1) = (ρ, M), one arrives at (3.38). 
It is important to remark that by employing X1 in s and A0 in s∗, one may define the coadjoint action
(3.42) ad∗
X0
A1 = ad
∗
σ M ∈ T
∗
2Q ⊂ n
∗
as well. This term is missing in the calculation (3.41) due to, according to the orders in (3.35), it is an
element of T∗2Q. Existence of this term is a manifestation of the action of n on s. This manifests a possible
matched pair decomposition of the Lie coalgebra structure on T∗Q. We address this issue by identifying
this term in the following subsection while determining the cross actions of n on s∗ (c.f. (3.65)).
The Lie-Poisson equations governing the dynamics of the continuum, one can also directly employ the
coadjoint action of s on s∗ computed in Lemma 3.3. So that by employing the coadjoint action (3.38), we
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have
Ûρ = −L δH
δM
ρ − ρdiv(
δH
δM
)
ÛM = −ρd
(δH
δρ
)
− L δH
δM
M − div(
δH
δM
)M .
(3.43)
To obtain the equations governing the dynamics of isentropic compressible fluid we choose the Hamiltonian
functional as
(3.44) H (ρ, M) =
1
2
∫
Q
M2
ρ
d3q +
∫
Q
ρw(ρ)d3q,
which is the total energy of the continuum consisting of a kinetic term and a potential term with internal
energy w = w (ρ). Assuming the reflexivity conditions σ := δH/δρ and Y := δH/δM , we compute the
relations
(3.45) Y iρ = δi j Mj, σ = −
M2
ρ2
+ r (ρ) .
Here, r (ρ) = ρw′ + w is the enthalpy function. Actually, the first of these relations is velocity-momentum
identificationwhereas the second one is Bernoulli’s theorem for isentropic fluid flows. So by employing these
basics relations into the intermediate system we arrive at the the Euler equations in standard formulation,
that is (3.46). Substitutions of (3.45) into the Lie-Poisson dynamics in (3.43) result with the compressible
fluid equation
(3.46)
∂Y
∂t
+ (Y · ∇)Y =
1
ρ
∇p, Ûρ + div(ρY ) = 0
in standard formulation.
Lie-Poisson dynamics of higher order (> 2) kinetic moments. In the following lemma, we exhibit a fairly
neat representation of the coadjoint action of n on n∗. We omit the proof since it is a direct application of
Proposition 3.2.
Lemma 3.4. The coadjoint action of X =
∑∞
k=2 X
k in n on A =
∑∞
n=2 An in n
∗ is
(3.47) ad∗XA =
∞⊕
m=2
A˜m
where the each term, for m > 2 is given by
(3.48) A˜m =
∞∑
k=2
ad∗
Xk
Am+k-1 =
∞∑
k=2
LXkAm+k-1 + divX
k
yAk+m-1.
Here, we have used the abbreviations presented in (3.31).
A straightforward observation results with that the term ad∗
X2
A2 is missing in the sum (3.48) even though
X
2 in X and A2 is in A. This is due to the order relation in (3.35). In accorandance with the this, we have
that
(3.49) ad∗
X2
A2 ∈ T
∗
1Q ⊂ s
∗
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is an element of s∗. Further, in the light of the calculation (3.22), we can easily establish that ad∗
Xk
Ak-1 is
an element of T∗0Q for any k > 3. This gives that, although each term in the sum
(3.50)
∞∑
k=2
ad∗
Xk+1
Ak ∈ T
∗
0Q ⊂ s
∗
lies in n and n∗, the result is in s∗. These two observations manifest the action of n on s and derived as the
dual of this action (c.f. (3.66)).
To sum up, referring to the coadjoint actions presented in (3.42), (3.49) and (3.50), we see that the coadjoint
action on T∗Q is not directly decomposable to its subspaces n∗ and s∗. This signals a possible matched pair
decomposition of the Lie coalgebra T∗Q.
Now we can define the Lie-Poisson dynamics on the dual space n∗. For this, we recall the coadjoint action
of n on n∗ in Proposition 3.4. By employing the coadjoint action (3.48) and assuming that ∂H/∂Ak is in
TkQ, for a Hamiltonian function H the Lie-Poisson dynamics is given by
(3.51) ÛAm = −
∞∑
k=2
L∂H/∂AkAm+k-1 − div
∂H
∂Ak
yAk+m-1, m > 2.
3.4. Decomposition of the Dynamics of the Kinetic Moments.
We have presented the Lie-Poisson bracket for the all kinetic moments in Proposition 3.2 and derived the Lie-
Poisson equations in (3.37). In this section we show this Lie-Poisson bracket can be written as the matched
pair of the Lie-Poisson dynamics on s∗ and n∗ obtained in Lemma 3.3 and Lemma 3.4, respectively. Further,
we present the Lie-Poisson equations (3.37) into a matched pair of the Lie-Poisson dynamics on s∗ and n∗ in
(3.43) and (3.51), respectively. To this end, we first recall the matched pair decomposition TQ = s ⊲⊳ n of
the symmetric contravariant tensor fields presented in Proposition 3.1. According to Proposition 2.4, saying
that dual of a matched pair Lie algebra is a matched pair Lie coalgebra, we arrive at the following assertion.
Proposition 3.5. The Lie coalgebra T∗Q equipped with the cobracket (3.30) has a matched pair decompo-
sition
(3.52) T∗Q = (s ⊲⊳ n)∗ = s∗ ◮◭ n∗
where the Lie subcoalgebras s∗ and n∗ are the ones in (3.27) and (3.28), respectively.
In order to compute the matched Lie coalgebra structure in Proposition 2.4, we now compute all the dual
and cross actions.
The dual actions. We start with the dual actions of n and s on s∗ and n∗ in the following two lemmas. The
first one presents the dualization of the left action of n on s. This gives the right action of n on s∗.
Lemma 3.6. Given any X =
∑∞
k=2X
k ∈ n, and (ρ, M) ∈ s∗, the left action in (3.11) gives rise to a right
action
(3.53)
∗
⊳: s∗ ⊗ n → s∗, (ρ, M)
∗
⊳ X := (−X2 ∗ M − divX2M, 0)
on the dual space.
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Proof. Start with the following definition of the dual action
(3.54)
〈
(ρ, M)
∗
⊳ X
k, (σ,Y )
〉
=
〈
(ρ, M),Xk ⊲ (σ,Y )
〉
for any Xk being k > 2. We read from (3.14) that this action is non-zero only if k = 2. And in this case, we
have only a component in T1Q, so that we compute the following
(3.55)
〈
(ρ, M),X2 ⊲ (σ,Y )
〉
= 〈M, [X2, σ]〉 = 〈M, adX2 σ〉 = −〈ad
∗
X2
M, σ〉.
In order to compute the coadjoint action on the right hand side, we employ directly the computation (3.22).
This gives that
(3.56) ad∗
X2
M = LX2 M + divX
2M = X2 ∗ M + divX2M .

In the following propositon, we compute the dual of the right action of s on n in order to arrive the left
action of s on n∗.
Lemma 3.7. Given any (σ,Y ) ∈ s, and A =
⊕∞
k=2 Ak ∈ n
∗, the right action of (3.11) induces the left action
(3.57)
∗
⊲: s ⊗ n∗ → n∗, (σ,Y )
∗
⊲ A =
(
LYA2 + divYA2,
∞⊕
m=3
(LYAm + divYAm + Am-1 ⋆σ)
)
,
on the dual space.
Proof. Let us compute the dual actions of σ and Y one by one. For m > 2, the action of σ on Am is
(3.58)
〈
σ
∗
⊲ Am,X
m+1
〉
=
〈
Am,X
m+1
⊳ σ
〉
= 〈Am, [X
m+1, σ]〉 = 〈ad∗σ Am,X
m+1〉
where, according to the calculation (3.23), the coadjoint action on the right hand side is
(3.59) σ
∗
⊲ Am = ad
∗
σ Am = LσAm + divσAm = Am ⋆σ ∈ T
∗
m+1Q.
Here, divσ is identically zero due to the very definition of div operator. On the other hand, for m > 2, the
action of the vector field Y on Am is〈
Y
∗
⊲ Am,X
m
〉
= 〈Am,X
m
⊳ Y 〉 = 〈Ak, [X
m,Y ]〉 =
〈
ad∗Y Ak,X
m
〉
= 〈LYAm + divYAm,X
m〉 .(3.60)
Here, referring to (3.26), LYAm is the classical Lie derivative of the tensor field Am by the vector field Y
whereas divY is the divergence of Y with respect to the volume form dnq. That is we have
(3.61) Y
∗
⊲ Am = ad
∗
Y Am = LYAm + divYAm ∈ T
∗
m+1Q.
By respecting the order of the terms in the actions (3.59) and (3.61), we have
(3.62) (σ,Y )
∗
⊲ (A2,A3, . . . ,Am, . . . ) = (Y
∗
⊲ A2, σ
∗
⊲ A2 + Y
∗
⊲ A3, . . . , σ
∗
⊲ Am + Y
∗
⊲ Am-1, . . . ).

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The cross actions. Recall the linear mappings b and a introduced in (2.7) and (2.10), respectively. In the
present case these linear mappings are in the following forms
b(σ,Y ) : n → s, b(σ,Y )X := X ⊲ (σ,Y ),(3.63)
aX : s → n, aX(σ,Y ) := X ⊳ (σ,Y ).(3.64)
Using the definitions in (2.8) and (2.11), in the following proposition we exhibit the dual operators.
Lemma 3.8. The dual mappings of the linear operators b(σ,Y ) and aX, presented in (3.63) and (3.64), are
b∗
(σ,Y ) : s
∗ → n∗, b∗
(σ,Y )(ρ, M) = M ⋆σ ∈ T
∗
2Q,(3.65)
a∗X : n
∗ → s∗, a∗XA =
(
−
∞∑
k=2
(
X
k+1 ∗ Ak + divX
k+1
yAk
)
,−
∞∑
k=2
(
LXkAk + divX
k
yAk
) )
,(3.66)
respectively.
Proof. Let us start by proving (3.65). For all (σ,Y ) in s, and for all (ρ, M) in s∗, we compute the dual action
(3.67)
〈
b∗
(σ,Y )(ρ, M),X
k
〉
=
〈
(ρ, M), b(σ,Y )X
k
〉
=
〈
(ρ, M),Xk ⊲ (σ,Y )
〉
.
As discussed previous, the action on the right hand side has no components in order 1 and is non trivial if
k = 2. That is,
(3.68)
〈
(ρ, M),X2 ⊲ (σ,Y )
〉
= −〈M, adσ X
2〉 = 〈ad∗σ M,X
2〉
Note that, ad∗σ M is the term in presented in (3.42). And, due to the calculation, we see that it is equal to
M ⋆σ. This proves (3.65).
On the other hand, to prove (3.66), we start with Xk+1 in n, Ak in n∗ for k > 2 and compute〈
a∗
Xk+1
Ak, σ
〉
= 〈Ak, aXk+1σ〉 =
〈
Ak,X
k+1
⊳ σ
〉
=
〈
Ak, [X
k+1, σ]
〉
=
〈
− ad∗
Xk+1
Ak, σ
〉
.
Note that the coadjoint action on the right hand side is the one exhibited in (3.50). We have already computed
some related terms in (3.22), so that one can easily arrive at the following expression
(3.69) a∗
Xk+1
Ak = − ad
∗
Xk+1
Ak = −X
k+1 ∗ Ak − divX
k+1
yAk ∈ T
∗
0Q.
By summing up all the terms from k = 2, one observes the first entry of (3.66). Similarly, by considering
Y ∈ s, we have
(3.70)
〈
a∗
Xk
Ak,Y
〉
= 〈Ak, aXkY 〉 =
〈
Ak,X
k
⊳ Y
〉
=
〈
Ak, [X
k,Y ]
〉
=
〈
− ad∗
Xk
Ak.
〉
Th coadjoint action ad∗
Xk
Ak has been computed in (3.34), in accordance with this, we have that
(3.71) a∗
Xk
Ak = − ad
∗
Xk
Ak = −LXkAk − divX
k
yAk ∈ T
∗
1Q.
By summing up all the terms from k = 2, one observes the second entry of (3.66). The claim thus
follows. 
In the following subsection, we address this situation. At the end of that subsection we will be identifying
each term in the coadjoint action on T∗Q regarding to the mutual actions of n and s.
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Decomposition of the Coadjoint Action on T∗Q. Now we are ready to decompose the coadjoint action of
TQ on T∗Q which presented in Proposition 3.2. We write this decomposition in the present framework as
follows
(3.72) ad∗
((σ,Y )⊕X)((ρ, M) ⊕ A) = (ρ˜, M˜) ⊕ A˜
where X is considered as the triple ((σ,Y ) ⊕X) in the matched pair s ⊲⊳ n identified with TQ in Proposition
3.1 whereas A is equal to an element ((ρ, M) ⊕ A) of the matched pair s∗ ◮◭ n∗ identified with TQ in
Proposition 3.5. Recalling the matched pair decomposition (2.12) of the coadjoint action for two generic
Lie algebras, for the present case, we write this decomposition as follows:
(ρ˜, M˜) = ad∗
(σ,Y )(ρ, M) − (ρ, M)
∗
⊳ X − a∗XA
A˜ = ad∗XA + (σ,Y )
∗
⊲ A + b∗(σ,Y )(ρ, M).
(3.73)
Here, the first terms on the right hand sides of (3.73) are the coadjoint actions in Lemmas 3.3 and 3.4,
respectively. The second terms on the right hand sides of (3.73) are the dual actions in Lemmas 3.6 and 3.7,
respectively. And finally, the third terms on the right hand sides of (3.73) are the cross actions in Lemma
3.8. So that we are ready now to substitute the explicit expressions of all these actions in order to arrive at
the matched pair decomposition of the coadjoint action (3.31) in most explicit form. We present this in the
following proposition.
Proposition 3.9. In the notation of the present section, the coadjoint action (3.31) of TQ on T∗Q has the
matched pair decomposition (3.73) with explicit realization
ρ˜ =
(
LY ρ + ρdivY
)
+
(
X
2 ∗ M + divX2yM
)
+
∞∑
k=2
(
X
k+1 ∗ Ak + divX
k+1
yAk
)
M˜ =
(
ρdσ + LY M + divY M
)
+ 0 +
∞∑
k=2
(
LXkAk + divX
k
yAk
)
A˜2 =
∞∑
k=2
(
LXkAk+1 + divX
k
yAk+1
)
+
(
LYA2 + divYA2
)
+
(
M ⋆σ
)
A˜m =
∞∑
k=2
(
LXkAm+k-1 + divX
k
yAk+m-1
)
+
(
LYAm + divYAm + Am-1 ⋆σ
)
+ 0.
(3.74)
There are three terms on the right hand side of each of the expressions in (3.74). These terms are strictly
following the order of the actions in (3.73). So the proof of the proposition is simply a direct substitution of
those terms.
Decomposition of Lie-Poisson equations on T∗Q. In the previous paragraphs, we have presented two
subdynamics of the Hamiltonian dynamics of the kinetic moments of all orders. The first one is the
isentropic compressible fluid flow (3.43). This corresponds to the dynamics of the first two moments. The
second subdynamics is (3.51) governing only the kinetic moments of order > 2. It is not enough to put
these two subdynamics together in order to arrive at the dynamics (3.37) of the kinetic moments of all
orders. This is due to the mutual actions of the Lie subalgebras s and n. We have identified these actions in
Subsection 3.1, and determined the corresponding dual and cross actions in Subsection 3.2. We now collect
these geometric results; more precisely, the matched pair decomposition of the coadjoint action in 3.72. We
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write the dynamics (3.37) generated by a Hamiltonian functional H = H(ρ, M,A) as
(
dρ
dt
⊕
dM
dt
) = − ad∗∂H
∂ρ ⊕
∂H
∂M
(ρ ⊕ M)︸                                        ︷︷                                        ︸
Comp. Fluid on s∗
+ (ρ ⊕ M)
∗
⊳
∂H
∂A︸             ︷︷             ︸
action of n
+ a∗∂H/∂AA︸    ︷︷    ︸
action of s
dA
dt
= − ad∗∂H/∂AA︸                   ︷︷                   ︸
Moments on n∗
− (
∂H
∂ρ
⊕
∂H
∂M
)
∗
⊲ A︸                 ︷︷                 ︸
action of s
− b∗∂H
∂ρ ⊕
∂H
∂M
(ρ, M)︸             ︷︷             ︸
action of n
.
(3.75)
Following the order of the actions in the system (3.75) and referring to the formulation (3.74), we exhibit
the equation explicitly as
Ûρ = −
(
L∂H/∂M ρ + ρdiv
∂H
∂M
)
−
( ∂H
∂A2
∗ M + div
∂H
∂A2
yM
)
−
∞∑
k=2
( ∂H
∂Ak+1
∗ Ak + div
∂H
∂Ak+1
yAk
)
ÛM = −
(
ρd(
∂H
∂ρ
) + L∂H/∂M M + div
∂H
∂M
M
)
+ 0 −
∞∑
k=2
(
L∂H/∂AkAk + div
∂H
∂Ak+1
yAk
)
ÛA2 = −
∞∑
k=2
(
L∂H/∂AkAk+1 + div
∂H
∂Ak+1
yAk+1
)
−
(
L∂H/∂MA2 + div
∂H
∂M
A2
)
−
(
M ⋆
∂H
∂ρ
)
ÛAm = −
∞∑
k=2
(
L∂H/∂AkAm+k-1 + div
∂H
∂Ak
yAk+m-1
)
−
(
L∂H/∂MAm + div
∂H
∂M
Am + Am-1 ⋆
∂H
∂ρ
)
+ 0.
(3.76)
For the abbreviation, we once more refer to Subsection 3.2. In the following subsection we transfer this
discussion to the level of the momentum-Vlasov equations by means of the generalized complete cotangent
lift.
4. Matched Pair Analysis of the Vlasov plasma in Momentum Formulation
In this section, we exhibit the matched pair decomposition of the p-polynomials on a cotangent bundle.
Then, we decouple the Vlasov equation (1.4) into the matched pair of two of its subdynamics.
4.1. Canonical Symplectic Framework.
A cotangent bundle, say T∗Q, is an exact symplectic manifold by admitting the canonical (Liouville) one-
from θQ , and the symplectic two-form ωQ = −dθQ . A vector field X on T∗Q is called a locally Hamiltonian
vector field if ιXωQ is closed, and it is called a globally Hamiltonian vector field if it is exact, that is if
(4.1) ιXhωQ = dh
for some real valued (Hamiltonian) function h on T∗Q [51]. Here, ι is the interior derivative. The space
Xham(T
∗Q) of Hamiltonian vector fields is closed under minus of the Jacobi-Lie bracket so that forms a Lie
(sub)algebra [33]. We record this Lie algebra as follows
(4.2)
(
Xham(T
∗Q), [•, •]X), [•, •]X = −[•, •]JL .
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By means of the symplectic two-form, one defines a Poisson bracket on C∞(T∗Q) as follows
(4.3) {h, g} := ωQ(Xh, Xg).
Here, Xh and Xg are the Hamiltonian vector fields for h and g determined through the Hamilton’s equation
(4.1), respectively. We take the opposite Poisson bracket on F (T∗Q) in order to make it a Lie algebra, that
is,
(4.4)
(
F (T∗Q), [•, •]F
)
, [•, •]F = −{•, •}.
We prefer the minus sign both for the Lie algebra of Hamiltonian vector fields and the Lie algebra of smooth
functions since the symmetry of the plasma theory, namely particle relabelling symmetry, is given by a right
action [52]. Now we define a linear mapping from F (T∗Q) equipped with the opposite canonical Poisson
bracket to Xham(T∗Q) equipped with the minus of the Jacobi-Lie bracket
(4.5) ϕ : F (T∗Q) −→ Xham(T
∗Q), h 7→ −Xh .
In view of the identity
(4.6) −
[
Xh, Xg
]
JL
= X{h,g},
we claim that the mapping (4.5) is a Lie algebra homomorphism. Indeed, a simple calculation
(4.7) [ϕ(h), ϕ(g)]X = −
[
−Xh,−Xg
]
JL
= X{h,g} = −ϕ({h, g}) = ϕ([h, g]F)
proves this fact. Further we see that the mapping ϕ is surjective but it fails to be injective. The kernel of the
mapping (4.5) is the sapce of constant functions on T∗Q. As such, (4.5) induces the isomorphism
(4.8) Xham(T
∗Q)  F (T∗Q)/R.
Musical isomorphisms. Non-degeneracy of the symplectic two-form ωQ manifests the existence of musical
isomorphism ω♭
Q
from the space X(T∗Q) of vector fields to the spaceΛ1(T∗Q) of one-form sections on T∗Q,
and its inverse ω♯
Q
. So that we introduce the following abbreviations
ω♭
Q
: X(T∗Q) −→ Λ1(T∗Q), X 7→ X♭ := ιXωQ
ω
♯
Q
: Λ1(T∗Q) −→ X(T∗Q), Π 7→ Π♯.
(4.9)
In the light of the Hamilton’s equation (4.1), and referring to the musical mappings, it is evident that the
space of locally Hamiltonian vector fields is isomorphic to the space of all closed one-forms in Λ1(T∗Q),
whereas the space g of globally Hamiltonian vector fields is isomorphic to the space of all exact one-forms
in Λ1(T∗Q). Hence, we have the following vector space isomorphisms
(4.10) ω♭
Q
: glh −→ g
♭
lh
= ker d ∩ Λ1(T∗Q), ω♭
Q
: g −→ g♭ = dF (Q),
where glh denotes the space of locally Hamiltonian vector fields. Note that, the set of locally but not globally
Hamiltonian vectors in X(T∗Q) corresponds to the first de Rham cohomology space consisting of closed
and non-exact one-forms.
The Darboux’ coordinates. In Darboux’ coordinates (qℓ, pℓ) on T∗Q, the canonical one-form and the
symplectic two-form take the particular forms
(4.11) θQ = pℓdq
ℓ, ωQ = dq
ℓ ∧ dpℓ,
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respectively. The Poisson bracket operation (4.3) turns out to be
(4.12) {h, g} := ωQ(Xh, Xg) =
∂h
∂qℓ
∂g
∂pℓ
−
∂g
∂qℓ
∂h
∂pℓ
,
so that a Hamiltonian vector field is in form
(4.13) Xh =
∂h
∂pℓ
∂
∂qℓ
−
∂h
∂qℓ
∂
∂pℓ
.
The musical isomorphisms in (4.9) turn out to be
ω♭
Q
(Xℓ
∂
∂qℓ
+ Xℓ
∂
∂pℓ
) = X♭ = −Xℓdq
ℓ
+ Xℓdpℓ,
ω
♯
Q
(Πℓdq
ℓ
+ Πℓdpℓ) = Π
♯
= Πℓ
∂
∂qℓ
− Πℓ
∂
∂pℓ
,
(4.14)
respectively.
4.2. Decomposition of Functions on Cotangent Bundle.
In this subsection, we develop a geometry to discuss a Kac-type decomposition of functions on T∗Q, and
then we relate it with the matched pair decomposition of TQ.
Symmetric covariant tensors and p-polynomials. We denote the space of p-polynomials on the cotangent
bundle T∗Q by F (Q)[[p]]. We lift a symmetric k-covariant tensor field Xk on Q to a p-polynomial on T∗Q
by means of, what we call, the hat (kappa) map as
(4.15) κ : TkQ −→ F (Q)[[p]], Xk → Xˆk := θk
Q
(Xk),
where θk
Q
= θQ ⊗ ... ⊗ θQ is the k-th tensor power of the canonical-one form θQ . We shall employ both κ
and the hat notation for this map. In the local picture of Xk exhibited in (3.2), this operation reads
Xˆ
k
= X
i1...ik (q) pi1 . . . pik .
The space F (Q)[[p]] of p-polynomials is closed under the Poisson bracket (4.3), so that it is a (graded) Lie
subalgebra of F (T∗Q), which was denoted by F0(T∗Q) in [5].
In the following proposition, we establish an extention of (4.15) to an (anti)-isomorphism from TQ to
F (Q)[[p]].
Proposition 4.1. The mapping, under assumption of convergence,
(4.16) κ : (TQ, [•, •]S) → (F (Q)[[p]], [•, •]F), X =
∞∑
k=0
X
k 7→ Xˆ :=
∞∑
k=0
Xˆ
k
is a Lie algebra isomorphism that is
(4.17) [X,Y]S = −{Xˆ, Yˆ} = [Xˆ, Yˆ]F
Here, the p-polynomial Xˆk is defined through (4.15).
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Proof. We will prove this fact in coordinates. The injectiveness is straightforward from the definition,
whereas, to any Taylor series
h(q, p) =
∞∑
k=0
hi1...ik (q)pi1 . . . pik
there corresponds a formal tensor field
∞∑
k=0
hi1...ik (q) ∂qi1 ⊗ · · · ⊗ ∂qik
in TQ. In other words, the map is surjective as well. Finally, we see that
{Xˆk, Xˆm} =
{
X
i1...ik pi1 . . . pik , Y
j1... jm pj1 . . . pjm
}
=
∂Xi1...ik pi1 . . . pik
∂qℓ
∂Y j1... jm pj1 . . . pjm
∂pℓ
−
∂Y j1... jm pj1 . . . pjm
∂qℓ
∂Xi1...ik pi1 . . . pik
∂pℓ
= mX
i1...ik
,ℓ pi1 . . . pik Y
j1... jm−1ℓ pj1 . . . pℓ . . . pjm
− kY
j1... jm
,ℓ
pj1 . . . pjm X
i1...ik−1ℓ pi1 . . . pℓ . . . pik
= − [Xk,Ym]S .
We have chosen the Lie algebra bracket on F (Q)[[p]] as the minus of the canonical Poisson bracket. So
that the claim follows by linearity. 
Matched pair decompoşition of p-polynomials. According to Proposition 3.1, TQ admits a matched pair
decomposition s ⊲⊳ n. We carry this decomposition to the space F (Q)[[p]] of p-polynomials by means of
the hat map (4.16). Let us denote the images of the constitutive subalgebras s and n under the hat map by sˆ
and nˆ, respectively. Then we record the result of this observation in the following proposition.
Proposition 4.2. The space of p-polynomials F (Q)[[p]] on T∗Q has a matched pair decomposition
(4.18) F (Q)[[p]] = sˆ ⊲⊳ nˆ,
with the following local realizations
sˆ =
{
σˆ(q, p) = σ(q) + X i(q)pi : ρ, X
i ∈ F (Q)
}
(4.19)
nˆ = {
∞∑
k=2
Xˆ(q, p) =
∞∑
k=2
X
i1...ik (q)pi1 . . . pik : X
i1...ik ∈ F (Q)}.(4.20)
Let us compute the mutual actions between sˆ and nˆ. We start with an element X = (σ,Y ) ⊲⊳ X in the matched
pair decomposition s ⊲⊳ n of TQ, then the image of this element under the mapping (4.16) is computed to
be
(4.21) Xˆ = (σ,Y ) ⊕ X = (σ,Y ) ⊕ Xˆ
where the bicross product in the second term is defined on TQ whereas the bicross product in the third term
is defined on F (Q)[[p]]. In order to arrive at the mutual actions, first recall the ones in (3.14) and (3.15) on
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TQ level, then by lifting these actions via (4.16), arrive at the following actions
Xˆ
k
⊲ (σ,Y ) = 
[X2, σ] = 2Xℓiσ,ℓpi, if k = 2,
0, if k > 3.
Xˆ
k
⊳ (σ,Y ) =

−LYX2 = (−Xℓ ∂Xi j
∂qℓ
+ 2Xℓ j
∂X i
∂qℓ
)pipj, if k = 2,
[Xk, σ] −LYXk = kXℓi2...ikσ,ℓpi2 . . . pik
+(kXℓi2...ik X
i1
,ℓ − X
ℓ
X
i1...ik
,ℓ )pi1 . . . pik , if k > 3
(4.22)
Let us close this discussion by showing how to decompose an arbitrary element h in the function space
F (Q)[[p]]. In a local section, starting with an arbitrary function h = h(q, p), we take the Taylor expansion
of the function with respect to the momenta around (q, 0). So that a decomposition
(4.23) h(q, p) = hsˆ(q, p) + hnˆ(q, p),
obeying (4.18) can be achieved in the analytic category, as
(4.24) hsˆ(q, p) = h(q, 0) +
∂h
∂pi
(q, 0)pi ∈ sˆ, h
nˆ(q, p) =
∞∑
k=2
1
k!
∂kh
∂pi1 . . . ∂pik
(q, 0)pi1 . . . pik ∈ nˆ.
p-polynomials and smooth functions. It follows from the Borel’s theorem, see for instance [55, Thm.
I.1.3], that the Taylor series expansion by partial derivatives with respect to p at zero
(4.25) T0 : F (T
∗Q) → F (Q)[[p]]
induces an isomorphism
(4.26) F (T∗Q)/m∞
Q×{0}  F (Q)[[p]].
Here, m∞
Q×{0} is the space of flat functions consisting of smooth functions whose partial derivatives of all
orders (including the zeroth order) with respect to the momentum variables vanish onQ×{0}. In accordance
with (4.26), we have a short exact sequence
0 // m∞
Q×{0}
// F (T∗Q)
T0 // F (Q)[[p]] // 0,
where the second map is the inclusion map whereas T0 is the one in (4.25). Since short exact sequences of
projective modules split, and all vector spaces (over fields) are projective, we have the following direct sum
decomposition
(4.27) F (T∗Q)  m∞Q×{0} ⊕ F (Q)[[p]]
as vector spaces. Let us note also that m∞
Q×{0} is a Lie subalgebra of F (T
∗Q) via the (Poisson) bracket
operation given by (4.3). More precisely, we have the following.
Proposition 4.3. The spacem∞
Q×{0} ⊆ F (T
∗Q) forms an ideal with respect to the (Poisson) bracket operation
(4.3).
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Proof. Considering the expression (4.3) of the Poisson bracket formula, it suffices to show that ∂ f /∂qi ∈
m∞
Q×{0}, 1 6 i 6 n, given f ∈ m
∞
Q×{0}. Assume that
(4.28)
∂s+1 f
∂qi∂pj1 . . . ∂pjs

(q,0)
, 0,
in accordance to this, we consider that
(4.29)
∂m1+...+mk+1 f
∂qi∂p
m1
j1
. . . ∂p
ms
js
= g(q) + h(q, p),
where h(q, 0) = 0. Here, m1, m2, ... and ms are non-negative integers so that m1 + m2 + ... + ms equals
to s. See also that g(q) is assumed to be not equal to 0. Accordingly, integrating (4.29) with respect to
momentum variables k many times, we arrive at
∂ f
∂qi
=
g(q)pj1 . . . pjs
m1! . . . ms!
+
∫
h(q, p)(dpj1 )
m1 . . . (dpjs )
ms ,
therefore
f (q, p) =
pj1 . . . pjs
m1! . . . ms!
∫
g(q)dqi +
∫
h(q, p)(dpj1 )
m1 . . . (dpjs )
ms dqi,
which contradicts with the fact that f ∈ m∞
Q×{0}. 
As a result, in view of Proposition 2.1, we have the matched pair decomposition (4.27). Furthermore, it
follows from Proposition 4.3 that the action of m∞
Q×{0} on F (Q)[[p]] is trivial. As such, (4.27) reduces to a
semi-direct sum decomposition which we state in the following proposition.
Proposition 4.4. The space of smooth function on T∗Q is decomposable as a matched pair
(4.30) F (T∗Q)  m∞Q×{0} ⋊ (sˆ ⊲⊳ nˆ),
where m∞
Q×{0} is the space of flat functions, sˆ and nˆ are subspaces introduced in Proposition 4.2.
Kac-type decomposition. A more straightforward way to arrive at the matched pair decompositions of
the space of functions is to employ a Kac-type decomposition, [34, 57, 62]. To this end, we consider the
subspaces
s∞ ={h ∈ C∞(T∗Q) |
∂kh
∂pi1 . . . ∂pik
(q, 0) = 0, k > 2},
n∞ ={h ∈ C∞(T∗Q) | h(q, 0) = 0 ,
∂h
∂pi
(q, 0) = 0}
(4.31)
of F (T∗Q), so that s∞ + n∞ = F (T∗Q), and that s∞ ∩ n∞ = m∞
Q×{0}. Accordingly, we have
(4.32) F (Q)[[p]]  F (T∗Q)/m∞
Q×{0}  s
∞/m∞
Q×{0} ⊕ n
∞/m∞
Q×{0}.
It follows from the fact that the quotient subspaces s∞/m∞
Q×{0} and n
∞/m∞
Q×{0} being closed under the
Poisson bracket in (4.3), Proposition 2.1 yields the matched pair decomposition (4.32).
Remark 4.5. Let us note, along the lines of [5], that the quantum mechanical observables correspond to
the elements of the p-polynomials F0(T∗Q) := F (Q)[[p]]. Accordingly, we shall ignore the flat functions
m∞
Q×{0} in the sequel, and focus only on the matched pair decomposition
(4.33) F0(T
∗Q) = sˆ ⊲⊳ nˆ.
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We shall keep both notations for the p-polynomails, and use F0(T∗Q) whenever we want to emphasize the
cotangent bundle T∗Q.
4.3. Decomposition of the Vlasov equation.
Let us first recall that the dual space F ∗(T∗Q) = Den(T∗Q) of F (T∗Q) may be identified with F (T∗Q)
itself, and that, the Lie-Poisson bracket on the dual space is given by (1.6), that is
(4.34) {G,H}( f ) = −
〈
f ,
[ δG
δ f
,
δH
δ f
]
F
〉
=
∫
T ∗Q
f
{δG
δ f
,
δH
δ f
}
d3pd3q,
where [•, •]F is the Lie algebra bracket on F (T∗Q) and it is equal to the opposite canonical Poisson bracket
−{•, •} on T∗Q. The coadjoint action of the Lie algebra F (T∗Q) on its dual space F ∗(T∗Q) is computed to
be
(4.35) ad∗ : F (T∗Q) × F ∗(T∗Q) −→ F ∗(T∗Q), ad∗h f = { f , h}.
Notice that this is a right action. For the total energy h = p2/2 + eφ of a single charged particle where e is
the charge, and φ is the potential, the Lie-Poisson equation turns out to be
(4.36)
df
dt
= − ad∗h f = −{ f , h} = −
1
m
δi jpi ·
∂ f
∂q j
+ e
∂φ
∂qi
·
∂ f
∂pi
.
It is immediate to see that the equation (4.36) is exactly the Vlasov equation presented in the introduction
(1.4).
The linear algebraic dual κ∗ of the Lie algebra homomorphism κ in (4.16) is a momentum and Poisson
mapping. It is possible to show that, this mapping determines the kinetic moments of a plasma density
function in terms of covariant tensor fields, that is,
(4.37) κ∗ : F ∗0 (T
∗Q) −→ T∗Q, f 7→
∞⊕
m=0
∫
T ∗Q
pi1 . . . pim f d
3p =
∞⊕
m=0
Ai1...im (q),
where F ∗0 (T
∗Q) is the dual of F0(T∗Q), with respect to the L2-pairing between F (T∗Q) and Den(T∗Q).
Recall the identity exhibited in (2.53) relating two Lie-Poisson systems via the dual of a Lie algebra
homomorphism. Let us write this equality for the present case to establish a connection between the Vlasov
equation (4.36) and the dynamics of kinetic moments in (3.37). Assume that H = H(A), depending on
the covariant tensor fields A in T∗(Q), be the Hamiltonian function generating the dynamics of the kinetic
moments. The derivative δH/δA is an element of T(Q), we map this by κ in (4.16) to F0(T∗Q). So that we
have
(4.38) κ∗{ f , κ(δH/δA)} = ad∗δH/δA(κ
∗ f )
where the bracket on the left hand side is the canonical Poisson bracket on T∗Q whereas the coadjoint
action on the right hand side is the one (3.31) obtained by the dualization of Schouten concomitant. This
identity reads that by pulling back the solutions of the Vlasov equation, one can arrive at the solutions of
the dynamics (3.37) of the kinetic moments.
In view of Proposition 2.4, the Lie coalgebra F ∗0 (T
∗Q) has a matched pair Lie coalgebra structure given by
(4.39) F ∗0 (T
∗Q) = sˆ∗ ◮◭ nˆ∗,
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where sˆ∗ and nˆ∗ are the dual spaces of sˆ and nˆ in (4.19) and (4.20), respectively. Moreover, the dual map
(4.37) satisfies
(4.40) κ∗(sˆ∗ ◮◭ nˆ∗) = κ∗(sˆ∗) ◮◭ κ∗(nˆ∗),
where the Lie coalgebra structure on the left hand side is the one on F ∗0 (T
∗Q) whereas coalgebra on the
right hand side structure is the one on T∗Q.If we decompose a function f in F ∗0 (T
∗Q) as the direct sum of
fs in sˆ∗ and fn in nˆ∗, then the pullback of this decomposition reads that
(4.41) κ∗( fs + fn) = κ
∗( fs) + κ
∗( fn) = (ρ, M) + A,
where we have employed the decomposition in (3.29). See that, in this realization, we take κ∗( fs) = (ρ, M)
and κ∗( fn) = A.
Euler’s fuid as a subdynamics of the Vlasov plasma. We write the Euler’s fluid motion in 3.43 as a
subdynamics on F ∗0 (T
∗Q) as follows
(4.42) ad∗κ(σ,Y ) fs = { fs, κ(σ,Y )} = { fs,
(σ,Y )} = { fs, σ + Y ipi} = Y ℓ ∂ fs
∂qℓ
−
(
σ,ℓ + Y
i
,ℓpi
) ∂ fs
∂pℓ
.
where the scalar σ and the vector field Y are the ones in (3.45). Here, ad∗ is the coadjoint action of T(Q) on
T∗(Q). By employing the dual mapping κ∗ in (4.37) to the minus of the coadjoint action (4.42), we cannot
arrive at the Euler’s fluid dynamics in (3.43) directly. This pullback involves some additional terms. To
see this, consider the proof of Proposition 2.3, especially the equation (2.15). It will help us to address the
relationship between the coadjoint action on T∗Q and the coadjoint action on s∗
(4.43) ad∗κ(σ,Y ) fs = ad
∗
κ(σ,Y ) fs ⊕ b
∗
κ(σ,Y ) fs,
where ad∗ (italic) is the coadjoint action of sˆ on sˆ∗, whereas b∗
κ(σ,Y )
fs is the cross action resulted with an
element in nˆ∗. Under the light of the inclusion property in (2.42), we employ the dual operation κ∗ in (4.37)
to the equation (4.43) to see that these terms are indeed
κ∗(ad∗κ(σ,Y ) fs) = ad
∗
(σ,Y )(κ
∗( fs)) = ad
∗
(σ,Y )(ρ, M)
κ∗ ◦ b∗κ(σ,Y ) fs = b
∗
(σ,Y )(κ
∗( fs)) = b
∗
(σ,Y )(ρ, M) = M ⋆ σ
(4.44)
where, in the second line, we have applied the first identity in (2.43) and then the computation in (3.65).
This observation says that choosing the first two moment is plasma-to-fluid map but, one can employ more
moments to this subdynamics and the result is not trivial. This is a direct manifestation of the matched
pair decomposition since the second term b∗
κ(σ,Y )
fs is due to the right action of nˆ on sˆ. For non interacting
system (and for the present case, trivial right action), there will be no such term in this pullback operation.
We will se the the effect of the left action of sˆ on nˆ in the upcoming paragraph.
Higher order (> 2) kinetic moments as a subdynamics of the Vlasov plasma. As one may easily recall
that, in (3.51), we have shown the dynamics of higher order (> 2) kinetic moments. Similar to the discussion
done in the previous paragraph, we establish how this dynamics can be represented as a subdynamics of
the Vlasov equation (4.36). We first consider the coadjoint action ad∗ of T(Q) on T∗(Q) by restricting our
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attention on κ(X) ∈ nˆ and fn ∈ nˆ∗ that is,
ad∗κ(X) fn = { fn, κ(X)} = { fn, X̂} = { fn,
∞∑
k=2
X
i1...ik (q)pi1 . . . pik }
=
∞∑
k=2
(
k
∂ fn
∂qℓ
X
i1...ik−1ℓpi1 . . . pik−1 −
∂ fn
∂pℓ
X
i1...ik
,ℓ
pi1 . . . pik
)
,
(4.45)
where we have used the image space (4.20). As in the previous case, the dual mapping κ∗ maps the coadjoint
action (4.45) to the coadjoint action (3.47) along with some additional terms. So, the dynamics of higher
order kinetic models is only a subset of this pullback. To see this, we refer the proof of Proposition 2.3 one
more time, especially to the equation (2.21). Thus, the relationship between the coadjoint action on T∗Q
and the coadjoint action on n∗
(4.46) ad∗κ(X) fn = −a
∗
κ(X) fn ⊕ ad
∗
κ(X) fn,
where ad∗ (italic) is the coadjoint action of nˆ on nˆ∗, whereas a∗
κ(X)
fn is the cross action resulted with an
element in sˆ∗. Under the light of the inclusion property in (2.42), we employ the dual operation κ∗ in (4.37)
to the equation (4.46) to see that these terms are
κ∗ ◦ a∗κ(X) fn = a
∗
X ◦ κ
∗ fn = a
∗
XA = −
( ∞∑
k=2
(
X
k+1 ∗ Ak + divX
k+1
yAk
)
,
∞∑
k=2
(
LXkAk + divX
k
yAk
) )
κ∗ ◦ ad∗κ(X) fn = ad
∗
X ◦ κ
∗ fn = ad
∗
XA.
(4.47)
where, in the first line, we have applied the second identity in (2.43) and then the computation in (3.66).
Matched pair decomposition of the Vlasov equation. We are ready now to identify each term in the
matched pair decomposition of the Vlasov equation (4.36). Let us first write the matched decomposition
of the dynamics by properly modifying the generic decomposition in (2.37) to the present case. For a
Hamiltonian functional H = H( fs, fn) we have that
dfs
dt
= −ad∗δH
δ fs
( fs)︸                ︷︷                ︸
Euler’s fluid on s∗
+ fs
∗
⊳
δH
δ fn︸    ︷︷    ︸
action of n
+ a∗δH
δ fn
fn︸ ︷︷ ︸
action of s
,
dfn
dt
= −ad∗δH
δν
( fn)︸                ︷︷                ︸
Higher moments on nˆ∗
−
δH
δ fs
∗
⊲ fn︸     ︷︷     ︸
action of s
− b∗δH
δ fs
fs︸︷︷︸
action of n
.
(4.48)
Here, the first terms on the right hand sides are the isomorphic copies of the dynamics on the Euler’s fluid
and the dynamics on the higher order moments, respectively. The thirds terms on the right hand sides of
the equations are those analysed in (4.47) and (4.44), respectively. So there remains to analyse the second
terms on the right hand sides. Recall that κ∗ fs = (ρ, M) and κ∗ fn = A, and referring to the commutations
of the dual maps and the dual actions in (2.48), we compute
(4.49) κ∗( fs
∗
⊳
δH
δ fn
) = (κ∗ fs)
∗
⊳
δ(H ◦ κ)
δA
= (ρ, M)
∗
⊳
δ(H ◦ κ)
δA
= (−X2 ∗ M − divX2M, 0),
where we used the calculation in (3.53) under the identification
(4.50)
δ(H ◦ κ)
δA
=
∞∑
k=2
X
k.
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Similarly, by (2.48), we have
κ∗
(δH
δ fs
∗
⊲ fn
)
=
( δ(H ◦ κ)
δρ
,
δ(H ◦ κ)
δM
) ∗
⊲ κ∗( fn) =
( δ(H ◦ κ)
δρ
,
δ(H ◦ κ)
δM
) ∗
⊲ A
=
(
L δ(H◦κ)
δM
A2 + div(
δ(H ◦ κ)
δM
)A2,
∞⊕
m=3
(
L δ(H◦κ)
δM
Am + div
δ(H ◦ κ)
δM
Am + Am-1 ⋆
δ(H ◦ κ)
δρ
) )
,
(4.51)
where ⋆ notation is the one in (3.20). Here, we used the calculation in (3.57). As a final comment we say
that dual mapping κ∗ maps the the matched pair realization of the Vlasov dynamics (4.48) to the matched
pair dynamics of the kinetic moments (3.75). Notice that, in accordance with Proposition (2.54), each term
in the decomposition (4.48) projects to the corresponding term in (3.75).
5. Matched Pair Analysis of the Momentum-Vlasov Equations
In this section, we give the matched pair decomposition of the Hamiltonian vector fields. Later, we present
a matched pair analysis of, so called, the momentum-Vlasov equation (1.19).
5.1. Decomposition of Hamiltonian Vector Fields.
In this subsection, we exhibit various different but equivalent realizations of matched pair decomposition of
the space of Hamiltonian vector fields. A basic way to arrive at this goal is to employ the isomorphism (4.8)
directly to Proposition 4.30. So that, we only need to take the quotient of the equality (4.30) with respect to
the constants. This, with a slight abuse of notation, gives that
(5.1) F (T∗Q)/R  m∞
Q×{0} ⋊
(
sˆ ⊲⊳ nˆ
)
/R  m∞
Q×{0} ⋊
(
(sˆ/R) ⊲⊳ nˆ
)
.
since a nonzero constant function fails to be a flat function. Here, sˆ and nˆ are the subspaces introduced in
Proposition 4.2. In the light of Remark 4.5, we are focusing on Hamiltonian vector fields generated by the
Hamiltonian functions in F0(T∗Q) = F (Q)[[p]]. Thus we have
(5.2) F0(T
∗Q)/R  sˆ/R ⊲⊳ nˆ
The space of Hamiltonian vector fields is isomorphic to the decomposition in (5.2). Now we want to
establish this decomposition in terms of the vector fields. To do this, we first introduce a geometric operator
called generalized complete cotangent lift.
Generalized complete cotangent lift (GCCL). Composing the mapping in (4.5), from the space F (T∗Q)
of smooth functions to the Hamiltonian vector fields X(T∗Q) on T∗Q, with the hat map (4.16), we arrive at
a homomorphism,
(5.3) GCCL : ϕ ◦ κ = TQ −→ Xham (T
∗Q) , X =
∞∑
k=0
X
k 7→ −X
Xˆ
:= −
∞∑
k=0
X
Xˆk
which we call generalized complete cotangent lift (GCCL). We note that (5.3) takes a contravariant tensor
field X on Q to the Hamiltonian vector field X
Xˆ
corresponding to the Hamiltonian function Xˆ in the
polynomial form (4.15), see also [12, 58]. In the Darboux’ coordinates, GCCL of a single tensor field Xk is
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the Hamiltonian vector field given by
(5.4) GCCL(Xk) = −X
Xˆk
= −kpi1pi2 ...pik−1X
i1...ik−1ℓ∂qℓ + pi1 pi2 ...pik
∂Xi1i2...ik
∂qℓ
∂pℓ .
Being the composition of two Lie algebra homomorphims, GCCL is a Lie algebra homomorphism. We
record this in the following lemma.
Lemma 5.1. The generalized complete cotangent lift (5.3) is a Lie algebra homomorphism, that is,
(5.5) GCCL [X,Y]S = [GCCL(X),GCCL(Y)]X ,
where [•, •]S is the Schouten concomitant (3.3) of tensor fields, and [•, •]X is the opposite Jacobi-Lie bracket
of vector fields.
GCCL of s and n. We now exhibit the image of the constitutive Lie subalgebras s and n in the matched pair
decomposition of TQ in Proposition 3.1 under GCCL. On F (Q) the mapping (5.3) descents to the natural
inclusion of F (Q) into the space F (T∗Q), see (4.19), so that the GCCL takes the particular form
(5.6) F (Q) −→ Xham (T
∗Q) , σ 7→ −Xσˆ = σ,i∂pi .
We note that the Lie bracket of the vector fields on the image of (5.6) vanishes, so the image space is a
trivial Lie algebra. Such vector fields generate the gauge invariance of the canonical Hamiltonian structure
on T∗Q. On the space of one-contravariant tensor field on Q, that is the space of vector fields X(Q), GCCL
reduces to the negative of the complete cotangent lift of the vector fields, that is
(5.7) X(Q) −→ Xham (T
∗Q) , Y = X i∂qi 7→ −XYˆ = −X
i∂qi + pj X
j
,i∂pi,
see for instance [11, 51, 69]. X
Ŷ
is the infinitesimal generator of the right action of the diffeomorphism
group Di f f (Q) on T∗Q. X
Ŷ
is a Hamiltonian vector field with momentum function Ŷ (q, p) = −piX i(q)
[46]. Combining (5.6) and (5.7), we arrive at the restriction of GCCL on the semi-direct sum Lie algebra s,
that is,
(5.8) s −→ sc := GCCL(s), (σ,Y ) 7→ −Xσˆ − XŶ
which results with a Hamiltonian vector field whose associated Hamiltonian function being (σ,Y ) in (4.19).
Similarly, we compute the restriction of GCCL to the Lie subalgebra n as follows
(5.9) n −→ nc := GCCL(n), X =
∞∑
k=2
X
k 7→ −XXˆ := −
∞∑
k=2
X
Xˆk
which is the sum of Hamiltonian vector fields X
Xˆk
whose associated Hamiltonian functions are Xˆk given in
(4.15). Notice that, XXˆ is the Hamiltonian vector field for Hamiltonian function Xˆ in (4.19).
Let us now note that all Hamiltonian vector fields in the image of GCCL are those generated by the functions
in the subalgebra F0(T∗Q) of F (T∗Q). Accordignly, let Xham,0(T∗Q) ⊆ Xham(T∗Q) be the subalgebra of the
Hamiltonian vector fields generated by the non-flat functions on T∗Q.
Proposition 5.2. Let the pair (sc, nc) of Lie algebras be the ones given by (5.8) and (5.9), and similarly let
(sˆ, nˆ) be the pair of Lie algebras of (4.19) and (4.20). Then, the space of Hamiltonian vector fields generated
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by non-flat smooth functions on T∗Q admits a matched pair decomposition given by
(5.10) Xham,0(T
∗Q)  sc ⊲⊳ nc  (sˆ/R) ⊲⊳ nˆ.
Proof. It suffices to observe that (4.16) is already an isomorphism, whereas (4.5) has a kernel (the constants)
that in the subalgebra F0(T∗Q) ⊆ F (T∗Q). More precisely, regarding the matched pair decomposition of
F0(T
∗Q) established by Proposition 4.2, this kernel lies in sˆ. Hence, the claim follows. 
Let us present the result of Proposition 5.2 by computing the mutual actions for future reference. Notice
that, the decomposition in (5.10) asserts that a Hamiltonian vector field −Xh can be written as a two tuple
(5.11) − Xh = GCCL((σ,Y ) ⊕ X) = (−X(σ,Y ),−XXˆ),
for some (σ,Y ) ⊕ X in s ⊲⊳ n. See that the first vector field −X(σ,Y ) is minus of the Hamiltonian vector
field generated by a Hamiltonian function (σ,Y ) whereas −XXˆ is minus of the Hamiltonian vector field
corresponding to a Hamiltonian function Xˆ. We now derive the mutual actions of these vector fields on
each other. Recall the action of Xk, for k > 2, on (σ,Y ) given in (3.14). This reads that Xk acts on (σ,Y )
trivially if k > 3. If k = 2, then we have that X2 ⊲ (σ,Y ) equals to [X2, σ] so that
(5.12) − X
Xˆk
⊲ (−X(σ,Y )) = XXˆk ⊲ (X(σ,Y )) = −X Xk⊲(σ,Y ) =

−X[X2,σ], if k = 2
0, otherwise
,
where we have employed the first identity in (2.5) in the third equality. So that if X =
∑∞
k=2 X
k then
(5.13) XXˆ ⊲ X(σ,Y ) = −X[X2,σ].
Similarly, recall the action of (σ,Y ) on X in (3.15). We compute
(5.14) − XXˆ ⊳ (−X(σ,Y )) = XXˆ ⊳ X(σ,Y ) = −X X⊳(σ,Y ) =
∞∑
n=2
(
XLYXn − X [Xn+1,σ]
)
,
where we have employed the second identity in (2.5) in the third equality. It becomes now a direct
computation to check the compatibility conditions in (2.2).
As a result we arrive at three Lie algebras; the symmetric contravariant tensor fields TQ equipped with the
Schouten Concomitant, the space of p-polynomials F (Q)[[p]] equipped with the opposite Poisson bracket,
and finally the Hamiltonian vector fields Xham,0(T∗Q) generated by non-flat functions equipped with the
opposite Jacobi-Lie bracket. All these three algebras are related via Lie algebra homomorphisms and they
all admit matched pair decompositions. To summarize, we have the following diagram.
(5.15) TQ
κ

GCCL
&&
Prop. 3.1
s ⊲⊳ n
κ

F0(T
∗Q)
ϕ

Prop. 4.2 & Remark 4.5
sˆ ⊲⊳ nˆ
ϕ

Xham,0(T
∗Q)
Prop. 5.2
sc ⊲⊳ nc sˆ/R ⊲⊳ nˆ
where the mapping in κ is the hat map in (4.16), and the mapping ϕ is the one in (4.5)
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5.2. The m-Vlasov Equations.
Being a vector space, Xham(T∗Q) admits a linear algebraic dual, which we denote byX∗ham (T
∗Q). An element
of the dual of space is a one-form density Π ⊗ µ on T∗Q, where Π is a one-form on T∗Q, and µ stands
for the symplectic volume on T∗Q. In order to arrive at the precise definition of X∗ham (T
∗Q), we require a
nondegenerate L2 pairing, [28].
Proposition 5.3. The linear dual of the Lie algebra Xham (T∗Q) of Hamiltonian vector fields is
(5.16) X∗ham (T
∗Q) = {Π ⊗ µ ∈ Λ1(T∗Q) ⊗ Den(T∗Q) : divωQΠ
♯
, 0}.
Proof. It suffices to observe, along the lines below, that the following L2-pairing is nondegenerate. Indeed,
〈Xh,Π ⊗ µ〉 =
∫
T ∗Q
〈Xh,Π〉 µ = −
∫
T ∗Q
〈
dh,Π♯
〉
µ = −
∫
T ∗Q
ιΠ♯ (dh) dµ
= −
∫
T ∗Q
dh ∧ ι
Π
♯
f
µ =
∫
T ∗Q
hdιΠ♯ µ =
∫
T ∗Q
h
(
divωT ∗QΠ
♯
)
µ,
where we use the musical isomorphism ω♯
Q
: Π → Π♯ induced from the symplectic two-form ωQ , and
we apply the integration by parts. The non-degeneracy of the pairing follows from divωT ∗QΠ
♯ being
non-zero. 
This characterization of the dual space leads to the following notation where we identify a one-form with a
function
(5.17) Π −→ f := −divωQΠ
♯, Πidq
i
+ Πidpi 7→
∂Πi
∂pi
−
∂Πi
∂qi
.
As such, we shall refer the one-form Π as Π f in order to emphasize the function. Let us note that the
mapping (5.17) is in fact the transpose of the Lie algebra homomorphism (4.5). Since duals of Lie algebra
homomorphisms are Poisson and momentum mappings [51], then so does (5.17).
The Momentum-Vlasov equation. An intermediate level of equations, namely the momentum-Vlasov
equations, has been introduced in [28]. This intermediate system admits a Hamiltonian formulation as
well, and is connected to the classical Hamiltonian formalism of the Vlasov dynamics by means of the
Poisson mapping (5.17), see [52]. In this intermediate level, Lie algebra of the configuration group is the
space Xham(T∗Q) of Hamiltonian vector fields, instead of the function space. Hence, the coadjoint action
of Xham(T∗Q) of its dual X∗ham(T
∗Q) is needed. For a Hamiltonian vector field Xh, this coadjoint action is
computed to be
(5.18) ad∗Xk : X
∗
ham(T
∗Q) 7→ X∗ham(T
∗Q), Π f 7→ −LXkΠ f ,
where L stands for the Lie derivative.
We shall consider the Lie-Poisson dynamics on the dual space generated by the Hamiltonian vector field
−Xh = ϕ(h) as the image of the total energy h = p2/2 + eφ under the Lie algebra homomorphism (4.5). As
such, the Lie-Poisson dynamics is defined to be
(5.19)
dΠ f
dt
= −ad∗
(−Xh )
Π f = −LXhΠ f .
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The system in (5.19) is called the momentum-Vlasov (which will be abbreviated as m-Vlasov) equations
[15, 28]. In Darboux’ coordinates, if Π f = Πidqi + Πidpi , then the momentum-Vlasov equations (5.19)
takes the particular form
dΠi
dt
= −Xh(Πi) + e
∂2φ
∂qi∂q j
Π j
dΠi
dt
= −Xh(Π
i) −
1
m
δi jΠ j,
(5.20)
where the terms Xh(Πi) and Xh(Πi) denote the directional derivatives of the coefficient functions. Under
the light of the identity (2.53), to arrive at the Vlasov equation (1.4) in its very classical formulation, one
only needs to employ the substitution Π f 7→ f in (5.17) defining the density function f into the momentum-
Vlasov (5.20). In this section, we shall show how the Lie-Poisson dynamics (5.20) can be analysed by
decomposing it as a matched pair. However, further comments on the importance of the momentum-Vlasov
equations are in order.
Kinetic moments of the Vlasov plasma. Being the dual of a Lie algebra homomorphism, the dual of GCCL
is a momentum and Poisson mapping. Explicitly, the dual mapping is given by
(5.21) GCCL∗ : X∗ham (T
∗Q) −→ T∗Q, Π f 7→
∞⊕
k=0
∫
T ∗pQ
(
θk−1
Q
⊗ ϑ
)
d3p,
where θk−1
Q
is the (k − 1)-th tensor power of the canonical one form θQ , and it is assumed that θ−1Q := 1.
Here, ϑ is a one-form on T∗Q given locally by
ϑ = −
(
kΠi +
∂Π j
∂q j
pi
)
dqi
forΠ f as given in (5.17). The first two terms of the dual mapping (5.21) defines a projection fromX∗ham (T
∗Q)
to s∗, that is,
(5.22) ρ (q) = −
∫
T ∗qQ
∂Πi
∂qi
d3p, Mi(q) = −
∫
T ∗qQ
(
Πi + pi
∂Π j
∂q j
)
d3p
where ρ is a real valued function on Q and M = Mi (q) dqi is a differential one-form on Q. If we substitute
the Poisson mapping π f 7→ f given in (5.17) into the kinetic moments (5.21) then we arrive at the kinetic
moments, exhibited in (1.8), of the (plasma density) function f = f (q, p) in the classical form. For the
dynamics of the kinetic moments of the density function, we refer the reader to a list [23, 24, 25] of
publications which also have motivational importance for the present paper. In the density formulation, the
first two moments (5.22) are called plasma-to-fluid map in momentum formulation [51].
5.3. Decomposition of the m-Vlasov equations.
We have presented the matched pair decomposition of the Hamiltonian vector fields Xham,0(T∗Q) generated
by non-flat functions in Proposition 5.2. Accordingly, X∗ham,0(T
∗Q) being the dual space, Proposition 2.4
reveals its matched pair Lie coalgebra structure.
Proposition 5.4. The dual space X∗ham,0(T
∗Q) of Xham,0(T∗Q) is a matched pair of Lie coalgebras given by
(5.23) X∗ham,0(T
∗Q)  (sc)∗ ◮◭ (nc)∗  (sˆ/R)∗ ◮◭ (nˆ)∗.
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Being the transpose of a Lie algebra homomorphism, themappingGCCL∗ respects the Lie coalgebra matched
pair structure. That is, it follows from Proposition 3.5 and Proposition 5.4 that
(5.24) GCCL∗ : X∗ham,0(T
∗Q)  (sˆ/R)∗ ◮◭ (nˆ)∗ −→ T∗Q = s∗ ◮◭ n∗.
In other words, we have the following diagram.
(5.25) T∗Q
Prop. 3.5
s∗ ◮◭ n∗
F ∗0 (T
∗Q)
κ∗
OO
Prop. 4.39
sˆ∗ ◮◭ nˆ∗
κ∗
OO
X∗ham,0(T
∗Q)
ϕ∗
OO
GCCL∗
88
Prop. 5.4
(sˆ/R)∗ ◮◭ (nˆc)∗
ϕ∗
OO
(sc)∗ ◮◭ (nc)∗
Euler’s fluid as a subdynamics of m-Vlasov system. Instead of this classical approach, we can perform
an alternative realization of the compressible isentropic fluid flow using the generalized complete cotangent
lift presented in Subsection 5.1, and the m-Vlasov equation (5.26). Let us start an element (σ,Y ) in s, then
we employ the generalized complete cotangent lift in order to arrive at the Hamiltonian vector field Xs
h
.
This reads the Hamiltonian vector field X(σ,Y ) on T∗Q corresponding to the Hamiltonian function (σ,Y ),
see (5.8). In this case, the momentum Vlasov equation (5.26) reduces to
(5.26)
dΠs
f
dt
= −LX(σ,Y)Π
s
f .
Here, in terms of the Darboux’ coordinates, the Hamiltonian vector field X(σ,Y ) is computed to be
(5.27) X(σ,Y ) = Y ℓ∂qℓ − (σ,ℓ + pkY k,ℓ )∂pℓ .
Further, by taking Πs
f
= Πidq
i
+ Πidpi , the Lie-Poisson equations (5.26) become
ÛΠ j = −Y
i
, jΠi + (σ,i j + pkY
k
,i j )Π
i − X(σ,Y )(Π j)
ÛΠ j = Y
j
,iΠ
i − X(σ,Y )(Π j)
(5.28)
We call the system of equations given in (5.28) as momentum-Euler (m-Euler in short) equations [12].
Now, let us analyse this system of equations. Back-substitution of m-Vlasov to fluid map in (5.22) into the
m-Euler equations (5.28) results with the system of equations (3.43), if δH/δρ = σ and δH/δM = Y .
More generally we have the following hierarchy of Poisson maps copied from the left wing of the diagram
(5.25):
(5.29) T∗Q F ∗0 (T
∗Q)
κ∗oo X∗ham,0(T
∗Q)
ϑ∗oo
GCCL∗
uu
Let us apply this hierarchy to the coadjoint action governing the m-Euler equation (5.28) that is,
GCCL∗ ◦ ad∗−X(σ,Y) Π
s
f = κ
∗ ◦ ϑ∗(ad∗−X(σ,Y) Π
s
f ) = κ
∗ ◦ ad∗(σ,Y ) ϑ∗Πsf
= κ∗ ◦ ad∗(σ,Y ) fs = ad∗(ρ,Y ) ◦κ∗( fs)
= ad∗(σ,Y )(ρ, M) = ad
∗
(σ,Y )(ρ, M) ⊕ b
∗
(σ,Y )(ρ, M),
(5.30)
where it is taken that ϑ∗(Πs
f
) = fs and κ∗( fs) = (ρ, M).
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Higher order kinetic moments as a subdynamics of the m-Vlasov system. We now map the dynamics
(3.51) of the kinetic moments of the momentum-Vlasov equations to the framework of Hamiltonian vector
fields. We achieve this by means of the generalized complete cotangent lift, abbreviated as GCCL, in (5.3).
To this end, start with a symmetric covariant tensor field Xk where k is being > 2. Then, in Darboux’
coordinates, the Hamiltonian vector field X
X̂k
, computed to be GCCL(X̂k), reads
(5.31) X
X̂k
= kXi1...ik−1ℓpi1 . . . pik−1∂qℓ − X
i1...ik
,ℓ
pi1 . . . pik−1∂pℓ .
Referring to this Hamiltonian vector field, the coadjoint motion given in (5.26) takes the particular form
(5.32)
dΠ f
dt
= −LX
X̂k
Π f ,
which is computed locally as
ÛΠ j = −kX
i1...ik−1ℓpi1 . . . pik−1Πℓ + X
i1...ik
,ℓ j
pi1 . . . pikΠ
ℓ − X
X̂k
(Π j),
ÛΠ j = −k(k − 1)Xi1 ...ik−2ℓ jpi1 . . . pik−2Πi + kX
i1...ik−1 j
,ℓ pi1 . . . pik−1Π
ℓ − X
X̂k
(Π j).
(5.33)
Let us now generalize to this discussion for an element X in n∗ considered to be the sum Σk>2Xk. Then, we
write the coadjoint motion as
(5.34)
dΠn
f
dt
= −L∗X
X̂
Π f = −
∞∑
k=2
LX
X̂k
Π f ,
where X
X̂
is the Hamiltonian vector field in (5.9) computed as GCCL(X). Therefore, in coordinates, we
obtain (5.34) by simply collecting the dynamics in (5.33) for k > 2, that is
ÛΠ j = −
∞∑
k=2
kXi1...ik−1ℓpi1 . . . pik−1Πℓ +
∞∑
k=2
X
i1...ik
,ℓ j
pi1 . . . pikΠ
ℓ − X
X̂
(Π j),
ÛΠ j = −
∞∑
k=2
k(k − 1)Xi1...ik−2ℓ jpi1 . . . pik−2Πi +
∞∑
k=2
kX
i1...ik−1 j
,ℓ pi1 . . . pik−1Π
ℓ − X
X̂
(Π j).
(5.35)
Referring to the Poisson hierarchies in (5.29),we pull the coadjoint action generating the dynamics (5.35)
as follows:
GCCL∗ ◦ ad∗−X
Xˆk
Πnf = κ
∗ ◦ ϑ∗ ◦ ad∗−X
Xˆk
(Πnf ) = κ
∗ ◦ ad∗
Xˆk
◦ϑ∗(Πnf )
= κ∗ ◦ ad∗
Xˆk
fn = ad
∗
Xk
◦κ∗( fn)
= ad∗
Xk
(
∞⊕
m=2
Am) =
∞⊕
m=2
(
− a∗
Xk
Am ⊕ ad
∗
Xk
Am
)(5.36)
where we take κ∗ fn = ⊕∞m=2Am.
Matched pair decomposition of the m-Vlasov Equations. We record finally the decomposition
dΠs
f
dt
= −ad∗δH
δΠs
f
Πsf︸                  ︷︷                  ︸
Euler’s fluid on s∗
+Πsf
∗
⊳
δH
δΠn
f︸       ︷︷       ︸
action of n
+ a∗δH
δΠn
f
Πnf︸   ︷︷   ︸
action of s
,
dΠn
f
dt
= −ad∗δH
δν
Πnf︸                 ︷︷                 ︸
Moments on n∗
−
δH
δΠs
f
∗
⊲ Πnf︸       ︷︷       ︸
action of s
− b∗δH
δΠs
f
Πsf︸   ︷︷   ︸
action of n
.
(5.37)
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for the m-Vlasov equation (5.26). Applying the dual mapping θ∗, this system reduces to the matched pair
decomposition of the Vlasov equation in (4.48), and applying the dual mapping GCCL∗ we arrive at the
matched pair decomposition of kinetic moments in (3.76).
6. Conclusions and Discussion
We have stated and proved novel results such as the (matched pair) decompositions of the Vlasov equation,
along with the dynamics of its kinetic moments. More precisely; in Proposition 3.1, we proposed a matched
pair Lie algebra decomposition of the symmetric contravariant vector fields. In Lemma 3.6, and Lemma
3.7, we computed the induced dual actions, while in Lemma 3.8 we obtained the induced cross actions. We
exhibit the matched pair decomposition of the dynamics of kinetic moments in Eq.(3.75). In Section 4,
a Lie algebra homomorphism from the symmetric contravariant tensor fields to the p-polynomials on the
cotangent bundle is obtained. Matched pair decomposition of the p-polynomials was given in Proposition
4.2. This led to the decomposition of F (T∗Q) stated in Proposition 4.4. On the dual picture, we have
presented the matched pair decomposition of the Vlasov equation in (4.48). In order to transfer all these
discussions to the level of Hamiltonian vector fields and m-Vlasov equations, a Lie algebra homomorphism,
GCCL, has been introduced in (5.3). Accordingly, the matched pair decomposition of Hamiltonian vector
fields has been derived in Proposition 5.2. Thus, we could realize the m-Vlasov equations (5.20) as a
matched pair Lie-Poisson system in (2.37). For the relation with the matched pair Lie algebras we refer the
reader to the commutative diagram (5.15), while for the relation with the matched pair Lie-Poisson spaces,
we refer (5.25).
Below, we shall state some parallel works and some open problems related with the discussions done in the
present paper.
Cocycle double cross sum Lie algebras. 10-moment approximations. BBGKY hierarchy. Let us note that
TQ can be written as a (vector space) direct sum
(6.1) TQ =
a∑
k=0
TkQ ⊕
∞∑
k=a+1
TkQ,
for all integers a. In Proposition 3.1, it is established that, the direct sum (6.1) turns out to be a matched
pair for a = 1. Similarly, one can show that the direct sum (6.1) is a matched pair for a = 0 as well, though,
in the latter case the Lie bracket on the first constitutive subalgebra T0Q = F (Q) is trivial.
On the other hand, for a > 2 the decomposition (6.1) fails to be a matched pair Lie algebra decomposition
as the subspace
∑a
k=0 T
kQ is no longer a Lie subalgebra of TQ. However, it was observed in [2] that these
“extended” decompositions for a > 2 are also Lie algebras, that we call “cocycle double cross sum” Lie
algebras in [13]. Such extended structures provide a unifying generalization of both the matched pair Lie
algebras, and the 2-cocycle extensions of Lie algebras. What we also observe in [13] is that among other
examples of cocycle double cross sum Lie algebras are the enveloping algebras of Lie-Yamaguti algebras
[35, 36, 68], and that the universal enveloping algebra of a cocycle double cross sum Lie algebra is a
Brzeziński crossed product (with a coalgebra), [7].
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The algebraic/geometric analysis of the decomposition of the kinetic moments, that corresponds to degrees
a > 2 in (6.1), seems also a promising research area in fluid and plasma theories. For instance, the case
a = 2, one has 10-moment kinetic theory [12] which paves the way towards to whole Grad hierarchy [26]
including the entropic moments [27]. We refer to [39, 60, 61] for a collection of related works on the kinetic
moments.
The cocycle double cross sumLie algebra construction of [13]may havemore applications in plasma physics.
A Hamiltonian analysis of well-know BBGKY (Bogoliubov-Born-Green-Kirkwood-Yvon) hierarchy of the
plasma dynamics [8] has been achieved in [47], wherein the dynamics of the hierarchy is written as a
Lie-Poisson equation. This Lie-Poisson framework does not admit a matched pair decomposition, hence it
lies outside of the scope of the present paper, however it fits into the cocycle double cross sum decomposition
we propose in [13].
Decomposition of the Euler-Poincaré realization of the geodesic Vlasov equation. A pure quadratic
Lagrangian functional on the space Xham(T∗Q) of Hamiltonian vector fields was introduced in [32]. Then
referring to this metric, the geodesic Vlasov equation has been studied in the Euler-Poincaré formalism. On
the other hand, we proposed a matched pair decomposition of Euler-Poincaré equations in [21]. Using the
matched pair decomposition of Hamiltonian vector fields in Subsection 5.1, it is possible to apply the theory
in [21] to the geodesic Vlasov equation. Moreover, it is then natural to connect this Lagrangian picture to the
Hamiltonian one by a proper and non-degenerate (thanks to the quadraticity of the Lagrangian) Legendre
transformation. A similar, but relatively harder problem (one with the regularity of the Lagrangian is not
assumed) is posed in the following paragraph.
The (inverse) Legendre transformation of the Vlasov plasma. The problem of finding a Legendre transfor-
mation between the Euler-Poincaré and Lie-Poisson formulations of the Poisson-Vlasov equations cannot
be achieved in a straightforward manner, as a result of the degeneracy of the Hamiltonian function(al). One
way to overcome this difficulty is to use the Tulczyjew’s triplet which allows the Legendre transformation
for singular systems as well, [66]. For the particular form of the Tulczyjew’s triplet for Lie groups, which is
initiated by the same motivational question, we refer the reader to [16, 17], see also [70]. The matched pair
strategy may, on the other hand, be used to construct a proper Tulczyjew’s triplet for the Vlasov plasma.
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