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Über die orthogonalen Funktionen. I. 
Von KÂROLY TANDORI in Szeged. 
Einleitung. ') 
D . MENCHOFF [ 1 ] und H . RADEMACHER [ 1 ] haben den folgenden Satz 
bewiesen: 
Wenn die Koeffizientenfolge {a,.} die sogenannte Menchoff—Rademacher-
sehe Bedingung 
CO 
( 1 ) ^ fl* log*/7 < <*> 
n=2 
erfüllt, ist die orthogonale Reihe 
OD 
(2) 2ancpn(x) 
n = 0 
für jedes orthonormierte Funktionensystem {q>n(x)} im Grundintervall fast 
überall konvergent2). 
D . MENCHOFF [ 1 ] hat auch gezeigt, daß die Bedingung ( 1 ) im allge-
meinen nicht geschwächt werden kann, in dem Sinne, daß die Faktorenfolge 
{logn} durch keine langsamer ins Unendliche konvergierende Folge 
ersetzbar ist. Nämlich gilt der folgende 
Menchoff sehe S a t z . Wenn die positive Zahlenfolge {W(n)} die 
Bedingung 
W(n)=o(\ogn) 
erfüllt, dann kann ein orthonormiertes Funktionensystem {0„(x)} und eine Koef-
Diese Arbeit enthält u. a. den ausführlichen Beweis der in den vorläufigen Mit-
teilungen [1], [2], [3] veröffentlichten Resultate, jedoch werden einige Resultate in einer 
allgemeineren Form bewiesen. 
2 ) In dieser Arbeit wird der Logarithmus mit der Basis 2 verwendet, man beschränkt 
sich nur auf reelle orthogonale Reihen und es wird angenommen, daß das Grundintervall 
endlich ist. 
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ßzientenfolge {o„} angegeben werden, für die 
CO 
2 al w\n) < °o 
1 = 0 
ist und die orthogonale Reihe 
<3) ¿ > . 0n(x) 
n=0 
im Grundintervall überall divergiert. 
Später hat D. MENCHOFF [2] gezeigt, daß in seinem Satz das Funktionen-
system {Ö>„(x)} im Grundintervall gleichmäßig beschränkt gewählt werden kann. 
In dieser Arbeit wird • mit Benützung der Grundideen von D. MENCHOFF 
zuerst die folgende Verschärfung des Menchoffschen Satzes bewiesen (Satz I): 
Es sei {#„} eine positive, monoton nichtwachsende Zahlenfolge, die die 
Bedingung 
CD 
(4) 2 a« log2 n = oo 
»=2 
erfüllt. Dann kann ein (von der Folge, {an} abhängiges) orthonormiertes Funk-
tionensystem {0n (*)} angegeben werden, für welches die Reihe (3) im Grund-
intervall überall divergiert. 
Es wird gezeigt, daß dieser Satz den Menchoffschen Satz enthält. 
Man kann leicht einsehen, daß in Satz I die Monotonität wesentlich 
ist; sonst ist die Behauptung im allgemeinen nicht gültig. Es kann nämlich 
eine positive, lakunäre Koeffizientenfolge {a„} angegeben werden, für die (4) 
erfüllt ist, dagegen 
3) 
(5) 2a"< 0 0 
n=0 
ist (es sei z. B. a 0m = A für m= 1 , 2 , . . . und a„ = 0 sonst). Dann ist aber 
2 - m 
•die orthogonale Reihe (2) für jedes orthonormierte System {ynlx)} im 
Grundintervall fast überall absolut konvergent3). 
3) Es sei nämlich {?>„ ( * ) } ein in dem Grundintervall [a, 6] orthonormiertes Funkti-
onensystem. Auf Grund von (5) ist 
b b 
\ 1/2 
2>» [\<Pn^)\dx^{b-af2 [<pl(x)dx ! =(6-a)"2Jran<oo 
n=0 J n=0 \J J n=0 a a 
und so ergibt sich mit Anwendung des B. Levischen Satzes, daß die Reihe 
J > „ I M * ) I 
*=0 
im Grundintervall fast überall konvergiert. 
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Aus Satz I ergibt sich, daß für eine positive, monoton nichtwachsende 
Koeffizientenfolge ,{an} die Menchoff-Rademachersche Bedingung nicht nur 
hinreichend, sondern auch notwendig dafür ist, daß die orthogonale Reihe (2) 
für jedes orthonormierte System {<p„(x)} im Grundintervall fast überall kon-
vergiert. 
In § 2 wird gezeigt, daß in Satz I das Funktionensystem {®n(x)} im 
Grundintervall gleichmäßig beschränkt gewählt werden kann. 
Es sei {<pn(*)} ein beliebiges, im Grundintervall [a, b]. orthonormiertes 
Funktionensystem. Ist {ß„} £ P, d. h. ist 
g? 
£ a 2 n < oo, 
• *=o 
Î an j n I die Bedingung (1) und so konvergiert 
die orthogonale Reihe 
00 a 
• S i " 9"» (x) • log n T w 
nach dem Menchoff-Rademacherschen Satz im Grundintervall fast überall. 
Mit Anwendungeines bekannten Kroneckerschen Hilfssatzes4) ergibt sich für 
die Partialsummen . der quadratisch integrierbaren Entwicklungen die folgende 
von H. RADEMACHER stammende Abschätzung: 
/S/ {Ö„} 6 P, so gilt im Grundintervall fast überall 
N 
(6) Z an <pn (x) = o (log N). 
n=0 
{Siehe H . RADEMACHER [ 1 ] , S. 122.) ' 
Es sei {/„} eine positive, monoton nichtabnehmende Zahlenfolge, die 
die Bedingung 
. _ . . N = 2 «„ 
erfüllt. Dann erfüllt sich die Bedingung (1) für die Folge |y-|. u n d s 0 kon-
vergiert die orthogonale Reihe 
v f W 
n - 0 In 
4) Der Kroneckersche Hilfssatz lautet folgenderweise. Es sei {/n} eine positive, mono-
ton nichtabnehmende, ins Unendliche konvergierende Zahlenfolge. Wenn die Reihe 
rn 
konvergent ist, dann gilt Uq + . „ + U S = o(tN) (siehe z. B . A . ZYGMUND [ 1 ] , S. 255). 
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nach dem Menchoff-Rademacherschen Satz im Grundintervall fast überall. 
Daraus ergibt sich mit Anwendung des Kroneckerschen Hilfssatzes die soge-
nannte 
R a d e m a c h e r s c h e A b s c h ä t z u n g . Wenn die positive, monoton 
nichtabnehmende Zahlenfolge {/„} die Bedingung (7) erfüllt, dann gilt im 
Grundintervall fast überall 
(8) Z<Pn(x) = o(b). 
n=0 
(Siehe in weniger scharfer Form, nämlich mit der Abschätzung o (1/N log*** N) 
(e>0) statt o(lN), bei H . RADEMACHER [1 ] , S. 1 2 2 . ) 
In § § 3 — 4 wird mit Hilfe des Menchoffschen Satzes bzw. mit der von 
uns gegebenen Verallgemeinerung bewiesen, daß die Abschätzungen (6) und (8) 
im allgemeinen nicht verbessert werden können. 
Es sei {*„} eine positive, monoton nichtabnehmende Zahlenfolge, die 
die Bedingung 
(9) i j r < 
.. n=0 
erfüllt. Dann ist 
o 
® | r ® J 
n=0 J n=0 Art 
a 
und so ergibt sich mit Anwendung des B. Levischen Satzes, daß die Reihe 
CD 2 / \ 
V- <pn(x) 
"=0 f n 
• fea 
im Grundintervall fast überall konvergiert. Daraus erhalten wir mit Anwen-
dung des Kroneckerschen Hilfssatzes die folgende Abschätzung: 
Wenn die positive, monoton nichtabnehmende Zahlenfolge {¿„} die Bedin-
gung (9) erfüllt, dann ist im Grundintervall fast überall 
( 1 0 ) • i > ; ( x ) = 0 ( & ) . 
n=0 
(Siehe in weniger scharfer Form, mit der Abschätzung o(JVlog1+eJV) ( t > 0 ) 
statt o(A;v), bei S. KACZMARZ [1], S. 99.) 
Von der Abschätzung (10) ergibt sich die folgende Behauptung: 
Wenn die positive, monoton nichtabnehmende Zahlenfolge {¿„} die Bedin-
gung (9) erfüllt, dann ist im Grundinteivall fast überall 
(11) <ps(x) = o(A.v). 
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In § 5 wird gezeigt, daß die Abschätzungen (10) und (11) im allge-
meinen nicht verbessert werden können. 
Betrachten wir nun die Lebesgueschen Funktionen 
» 
.V 
LN(X)= F ¿>«(X)<M0 
J n=0 
dt ( A T = 0 , 1 , . . . ) , 
die zu den Partialsummen der Entwicklungen nach dem in dem Grundin-
tervall [a,b\ orthonormierten Funktionensystem {«¡P*(.X)} gehören. Nach der 
Bunjakowski-Schwarzschen Ungleichung ist . 
b 
J ZMx)<pn(t) tf/ S ( f t — ( 9 » « ( 0 
CT a 
und so gilt im Grundintervall überall 
( 1 2 ) . ^ ^ - ^ ( ¿ ^ w ) 1 ' " ( i V = o , i , . . . > . 
Daraus ergibt sich auf Grund von (10) die folgende Abschätzung: 
Wenn die positive, monoton nichtabnehmende Zahlenfolge {ln} die Bedin-
gung (9) erfüllt, dann ist im Grundintervall fast überall 
( 1 3 ) Lx(x) = o (¿.v). 
(Siehe in weniger scharfer Form, mit der Abschätzung o(l'rJvTogUE N) (S > 0) 
statt o(ky),- bei S . KACZMARZ [1] , S . 9 9 . ) 
In speziellen Fällen kann die Abschätzung (13) verschärft verden: 
Ist das Funktionensystem {</?„(*)} im Grundintervall gleichmäßig be-
schränkt; oder sind die Lebesgueschen Funktionen des Systems im Grundinter-
vall fast überall konstant, so gilt im Grundintervall überall, bzw. fast überall 
<14) LK(x) = 0(N'•*). 
» 
{Siehe S. KACZMARZ [1] , S. 9 9 . und H. RADEMACHER [1] , S. 1 3 0 . ) 
Der erste Teil der Behauptung ist aus der Ungleichung (12) evident, 
der zweite Teil kann mit einer einfachen Rechnung bewiesen werden. In § 6 
wird mit Anwendung der Ergebnisse von H. .RADEMACHER gezeigt, daß die 
Abschätzung (13) im allgemeinen nicht verbessert werden kann. Daß die 
Abschätzung (14) im allgemeinen nicht verbessert werden kann, wurde von 
H . RADEMACHER bewiesen. Das Rademachersche System {/"„(*)} ist nämlich 
im Intervall [0 ,1] gleichmäßig beschränkt, die Lebesgueschen Funktionen 
sind im Grundintervali fast überall je einer Konstante gleich und es gilt im 
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Grunuintervall fast überall 
i 
y 
f 2 r , ( x ) f , ( i ) 
J 1 1 = 0 
dt s ôNm (N = 0 , 1 , . . . ) , 
wo d eine von TV unabhängige positive Zahl ist (H. RADEMACHER [1], S . 130-134) . 
In den folgenden Paragraphen dieser Arbeit werden ähnliche, mit der 
Cesäroschen Summation zusammenhängende Fragen besprochen. 
In § 7 wird mit Anwendung eines Summationssatzes von D. M E N C H O F F 
folgendes bewiesen: -
Für die ( C , « > 0)-Mittel o'f>(x) der quadratisch integrierbaren Entwick-
lungen gilt die Abschätzung 
(15) aj? '(x) = o(log log N) . . . 
im Grundintervall fast überall. 
Dieser Satz ist eine Verschärfung eines Satzes von G . ALEXITS [1]. Wir 
werden zeigen, daß die Abschätzung (15) im allgemeinen nicht verbessert 
werden kann. 
In § 8 wird die Verallgemeinerung eines Satzes von I. S. GÄL bewiesen, 
der sich auf die (C, a > 0)-Mittel der orthonormierten Funktionen bezieht und 
folgenderweise lautet:' " 
Es sei {/>..,}' eine positive, monoton nichtabnehmende Zahlenfolge, die 
die Bedingung (9 ) erfüllt. Ist « > 0 , so gilt im Grundintervall fast überall 
0 6 ) 
Dieser Satz wurde für a — 1 von I. S . GÄL [1] mit der Abschätzung 
o([/'ÄMogI+£ N) (s > 0 ) statt o(iy) bewiesen. Später wurde dieser Satz von 
G . ALEXITS [ 1 ] in einer etwas allgemeineren Form bewiesen. Es wird auch 
gezeigt, daß die Abschätzung (16) im allgemeinen nicht verbessert werden kann. 
In § 9 werden^ die zu der (C, a > 0)-Summation gehörigen Lebesgue-
schen Funktionen 
» 
J I AV » = O 
dt (N= 0 , 1 , . . . ) 
untersucht. Auf Grund der bekannten Eigenschaften der Faktoren Am* ist evi-
dent, daß für a > 0 im Grundintervall überall 
L W ( x ) g m a x L , ( x ) ' ( N = 0 , 1 , . . . ) 
OSJĉ JV 
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ist. Daraus ergibt sich auf Grund der Abschätzungen (13) und (14) die folgende 
Behauptung: 
Wenn die positive, monoton nichtabnehmende Zahlenfolge {¿„} die Bedin-
gung (9) erfällt, dann ist für a >0 im Grundintervall fast überall 
(17) L(£\x) = o(k»). 
Ist das Funktionensystem {cpn(*)} 'm Grundintervall [a, b] gleichmäßig be-
schränkt, so ist für a > 0 im Grundintervall überall 
(18) Lp(x) = 0(N112). 
Durch eine Modifikation des Grundgedankens von § 6 kann man zeigen,, 
daß im allgemeinen die Abschätzungen (17) und (18) nicht verbessert wer-
den können. Auf Grund dieser Ergebnisse ist ersichtlich, daß von der 
gewöhnlichen Summation zu den Cesàroschen Mitteln übergehend, die Größen-
ordnung der Lebesgueschen Funktionen im allgemeinen nicht abnimmt. 
Wir werden sehen, daß die Fälle a > 0 und a = 0 gleichzeitig behandelt: 
werden können. Trotzdem werden die zwei Fälle gesondert untersucht, weil 
der Fall a > 0 im Vergleich zum Fall a = 0 wesentlich komplizierter ist. 
Ich möchte den Herren Professoren G . ALEXITS und B . SZ.-NAGY meinen: 
aufrichtigen Dank aussprechen für ihre wertvollen Ratschläge bei der Fertig-
stellung der vorliegenden Arbeit. 
§ 1. Die Verallgemeinerung des Menchoffschen Satzes. 
In diesem Paragraphen wird zuerst die folgende, schon in der Einleitung 
erwähnte Verschärfung des Menchoffschen Satzes bewiesen. 
Satz I. Es sei {o,,} eine positive, monoton nichtwachsende Zahlenfolge,, 
für die die Bedingung 
CD 
(1.1) 
n = 2 
erfüllt ist. Dann kann ein im Grundintervall [a, b] orthonormiertes Funktionen-
system {0„(x)} angegeben werden, für welches die orthogonale Reihe 
( 1 . 2 ) j t a * & n ( x ) 
»=o 
im Grundintervall [a, b] überall divergiert. 
Mit anderen Worten, ist für eine positive, monoton nichtwachsende Folge 
{û„} die Menchoff-Rademachersche Bedingung 
00 
£ a l log2/i'< <» 
n=2 
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für jedes orthonormierte System {g>„(x)} fast überall konvergiert. 
Zuerst sei gezeigt, daß aus Satz I der Menchoffsche Satz folgt. Zum 
Beweis dieser Behauptung benötigen wir den folgenden 
H i 1 f s s a t z 1. Es sei {W(n } eine positive Zahlenfolge, für die 
W(n) = o(log n) 
gilt. Es kann eine positive, monoton nichtabnehmende Folge {v(n)} angegeben 
werden, die die Bedingungen 
und 
"-i 1 
(1'4) ü§t{n log n) v2(n)== °° 
erfüllt. 
B e w e i s von H i l f s s a t z I. Nach unserer Annahme ist-
logn w 
Ohne Beschränkung der Allgemeinheit kann angenommen werden, daß 
W(n)(logn)-1 S 1 für jedes n ^ 2 gilt. Da 
^ r 
' n log n 
ist, kann eine Indexfolge {Nk}(N0 = 2) bestimmt werden, so daß die folgen-
den Bedingungen erfüllt werden: 
<h5> (T5g?)2 - F f ü r n ~ N " - 1 • 
und 
. -Vfi-1 , 
( 1 - 6 ) Z — r = 2 — r (A: == 1 , 2 , . . . ) . m log m m log m V ' ' 
Es sei 
L - V * - ' . U / S 
< 1 . 7 ) » ( / ! ) = = \ Z z r r — - für Nk-i ±Hn<Nk ( * = 1 , 2 , . . . ) . 
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Die so definierte Zahlenfolge {¡-(n)} ist positiv und nach (1 .6) monoton 
nichtabnehmend. Nach (1 .5 ) und (1 .7 ) ist 
i ä ( n log8 n)i?(n) Uti»=t, ( " '°g3 nW(n) = ' 
also wird die Bedingung ( j . 3 ) erfüllt. Nach ( 1 . 7 ) gilt für jedes s 
X"1 J y N"* | V | s 
s (n log n)v-(n) ~ ¡Ei „ J ^ . j (n log n)v-(n) ~ fei ' — S' 
woraus (1 .4 ) folgt. 
Damit haben wir den Hilfssatz I bewiesen. 
Es sei {W(n)\ eine positive Zahlenfolge, für die die Bedingung W(n) — 
= o(log/i) erfüllt ist. Mit Anwendung von Hilfssatz 1 ergibt sich eine positive, 
monoton nichtabnehmende Folge {•?;(n)\, die die Bedingungen (1. 3) und (1. 4) 
erfüllt. Es sei nun fl„ = fli — u n d a„ — - = — für n ^ 3. Es ist 
* (2) \!n log1/? v(n) 
klar, daß diese Folge positiv, monoton nichtwachsend ist und danach (1 .4) 
CO OD | 
V 2 , 2 N T " 1 
X a» log n = -—¡——— 00 
^ s log n) r(n) 
gilt, wird die Bedingung (1. 1) erfüllt. So gibt es nach dem Satz I ein im 
Grundintervall [a, b\ orthonormiertes Funktionensystem {&„(x)}, für welches 
die orthogonale Reihe (1 .2) im Grundintervall [a,b\ überall divergiert. Nach 
( 1 . 3 ) gilt aber: 
Zal\V\n)=Z 
W2(n) 
log3 n ) r ( n ) 
Daher erfüllt die Koeffizientenfolge {a,,} und das mit Anwendung von Satz 1 
gewonnene Funktionensystem {<£>„(*)} die in dem Menchoffschen Satz 
vorkommenden Bedingungen.. 
Damit haben wir bewiesen, daß aus Satz 1 der Menchoffsche Satz folgt. 
Zum Beweis des Satzes 1 benötigen wir die folgenden zwei Hilfssätze. 
H i l f s s a t z II. Es seien c ( § . l ) und positive ganze Zahlen. 
Es kann ein im Intervall [0, 5] orthonormiertes System von Treppenfunktionen5) 
{fi(c, p; x)} (/ = 1 2 p ) mit den folgenden Eigenschaften angegeben wer-
den: zu jedem Punkt x £ 
2 3 ^ 
c . gibt es eine von x abhängige natürliche 
5) Eine Funktion in (a, b) heißt eine Treppenfunktion, wenn (a, b) iij endlichviele 
Teilintervalle zerlegt werden kann, so daß die Funktion in jedem Teilintervall kostant ist. 
A 5 
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Zahl m(x)(< p), so daß die Funktionswerte fx(c,p; x ) , p ; x) posi-
tiv sind und 
(1.8) /(c, p;x)-{-••• p; x)^Afcp.log p 
gilt, wo A eine positive, von x, c und p unabhängige Zahl ist. 
Für c = 1 wurde dieser Hilfssatz von S. KACZMARZ [2] bewiesen; der. 
folgende Beweis für beliebiges c ist ähnlich dem Beweis von S. KACZMARZ 
für den Fall c = 1. 
B e w e i s v o n H i 1 f s s a t z II. Es sei 
1 ] M 
fi(c,p;x) — r für — - , — (k=\,...,Acp; l~\,. .,2p). 
k-p—l-~ l c p c p j 
Dann ist 
(fj(c,p;x)dx=27 —!——1 (/ = 1 , . . 2 p), 
o . \ 
woraus folgt 
0 - 9 ) [pi(c,p-,x)dx^ (1= 1 , . . 2 p ) , 
o ' 
wo A' eine von c und p unabhängige Zahl ist. 
Ferner haben wir für />/: 
4 
\fi(c,p-, x)fj(c, p; x)dx=~ 2 
J • cp k=i 
1 1 1 1 
cp i—jk^\ ) , • . 1 . . " . 1 I 
1 2 k - P - J - 2 
| | l (4c-!);>-• j Hc-Up-j j 4 6 U 
Daraus folgt 
CP i—j ) k=l-p-i ,r 1 k=A-p-j 
* 2 2') 
f " - I i i 1 
fi(c,P) x)fj{c, p; x)dx = — j— 21 - Z 
•> cp l J \k=l-f-i. 1 k=(4c-l)p p-ifc k=(4c-l)p-i+l ^ 1_ . 
2 " 
Über die orthogonalen Funktionen. 67 
und so ist 
( 1 . 1 0 ) §Mc,p;x)fj(c,p;x)dx 
1 1 i—J + i—J J 2 cp p 
Um von den im Intervall [0,4] so definierten Funktionen ft(c,p-,x) 
(/== 1,..., 2p) ein im Intervall [0,5] orthogonales Funktionensystem zu erhal-
ten, sollen diese Funktionen im Intervall [4,5] wie folgt definiert werden. 
Wir teilen das Intervall [4,5] in N=2p(2p—\) Teilintervalle gleicher Länge 
¡¡j ( l S / g 2p, 1 ' s / s 2 p, i^j). Es sei, für 1=1,. ..,2p, 
fl(c,p;x)=< 
1 N\aK] x i f u , 
/ — N\a,j\ sign a,j xi IhU 
i sonst, 
wo 
= J/i(c;p; x)fj(c,p\x)dx 
gesetzt wird. Die so definierten Treppenfunktionen { f i ( c , p ; x)} ( / = 1 , . . . , 2p) 
bilden im Intervall [0,5] offenbar ein orthogonales System, ferner ist 
5 4 • • " 
J , | I l j 2p ff(c,p; x)dx= ff(c,p;x)dx+ -=-.Zl«<."l + - y K 4 ~ J £ n=l & «=l+l 
o o • : 
Hieraus folgt auf Grund von (1 .9 ) und (1 .10) 
5 
(1 .11) j f f ( c , p - , x ) d x ^ ( / = l , . . . , 2 / > ) , 
• 0 
wo À" eine von c und p unabhängige positive Zahl ist. 
Ist x £ -^-j, so gibt 'es eine von x abhängige natürliche Zahl m(x) 
(< p) derart, daß 
2p+m(x) 2p + m(x) + 
cp cp 9 
74 
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gilt. Nach der Definition von f(c,p; x) sind die Funktionswerte f(c, p;x),..., 
f„i-m(s>(c, p-, x) positiv und es gilt 
)>rni(.r) _ ;>fm(T) j pi»ix) j 
• Z Mc,p;x)= Z r= 2 —r-. 
Für die normierten Funktionen 
' 5 \-l/2 
ft(c,P',x)=\ J ff(c,p\x)dx > f(c, p; x) (1 = 1,...,2p) 
{0 ) 
ergibt sich dann auf Grund von ( I . 11) die Ungleichung (1.8). 
Damit ist der Hilfssatz II bewiesen. 
Ist I=[u, r j ein beliebiges endliches Intervall, so definieren wir: 
, , , . b f,\c,p-,b-—- f ü r ü < x < r , f,(c,p,I\x> = y l v—u) 
(.0 sonst 
( / = 1 , . . . , 2p) und 
F(c, /) 
i — ü 2 , v—u 3 , . 
+ U, —i- r + " • 5 c 1 ' 5 c 
Dann ist 
( 1 . 1 2 ) \f(c,p, /;x)f}(c,p, f;x)dx-
, 0 für / =j= j, 
für i = j , 
0-13) 
und für x £ F ( c , / ) gibt es nach (1 .8 ) eine von x abhängige natürliche Zahl 
m(x)(<p) derart, daß die Funktionswerte f(c,p, I;x),.. p, l\x) 
positiv sind und die Ungleichung 
(1,14) A(c,p,I;x)+---+fP+mU)(c,p,l;x)^Y~b Afölogp 
besteht. 
H i l f s s a t z III. Es sei {a,,} eine positive, monoton nichtwachsende Koef-
fizientenfolge, die die Bedingung (1.1) erfüllt. Dazu kann man ein im 
Grundintervall [a,b\ orthonormiertes Funktionensystem {0„(x)} mit der folgen-
den Eigenschaft angeben: 
Für fast alle Punkte x des Grundintervalls und für unendlich viele von 
x abhängige natürliche Zahlen m kann eine natürliche Zahl nm(x)(<2m+-—\) 
6) Mit , « ( / / ) wird das Lebesguesche Maß der Menge H bezeichnet. 
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angegeben werden, so daß die Funktionswerte <2>Vm(jc),..., 0yn+>tm(x)(x)gleiches 
Vorzeichen haben und -..'¿' .• 
0 - 1 5 ) h ^ v m + « m < » | > B ± -
-V+l 
gilt; dabei ist N0 = 0', ' Nm = 2(2-\ \-2m) (m ^ 1) und B ist eine von x 
und m unabhängige positive Zahl. 
B e w e i s v o n Hi 1 f s s a t z . I I I . Wir konstruieren in [a,b] zuerst ein 
orthonormiertes System von Treppenfunktionen {0„ (x ) } (n = 0, 1 , . . . ) und meß-
bare Mengen Fm (m = 0, 1 , . . . ) , so daß die folgenden Bedingungen erfüllt sind: 
a) für jedes x £ Fm gibt es eine natürliche Zahl nm(x) (< 2m+- — 1), so 
daß die Funktionswerte 0ym(x),..., 0Xm+nmir)(x) gleiches Vorzeichen haben, 
und (1 .15) mit einer von x und m unabhängigen Konstanten B gültig ist; 
b) die Mengen Fm (m = 0 , 1 , . . . ) sind stochastisch unabhängig7) und 
es gilt 
(1. 16) u(Fm) s ^ ^ m i n {1> Nm+ial-m+l \og2Nm+i}. 
Der Grundgedanke der folgenden Konstruktion wird von den Arbeiten 
von S. KACZMARZ [2] und D. MENCHOFF [1] entnommen. 
Zuerst soll erwähnt werden, daß 
(1 .17) v NM+i < 4Nm (m = 1 , 2 , . . . ) 
ist. Da die Folge {ö„} positiv,, monoton nichtwachsend ist, gilt für jedes 5 
•¡V1 s-l -vk+r' s 1 
2 al l o g 2 « = 2 " 2 log1' n < ^(Nkrl—Nk)aik \og2NM, v=Nl k= 1 n—.Vk k= 1 
also folgt auf Grund von (1. 17) 
• - V i • 
2 al log2 n < 16 2 AVa'y,. log2 Nk 
• n=.Vj 1=1 ' 
und so ist nach ( 1 . 1 ) 
03 
2 Nm+la%m+l log2 Nm+1 = 
7) D. h. für jede endliche Indexfolge k1<ki<---< kn gilt 
./'n^n---n Fkn) _ (Fk) ,,(Fh) 
b—a b—ä b—a b—a 
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Daraus entnehmen wir, daß aus (1 .16) die Beziehung 
CD 
( 1 . 1 8 ) Zr(Fm)=<x> 
m=l) 
folgt. 
Hieraus und aus der stochastischen Unabhängigkeit der Mengen Fm 
ergibt sich auf Grund des zweiten Borel-Cantellischen Lemmas8): 
l*(\\m Fm) = b—a. 
M~* CO 
Für lim Fm gilt aber ( 1 . 1 5 ) für unendlich viele m. 
in-»-co . . . 
Damit wird also der Hilfssatz III bewiesen werden. 
Nun gehen wir zur Konstruktion der Funktionen Q>n(x) und der Mengen 
Fni über. 
Wir beginnen mit der Bemerkung, daß aus der Definition der Index-
folge {Nk\ folgt: 
( 1 . 1 9 ) f r T r > 4 - f c , m + \ s 4 - l o g N , „ + 1 (m = 0, 1 , . . . ) . 
. 8 ) Dieses Lemma (siehe z. B. W. F E L L E R [ I ] , S . 155) lautet folgenderweise: 
Sind die meßbaten Mengen Em(^[a, öj) ( / / 7 = 0 , . . . ) stochastisch unabhängig und ist 
»1=0 
so gilt 
/"(Üm Em) = b—a. . m-*-co 
Diese Form des Borel-Cantellischen Lemmas kann z. B. auf folgender Weise bewiesen 
werden. Wegen der stochastischen Unabhängigkeit gilt für alle / und s (s^l) 
( > ( U £, .) = ( » - « ) - / < (C U £ t ) = C f t ) = 
wo CH die Menge [a,b\ — H bezeichnet. Auf Grund der Annahme (*) gilt s M S h 
aiso ist 
"(iL E*)=6"a-
Daraus ergibt sich auf Grund der Relation 
m-*-CD i=0 k=1 
unsere Behauptung. 
Über die orthogonalen Funktionen. 71 
Nun wenden wir den Hilfssatz II an, undzwar mit der folgenden Wahl 




A ^ I o g * ^ 
1 
9) = 2. 
<P|-l(*) = 
1 
rf'(c1» Pi , [a, ö] ; x ) ( / = ! , . . . , A/i) 
und F0 = F(cu [a, 6]). Nach dem Hilfssatz II sind tf>„(x) (n = = 0 , . . M — 1 ) 
Treppenfunktionen und bilden nach (1.12) ein in [a, b] orthonormiertes Sys-





5 A ^ l o g ^ + l ' 
woraus folgt, daß (1.16) für m = 0 erfüllt wird. Ist x£F0, so gibt es nach 
(1 .14) eine von x abhängige natürliche Zahl n0(x) (< 22—1), für die die Funk-
tionswerte &0(x),..., <P,,0(x)(x) positiv sind und 
K5 





r + l ] 2 j \ 
Yb—a fKa^ log M 
ist. Daraus ergibt sich auf Grund von (1.19), daß (1.15) für m = 0 erfüllt 
1 f 5 
ist, wenn B-- A gewählt wird. 
6 1lb=~a 
Es sei rn(sl) ein beliebiger Index. Wir nehmen an, daß die Funktio-
nen <P„(x) (n 0 , . . . , Nm— 1) und die Mengen Fk (k = 0,..., m—l) bereits 
definiert sind, so daß die @»(x) Treppenfunktionen sind, in [a, b] ein ortho-
normiertes System bilden und die Bedingungen a), b) für die Mengen 
F0 Fm-1 erfüllt sind (insbesondere sind also Fü,...,Fm-i stochastisch un-
abhängig). 
Dann kann eine Einteilung des Intervalls [Ö, b\ in endlich viele Teilin-
tervalle /9.(0 = 1 , . . . , / - ) angegeben werden, so daß in den einzelnen Teilin-
tervallen jede Funktion @„(x) (n = 0 , . . . , N,„—1) konstant ist. Die zwei 
Hälften des Intervalls /p werden mit I'Q bzw. /p" bezeichnet (p = l , . . . , r). 
Wir wenden nun den Hilfssatz II mit den Zahlen 
Cm+1 
1 
JVm+i ÖA-m+1 log" Nm+1 
+ 1 > An+1 : 
VM-1 
Im allgemeinen bezeichnen wir mit [o] den ganzen Teil von a. 
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an. E s sei 
1 
<Z>.v„1+i-i(x) = \ y f i (cm+i, pm+i, /<,'; x)—j?f, (cm¥i, /w,, ; x) 
\b—a l.pi „ jsl \ 
(/ = l , . . . , 2 - 2 m + I ) und 
= u ( F ( f m + 1 , i;) U F ( c m + 1 , /p")). 
Auf Grund des Hilfssatzes II ist es klar, daß die Funktionen &„{x) 
(Nm N„,+1) Treppenfunktionen sind. 
Es sei l s / < 2 m + a , Dann ist nach (1.12) 
6 
(1.20) 
¿ ¿ j ) / (C»'+1, pm~\, x)fj (cM+i, pm+1, /;; x)dx + 
+ ^ ) f i (cm+l, Pm* 1, /p' ; x ) / , (c„,+i, pm+1, ; jf) aix[ = 
für i =)=/, 
T T ^ Z W + < " ( ' < : ' ) ) = 1 für /=/. u—a e = i 
Es sei ferner O^n <Nm, Wir bezeichnen mit ce(/i) den im In-
tervall IQ angenommenen Wert der Funktion ®„(x) (p = l , . . . , r ) . Dann ist 
Ii 
f (X) @xm+i-i{x)dx = 1 vce(/i) J / , (cm+,, pm+i, /;; 
( , 2 1 ) _ [ / ¡ (Cm+l.Pm+l, /p"; X)fifx| = 
5 
l r r 
o 
Nach (1.20) und (1 .21) bilden die Funktionen <Pn(x) (n = 0 , . . N m n — 1 ) 
in [a, b] ein orthonormiertes System. 
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Auf Grund von (1 .13) ist 
1 
5 yvm+iö;Vm+1log-jV„,+i 
b—a NIH+ fl2vmtl log'2 iVm+i 
5 Nm+1a'ym+l log" Nm+i + 1 
woraus folgt, daß (1.16) auch für den Index m gilt. Ist x£Fm, so gibt es 
nach (1.14) eine von x abhängige natürliche Zahl nm(x)(< 2m+2—1), für die 
die Funktionswerte <Pxm(x) 0ym+„mir,(x), gleiches Vorzeichen haben- (posi-
tives bzw. negatives jenachdem x£l{, bzw. x£l!,' ist) und 
F 5 J 
w-
1 ' 1 




1 f b—a YNm+iay . log N, »m+l 
ist; daraus folgt auf Grund von (1.19), daß (1.15) auch für den Index m 
gilt, wenn B wie oben gewählt wird. 
Es ist klar, daß die Mengen F0,...,Fm stochastisch unabhängig sind. 
Durch vollständige Induktion erhalten wir also ein im Grundintervall 
[a, b] orthonormiertes Funktionensystem {0„(x)} (n = 0, 1 , . . . ) und Mengen 
Fk (k = 0, 1 , . . . ) , so daß die Bedingungen a) und b) erfüllt sind. 
Damit ist der Hilfssatz III bewiesen. 
B e w e i s v o n S a t z I. Wir nehmen an, daß die positive, monoton 
nichtwachsende Koeffizientenfolge {a„} die Bedingung (1.1) erfüllt. Nach Hilfs-
satz III existiert ein im Grundintervall [a, 6] orthonormiertes Funktionensystem 
{(P : l(x)} mit der Eigenschaft, daß (1.15) in fast allen Punkten x£[a,b] für 
unendlich-viele Indizes m erfüllt ist; dabei ist nm(x)< 2m+2—1 und die Funk-
tionswerte <t>ym(x),..., <Pym+nnt(x>(x) haben gleiches Vorzeichen. 
Auf Grund der Monotonität der Folge {a„} und wegen der Unglei-
chung Nm + nm(x) < Nm + 2m+2 = Nm+i ergibt sich, daß in fast allen Punkten 
b] für unendlich viele m 
(1.22) \aNm0NJx) + • • • + a-vm+>,,„(,) &ym+n„Mx)\> B 
gilt. So divergiert für das erhaltene Funktionensystem die orthogonale Reihe 
(1 .2) fast überall in [a,b]. Wenn man die Werte der Funktionen &„(x) 
( n = = 0 , 1 , . . . ) auf einer Menge vom Maße Null auf geeigneter Weise verän-
dert (es sei z. B. $>„(*) ==1 (/z = 0 , 1 , . . . ) in jedem Punkt xi[a,b\, wo die 
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Reihe (1 .2) konvergiert), kann man erreichen, daß die orthogonale Reihe ( 1 . 2 ) 
in [a, b] überall divergiert. 
Damit ist der Satz I vollständig bewiesen. 
Wir beweisen jetzt die folgende Verallgemeinerung des Satzes I : 
S a t z 11. Es sei {a„} eine positive, monoton nichtwachsende Zahlenfolge, 
für die die Bedingung (1.1) erfüllt wird. Es kann im Grundintervall [a,b] 
ein orthonormiertes Funktionensystem { 0 „ ( x ) } derart angegeben werden, daß 
die Reihe 
(1 .23) ¿ > ; < Z > „ ( X ) 
«=o 
fiir jede Koeffizientenfolge {a'„} mit 
(1 .24) a l ^ n a » (n = 0 , 1 , . . . ; t j > 0 ) 
in [a, b] überall divergiert. 
B e w e i s v o n S a t z II. Wir wenden für die Folge {a„} den Hilfs-
satz III an; es sei {<£»(*)} das so erhaltene, in [a, b] orthonormierte 
Funktionensystem. Aus (1 .22) folgt, da die dort vorkommenden Funktions-
weite gleiches Vorzeichen haben, die Ungleichung 
(1 .25 ) |^m<Z>.ym(x)+ ••• > rtB. 
Da also (1 .25 ) in fast allen Punkten x£[a, b] für unendlich viele Indizes m 
gilt, ist die Reihe (1 .23) in [a,b] fast überall divergent. Mit einer geeigne-
ten Veränderung der Werte von &n(x) {n = 0, 1 , . . . ) auf einer Menge vom 
Maße Null kann erreicht werden, daß die Reihe (1 .23) überall divergiert. 
Damit haben wir den Satz II bewiesen. 
Es soll noch bemerkt werden, daß in Satz I die Monotonität der Koef-
fizientenfolge bzw. in Satz II die Bedingung (1 .24 ) nur dann notwendig ist, 
wenn die genannte Folge zur Klasse /2 gehört. Ist nämlich 
CO 
]£ai=oc,. 
> 1 = 0 




bekanntlich in [ 0 , 1 ] fast überall (siehe J . KHINTCHINE—A. N. KOLMOGOROV . 
[ I ] ) -
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§ 2. Gleichmäßig beschrankte orthonormierte Funktionensysteme. 
In diesem Paragraphen wird gezeigt, daß in den Sätzen I und II gefor-
dert werden kann, daß das orthonormierte Funktionensystem gleichmäßig be-
schränkt ist. 
Der Beweis dieser Behauptung erfolgt mit Benützung der Grundideen 
von D. MENCHOFF. Der Beweis wird nicht ausführlich ausgearbeitet, sondern 
es wird manchmal auf die betreffenden Stellen der Arbeit [2] von D. MENCHOFF 
hingewiesen werden. Er ist dem Beweis von Satz I ähnlich, aber doch davon 
ganz unabhängig, so daß wir also den Satz I in einer verschärften Form noch-
mals beweisen. Der Beweis der verschärften Behauptung ist aber viel kom-
plizierter als der frühere. 
Wir werden das folgende Lemma benützen. 
L e m m a v o n M e n c h o f f (D. MENCHOFF [2], S. 104.) Es seien d 
und q positive ganze Zahlen, 0<d<q. Zu jedem Indexpaar (i,j) mit 
1 g/£¿7,1 und \i—j\ — d soll eine von Null verschiedene Zahl afj 
zugeordnet werden; wir bezeichnen mit ßd das Maximum der absoluten 
Beträge der Zahlen a i t j . In jedem Intervall (u, v) mit 
( 2 . 1 ) v—u> 2ßs 
können dann Funktionen <pt(x) (1 = 1, ...,q) derart definiert werden, daß die 
folgenden Bedingungen er fällt werden: <pt(x) ist eine Treppenfunktion und es 
gilt: 
|9>,(x)| = l - (u<x^v; l=-\,...,q), 
v 
j<P<(x)<Pj(x)dx = —ai,J (\i—j\=d, 1 =j = q), 
U 
V 
¡9i(x)9)(x)dx = 0 .' (I=f=/, i^J^q)-
Mit der Hilfe dieses Lemmas kann der dem Hilfssatz II entsprechende 
folgende Hilfssatz bewiesen werden. 
H i l f s s a t z II'. Es sei p ( s 2) eine natürliche Zahl und es sei 
<2.2) 
Es existiert eine von c und p unabhängige Zahl ß, so daß im Intervall [— \,ß\ 
ein (von c undp abhängiges) orthonormiertes System von den Treppenfunk-
Hohen {gi(c,p; x)} ( / = 1,.. ..p2) angegeben werden kann, welches die folgen-
den Bedingungen erfüllt: 
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es gibt eine von c und p unabhängige positive Zahl M, so daß 
(2.3) \g,(c,p\x)\<M (— 1 ^ x ^ /?; I =},..., f f ) 
ist, es existiert ferner für jeden Punkt x£ -^-j eine von x abhängige na-
türliche Zahl m(x) (< p"), so daß die Funktionswerte gi(c, p\x),..., gm(J)(c, p; x) 
positiv sind lind 
(2. 4) £g'(c,p;x) > C\'cp\0gp 
gilt, wo C eine von c, p und x unabhängige positive Zahl ist. 
Für c = 1 wurde dieser Hilfssatz im wesentlichen von D. M E N C H O F F 
([2], S. 110) bewiesen. 
B e w e i s v o n H i l f s s a t z 11'. Es sei für / = 1 , . . . , /r 
(o,(c,p;x)=. 
UP ,.. / — tur — , 
cp-x — l — ]/cp cpr 
I cp ... I —rr=— für — ^ X < OC . 
cp-x—l+ycp CP~ 
Offenbar ist 
ü)i(C, p;x)> 0 für ^ s x 
und 
(2-5) |cö,(C,/?;X)|=s l (—oc < * < « > ) , 
ferner kann gezeigt werden, daß 
(2.6) o>i(c, p;x)ajj(c, p; x)dx < J 41icp _ • d + \jCp , 2 
•og^ d{d+2\'cp) fcp ~ P' 
ist. (Siehe D . MENCHOFF [2], S. 111.) 
Es sei x £ Dann gibt es eine von x abhängige natürliche Zahl 
J f 
m(x), ~ ^ m(x) < pr, so daß 
x £ 
m(x) m(x) +1 
_ cp ' cp2 ~ 
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ist, und nach (2 .2) 
II.(.T) _ lll(.r) j in(r) j 
2 u>,(c, p;x) = Vcp2 — -—,-=- ^ f c p 2 
(=i <-=1 cp-x—1 + Vcp m(x)—l + VFp+\ 
( 2 . 7 ) ^ ^s 
^ V c p Z , > ^ 1 f * l o g / 7 
besteht. 
Da jede Funktion a>,(c,p;x) mit der Ausnahme eines einzigen Punktes, 
wo sie eine Unstetigkeit von erster Art hat, im Intervall [—1,2] überall stetig 
ist, so gibt es in [—1,2] Funktionen gi(c,p; x) (/ = 1 , . . .,p% die die folgen-
den Bedingungen erfüllen:^(c,/j;x) ist eine Treppenfunktion, für ist 
g,(c,p;x)> 0, 
und es gilt im Intervall [—1,2] überall 
~P 
\g,(c,p;x)—(o,(c,p;x)\<^ min " " 
Auf Grund vpn (2 .5) ist 
• (2:8) < \g,(c,p;x)\<2 (-1.SXS2; l=\,...,p2) 
1 1 
und nach (2 .7 ) kann zu jedem Punkt x£ j-^, y j eine von x abhängige 
natürliche Zahl m(x)(<p-) derart angegeben werden, daß die Funktionswerte 
gx(c,p-,x) g,„(r)(c, p; x) positiv sind und 
m ( x ) | 
(2 .9) Z gi(c, p;x)>-j- fcp logp 
/=1 ** 
gilt. Endlich erhalten wir auf Grund von (2.6) 
< 2 . 1 0 ) \ait}{c,p)\< y„(c,p) (\i—j\ = d; 1 g/^/r; 1 rsy'^/r; d= 
wo 0 
«i,i(c, p) = J gi(c, p; x)gj(c, p\ x)dx, 
-1 _ _ . 
. . . 1 4 ]j'cp . d+Vcp.9 
- ä(ä+2Vcp) + ^ 
sind. 
Es. sei 
u0(c,p) = 2, «d(c,p) = 2[l + 2ri,(c,p)j (d=l,...,p2-l). 
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Dann ist 
(2.11) ui(c,p)-ud.1(c,p)>2yd(c,p) 
ferner kann nach den obigen gezeigt werden, daß 
OD 
0 
gilt, wo /S offenbar eine von c und p unabhängige Zahl ist, ß>2. (Siehe 
D . MENCHOFF [ 2 ] , S . 1 1 3 . ) 
Der übrige Teil des Beweises ist identisch mit dem Beweis des entspre-
chenden Menchoffschen Hilfssatzes (siehe D. MENCHOFF [2 ] , S. 1 1 4 — 1 1 5 ) . Der 
Vollständigkeit halber sei aber auch dieser Schluß in Einzelheiten ausgeführt. 
Es sei l ^ d ^ p 1 — 1. Nach (2 .10 ) und ( 2 . 1 1 ) wird die Bedingung 
( 2 . 1 ) für die Zahlen a,j(c,p) (\i—j\=d, 1 ^ / ^ p2, 1 g j ^ p2) und für das 
Intervall (iid-i(c, p), (u,,(c, p)) erfüllt. So kann man mit Anwendung des Lemmas 
von D. MENCHOFF die Definition der Funktionen gi(c,p;x) ( / = 1 , . . .,/T2) auf 
das Intervall (2, ¿v_i(c, p)) erweitern, derart, daß die folgenden Bedingungen 
erfüllt sind: gt(c,p;x) ist eine Treppenfunktion, ferner ist 
( 2 . 1 2 ) = i . 
"d (f> p) 
J gi(c,p\x)gj(c, p ; x ) d x = — « i j ( c , p) »d -1 (<•' P) (|i-j\ = d\ 1 i / s / r ' i 1 ^J^p2; d = 1,....p2—1) und ><d (c. p) J gi(c,p;x)gj(c,p;x)dx = 0 
"d -1 (,;> P) 
( ' 4 = ; ; \i-j\=¥d; l ^ / ü p 2 ; . l S i y ^ p 2 ; d= l,...,p*-l). 
Schließlich im Intervall («p3-i(c,p), ß] werden die Funktionen gi(c,p; x) 
(/ = 1 , . . . , p2) wie folgt definiert. Es sei 
( 2 - 1 3 ) G { ( C , P ; X ) = ( - \ Y 
(z,.\(c,p; l) < x ^ z,(c,p; [); s= 1 , . . . , 2 ' ; / = ^ . . . . p 2 ) , 
wo 
z,(c, p\ l) = iv- i (c , p) + -ji iß— "*»-i(c ' P)) 
ist. 
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Nach dem obigen ist es klar, daß die so im Intervall [— \,ß) definier-
ten Funktionen gi(c,p\x)Treppenfunktionen sind, zueinander orthogonal sind, 
und für sie (2 .9) erfüllt wird. Ferner gilt nach (2.8), (2 .12) und (2.13) 
(2 .14) . \gi(c,p;x)\<2 
Es sei gesetzt , 
^ ( c , p ; x ) = j (gf(c,p;x)dxj gi(c,p;x) ( / = 
Da nach (2.8), (2. 12) und (2 .13) 
0 < ß—2< | gf(c, p;x)dx< 4(ß + 1) 
- ï 
ist, so folgt für die Funktionen gi(c,p;x) die Ungleichung (2 .3) aus (2 .14 ) 
und die Ungleichung (2 .4) aus (2.9) . 
Damit ist der Hilfssatz II' bewiesen. 
Ist I=[u,v\ ein beliebiges endliches Intervall, so sei 
gl{c,p,/;*)-! (c>P\~) •+ 0*+ r E j ) ^u<x<v, 
( 0 " sonst 
(/== 1 , . . .»p2), und sei 
G(c,I) = 
Es ist klar, daß 
(2 .15) jgi(c,p,I;x)gj(c,p,I;x)dx=^i(i) ^ V^j 
Aus (2.3) folgt ferner die Ungleichung 
( 2 . 1 6 ) \gi(c,p,I-,x)\<](ß+\M ( u Ä i ; ) . 
Endlich ist 
(2 .17) 
und für x € 0(c,I) gibt es nach (2.4) eine von x abhängige natürliche Zahl 
m(x)(<p2), derart, daß die Funktionswerte gi(c,p,I;x),...,gm(x)(c,p,/;x} 
alle positiv sind und 
ffl (x) ' - • • 
(2 .18) 2g,(c,p,I;x)>Vß+iCYcplogp 
i=i . • • • 
gilt. 
Mit Anwendung des Hilfssatzes II' kann das Entsprechende des Hilfs-
satzes III bewiesen werden. 
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H i l f s s a t z III'. Es sei {a,,} eine positive, monoton nichtzunehmende 
Zahlenfolge, die die Bedingung (1.1) erfüllt. Es kann dann eine indexfolge 
(3 <t*,< ••• < /<„, < • • • und ein im Grundintervall [a, b] orthonormiertes 
Funktionensystem {@,,(x)} angegeben werden, so daß die folgenden Bedingun-
gen erfüllt sind: die Funktionen (x) sind gleichmäßig beschränkt: 
(2 .19 ) |<Z>„(x)|<Ai' ( a ^ x ^ b ; n = 0, 1 , . . . ) ; 
zu fast allen Punkten x des Intervalls [a, b] gibt es für unendlich viele Indizes 
rn eine von x und m abhängige natürliche Zahl n,„ (x) (< 4''m+1—1), so daß 
die Funktionswerte 0Xm(x),..., <Z>.vw+„m(.r)(x) gleiches Vorzeichen haben und 
( 2 . 2 0 ) I f A v , „ « + ••• + 0 y M ) ( x ) | > D - L -
m +1 
ist, wobei N0 — 0, Nm = 4"' -\ 1- 4Mm (m 1) bedeutet und D eine von m und 
x unabhängige positive Zahl ist. 
B e w e i s v o n H i l f s s a t z III'. Da die Folge {o„} positiv ünd mo-
noton nichtzunehmend ist und die Bedingung (1. 1) erfüllt, kann mit der bei 
dem Beweis des Hilfssatzes III angewendeten Methode gezeigt werden, daß 
(2.21) ¿ 4 " + , 4 + , l o g 2 4 " + 1 = oo 
n—O 
ist. Es seien f i i < t u i < - - - <,«,„<••• diejenigen Indizes 3), für die 
<2.22) 4"+1 a2„+i log2 4"+1 2B'n 
ist. Da die auf die übrigen Indizes erstreckte Teilsumme der Reihe ( 2 . 2 1 ) 
offenbar endlich ist, so folgt aus (2. 21): 
( 2 . 2 3 ) log24Mm+1 = oo. 
m = l 
Es sei 
c,„ = <4''m+1ö2Ul,1+i log2 4Mm+1) 1 + 1 (m= 1,2,...). 
Da fim ^ 3 (m = 1 , 2 , . . . ) gilt, so ist auf Grund von (2. 22) 
( 2 . 2 4 ) l ^ c m ^ 2 " m " 2 (m = 1 , 2 , , . . . ) . 
Ferner ist 
1 ^ 4 m i n | l , 4 - + ' f l ^ + 1 . o g 2 4 — ( m = 1 , 2 , . . . ) Cm & 
und so ergibt sich nach (2. 23), daß 
<2.25) 
m = l ^m 
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gilt. Es soll noch bemerkt werden, daß 
(2 .26) Nm= 4 M l + + + ( m = l , 2 , . . . ) 
ist. 
Mit der bei dem Beweis des Hilfssatzes III angewendeten Methode 
werden wir nun ein aus Treppenfunktionen bestehendes, im Intervall [a, b] 
orthonormiertes und gleichmäßig beschränktes Funktionensystem {^„(JC)} 
(n = 0,1,...) und eine Folge voh meßbaren Mengen G m £ [ f l , ö ] konstruieren, 
derart, daß die folgenden Bedingungen erfüllt sind: 
a') zu jedem xiGm gibt es eine natürliche Zahl nm(x) (<4M m + 1—1), 
so daß die Funktionswette €>.Vm(x),..., .„,(*>(x) gleiches Vorzeichen haben 
und (2 .20) erfüllt wird; 
b') die Mengen Gm (m — 0 , 1 , . . . ) sind stochastisch unabhängig und es gilt 
Die Konstruktion werden wir mit vollständiger Induktion folgenderweise 
durchführen. 
Nach (2 .24) wird die Bedingung (2. 2) für die Zahlen cup1 = 2H erfüllt 
und daher kann der Hilfssatz II' angewendet werden. Es sei 
(x) = - 7 J = gl(.:uPl,[a,b]-,x) (/ = 1 , . . . , 4"') 
<jb—a 
und G o = G(Cj, [ö, b)). Nach dem Hilfssatz II'sind diese Funktionen Treppen-
funktionen, die nach (2. 15) ein in [a, b\ orthonormiertes System bilden und 
für die infolge (2 .16) die Ungleichung (2.19) mit = M besteht. 
Nach (2. 17) besteht (2. 27) für m = 0 und für x £ G„ existiert es nach (2. 18) 
eine von x abhängige natürliche Zahl n0(x)(< 41*1—1), so daß die Funktions-
werte 0o(x),..., 0no{x)(x) gleiches Vorzeichen haben und 
\0o(x) + • • • + 0„«ix)(x)| > (|±i]1 / 2C|(4^1a2 4 M l + 1 l o g 2 - f l ! " 2 > 
gilt, woraus sich auf Grund der Monotonität der Folge {a„} und der Un-
gleichung (2 .26) ergibt, daß (2.20) für m = 0 mit D = ^ C besteht-
Also wird die Bedingung a') für m = 0 erfüllt. 
Es sei nun Ar(|g 1) eine beliebige natürliche Zahl. Wir nehmen an, daß die 
Funktionen <Pn(x) (« = 0 , . . .,Nk— 1) und die Mengen Gm (m = 0 , . . . , k—1) 
A 6 
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schon definiert wurden: die &n(x) sind Treppenfunktionen, bilden im Intervall 
[a,b\ ein orthonormiertes System und die Bedingung (2 .19) ist erfüllt, ferner 
sind die Bedingungen a'), b') erfüllt, insbesondere sind die Mengen G0, •. .,Gk-1 
stochastisch unabhängig. 
Man kann das Intervall [a, b] in endlich viele Teilintervalle IQ (Q = 1 , . . . , r) 
zerlegen, so daß in den einzelnen Teilintervallen die Funktionen 0n(x) 
(/i = 0 , N h — l ) konstant sind. Bezeichnen wir mit /</ bzw. mit /¿'die 
zwei Hälften des Intervalls It ((>= 1 , . . . , r ) . Auf Grund von (2 .24) wird die 
Bedingung ( 2 . 2 ) für die Zahlen cM, pk+i = 2Pk+I erfüllt und so kann der 
Hilfssatz II' angewendet werden. Es sei gesetzt: 
0.vfc+i-i(x) = -¡7== ¿gi(ck+i,pk+i, *) — ¿Si(cM, pM, /?'; x)\ yb—a (c=i ?=i 1 
( / = 1 , . . 4 " * + 1 ) und 
Gk = Ü (G(ck+1,I'()U G(cM,m). f=i 
Nach dem Hilfssatz II' sind auch diese Funktionen Treppenfunktionen. 
Mit Anwendung von (2 .15) kann mit der bei dem Beweis'des Hilfssatzes III 
angewendeten Methode gezeigt werden, daß auch die Funktionen 0n(x) 
(n — 0,...,Nk+i — 1) ein orthonormiertes System bilden und nach (2 .16) 
besteht für die Funktionen @„(x) (n = Nk,.. .,NM—1) die Ungleichung (2 .19) 
mit dem gleichen M'. Nach (2 .17) kann leicht eingesehen werden, daß (2 .27) 
auch für m = k besteht. Für x£Gk existiert nach (2 .18) eine von x abhän-
gige natürliche Zahl nk(x)(< 4flk+1— 1), so daß die Funktionswerte &.vk(x),... 
. .0.vk+„k(T)(x) gleiches Vorzeichen haben und 
> { T = ^ ) 1 1 2 log 4 ^ y Y ' + w , 
ist, woraus sich auf Grund der Monotonität der Folge {o„} und der Unglei-
chung (2 .26) ergibt, daß (2.20) auch für m = k besteht, wenn D wie oben 
gewählt wird. Also wird auch für m=k die Bedingung a') erfüllt. Endlich 
ist es klar, daß auch die Mengen G0,...,Gk stochastisch unabhängig sind. 
Damit jst^unsere Konstruktion mit vollständiger Induktion erbracht. 
Ist x € lim Gm, so besteht (2 .20) für unendlich viele Indizes m. Nach 
. m-¥ <o 
(2 .25) und (2 .27) ist 
OD 
.Z'p(Gm)= <*>, 
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hieraus und aus der stochastischen Unabhängigkeit der Mengen Gm mit An-
wendung des zweiten Borel—Cantellischen Lemmas folgt, daß yw(limG«) = 
— b — a ist. 
Damit ist der Hilfssatz III' bewiesen. 
Mit der Anwendung des Hilfssatzes III' können dann die Sätze I, II 
ebenso wie in § 1 bewiesen werden, aber die erhaltenen Funktionensysteme 
sind jetzt gleichmäßig beschränkt. 
§ 3 . P a r t i a l s u m m e n d e r q u a d r a t i s c h i n t e g r i e r b a r e n 
E n t w i c k l u n g e n . 
Um zu zeigen, daß die Abschätzung (6) nicht verbessert werden kann, 
beweisen wir den folgenden Satz. 
S a t z III. Es sei {w(n)} e'ne positive, monoton nichtabnehmende Zahlen-
folge, die die Bedingung 
w(n) = o(log n) 
erfüllt. Es kann eine Koeffizientenfolge {a„} £ P und ein im Intervall [a, b] 
orthonormiertes Funktionensystem {(£>„(*)} derart angegeben werden, daß in [a,b\ 
überall gilt: 
j * 
( 3 . 1 ) lim - 7 T K 2 > « < £ n ( x ) = o o . 
JV->co n=0 
Das Funktionensystem {<£»(*)} kann auch gleichmäßig beschränkt gewählt 
werden. 
B e w e i s v o n S a t z III. Es sei {¡P(/i)} eine positive, monoton nicht-
abnehmende Zahlenfolge, die die Bedingungen 
( 3 . 2 ) w(n) = o(w(n)) 
und 
( 3 . 3 ) w(n) = o(log h) 
erfüllt, z. B. sei 
iv(n) = w ( n ) ( ^ ] ° (n = 2 , 3 , . . . , 0 < « < l ) . 1 0 ) 
Auf Grund von (3 :3) , mit Anwendung von Hilfssatz I gibt es dann eine 
positive, monoton nichtabnehmende Folge {v(n)}, für die 
V 
(n log3 n) v*(n) 
< « 
10) Für n = 0, 1 setze man z. B. vv(0) = w(l) = w(2). 
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und 
œ , 
gelten. Es sei d„ = (^n lo^nv^n))'1 für n s 2 und o0 = û1 = ô2 . Dann ist 
œ 
( 3 . 5 ) Z ö n i v ^ n ) < oo 
und 
CO 
¿ û » l0g2/Z= OO. 
Nach Satz 1 kann ein im Intervall [a, b] orthonormiertes Funktionensystem 
\<P„(x)} angegeben werden, so daß die orthogonale Reihe 
( 3 . 6 ) Z à n ®n(x) 
n=0 
in [a, b\ überall divergiert; das Funktionensystem {0n{x)} kann auch gleich-
mäßig beschränkt gewählt werden. 
Wird die Bezeichnung 
V 
Sv(x) = 2 w(n)ün &n(x) 
,1=0 
eingeführt, so erhalten wir mit einer Abelschen Transformation: 
S ¡V J 2 än 0n(x) = Z -73T ü(n)än 0n(x) = 
n=0 n~0 H'̂ n^ 
= j j - Ö ^ T T ) ) <*> + ^ ¿ V ) S n ( x ) ' 
und so ist 
\ y Y— \ { \ 
v-v
 ( n ) « = £ > - 1 ( é ) - ^ t t ) ] 
Da die Folge {vv(n)} monoton nichtabnehmend ist, so ergibt sich auf Grund 
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ist, und so nach dem B. Levischen Satz konvergiert die Reihe 
O f j I y 
fast überall in [a, 6]. 
Da die Reihe (3 .6 ) in [a,b\ überall divergiert, divergiert die rechte Seite 
von (3 .7 ) fast überall und daher ist fast überall 
Daraus ist nach ( 3 . 2 ) klar, daß für die Koeffizientenfolge a„ = w(ri)ä,t 
(n = 0 , 1 , . . . ) und für das oben definierte Funktionensystem {<£>„(*)} die Re-
lation (3 .1 ) fast überall in [a,b] besteht. Nach (3 .5) ist {a„}£/-. 
Wir bezeichnen mit E die Menge der Punkte von [a,b], wo (3.1) nicht 
besteht (/*(£) = 0). Es sei 0n(x) = 1 (n = 0, 1 , . . . ) für xiE. Das so erhaltene 
Funktionensystem {d>„(x)} bleibt in [a, b] orthonormiert und gleichmäßig 
beschränkt, wenn es auch früher gleichmäßig beschränkt war, und für dieses 




für x iE. Nach (3.4) , auf Grund der Definition der Folge {a,,} ergibt sich 
mit einer einfachen Rechnung, daß 
T - 1 V1 lim -j >. a„ = ^ 
-V-»co log N — 
ist. Hieraus folgt nach (3 .2 ) und (3.3), daß für dieses Funktionensystem 
(3. 1) auch in den Punkten von E erfüllt wird. 
Damit haben wir den Satz III vollständig bewiesen. 
§ 4 . Ü b e r die R a d e m a c h e r s c h e Abschätzung. 
Daß die Rademachersche Abschätzung (8) im allgemeinen nicht verbessert 
werden kann, wird durch den folgenden Satz gezeigt. 
S a t z IV. Es sei {/„} eine positive, monoton nichtabnehmende Zahlen-
folge, die die Bedingung 
Ä log2 n 
(4 .1 ) Z - 7 r - = ~ 
n = 2 In 
erfüllt. Es kann im Intervall [a, b] ein orthonormiertes Funktionensystem {5>„(JC)} 
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angegeben werden, so daß in [a, b] überall 
( 4 . 2 ) HiS"-! J > n ( x ) = o c 
A'->-co 'aV n = 0 
is/. D/eses Funktionensystem {£>„(*)} kann sogar gleichmäßig beschränkt 
gewählt werden.. 
B e w e i s v o n S a t z IV. Wir zeigen zuerst, daß es eine positive, 
monoton nichtabnehmende Zahlenfolge {7„} gibt, für die die Bedingungen 
(4 .3 ) k = o(L), 
CO 
(4. 4) 2 In2 log2 n = oo 
und 
CD 
(4 .5 ) ( 0 < « < 1 ) 
erfüllt sind. 
Es sei /* = max {/„, log n} (n = 2, 3 , . . . ) . Offenbar ist 
( 4 . 6 ) L (n = 2,3,...) 
und 
( 4 . 7 ) ft =§/„%, (n = 2 , 3 , . . . ) . 
Wird die Bezeichnung m 
sm = Z ( / * ) " 3 l o g 2 n (n = 2 , 3 , . . . ) r.=2 
eigeführt, so folgt aus (4 .1 ) und aus der Definition der Folge {/*}, daß 
( 4 . 8 ) sm < m (m = 2, 3,...) 
und 
( 4 . 9 ) sm < sm+i (m= 2,3,...), lim sm = <x> 
m-yco 
ist. 
Es sei n0(is 2) die kleinste natürliche Zahl, für" die s„0> 2 ist. Es ist 
klar, daß 
l o g 2 n 
( 4 1 0 ) nJ£+i(/;)as„-ilogs„-i ~ 
gilt. Diese Summe ist nämlich eine obere Summe des divergenten Integrals 
1 dx X log X ' 
SUO 
die zu der mit den Teilpunkten s,io, s„ 0 + i , . . . angegebenen Einteilung der 
Halbgerade [s»,, <») gehört. 
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Für 0 < « < 1 ist 
( 4 1 1 ) „ ¿ , ( / r i ) 2 S n C g 2 - s „ < ° ° ' 
da diese Summe die untere Summe des konvergenten Integrals 
dx J: X log2"6 x 
S"o 
ist, die zu der mit den Teilpunkten s„0, s„ 0 + i , . . . angegebenen Einteilung der 
Halbgerade [s„0, <*>) gehört. Auf Grund der Definition der Folge { £ } . und der 
Zahl n0 ist es klar, daß für n>n0 s„- i>-^-s„ ist und so folgt nach (4 .11) : 
V ^ < ~ ( 0 < i < l ) . 
n^+i (C)-Sn-1 log2-£s„-i 
So erhalten wir auf Grund von (4 .8 ) : 
(4-12) ± ? ( l ' Y s ] 0 Î n ^ s < ~ ( ° < ê < 1 > -
, 1=W„+1 (In) Sn-l 1 0 g 5 „ - l t i = n 0 + l V « n ) Sn-1 1 0 g S „ - l 
Es sei nun In = 1* Vs„-i log5„-i für n > n0 und /„ = /„„+i für 0 ^ n ^ n^. 
Nach (4. 6), (4. 7), ( 4 . 9 ) und nach der Definition der Zahl ri0 ist es evident, 
daß die Zahlenfolge {/„} positiv, monoton nichtabnehmend ist und die Bedin-
gung ( 4 . 3 ) erfüllt; wegen (4. 10) und (4. 12) werden auch die Bedingungen 
(4. 4) und (4. 5) erfüllt. Nach (4. 5) gilt 
œ 
2 ï~n < 0 0 
n=0 
und so folgt aus der Monotonität der Folge {/„}, daß 
(4 .13) ]fn 7 ; ' = o ( l ) 
ist. 
Da {ln} eine positive, monoton nichtabnehmende Zahlenfolge ist und die 
Bedingung (4 .4 ) erfüllt, existiert nach Satz I ein in [a, b] orthonormiertes 
Funktionensystem {3>„(x)}, für welches die orthogonale Reihe 
(4 .14) • Z 
,n=0 
in [a, b] überall divergiert. 
Wird die Bezeichnung 
V 
n=0 
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eingeführt, so ergibt sich mit einer Abelschen Transformation: 
i r 0 " ( x ) = 2 i i f - 7 L ] s " W + T 
n = 0 In n = 0 V In «11+1/ '-V 
und so gilt 
1 v -v 1 jV-' f 1 ] \ 
(4. i5) 
I.Y H--.Ü u = 0 »n n = O V ' / i 'n+1 J 
Mit einer einfachen Rechnung bekommen wir die folgende Abschätzung: 
¿ ( 7 — j M (\Mx)\äx ^ ( b - a r ± [ l - X ) { ¡¡s;(x)dxr = 
« = « U . UiJJ "=o U . W U J 
(4 .16) 
u = 0 V I n ' ( 1 + 1 / 
Für jedes s ist 
± K i T + T f | - ± ' U ± + i • 1 ( i / i T + T - VÄ) - Z i + T J - , 
U » / „ + J /0 « = ' In 4+1 
woraus sich nach (4.13) ergibt: 
(4 .17) ' > 
" = " \ln /.. + i j h " = ' In 
Mit Anwendung der Cauchyschen Ungleichung erhalten wir auf Grund von 
woraus sich ergibt, daß die Reihe (4.17) konvergent ist. Auf Grund von 
(4. 16) und dem B. Levischen Satz konvergiert die Reihe 
, 1 = 0 V 1,1 ' 1 1 + 1 / 
fast überall in [a, b]. Da die Reihe (4.14) in [fl, 6] überall divergiert, so di-
vergiert auch die rechte Seite von (4. 15) fast überall, und folglich ist fast 
überall 
J - v ^ - M + o O ) . 
i.v n=--0 
Daraus folgt nach (4.3), daß (4 .2 ) fast überall in [a, b] erfüllt wird. 
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Wir bezeichnen mit E die Menge der Punkte von [a, b], wo (4 .2) nicht 
besteht (>(£") = 0). Es sei 0 > n ( x ) = l (n=0,1,...) für x£E. Nach (4 .4) ist 
\ imN/Iy=°° und so besteht (4 .2) für dieses Funktionensystem { ^ „ ( x ) } 
X-t-tB 
überall in [a, b]. 
Damit wurde der Satz IV vollständig bewiesen. 
§ 5 . Ü b e r die Größenordnung der or thonormier ten F u n k t i o n e n . 
In diesem Paragraphen wird gezeigt, daß auch die Abschätzungen (10) 
und (11) im allgemeinen nicht verbessert werden können. Nämlich gilt der 
folgende 
S a t z V. Es sei {¿„} eine positive Zahlenfolge, für die die Bedingung 
( 5 . D 
n= 0 A» 
erfüllt wird. Dazu kann ein im Grundintervall [a, b] orthonormiertes Funktio-
nensystem {0„(x)} angegeben werden, so daß in [a,b] überall 
(5 .2) Hm" — |0,v(x)| = oo 
N-+CD viy 
ist. 
Aus (5 .2) folgt, daß auch die Relation 
1 ^ 
Iim 2, On(x)= oo 
N-<-ai ¿X u=0 
überall in [o, b] besteht. 
Der Satz V kann mit einer einfachen Konstruktion leicht bewiesen werden. 
B e w e i s von S a t z V . Nach einem bekannten Satz") kann auf Grund 
von (5 .1) eine positive, monoton nichtabnehmende Zahlenfolge {I,,} angegeben 
werden, die die Bedingungen 
(5 .3) ln = oß n ) 
! 1) Dieser Satz lautet folgenderweise: Divergiert die Reihe ^ u„ (u„ >0, / ¡ = 0 , 1 , . . . ) , 
n=0 
so existiert eine positive, monoton nichtabnehmende, ins Unendliche strebende Zahlenfolge 
CD 
{t„}, so daß Z u«li" — °° 'st- ( S > E H E Z - B - G - H - H A R D Y — J . E . L I T T L E W O O D — G . PÓLYA [ 1 ] , 
n = 0 
S. 120—121.) 






Ohne Beschränkung der Allgemeinheit kann angenommen werden, daß 
¿0 ^ ist. 
Es sei 
m 
a - i = 0 , a m = Z ( m = 0 , 1 , . . . ) 
tl = l 
und bezeichnen wir mit /m das Intervall [a m - i , a m ) . Dann ist 
t ' ( L ) = i'm2 (m = 0 , 1 , . . . ) . 
Im folgenden werden wir ein im Grundintervall [a, b] orthonormiertes 
System {(P„(x)} von Treppenfunktionen der Periode ( b — ä ) konstruieren derart, 
daß die Bedingung 
<5.5) 0n (x) =X für (n = 0, 1 , . . . ) 
erfüllt wird. 
Es sei 
U für x i f 0 + l(b-a)12) (/ = 0, ± 1 , . . . ) , 
1 0 sonst. 
Offensichtlich ist &0(x) eine Treppenfunktion der Periode ( b — a ) , gilt 
b 
f02o(x)dx = lij(/x=l 
ö i-,. 
und für n = 0 wird ( 5 . 5 ) erfüllt. 
Es sei n eine beliebige natürliche Zahl. Wir nehmen an, daß die Funk-
tionen 06(x),..., 0„(x) bereits definiert wurden derart, daß sie Treppen-
funktionen der Periode ( b — a ) sind, in \a, b] ein orthonormiertes System 
bilden, und für die Indizes 0,...,n ( 5 .5 ) erfüllt wird. Dann kann eine Ein-
teilung des Intervalls I„+1 in endlich viele Teilintervalle 7P ( p = 1 , . . . , r ) ange-
geben werden derart, daß in den einzelnen Teilintervallen die Funktionen 
0o(x),..., 0n(x) konstant sind. Bezeichnen wir mit die zwei Hälften 
des Intervalls ( p = 1 , . . . , r). Wir setzen 
| Xn+1 für x m + l ( b — a ) (/ = 0, + l , . . . ) , 
tf>„+i(x) = j _ l , + l für xa'9' + l(b—a) (/ = 0, ± 1 , . . . ) , 
' 0 sonst. 
'S) Für / = [u, v] bezeichnet I+l(b—a) das Intervall [u + / (6 —ü), v + l(b—a)}. 
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Offensichtlich ist 0n+i(x) eine Treppenfunktion der Periode (b—a), gilt 
b 
J ( x ) d x = J dx = 1 
a 
und für O ^ / n g n ist 
h 
J 0m (x) 0v+l(x)dx = J <Pm (x) 0„+i (x)dx = 
O /n + 1 
= j 2 j 0m(x)dx-Z J 0m(x)dx\ = 0. 
ri 
Durch vollständige Induktion erhalten wir also ein in [a, b] orthonor-
miertes Funktionensystem { 0 n ( x ) } , für welches (5 .5) erfüllt wird. Für jeden 
Punkt b] ist wegen der Periodizität und nach der Bedingung (5 .4) 
für unendlich viele Indizes 
\0,(X)\ = 1„, 
woraus sich auf Grund von (5.3) ergibt, daß (5 .2) für dieses Funktionen-
system {£>„(*)} überall in [a,b] erfüllt wird. 
Damit haben wir den Satz V vollstäridig bewiesen. 
§ 6 . Ü b e r die Lebesgueschen Funktionen. 
In diesem Paragraphen wird gezeigt, daß die Abschätzung (13) in der 
Einleitung nicht wesentlich verbessert werden kann. Es gilt nämlich der 
S a t z V. Es sei {w(n)} eine positive, monoton nichtabnehmende Zahlen-
folge, für die die Bedingung 
00 j 
erfüllt wird. Es kann ein in dem Grundintervall [a, b] orthonormiertes Funk-
tionensystem {£>„(*)} angegeben werden, so daß in [a, b] überall 
h V 
"Hm -¡~ f I 2 Qn(x)Qn(t) dt=oo , = y N log Nw(N)) 
K-+CD J i n—0 o 
gilt. 
Wir schicken zwei Hilfssätze voraus. 
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H i l f s s a t z IV. Es seien r und x natürliche Zahlen. Ist 
T~ ' 
so gilt für jede natürliche Zahl p die Abschätzung 




ist rx(x)rx(f) als Funktion von ^betrachtet im Intervall 
die diadisch rationalen Punkte ausgenommen überall, dabei ist rk(x) = 
= sign sin 2k:TX die k-te Rademachersche Funktion (k = 0, 1 , . . .). 
B e w e i s v o n H i f s s a t z IV. Ist JC keine diadisch rationale Zahl, so 
\2r 
streckenweise 
2* + 1 2 r konstant, undzwar ist sein Wert in Intervallen von der Gesamtlänge — — 
gleich - f l , und in Intervallen von der gleichen • Gesamtlänge gleich —1. 
Der Wert der Funktion r„(jc) rx(t) - f rx+1(x)rxU(t) ergibt sich aus demjenigen 
der Funktion r*(x)rx(t) indem man in der ersten Hälfte der einzelnen 
Konstanzintervalle zu dieser Funktion -(-1 addiert und in der zweiten 
Hälfte + 1 subtrahiert. Also nimmt die Funktion rx(x)rx(t)-\-rxJrX(x)rxn(t) die 
Werte + 2 , 0, bzw. — 2 der Reihe nach in Intervallsystemen von den 
Gesamtlängen » 
2*+l—2r 2*+l—2r 2*+1—2r 
-, 2 2*+2 ' 2*+- ' 2* + 2 
an. Mit vollständiger Induktion erhalten wir, daß falls x keine diadisch ratio-
nale Zahl ist, die Funktion 
x + p - l 
Z rk(x)rk(t) 
als Funktion von t betrachtet die Werte p, p — 2 ,...,p—21,...,—p + 2,—p 
in Intervallsystemen von den Gesamtlängen 
P 
, 0 
annimmt. Also ist 
p]2x+1-2r (p)2*+l-2r (p\2x+1-2r 
j 2 X + P ' ' " ' l / j 2X+P ' " " ' 1 / > J 2 " ^ 
( 6 - 3 ) j 1 1 i r f c ( x ) r * ( / ) 
2 r 
. . 2 » H - 2 r , 
rf/=—2Ï kP 
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mit 
Für p = 1 , 2 ist kp — 1 und so ergibt sich (6. 2 ) aus ( 6 . 3 ) . H . RADEMACHER 
hat gezeigt, daß 
^ÄR+L = ¿20-+2 (<7 = 0 , 1 , . . . ) 
und 
1 2 < 7 + 1 - L 
= ¿ ^ " « « R (<7 = 1 , 2 , . . . ) 
gilt, wo d- und von <7 abhängigen Zahlen sind (0 ^ 9 - , ^ 1) (siehe 
H. RADEMACHER [ 1 ] , S . 134). Auf Grund von diesen Formeln und (6 .3 ) 
erhalten wir, daß (6. 2) auch im Falle p s 3 erfüllt wird. 
Damit haben wir den Hilfssatz IV bewiesen. 
H i l f s s a t z V. Es seien eine beliebige, natürliche Zahl p und eine 
reelle Zahl c mit 
( 6 . 4 ) 0 < — < 1 c 
vorgegeben. Dann kann ein im Intervall [0,2] orthonormiertes System von 
Treppenfunktionen {h,(c, p; x)} (/ = 1 , . . . , p) derart angegeben werden, daß die 
folgenden Bedingungen erfüllt sind: 
(6 .5 ) 
(6.6) 





dt<]/2cp ( 0 g x s 2 ) , 
ferner existiert eine meßbare Teilmenge H(c) von [0,2] mit 
( 6 . 7 ) 
für deren Punkte x gilt: 
r(H(c))> T c , 
(6.8) iL'Eh(c,p;x)h,(c,p;t) 
J i=i • 
dt>^f2cp. 
94 K. Tandori 
B e w e i s v o n H i l f s s a t z V. Es seien r und x natürliche Zahlen, 
für die die Ungleichung 
(6 .9 ) 
erfüllt wird. Es sei für / = l , . . . , p 
2 T ̂  1 < 2 r + l 





0 , ^ . 1 ( x ) f ü r x ( [ | o , | i 
ö2rx+!-i(x) für x £ 2 
e. ' ( 6 - i i ) 
ist. 
Aus der Definition ist es klar, daß die Funktionen hi(c ,p;x) Treppen-
funktionen sind und ein orthonormiertes System in [0, 2] bilden, ferner (6. 5) 
erfüllt wird. 




und nach (6. 9) und (6. 10) 
(6 .13) V c > Ö , a 
Ferner ist nach (6.4), (6 .9) und (6. 11) 
(6. 14) 
~2' 
1 a 1 
Da die Funktionen gi(c,p;x) ( / = l , . . . , p ) in [0,2] ein orthonormiertes 




dt^V2j | \Èhl(c,p;x)hl(c,p;Q ) dt[ = 
1 1 , 2 
= K2 \2hî(c,p-,x)\ ^ Y2 max {6U 6,} 
[i=i 
und so auf Grund von (6.4), (6. 13) und (6. 14) erhalten wir (6 .6) . 
Über die orthogonalen Funktionen. 9 5 
Es sei H(c) die Menge, die so entsteht, daß wir aus dem Intervall 
|o, p^j die diadisch rationalen Punkte weglassen. Dann wird (6 .7 ) nach 
(6 .12) erfüllt und für x 6 H(c) gilt nach (6.13). und (6. 14) 








Nach (6.4) und (6 .9 ) wird die in dem Hilfssatz IV vorkommende Bedingung 
erfüllt, und so ergibt sich mit Anwendung des Hilfssatzes IV die Abschätzung 
(6.8). 
Also erfüllen die Funktionen hi(c,p;x) (l=\,...,p) alle im Hilfssatz 
V gestellten Bedingungen. Damit haben wir den Hilfssatz V bewiesen. 
Ist I=[u,v\ ein beliebiges endliches Intervall, so sei 
./ / \ ) Î2hi\c,p\2-—- für u <x<v, ,, , . 
h,(c,p,/;x) = < y 'l v—u) ' (l=\,...,p) 
( 0 sonst 
und bezeichnen wir mit H(c,T) das Bild der Menge H(c) bei der Trans-
« 
formation y = V~ x + u. Auf Grund von (6.5), (6.6), (6 .7) und (6.8) ist 




JÄI(C, p, I; x)dx = 0, 
i 
Jhi(c, p, I; x)hj(c, p, / ; x) dx = 
i 
i L'SMc.P, / ; x)hi(c,p, I; t) J u=i 
0 für / 4= j, 
f i ( I ) für i = j, 
dt<fi(I)V2cp (u^x^v), 
(6.18) 
ist und für x £ H(c, I) 
(6 .19) 
gilt. 
f p, I; x)hi(c, p, I; t) J i=i 
dt>i*(I)±Y2cï 
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B e w e i s v o n S a t z VI . Nach (6 .1 ) ergibt sich, mit Anwendung des 
in der Fußnote") erwähnten Satzes daß eine positive, monoton nichtabneh-
mende Zahlenfolge {»P(n)} existiert, die die Bedingungen 
<6.20) w(n) = o (w(n)), 
(6.21) Z r ~ ; — , = 
l o g n ) i v ' ( n ) 
erfüllt. 
Es sei fi\ die kleinste natürliche Zahl, für die 
( n . + O ^ g l 
ist. Ferner sei d eine natürliche Zahl mit 
(6 .22) 2 log 64 ^ d 
und man setze 
nm = n , - t - c i ( m — 1) ( m = 1 , 2 , . . . ) . 
Offensichtlich ist wegen der Monotonität von w(n) 
(6 .23) . (nm + \)w\2"m+1)^ 1 (m = 1 , 2 , . . . ) , 
ferner ist 
(6.24). Nm = 2"m-f 2"m~l -| h 2 " ' 2 " ' " + 2"m'd-| h 2"m'(m'1)d< 2"m+1 
<m = l , 2 , . . . ) und wegen nk = nm—d(m—k) 
Z 2"k'2 = 2"m''2 Z 2"i(m'k)/2 = 2"m'2 Z (2" , / a y < 
A=l fc=l . 1=1 
< 2"m ' 2 2 - " - i ; ( 2 " i , 2 y < 2 " m / 2 - 2 ~ d / 2 - 2 ; 
¡=o 
hieraus ergibt sich nach (6.22) die Abschätzung 
IM —1 I 
<6.25) " Z 2"t/2 < ^ 2"m/2 (m = 2, 3 , . . . ) . 
4 = 1 . W 
Da für jedes s 
y 1 = y y L= 1 y 1 
^ (n l0g/!)^(«) (n log n)vf(n) nmw2(2"m) n 
ist, so folgt aus (6.21); 
CD f 
<6.26) 
Im folgenden wird mit Anwendung des Hilfssatzes V ein von der Folge 
{w(n)\ (und so auch von der Folge {w(n)}) abhängiges, im Intervall [a, b] 
orthonormiertes System der Treppenfunktionen {(>„(*)} (n = 0 , 1 , . . . ) und eine 
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Folge {H,„} (m = l , 2 , . . . ) von meßbaren Teilmengen von [a, b] definiert, die 
die folgenden Bedingungen erfüllen: 
ä) für jeden Index m ( s l ) gilt die Ungleichung 
t 
Am-I : 
( 6 . 2 7 ) Z 9n{x)Qn(t) dt < V2"m+l(nm+ l)vv(2"m+1) (a x ^ b; N0 = 0) ; J | n=JVm —1 • a 
— • * 
6) für x £ H m besteht die Ungleichung 
& 
C 1>'m~1 1 . / • — = : — 
( 6 . 2 8 ) Z e - O O P - W dt>± K2" m + I (/2m + l ) i v ( 2 " r a + 1 ) ; 
J ..=,v„_j 10 
a 
c) die Mengen //,„ ( m = I , 2 , . . ) sind stochastisch unabhängig und gilt 
( 6 . 2 9 ) > { ( n m + l ) w a ( 2 n " , + 1 ) ) ' \ 
Nach (6 .23) erfüllt die Zahl c, = (/!, + l)w2(2" ,+1) die Bedingung (6.4) , 
so daß für die Zahlen ct und px = 2"' der Hilfssatz V angewendet werden 
kann. Es sei 
= ( / = l , . . . , 2" 1 ) 
und Hi = H(cu[a,b]). Nach dem Hilfssatz V sind die Funktionen Q„(X) 
{ / I = = 0 , — 1 ) Treppenfunktionen und bilden nach (6 .16) ein orthonor-
miertes System im Intervall [a, b], ferner nach (6.17), (6 .18) und (6 .19) werden 
die Ungleichungen (6.27), (6 .28) und (6 .29) für m = l erfüllt. 
Es sei nun k eine beliebige natürliche Zahl > 1. Wir nehmen an, daß 
in [a,b\ die Treppenfunktionen p„(x) (n = 0 , . . . , N k . i — 1) und die meßbaren 
Mengen H i , . . . , H l : - i bereits so definiert wurden, daß die £>„(*) ein ortho-
normiertes System bilden und die Bedingungen ä)—c) für die Indizes 
m=\,...,k—l erfüllt sind, insbesondere sind also die Mengen H1,...,Hk. i 
stochastisch unabhängig. 
Es gibt eine Einteilung des Grundintervalls [a, b) in endlich viele Teilinter-
valle/p (p = 1 , . . . , r), so daß in den einzelnen Teilintervallen jede Funktion 
$ n (x ) (/2 = 0, . . . , J V M - 1 ) konstant ist. Nach (6 .23) wird für die Zahl 
c,. = (nk+ l)iv2(2"k+1) die Bedingung ( 6 . 4 ) erfüllt und so kann für die Zahlen 
ck,pk = 2"1 'der Hilfssatz V angewendet werden. Es sei gesetzt: 
und 
(*) = HO, A , X) (L = 1 , . . . , 2"K) 
H k = U H{ck, 4). 
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Nach dem Hilfssatz V sind auch die Funktionen .?„(*) (Nk.i ^ n < Nk) 
Treppenfunktionen. 
Es seien n und / beliebige Indizes, 0 g n ^ Nk-i — 1, 0 ^ / ^ 2"k. 
Bezeichnen wir mit cP(n) den im Intervall I9 angenommenen Wert der Funk-
tion p„(x) (p = 1 , . . . , f). So ist nach (6.15) 
b 
(6 .30) JV.(*)e.vt_i«-'»(X)dx = jX=2cf(n)jh,(ck, pk, /e; x)dx = 0. 





- Z ( J e ) = 1 für i=j. b—a ¿Ei 
Daraus folgt nach (6.30) daß die Funktionen o„(x) (n = 0 , . . . , Nk— 1) in [a,b] 
ein orthonormiertes System bilden. 
Für x £ [a, b] ist . 
b 
Jl j r ç 2 "k Z 9n(x)gn(t) dt = -r—-2' Zh(ck,pk,Ie;x)ht(ck,pk,Ie;t) 
0 — u e=i J i=i 
dt, 
woraus sich nach (6.17) ergibt, daß (6.27) auch für m = k erfüllt wird. 
Es sei endlich x £ H k . Dann existiert ein Index p (1 ^ g ^ r ) , so daß 
x £ H(ck, Ig) gilt. Es sei ¡e = [u„ve] ( p = 1 , . . . , r). Dann erhalten wir mittels 
der Integraltransformationen 
i t t/p 
daß 
b 
r I •"*-! 1 r r I ~ 1 
2 p»(*)p«(0 dt=-r—Z I? ; X) hi(ck,pk, Iv; t) j | «=.vt_l 0 _ a p = i J |êï 
't 
2 
1 fl2"1 ( 2 1 




Über die orthogonalen Funktionen. 99 
ist, so folgt nach (6.8) , daß die Ungleichung (6 .28 ) auch für m = k erfüllt 
wird. Aus der Konstruktion folgt, daß die Mengen Hl,..., Hk stochastisch 
unabhängig sind. 
Nach (6. 18), ist es klar, daß auch die. Ungleichung (6 .29) für m = k 
besteht. 
Somit haben wir durch vollständige Induktion ein im Intervall [a, b] 
orthonormiertes Funktionensystem {pn(x)} und eine Folge von meßbaren Men-
gen {Hn} konstruiert, so daß die Bedingungen ö ) — c ) erfüllt sind. 
Aus den Bedingungen a) und b) und aus der Ungleichung (6. 25) folgt 
für x £ Hm (m ^ 2) 
Jl -Vra-l r 2 e „ ( * ) p » ( 0 dt.im n=0 J 2 P » W P » ( 0 n=N,„ -l 
ö 
m-2 r 
d t - 2 f 
A=0 J 
2 Pn(x)pH(t) dt > 
i« w-1 -jL f 2 " m ( / 2 m + l ) w ( 2 " m + 1 ) — 2 }'2"k(nk+l)w(2""+1) 
!= ¡ ¿ 2 " » ' - - 2 2"*' sj > ~ V2"m(nm + l ) tv(2"" ' + 1 ) . 
Daraus erhalten wir auf Grund von (6.24), daß für x £ Hm ( m s ] ) 
(9 .31) 
ist. 
J 2 9n(x)g„(t) n=0 1 dt>^\'Nm\ogNmw(Nm) 
Es sei nun x£l im// m . Dann wird (6 .31) für unendlich viele Indizes 
m erfüllt. Nach (6.26), (6 .29) und der Bedingung c) erhalten wir mit Anwen-
dung des zweiten Borel—Cantellischen Lemmas, daß ,a(lim //„,) = ft—a ist. 
M - * CD 
So ergibt sich auf Grund von (6.20), daß für das so definierte Funktionen-
system (?n(x)} die in der Behauptung des Satzes VI vorkommende Relation 
fast überall in [a, b] erfüllt wird. Wir bezeichnen mit H die Teilmenge vom 
Maße Null des Intervalls [a, b], wo diese Relation nicht erfüllt wird. Wir 
verändern die Funktionen {«»(*)} in der Menge H wie folgt: für x ^ H sei 
Qn{x) •• ' 2 Cm b—a ( N m - l ^ t l < N m /71 = 1 , 2 , . . . ) . 
Nach dem obigen ist es klar, daß das so abgeänderte Funktionensystem {(>«(*)} 
orthonörmiert bleibt und die in der Behauptung des Satzes VI vorkommende 
Relation überall in [a, b] erfüllt wird. 
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Damit haben wir den Satz VI vollständig bewiesen. 
Es bleibt offen, ob die im Satz VI vorkommende spezielle Folge i a = = 
= 1in log n w(n) mit einer beliebigen, positiven, monoton, nichtabnehmenden 
Folge {¿„} ersetzt werden kann, für die die Bedingung (5 .1 ) erfüllt wird. 
§ 7. Cesärosche Mittel der quadratisch integrierbaren 
Entwicklungen. 
Es sei {«¡PnOt)} ein im Grundintervall [a, b] orthonormiertes Funktionen-
system. In diesem Paragraphen wird die n-te Teilsumme, bzw. die n-te 




mit s„(x), bzw. mit a" (JC) bezeichnet, d. h. ist 
n | M 
SN (X) = 2 ÜR<PV(x), o'a \x) = — Z An-Vav(pv(x) (n = 0, 1 , . . . ) 
r = o - 4 ; , ' " = o 
mit 
& = + ( « + - 1 , - 2 , . . . ) . 
Offenbar ist A!?' (JC) = sn(x) (n = 0 , 1 , . . . ) . Der Einfachheit halber bezeich-
nen wir die (C, 1)-Mittel mit o»(x) (n = 0 , 1 , . . . ) . 
Es ist bekannt, daß. 
(7. 1) c , («) ^ c2(a) (m > 0, « > - 1 ) 
gilt, wo cx(a) und c2(a) nur von a abhängige positive Zahlen sind, ferner 
gelten die Relationen 
(7. 2) i4{? > 0 ( m ä O . « > — 1 ) , 
( 7 . 3 ) > № (m 0, a > 0), 
m 
( 7 . 4 ) • 
r = 0 
( 7 . 5 ) ' O H i i : ^ ' ' f « 
•All r=0 
(siehe z . B . A . ZYGMUND [1] , S . 4 2 ) . 
Zuerst werden wir die in der Einleitung erwähnte Abschätzung für 
die (C, a > 0)-Mittel der quadratisch integrierbaren Entwicklungen beweisen. 
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S a t z VII. Ist {a„}£P, so ist für jedes «>0 
( 7 . 6 ) OtP (x) = o (log log N) 
fast überall in [o, b]. 
Um den Satz VII zu beweisen werden einige Hilfssätze vorausgeschickt. 
H i 1 f s s a t z VI. Es sei {,«(/?)} eine positive, monoton nichtabnehmende, 
ins Unendliche strebende Zahlenfolge. Wir nehmen an, daß die Abschätzung 
ox(x) = 0(u(N)) 
für jede Folge {a„} £ P im Intervall [a,b] fast überall gültig ist. Dann ist 
auch die Abschätzung 
oy(x) = o(tu(N)) 
fiir jede Koeffizientenfolge {a„} £ P im Intervall [a, ¿>] fast überall gültig. 
B e w e i s v o n H i l f s s a t z VI. Es sei {a„} (j P eine beliebig gegebene 
Koeffizientenfolge. Man kann eine positive, monoton nichtabnehmende, ins 
Unendliche strebende Zahlenfolge {¿„} derart angeben, daß 
( 7 . 7 ) 
j-=0 
ist, man setze z. B. 
¿ o S l ( r - 0 , 1 , . . . ) . 
Dann ist nämlich die Reihe (7. 7) die untere Summe des konvergenten Integrals 
s 
K S 4 
0 
die zu der mit den Teilpunkten 0, ...,S—(ao + oD, 5 — a i , S angegebenen 
Einteilung des Intervalls [0, S ] gehört. 




werden wir mit s*(x), bzw. mit o*,(x) bezeichnen: 
s*(*) = 2 kvavtpv(x), al(x) = 2 1 — —j-f kvav<pv(x) (n = 0 , 1 , . . . ) . v—0 r=U " l ' J 
Mit einer doppelten Abelschen Transformation ergibt sich: 
ö v w = I ( 1 - i v T l ) i « = I { l - Ä ^ r ) ( i - ¿ ) s : w + 
• + j v t r l r T ^ (/i + l K t o + A < * ( * ) . /V - ¡ - 1 „=0 v^n+l /MI+2 ! 1 
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Auf Grund von (7. 3) und (7. 7) ist 
<1 (' 
I: fe - * s <6->' "I (x7 - ¿r) (/("•• 
« o 
\r=0 ' J r-l 
und 
< ° c . 
Aus den obigen erhalten wir mit der Anwendung des B. Levischen Satzes, 
daß die Reihen 
z f l - x - W — ^ l i ^ w i / 11=0 *•„+[ An+2 J 
im Intervall [a, b] fast überall konvergieren. 
Da eine konvergente Reihe immer (C, l)-summierbar ist, ist in [a, b\ 
fast überall 
< 7 9 ) K ' - Ä n n K i - i i r ) ^ " 0 ' » -
Ferner ist 
1—)(« + ! ) # ) ^ tMKWI •f" 1 V A,n2 J 11=0 V Art+l a„+2 / N+ 
und so ist in [a, b] fast überall 
<7-10> N T . 
Nach (7. 7) folgt gemäß unserer Annahme, daß fast überall in [a, b\ 
al\x) = 0{ji(N)) 
ist. Daraus ergibt sich die Behauptung auf Grund von (7.8), (7. 9) und (7.10) . 
Damit haben wir den Hilfssatz VI bewiesen. 
H i l f s s a t z VII. Ist {a„}£l2, so besteht für jedes r > 
1 jt(or\x)-oP(x)Y = o( 1) • /v + 1 , f r 0 
fast überall in [a, ft]. 
Dieser Hilfssatz ist bekannt (siehe A. ZYGMUND [2] , S . 3 5 9 ) . 
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H i l f s s a t z VIII. Es sei {t*(n)} eine positive, monoton nichtabnehmende 
Zahlenfolge. Wir nehmen an, daß {a,,} £ /2 ist und 
ox(x) = o(?(N)) 
fast überall in [a, ft] gilt. Dann ist 
j f c g i V - . V M 
fast überall in [a, 6]. 
B e w e i s v o n H i l f s s a t z VIII. Ist {a„} (j /2, so ist nach dem Hilfs-
satz VII 
1 N 
2 (s» (*)—On(x)f = o(l) 
fast überall in [o, b). Mit Anwendung der Ungleichung 
NTI i = NTi „I {s"(x)~°"(x))2+mn S a-ix) 
ergibt sich daraus die Behauptung. 
Auf die Cesäroschen Mittel <7„(r) beliebiger numerischer Reihen bezieht 
sich der 
H i l f s s a t z IX. Es sei {^(n)} eine positive, monoton nichtabnehmende 
Zahlenfolge. Ist für ein r> — 1/2 
so ist für jedes s > 0 
= o(/*(N)). 
Diesen Hilfssatz hat A. ZYGMUND mit o ( l ) statt o(jx(N)) bewiesen. 
(Siehe A. ZYGMUND [2], S. 360—361.) 
B e w e i s v o n H i l f s s a t z IX. Auf Grund von (7.1), (7.2) , ( 7 . 4 ) 
und (7 .5 ) ist 
ZAIJ 
«=o 
N V/2 / N r \2\l/2 
— 5T11 .V 2 / 
( '+-3-+0 1 OK 
„ ( r + Y + < ) ilt 
^ ( l ^ ) 1 ) " 4 J -
A„ 2 
= o(]/Nft(N)) (Z^^A&rX1^ (Af^yi*, 
Ay Ar 
woraus mit Anwendug von (7 .1) ergibt sich die Behauptung. 
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Mit Anwendung der Hilfssätze VII—IX kann der folgende Hilfssatz be-
wiesen werden. 
H i l f s s a t z X. Es sei {u(rt)} eine positive, monoton nichtabnehmende 
Zahlenfolge. Es sei {a,,} € l'2 und nehmen wir an, daß 
o.v(x) = o(u (/V)) 
fast überall in [a, b] gilt. Dann ist auch die Abschätzung 
( 7 . 1 1 ) a'y\x) = o(fi(N)) 
für jedes u > 0 fast überall in [a, b] gültig. 
Dieser Hilfssatz entspricht dem folgenden Satz von A. ZYGMUND: Ist 
eine quadratisch integrierbare Entwicklung fast überall (C, l)-summierbar, so 
ist die fast überall ( C , a > 0)-summierbar. (Siehe A . ZYGMUND [ 2 ] . ) 
B e w e i s v o n H i l f s s a t z X. Nach unserer Annahme ergibt sich mit 
Anwendung des Hilfssatzes VIII, daß 
fast überall in [a, b] erfüllt wird. Daraus ergibt sich mit Anwendug des Hilfs-
satzes IX für e = , daß fast überall in [a, b) 
(—) 
(7 .12 ) o.v2 '(x) = o(ji(N)) 
ist. Da für jedes N 
fiCR,]2 




fast überall in [a, b] erfüllt wird. Nach Hilfssatz IX mit f = erhalten wir 
endlich, daß fast überall in [a, 6] 
oia)(x) = o(u(N}) 
ist. 
Damit haben wir den Hilfssatz X bewiesen. 
Nun gehen wir zum Beweis des Satzes VII über. 
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B e w e i s von S a t z Vll. Es sei u „ = l für n= 1 ,2 ,3 und «, ,=loglog/i 
für ( ¡ ä 4 . Es sei ferner {on} £ l1 eine beliebige Koeffizientenfolge. Dann ist 
die orthogonale Reihe 
r=0 u v 
nach einem Satz von D. MENCHOFF fast überall in [a,b] (C, l)-summierbar.ls) 
Mit einer Abelschen Transformation erhalten wir: 
x I i 1 - JVTT) i = \ l i 1 - t t t t ) [ i - " ¿ r ) s " ( x ) + 
(7 .13) N_x 
+ -Jrr 2 h r TT—) + + T T " J\ 1 ,.=0 V tfr+1 Ur+2 j U.v+l 
Nach den obigen Bemerkungen konvergiert die linke Seite vori (7. 13) fast 
überall in [a, b] und daher ist fast überall in [a, ö] 
(7 .14) ¿ ( 1 - ^ ) 1 ^ ) = 0 ( 1 ) . 
Da {a„}Ç/2 ist, so kann man mit der Methode, die bei dem Beweis des 
Hilfssatzes VI angewendet wurde, zeigen, daß die Reihen 
¿(ïï--7T-k<*>' ¿(V -/-W)! 
r=0 ' UV UV+L J r=0 V UV+L UV+2 ) 
in [a, b] fast überall konvergieren und so gilt fast überall 
und 
Nach (7.13), (7.14), (7.15), und (7.16) erhalten wir, daß die Abschätzung 
Ox(x) = O (log logAO 
für {a„} £ P in [a, b] fast überall gültig ist. Daraus ergibt sich nach dem 
Hilfssatz VI, daß für {an} £ P 
a.v(x) = o(log log N) 
fast überall in [a, b] besteht. Schließlich erhalten wir daraus mit Anwendung '3) Dieser Satz lautet wie folgt: Ist £ c» Oog l 0 8 nf < °°>. so isf die Reifle ZCn f" ^ 
n=4 n=0 
für jedes orthonormierte System {<p„(x)} im Grundintervall fast überall (C, \)-summierbar. 
(Siehe D . MENCHOFF [ 3 ] , S. 6 5 — 6 6 . ) 
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<7.18) lim £-j :-Af.rav0v(x) 
des Hilfssatzes X, daß (7 .6 ) im Falle {a„} € P für jedes « > 0 im Intervall 
[a, b] fast überall gilt. 
Damit haben wir den Satz VII vollständig bewiesen. 
Im folgenden wird gezeigt, daß die in dem Satz VII vorkommende Ab-
schätzung im allgemeinen nicht verbessert werden kann. Nämlich gilt der 
folgende 
S a t z VIII. Es sei {iv(n)} eine positive, monoton nichtabnehmende 
Zahlenfolge, die die Bedingung 
<4.17) w(n) = o (log log n) 
erfüllt Dazu kann man eine Koeffizientenfolge {a„} £ P und ein im Grundin-
tervall [a,b\ orthonormiertes Funktionensystem {&n{x)\ angeben, so daß für 
jedes a > 0 überall in [a,b\ 
1 
NX'*, W(N) 
besteht. Das Funktionensystem {<£>„(*)} kann auch gleichmäßig beschränkt 
gewählt werden. 
B e w e i s v o n S a t z VIII. Es sei {iv(n)} eine positive, monoton nichtab-
nehmende Zahlenfolge, die die Bedingungen 
<7.19) w(n) = o(u>(n)), 
( 7 . 2 0 ) ¡v(n) = 0 ( log logn) 
erfüllt; man wähle z. B. die Folge 
= ( " = 4 , 5 , . . . ) 
(es sei etwa w(n) = iP(4) für n = 0 , 1 , 2 , 3). 
Aus (7 .20 ) folgt, daß die positive, monoton nichtabnehmende Zahlen-
folge iP(n) = iv(2n) (n = 0, 1 , . . . ) die Bedingung 
®(n) = o (log n) 
erfüllt. So kann mit Anwendung von Hilfssatz I eine positive, monoton nicht-
abnehmende Zahlenfolge {w*(n)} angegeben werden, die die Bedingungen 
® 1 
( 7 ' 2 1 ) S ( n logn) ( l f * (/ l ) ) 2 ~ °° 
und 
<7.22) y ^ ^ ^ < o o 
£i(n log3 n) (w'(n)f 
erfüllt. 
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Nach (7 .21) kann der Hilfssatz III, bzw. III' angewendet werden und 
so ergibt sich die Existenz eines im Intervall [a,b\ orthonormierten Funktio-
nensystems {3>*(x)}, für welches die Reihe 
( 7 . 2 3 ) ¿ > : < K ( x ) 
mit den Koeffizienten 
= = TT\ ( n = 2 ) wv*) yn log3« w (n) 
fast überall in [a,b\ divergiert. Das Funktionensystem {(PM(x)} kann auch 
gleichmäßig beschränkt gewählt werden. 
Bezeichne 
<7.24) j t ' a ï & U x ) 
die orthogonale Reihe, die wir aus der Reihe (7.23) erhalten, indem wir die 
Glieder mit den Indizes n = Nm — 1 (m— 1 , 2 , . . . ) weglassen (Nm hat die-
selbe Bedeutung wie in den Hilfssätzen III und III'). Nach den Hilfssätzen 
III, III' ist klar, daß auch die Reihe ( 7 . 2 4 ) fast überall" in [a, b\ divergiert. 
Wir ordnen jetzt die Funktionen 0l(x) in eine Reihenfolge um. Die 
Funktionen Î>*(x) mit n 4 = W » > - l (m = 1, 2 , . . . ) werden der Reihe nach mit 
0-i«(x) (n = 0 ( 1 , . . . ) und die Funktionen 0 $ m - i ( x ) (m = l „ 2 , . . . ) der Reihe 
nach mit 0k(x) (Ar = 0 , . . . ; Ar 4 = 2") bezeichnet. Aus der Koeffizientenfolge {a,*} 
erhalten wir eine neue Folge {ö,,}, indem wir die a* mit rt^=Nm — 1 
(m = 1 , 2 , . . . ) fortlaufend mit ä-2» (ri = 0, 1 , . . . ) bezeichnen und für die Indizes 
k + 2n ÛI = 0 setzen. Nach dem obigen ist es klar, daß ä ^ ^ i ^ n log3/IH>*(/I))-1 
(n = 2, 3 , . . . ) gilt. Ferner ist es klar, daß das so erhaltene Funktionensystem 
{<P„(JC)} auch orthonormiert ist, und falls das System {<£>*(x)} gleichmäßig 
beschränkt ist, so ist das System {0n(x)} ebenfalls gleichmäßig beschränkt. 
Betrachten wir nun die Reihe 
03 
( 7 . 2 5 ) Zün0n(x). 
• Nach den obigen ist es evident, daß die 2"-te Teilsumme der Reihe (7 .25) 
mit der n-ten Teilsumme der Reihe (7 .24) übereinstimmt. Da die Reihe (7 .24) 
im Intervall [a, b\ fast überall divergiert, so ist die Reihe ( 7 . 2 5 ) nach einem 
bekannten Satz fast überall in [a, b\ nicht (C, l)-summierbar.14) Auf Grund 
u) Dieser Satz lautet wie folgt: Es sei {<pv(x)} ein orihonormieries Funktionensystem 
und sei {c„K'ä- Die Reihe 2cv<pv{x) ist im Grundintervall dann und nur dann fast überall 
(C, \)-summierbar, wenn die Folge der 2"-ten Teilsummen der Reihe im Gruhdintervall fast 
überall konvergiert. (Siehe A. N. KOLMOOOROFF [1].) 
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von (7 .22) und nach dem obigen ist 
(7 .26) ± 1 
«==2 ..=2 (n log3 n) (w (n)) »=2 (n log3/?) (w*(n)) 
Also ist {o,,} € P und so ergibt sich nach einem im Zusammenhang mit Hilfs-
satz X erwähnten Zygmundschen Satz, daß für jedes a > 0 der Reihe (7. 25) 
mit Ausnahme einer von a abhängigen Teilmenge vom Maße Null des Grund-
intervalls nirgends (C, a)-summierbar ist. (Dieses Ergebnis kann in der Mittei-
lung von D. MENCHOFF [3] gefunden werden; das oben beschriebene Ver-
fahren kann abgesehen von einer kleinen Modifizierung bei S . K A C Z M A R Z — 
H. STEINHAUS [1], S . 191 gefunden werden.) 
Es sei r eine beliebige natürliche Zahl. Wir bezeichnen die n-te Teil-




mit s„(x), bzw. mit olr>(x): 
Jl 
tS> V - , . -- V - , A(n~ 
Wir erhalten mit einer r-fachen Abelschen Transformation: 
| —* 




i.v j~o . A$ \ w ( f ) w ( r - t - l ) J 
Ê ( « ? ( « ' + / » ) ~~ "IFFT+iy) I+ 
1 i v ( A ^ + r + l ) 
( v g l . K . TANDORI [4 ] , S . 9 3 ) . 
Nach (7.26) kann mit der beim Beweis des Hilfssatzes VI angewendeten 
Methode gezeigt werden, daß die Reihen 
( 7 - 2 8 > M - m ~ w + T ) \ M x ) 
und 
< 7 - 2 9 > g ( g p T 3 - - < " = ' '> 
im Intervall \a, b] fast überall konvergieren. 
Es sei a,b) ein beliebiger Punkt, in dem die Reihen (7 .29) kon-
vergieren und es sei f eine beliebige positive Zahl. Es gibt dann eine Zahl 
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v0 = vc(x) derart, daß 
(7 .30) 2 L \ , _ _ ( f t = 1 r ) 
ist. Für N ^ v a hat man nach (7.1), (7 .2) und (7.30) 
2 Ati'A^ - jp-(r + i i + i ) ) 
( ,w= 1 , . . . , r ) und daraus folgt mit Anwendung von (7 .1) 
* ( , + ' „ + 0 1 < 8 <" = ' '> 
für genügend großes N. Also ist in diesem Punkt x 
lm. - k IA%:" A" »fr +' • + •> ) ~ 0 <"= 
Da die Reihen (7 .29) in [a, b] fast überall konvergieren, so wird diese Rela-
tion in [a, b\ fast überall erfüllt. 
Da die Reihe (7.28) in [a, b\ fast überall konvergiert, und eine konver-
gente Reihe immer (C, /^-summierbar ist, so konvergiert die erste Summe der 
rechten Seite von (7.27) im Grundintervall [a, b\ fast überall. Da die auf der 
linken Seite von (7.27) stehende Summe nach der Annahme für N—-°° in. 
\a, b] überall divergiert, erhalten wir auf Grund der obigen Bemerkungen und 
nach (7. 27), daß in [a, b] fast überall 
1 =<r, 
w(N+r+\) 
ist, mithin gilt in [a, b] fast überall 
ö i P ( x ) 4 = 0 ( 1) 
Wir bezeichnen mit E(r) die meßbare Teilmenge des Grundintervalls 
[a, b\, für die (7 .31) nicht erfüllt wird. 
Es ist klar, daß E(r)SE(r+1). Es gei 
£ = U E(r). 
r=1 
Da für jedes r i*(ß(r)) = Q ist, so gilt jtt(£) = 0, Besteht (7 .31) in einem 
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Punkt x für jede natürliche Zahl 1), so ist nach (7.2), (7 .4 ) und ( 7 . 5 ) 
U m ^ U ¡ l ^ v ' W I > 0 
.Vh-O W ( J V ) 1 W l 
für jedes u> 0. Es sei an = w(n)ält (n = 0, 1 , . . . ) . Es folgt nach (7 .19) , daß 
(7 .18) für das oben definierte Funktionensystem mit jedem a > 0 in der Menge 
CE überall besteht. 
Wir werden beweisen, daß man mit einer geeigneten Veränderung der 
Funktionen {(?>„(*)} in E erreichen kann, daß (7 .18) für jedes a > 0 überall 
in [«, b] besteht. 
Es sei 0„(x)=l für x £ E (n = 0, 1 , . . . ) . Es ist klar, daß das so 
erhaltene Funktionensystem {(£>„(x)} in [a,b\ orthonormiert ist und die Funk-
tionen 0„(x) gleichmäßig beschränkt sind, wenn sie ursprünglich gleichmäßig 
beschränkt waren; ferner besteht (7. 18) für jedes « > 0 überall in CE. 
Wir werden beweisen, daß (7 .18) für das so modifizierte Funktionen-
system bei jedem positiven Parameterwert ci auch in der Menge E erfüllt 
wird. Nach (7 .17) ist es genügend zu zeigen, daß für jedes a > 0 
(7 .32 ) T i m - i — i -
-V->03 log log N AT 
gilt. Nach (7 .1) und auf Grund der obigen Definition der Koeffizientenfolge 
{ö,,} ergibt sich für a > 0 
1 N [.V;2] 
(7 .33) 775. Z ^ c(«) £ ä r ( N = 0 , 1 , . . . ) , Alf y=u ,/=o 
wo c(a) eine nur von « abhängige positive Zahl ist. Ferner folgt aus der 
Definition der Folge {ä„}: 
o . V - y 
(7 .34 ) 
So ergibt sich (7 .32) auf Grund von (7.33) und (7.34), wenn es gezeigt 
wird, daß 
1 N 1 
lim ; y , f = 0 0 log N ]/n log3 n iv* (n) 
ist. Dies ist aber klar. Im gegengesetzten Fall existierte nämlich eine posi-
tive Zahl K, für die 
1 N 1 
1 <K (N = 2) 
log Ng&yn log»nw'(n) v ' 
ist, woraus auf Grund der Monotonität der Folge {w*(n)} sich ergäbe, daß 
n 1 
2 Yn log3 ./!»>*(/») 
< Ä" log n (/12 4) 
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ist, also würde die Ungleichung 
f ^ 
£i(n\ogn)(w'(n)y. ¡ä «2 
bestehen, die der Bedingung (7 .21) widerspricht. Damit haben wir den Satz VIII vollständig bewiesen. 
§ 8 . Cesarosche Mittel d e r o r t h o g o n a l e n F u n k t i o n e n . 
Es sei {9>n(*)} ein im Grundintervall [a, b] orthonormiertes Funktionen-
system. In diesem Paragraphen werden wir die folgenden Bezeichnungen 
verwenden: 
n 1 t 
•Sil(x) = Z fAx), ola,(x) = £ A(no)„ cpv{x) (n=0,1,...). 
v=0 An' v=0 
Der Einfachheit halber werden die (C, 1)-Mittel mit a„(x) bezeichnet. 
Zuerst werden wir die in der Einleitung erwähnte Abschätzung (16) 
beweisen. 
S a t z IX. Es sei {/„} eine positive, monoton nichtabnehmende Zahlen-
folge, die die Bedingung 
( s . i ) ¿ 4 - < ~ 
erfüllt. Dann gilt für jedes « > 0 die Abschätzung 
( 8 . 2 ) < # > ( * ) = 0 ( ^ v ) 
fast überall im Intervall [a, b]. 
Zum Beweis benötigen wir einige Hilfssätze. 
H i l f s s a t z XI. Wenn die positive, monoton nichtabnehmende Zahlen-
folge {In} die Bedingung (8. 1) erfüllt, dann ist für jedes « > 0 
^TT = o(i%) (r > \ 
fast überall im Intervall [a, b\. 
B e w e i s v o n H i l f s s a t z XI. Da für jedes s 
23 ] s 2m ] 1 s 2™ 
= Z Z — 
u = 2 A„ . ' m=l „ = 2 m " 1 + l " m = l ^ 
gilt, erhalten wir auf Grund von ( 8 . 1 ) : 
CO 2m 
(8 .3 ) 
m = l jiom 
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Nach der Definition der Koeffizienten Alm ist für jedes n 
otl\x)-oir\x) = —L-g ¿(Al^A^-A^A^Mx) = 
An 'Ai,' 
rAV r=u 
und daher ist für jedes n 
b 
J r (AV) r=o 
Daraus ergibt sich mit einer einfachen Rechnung, daß für jedes n 
Лb 2m+1 1 , 2" ,+1 , n . « = o ) ' « = o ( / ! ; , ) »-=0 
.. OM+L O,N+L / « ( r -m2 
v=0 n=v > ¿An ' gilt. Da nach (7. 1) 
( 8 . 5 ) Z < V ( " = J> 2'"+1; m = l , 2 , . . . ) 
ist, wo Ai eine von m und v unabhängige positive Zahl bezeichnet15), so er-
halten wir aus (8 .4 ) und (8. 5), daß für jedes l ) 
4 - f ! ^ z W ' (x)-tf(x)f\ dx=0( 1 ) - ^ 
Aom ./ ( Z n=0 ) /.2'" a 
gilt. Daraus und aus (8. 3) ergibt sich mit Anwendung des B. Levischen 
Satzes, daß die Reihe 
OD 1 1 1 c>m+l ) 
m=l A«1" l £ „=0 ) 
im Intervall [a, b] fast überall konvergiert. Nach dem Kroneckerschen Lemma 
besteht also 1 om-f-l 
<8. 6) ~ Z l^M-olPix))2 = o(g«) 
^ ,1=0 
im Intervall [a, b] fast überall. 
15) Siehe z. B . A . ZYGMUND [ 2 J , S . 360. 
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Ist 2 m < N ^ 2 , so hat man 
• i ' 'N i om+l 
1 K - » / J r - n / v —Cr)/„\V2 1 " 
TZ(otl\x)-a^x)f = 0 ( 1 ) ^ 2 : W - ^ ( x ) ) 2 , 
i «=o l r S N+ w " w / 
woraus die Behauptung auf Grund von ( 8 . 6 ) folgt. 
Damit haben wir den Hilfssatz XI bewiesen. 
H i l f s s a t z XII. Es sei {¿n} eine positive, monoton nichtabnehmende 
Zahlenfolge, die die Bedingung (8. 1) erfüllt Ist im Intervall [a, b] fast überall 
(8 .7 ) oN(x) = o(kN), 
so besteht auch 
fast überall in [a,b\. 
B e w e i s v o n H i l f s s a t z XII. Aus der Ungleichung 
NTxSo S I ( X ) = + 
ergibt sich die Behauptung mit Anwendung des Hilfssatzes XI. 
Nun gehen wir zum Beweis des Satzes IX über. 
B e w e i s v o n S a t z IX. Zuerst wird gezeigt, daß ( 8 . 7 ) im Inter-
vall [a, b\ fast überall erfüllt wird. Dieser Beweis wird durch eine kleine 
Abänderung eines Gedankens von G. ALEXITS durchgeführt. (Siehe G. ALEXITS [ 1 ] . ) 
Da 
t i = 0 J '' - 0 /,.>n ¿2" et 
ist, so ergibt sich nach (8. 3) mit Anwendung des B. Levischen Satzes, daß 
die Reihe 
v ob(x) 
n=0 Äq71 • 
im Intervall [a, b\ fast überall konvergiert und so ist fast überall in [a, b\ 
( 8 . 8 ) a 2 „ ( x ) = o ( V ) -
Da für jedes 1) 
ist, gilt nach ( 8 . 1 ) 
b . 
ä ) n l ¿n-i ) a x &\(n(n + l ) f £ > iiH-, 
A 8 
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und so ergibt sich mit Anwendung des B. Levischen Satzes, daß die Reihe 
jr n [ °.(x)—o„-t(x) V 
n=l V ¿»i-l J 
im Intervall [a, b\ fast überall konvergiert. Also ist fast überall in [a, b] 
(R9) n ( |2=0(i) ( „ _ ) . „—qm-i V All-1 J n = 2 n , + l 
1*1+1 Für 2 m < N ^ 2 hat man auf Grund von (8. 9) fast überall in [a, b] 
os(x) °2n(x) ^ [ ¡ a n ( x ) l K - i ( x ) l 
— \ l X , K..V K 
orn+1 , / \\2 ¡1 I i i 2 " ' + 1 , ¡ 1 / 2 
n = 2 m + l V » n - 1 J : I n = 2 m + 1 II ; 
•>"'+1 1 / \ / I 2*" l / , x , ', 1-2 [ -jn+l 
" v I M * ) — i ( * ) l 
— i ,1— <>»>+| An-1 
woraus sich nach (8 .8 ) ergibt, daß für a = 1 die Abschätzung (8.2) im 
Intervall [a, b\ fast überall gilt. 
Da (8. 7) im Intervall [a, b] fast überall erfüllt wird, erhalten wir mit 
Anwendung des Hilfssatzes XII, daß 
in [a,b] fast überall gilt. Daraus folgt mit Anwendung des Hilfssatzes IX 
mit t = «/2, daß 
< 8 - , 0 > = 
in [a, b] fast überall ist. Da für jedes N 
i G r ) , A* 2 ( ? ) , , 2 - m , / f 
n+tM'7" (x))=N+JM°" (x)) +N+lMa" (X)J 
gilt, so erhalten wir nach dem obigen und nach (8 .10) , mit Anwendung 
des Hilfssatzes XI, daß fast überall in [a, b] 
N + R À R 
gilt. Deshalb ergibt sich endlich mit Anwendung des Hilfssatzes IX, daß im 
Intervall [a, />] fast überall 
n{?(x) = o(/.\) 
ist. 
Damit haben wir den Satz IX volständig bewiesen. 
Im folgenden wir gezeigt, daß die im Satz IX angegebene Abschätzung 
im wesentlichen nicht verbessert werden kann. 
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S a t z X. Es sei {¿„} eine positive, monoton nichtabnehmende ZahlenfolgeT 
die die Bedingung 
(8.11) 
n=o / „ 
erfüllt. Dazu kann ein im Grundintervall [a, b] orthonormiertes Funktionen-
system {<£>„(x)} angegeben werden, derart, daß für jedes a> 0 
(8 . 1 2 ) i i i _ L I ' j r A $ v 0r{x) = 
im Intervall [a, b] überall gilt. 
B e w e i s v o n S a t z X. Da die Bedingung (8 .11) erfüllt wird, kann 
auf Grund des in der Fußnote11) angeführten Satzes eine positive, monoton 
nichtabnehmende, ins Unendliche strebende Zahlenfolge {X,} angegeben wer-
den, die die Bedingungen 
( 8 . 1 3 ) l„ = o ( L ) 
und 
(8 .14 ) 
erfüllt. Aus (8. 14) folgt 
( 8 . 1 5 ) 
/¿u 
Nach (7. 1) existiert für jede natürliche Zahl r eine positive Zahl c(r) 
mit 
(8 .16) ( O ^ m ^ ^ ; M=\,2,...). 
' Die Zahlen c(r) können auch so gewählt werden, daß die Bedingung 
(8 .17 ) 1 § = c ( r ) ü c ( r + l ) (r = 1, 2 , . . . ) 
erfüllt wird. 
Im folgenden werden wir mit vollständiger Induktion Indexfolgen {Afr} 
und {m„} definieren, die den folgenden Bedingungen genügen: 
(8 .18) 2 N r : , ^ N r ( r = 1 , 2 , . . . ) , 
N. 
(8 .19 ) - ± - < £ ( r = l , 2 , . . . ) 
und 
r-1 _ c / r \ _ 
(8 .20 ) - ~ T hmNr = 1 , 2 , . . . ) . 
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Es sei N0 = 0 und es sei m0 die kleinste natürliche Zahl, für die 
hm0 > (b—a) v- gilt. Wir nehmen an, daß die Indizes A ' 0 , . . N s - i , m 0 , ..., m^ 
(s > 1) bereits definiert sind derart, daß für r = 0 , . . . , s— 1 die Bedingungen 
<8. 18), (8. 19) und ( 8 . 2 0 ) erfüllt werden. Es sei dann Ns die kleinste natür-
liche Zahl, für die die Ungleichungen 
3-1 
<8. 2 1 ) 2 N.-x ^ Ns, £ V v . ^ - ^ r V 
c ( s ) T 
i=i> " 1 2 
gelten, es sei ferner k s ( > WA-,.,) die kleinste natürliche Zahl, für die 
<8. 2 2 ) 4 - < — — 
I», 2(Nt—N,.1)IL, 
ist. Nach (8. 15) ist 
00 , 
Aus (8. 13) folgt, daß /.,, für n-+ °o gegen oo strebt, und folglich kann eine 
unendliche Indexfolge (fo < ••• < < ••• definiert werden, so daß 
® 1 b—a 
<8.23) 2 r T = — 
n = l l l v n i 
besteht. Es existiert also ein Index N3 (wir nehmen den kleinsten), für den 
<8-24) 4 - < 2 " 4 " 
gilt. Aus (8 .23) und (8 .24) folgt: 
• 1 y < > i b a 
2j.2m0 h=1 2 
Ferner ist wegen (8. 22) Ns> Ns und so besteht nach (8 .21) die Ungleichung 
(8 .18) für r s. Es sei , = r„ ( n = 1 , . . . , N, — N,-i), dann wird wegen 
( 8 . 2 5 ) die Bedingung (8 .19) erfüllt, und wegen mNs s Ns und (8 .21) wird 
<8.20) auch für r = s erfüllt. 
Somit haben wir die Indexfolgen {Afr} und {mn} durch vollständige 
Induktion definiert, nach Konstruktion gelten die Bedingungen ( 8 . 1 8 ) — ( 8 . 2 0 ) 
für jedes r. Aus (8 .19) folgt: 
( 8 . 2 6 ) J ; = 
n = l 
Nun wird mit der im Paragraphen 5 angegebenen Methode ein im 
Intervall [a, b] orthonormiertes Funktionensystem {<£>„(*)} (n = 0,1,...) von 
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Treppenfunktionen mit der Periode b—a definiert, für das die folgende 
Bedingung erfüllt wird: für jede natürliche Zahl n ist 
n 
wo/„ = [«„-!,«„) (/1 = 0 ,1 , . . ' . ) , a - i = 0 , ccn = 2 ¿2m.„ (/1 = 0,1, . . . )bedeutet. 
¿=0 
Es sei 
= für x£h + l(b—a) (/ = 0 , ± 1 , . . . ) , 
' fO sonst. 
Es ist klar, daß diese Funktion eine Treppenfunktion von der Periode b — a 
ist, ihre Norm gleich 1 ist und die Bedingung (8.27) für n = 0 erfüllt wird. 
Es sei k eine beliebige natürliche Zahl. Wir nehmen an, daß die Funk-
tionen <P0(x),..., 0k-i(x) bereits definiert wurden, so daß sie Treppenfunk-
tionen von der Periode b—a sind, ein im Intervall [a, b] orthonormiertes 
System bilden und die Bedingung (8.27) für n= 0 , . . . , k—1 erfüllt wird. 
Es gibt eine Einteilung des Intervalls Ik in endlich viele Teilintervalle 
h ( P = l , • ••>?), auf denen die Funktionen 3>u(x),..., 0k-i(x) alle konstant 
sind. Die zwei Hälften des Intervalls IQ seien mit Ig und I't' bezeichnet 
( p = 1 , . . . , r). Es sei 
I L für x£i; + l(b—a) (/ = 0 , + 1 , . . . ) , 
für xirv' + l(b-a) (/ = 0, ± 1 , . . . ) 
Es ist klar, daß auch 0k(x) eine Treppenfunktion von der Periode b—a ist, 
ihre Norm gleich 1 ist und in [a, b] die Funktionen 0o(x),..., 0k(x) ortho-
gonal sind, und für n = k die Bedingung (8.27) auch erfüllt wird. 
Somit haben wir durch vollständige Induktion ein in [a, b] orthonormiertes 
Funktionensystem {(Pn(x)} konstruiert, das aus Funktionen von der Periode 
b—a besteht und für welches (8 27) für jedes n erfüllt wird. Wir zeigen, 
daß für dieses Funktionensystem {<£>«(*)} auch (8.12) für jedes a > 0 überall 
erfüllt wird. Nach (7.2), (7 .4) und (7 .5) ist es klar, daß falls (8.12) für 
« 0 > 0 erfüllt wird, es auch für jedes a g a0 überall erfüllt wird. Daher ist es 
genügend zu zeigen, daß für einen beliebig großen Parameterwert a = r0 (r0 ist 
eine natürliche Zahl) (8 .12) überall gültig ist. Es sei x0 € [a, 6] und seien 
(0 <•••< ns <••• die sämtlichen Indizes, für die die Relation x0£A>s + 
+ l(b—a) mit irgendeiner ganzen Zahl / erfüllt wird; wegen (8-26) gibt es 
unendlich viele solche Indizes. Wir betrachten einen beliebigen solchen Index 
ns(> iVr„) und wählen r derart, daß Nr < ns ^ Nr+i besteht; offenbar ist r s r 0 . 
Auf Grund von (8.18) und (8.19) ergibt sich, daß imFalle ns<n^2ns (^ NT+2) 
die Relation x 0 € / » - f l ( b — a ) für keine ganze Zahl / besteht und n , - i ^ N r - i t 
/i.,-2 =-/Vr-2,... ist (nach (8 .19) ist notwendigerweise s ^ r). 
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Es sei 
= (n = 0 , 1 , . . . ) . 
• An r=0 
Nach den obigen Bemerkungen und auf Grund von (7.3), (8 .16) und (8 .27) ist 
^ < ' 0 ) S - l .1-1 
(8 .28) j ö ^ (XO)| = - ¿ 1 0 * . ( X o ) \ - 2 \ 0ni(xo)\^ c(r0)Jomn - Z W -
A»„ '=0 3 i=o > 
Jedoch nach den obigen Bemerkungen und nach (8 .20) gilt 
(8- 29) Z Z ^ > v = ^ " ¿=0 » ~ J Z "r 
Da n, g; Nr, so gilt I«,,,, s Xo„,v . D a r ^ r0 ist, so erhalten wir aus (8 .29) nach 
(8 .17) 
C(r0)i>„, — ZÄ<>m„ . 
t"is(| 1 ** 
Da m„s n,, erhalten wir nach (8 .28) : 
ö g f t x o ) ! 
Nach dem obigen ist diese Abschätzung für unendlich viele Indizes n, gültig, 
und so besteht nach (8 .13) 
lim - l ^ W !==«>• 
¡r-nD 
Da x0 € [a, b] beliebig ist, wird diese Relation im Intervall [a, b] überall erfüllt. 
Da auch r„ beliebig ist, so ergibt sich, daß für dieses Funktionensystem 
{<£>„(*)} (8. 12) für jedes « > 0 in [a, b] überall besteht. 
Damit haben wir den Satz X vollständig bewiesen. 
Es bleibt die Frage offen, ob das System (Ф„(х)} gleichmäßig beschränkt 
gewählt werden kann. 
§ 9 . Die Lebesgueschen Funktionen d e r Cesaroschen Summa t i on . 
In diesem Paragraphen werden wir zeigen, daß auch die Abschätzungen 
(17) und (18) im allgemeinen nicht verbessert werden'können. 
S a t z XI. Es sei (w(/i)} eine positive, monoton nichtabnehmende Zah-
lenfolge, für die die Bedingung 
^ 1 
(9. 1) ^ 1 
Г3(л log л) iv2(л) 
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erfüllt wird. Es kann ein im Grundintervall [a, b\ orthonormiertes Funktionen-
system {(>„ (x)} angegeben werden, für welches die Relation 
(9.2) lim * A'-CO YNlogNw(N). f 4 > ZA^pv(x)pv(t) J An r=o 
dt 
für jedes a > 0 und für jedes x in [a, b] besteht. 
Ferner kann auch für jedes a > 0 ein in [a, b) gleichmäßig beschränktes 
orthonormiertes Funktionensystem {rT\x)} angegeben werden, derart, daß in 
[a, ti\ überall 
b 
X 
dt>6(> 0) ( 9 . 3 ) lim - L 
Â CO VN J 1 As "=-0 
« 
gilt. 
F ü r den B e w e i s dieses Satzes benötigen wir den folgenden Hilfssatz. 
H i 1 f s s a t z XIII. Es sei p eine natürliche Zahl und c eine reelle Zahl mit 
( 9 . 4 ) 0 < { i l , 
ferner sei {ai}(i=\,..., 2 p) eine endliche Folge von positiven Zahlen, für 
die die Bedingungen 
( 9 . 5 ) l^a,>0 (/=!,..., 2 p), (i=l,...,p) 
mit einer positiven ganzen Zahl a> erfüllt sind. Es kann dann ein aus Trep-
penfunktionen bestehendes, im Grundintervall [a, b\ orthonormiertes System 
{hi (c, p, { a , } ; x ) } ( / = 1 , . . . , 2 p) angegeben werden, das die folgenden Bedingun-
gen erfüllt: 
( 9 . 6 ) ^hi{c,p,{ai}-,x)dx = 0 (/= \,...,2p), 
für (/= 1,..2p) gilt 
2 
( 9 . 7 ) j\zäMc,p, {a{};x)ht(c,p, { a , } ; 0 dt<2"+lYcp (0^x^2), 
es existiert eine meßbare Menge H(c,w)(c^[a,b]), so daß 
1 1 
( 9 . 8 ) n{H(c, co)) > 22u*- C 
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ist, und für x £ H(c, (o) gilt 
2 
Ç ty 
( 9 . 9 ) Z ûih,(c, p, fa} ; x) h,(c, p, {a,} ; t) 
J i = p ( - l 
0 
und 
dt = 0 
(9. 10) 
H 
Zoihi{c,p, {a,}; x)hi(c,p, {a,};/) dt>j^]f2cp. 
Dieser Hilfssatz ist das Analogon des Hilfssatzes IV. 
B e w e i s v o n H i l f s s a t z XIII. Es seien r und x natürliche Zahlen, 
für die die Ungleichung 
( 9 . 1 1 ) 
besteht. Für l = ] , . . . , p sei 
hl(c,p,{ai};x) = 
2 r - 1 < 2 r + 1 2* ~ c 2" 
- ^ r K + 2 a + l ( x ) in 
t^r^M) i n 
fo 
2 r 2r\ 
2*+2a,fi' 2 * 1 ' 
^ 2 
2 * ' 
und für l = p+ 1 , . . 2 p sei 
hi(c,p, {Ö,};JC) = -< 
0 in 0, 
2 r 
:+2aM-l 
dabei ist rk(x) (ft = 0 , 1 , . . . ) die fc-te Rademachersche Funktion, 
(9-12) 
( 9 - 1 3 ) = 
ferner sind tu...,tv,d solche nichtnegative Zahlen, für die die Bedingung 
jti(c,p,{ai};x)dx= 1 (l =\,...,2 p) 
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(9. 15) 0 < ö s 1. 
2 r 
2*> 2 c 
Nach (9 .11) ist 
(9. 16) 
Daraus folgt nach (9 .11) und (9 .12 ) : 
(9 .17) r o O i ^ j ^ f c . 
Ferner folgt nach (9 .4) und (9 .13 ) : 
(9. 18) 1 -s 1 
Es ist klar, daß die Funktionen hi(c,p, {Ö;} ; X) ( / = 1 , . . . , 2p) Treppen-
funktionen sind und im Intervall [0,2] ein orthonormiertes System bilden. 
Mit Anwendung der Bunjakowski-Schwarzschen Ungleichung kann (9.7) auf 
Grund von (9.4), (9.5), (9.14), (9. 15), (9. 17) und (9 .18) leicht gezeigt 
werden. Endlich folgt (9 .6 ) offenbar aus der Definition. 
Es sei H(c,m) die meßbare Menge, welche aus dem Intervall 
2 r 1 0, 2»+2»h-i 1 durch Weglassen der diadisch rationalen Punkte entsteht. Aus 
(9. 16) folgt (9.8). Nach der Definition ist (9. 9) klar. 
Für x £ H(c, (o) ist nach (9. 17) und (9. 18) 
I 2aifh(c,p, {o,}; x)ht(c,p,-{ai) ;t)\dt ^ ;=i | 












Da nach (9 .4 ) und (9 .11) die in dem Hilfssatz IV vorkommende Bedingung 
erfüllt wird, so folgt (9 .10) mit Anwendung des Hilfssatzes IV aus (9 .19) . 
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Damit haben wir den Hilfssatz XIII vollständig bewiesen. 
Ist / = [*/, rj ein beliebiges endliches Intervall, so sei 
( l t e f o k p , {ii,}; 2 — - ] für u 
, (f . p, {«.-},/;x) = ! 1 V ~ U ) 
f 0 sonst 
<X<V, 
< / = l , . . . , 2 p ) und bezeichnen wir mit H(c,a>,/) das durch die Transforma-
v—u 
tion y==—2~ x + u sich ergebende Bild der Menge H(c,wi). Dann ist es auf 
Grund von (9.6) , (9.7), (9 .8) , (9 .9 ) und (9. 10) klar, daß die folgenden 
Bedingungen erfüllt sind: 
( 9 . 2 0 ) J hl(c,p,{ai\,l-,x)dx = 0 (/ = 1 , . . . , 2p), 
für 0 S a , S l ( / = ! , . . . , 2p) gilt 




( 9 . 2 2 ) 
dt <!*(/)2"uVcp (x$I), 




f i '' 
<9. 24) \2<>Mc>P, {a.} ,/;x)A,(c,p, {a,}, / ; * ) 
J | ! = ! 
(x 6 H(C, OJ, / ) ) . 
dt = 0 (x£H(c, w, /)) 
d t > ^ 2 T p 
B e w e i s v o n S a t z XI. Zuerst beschäftigen wir uns mit dem Beweis 
der ersten Behauptung. Mit Anwendung des in der Fußnote " ) zitierten Satzes 
ergibt sich nach (9. 1), daß eine positive, monoton nichtabnehmende Folge 





w(n) = o(w(n)) 
1 
(n log n)w*(n) 
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Nach ( 7 . 1 ) gibt es für jede natürliche Zahl r eine nur von r abhän-
gige natürliche Zahl «(/•), so daß 
(9-27) - J L , - ( o s r ^ j n - o . ! , . . . ) 
ist; die Zahlen m(r) können auch so gewählt werden, daß die Bedingung 
( 9 . 2 8 ) ® ( r ) ^ o » ( r + l ) (r = 1 , 2 , . . . ) 
erfüllt wird. 
Wir werden eine Indexfolge (I < ••• < nm < ••• und eine aus gan-
zen Zahlen bestehende, ins Unendliche strebende Zahlenfolge (1 ^ ••• s 
^ rm ^ ••• definieren, für die die Bedingungen 
( 9 . 2 9 ) ((« I + l ) 5 > 2 ( 2 ^ 1 ) ) : 1 g l , 
( 9 . 3 0 ) Ata = 2"' + b 2"m < 2"m+1 (m = 1 , 2 , . . . ) , 
(9. 31) £ T«i2 < (m = 2, 3 , . . . ) 
*=i 
und 
(9. 32) ¿ 2 - ^ ( ( n , + l)w2(2"m+1)) 1 = -
erfüllt sind. 
Nach (9. 26) kann mit der bei dem Beweis des Satzes VI angeführten Me-
thode eine Indexfolge (1 ••• < ^ { 1 ) < ••• definiert werden, für die die 
( ( » • ' , " + l l i V ' " " ) ) ^ ! , 
>=i 
£ ( ( , ? > + l ) * 2 ( 2 " ' , ) + , ) ) " = ~ 
i=i 
erfüllt sind. Es sei k die kleinste natürliche Zahl, für die 
( 9 . 3 5 ) 2 - ^ 1 > l ( ( V P ' + l ) w 2 ( 2 , ' ' > + 1 ) ) " 1 > i -
besteht. 
Es sei nl = v?\ n = l für / = 1 , . . . , k l . Auf Grund von (9 .33) wird 
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m = 2 , . . k , erfüllt. Nach (9. 35) ist 
i ; 2 - ^ > ( ( n 1 + l ) w i ( 2 " ' + , ) ) - , > i - . 
1=1 i 
Es sei s > 1 eine beliebige natürliche Zahl. Wir nehmen an, daß die natür-
lichen Zahlen n^ < < • • • < nksund r, ^ r2 ^ • • • ^ rk>_ 1 ( = s—1) bereits 
definiert sind, so daß für die Indizes m = 1 , . . k , - i die Bedingung (9 .31 ) 
erfüllt wird und 
(9-36) 2 2~2ö(rt)((/ii+ 1)H>2(2"!+1)) > 
¡=1 
ist. Es sei as die kleinste natürliche Zahl, für die 
k=l 
gilt; offenbar ist a, > nks i . Wegen (9. 26) ist 
1 oo. 
n=2 logn)uP(n) 
So kann mit der bei dem Beweis des Satzes VI angegebenen Methode eine 
Indexfolge ( a s = ) v l s ) < r f <•••< vjs) <••• definiert werden, derart, daß die 
Bedingungen 




erfüllt werden. Es sei ks(> ks-i) die kleinste natürliche Zahl, für die 
7c „ k 0 
(9 .38) 2-2u(s) £ ((v<s) + l)w2(2l' ,<S,+1))1 > i -
i=l z 
besteht. 
Wir setzen /j*s_I+i = r,(s), rks_1+t = s für / = 1 , . . . , ks—Ar«-_i .•- Aus ( 9 . 3 7 ) 
folgt, daß (9 .31) für jedes m = 2, ...,k, besteht. Nach (9 .36) und (9. 38) ist 
ks 
(9. 39) 2 2"2ü(r ') ((ni + 1 )iv2(2" i+1))1 > 4 . 
Wenn dieses Verfahren unbegrenzt fortgesetzt wird, erhalten wir gegen 
<x> strebende Folgen von natürlichen Zahlen n,<---<nm <••• und rx 
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so daß die Bedingung (9 .31) für jeden Index m ( ^ 2 ) erfüllt 
wird, und es gibt eine Indexfolge k , < . . . < Ars < . . . , so daß (9. 39) für jedes 
s besteht. Also wird auch (9. 32) erfüllt. Da die Indexfolge {nm} streng wach-
send ist, besteht auch (9. 30). 
Wir werden ein aus Treppenfunktionen bestehendes und von der Folge 
{iv(/?)} (und so auch von de'r Folge {w(n)}) abhängiges, im Intervall [a, b\ 
orthonormiertes Funktionensystem { M * ) } (« = 0 , 1 , . . . ) und eine Folge von 
meßbaren Mengen //,„c[a, 6] (m == 1, 2 , . . . ) definieren, für die die folgenden 
Bedingungen erfüllt sind: 
a ) für jeden Index 1) gilt 
Nm-1 
(9. 40) I 2 änQn(x)9n(t) dt < Y2 2"*r™)<2"» (nm+ l ) ) " 2 w(2"«+'), 
J I » = ^ - 1 
wenn Ö S f l . s 1 (Nm-i^n<N„; N0=0) ist; 




(9. 42) J 
J Lr." Z K^_nOn(X)Q„(t) AK m n -i m 
1 -1 • -
dt=0 
Z A^ 9n(x)Qn(t) V . 4 * m - l - n rf/>-l(2"'»(nm + l))
1/ävv(2n'«+1); 
c) die Mengen Hm (m = 1 , 2 , . . . ) sind stochastisch unabhängig und 
es gilt; 
(9. 43) p(Hm) > 2-^»»-"((ii, + 1 ) i v 2 ( 2 " ' " + l ) ) ' 1 (b-a). 
Es sei c l = \ n l + l ) t f ( 2 H l + l ) , 2 p l = ri,a\1} = Axl!-ilA%-l(.i==l,.. , A\), 
w i = w(r ,) . Dann werden wegen (7.2), (9 .27) und (9.29) die Bedingungen 
(9 .4 ) und (9. 5) erfüllt, und so kann der Hilfssatz XIII angewendet werden. 
Es sei 
o,.1(x) = - 7 J = / i ( ( c 1 , pu {fli1»}, [a, b];x) ( / = 1 2"1) 
yb—a 
und Hi = H(cu (Di, [a, 6]). 
Nach dem Hilfssatz XIII sind die p„(x) (n = 0,..., JV,— 1) Treppen-
funktionen, die im Intervall [a, b] ein orthonomiertes System bilden, ferner 
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werden (9.40) , (9.41), (9 .42) und (9 .43) nach (9:21), (9.22), (9 .23) und 
(9 .24) für m = 1 erfüllt. 
Es sei s ( > 1) eine beliebige natürliche Zahl. Wir nehmen an, daß die 
Treppenfunktionen gn(x) (n = 0 , . . . , Ne.i— 1) und die meßbaren Mengen 
Hu...,H,-\ bereits definiert sind, so daß diese Funktionen im Intervall 
[«, b] ein orthonormiertes System bilden und die Bedingungen ä)—c) für 
m = 1 , . . . , s— 1 erfüllt sind, insbesondere sind also die Mengen Hy,..., Hs. i 
stochastisch unabhängig. 
Das Intervall [a,b\ kann in endlich viele Teilintervalle /p (¿> = 1 , . . . , r) 
zerlegt werden, so daß die Funktionen (>„(x) (0 ^ n < Ns-i) in den einzelnen 
Teilintervallen konstant sind. 
Wir setzen alsdann c, = (ns + 1 ) ^ ( 2 " ^ ) , 2ps = 2n>, 
(/— 1 , . . . , 2"'), ws = co(rs). Wegen (7.2), (9 .27) und (9 .29) sind die Bedin-
gungen (9 .4 ) und (9 .5 ) erfüllt; folglich kann der Hilfssatz XIII angewendet 
werden. Es sei 
«VI+I., (*) = j f = = £ hi(c„, ps, \ a?}, I, ;x) ( / = ] , . . . , 2"») 
und 
r 
H,= U H(cs,(o3,It). 
Nach Hilfssatz XIII sind auch die Funktionen pn(x) (Ns i ^ n < N s ) 
Treppenfunktionen. Mit der bei dem Beweis des Satzes VI angewendeten 
Methode kann gezeigt werden, daß dieselben ein im Intervall [a, b] ortho-
normiertes System bilden, und wegen (9 .20) zu den Funktionen Qn(x) 
(0 ^ H < Ns i) orthogonal sind. Auf Grund von (9.21), (9 .22) , ( 9 . 2 3 ) und 
(9. 24) kann mit der bei dem Beweis des Satzes VI angewendeten Methode 
gezeigt werden, daß (9 .40) , (9.41), (9 .42) und (9 .43) auch für m = s erfüllt 
werden. Es ist aus der Konstruktion klar, daß auch die Mengen H l t . . . , h s 
stochastisch unabhängig sind. 
Somit haben wir durch vollständige Induktion die unendlichen. Folgen 
von Funktionen gn(x) und Mengen Hm derart definiert, daß die gestellten 
Bedingungen erfüllt sind. 
Es sei nun a eine beliebige positive Zahl. Wegen rm —• <x> ist rm^a 
für genügend großes m. Wir betrachten einen solchen Index m, und sei 
*£//,„. Dann ist nach (7 .2 ) und ( 7 . 3 ) 
( 0 Si n Si N m 1), 
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f h n i r - S J I A „m . "=o 
a m 1 
C . "m-1+- 1 
l / t „ , in — 1 I a 1
6 
m-1 >1 . i-
- 2 b r 2 " « p - W p - O > S J U ™ «5?».! m ! 
/1 * ' m " 1 
- »2-1 
> ± ( 2 > ( / i „ - | - 1 ) ) 1 - w ( 2 " » ' + , ) - r 2 l ) ) 1 / " i v ( 2 ' ^ 1 ) 
i i
k-l 
s f 2 2 - ( ' - ) ( n « + l)1'"2 ü ' ( 2 " m + 1 ) 
> ^ ( 2 " - ( n - + 1 )) ,/2ü'(2""'+I) ^ ] § / Ä t a t o g i v ( A f m ) . 
Nach (7. 2), (7 .4) und (7. 5) ergibt sich, daß für genügend großes m 
(rm^u) und für x£H,„ gibt es ein Index Mm, 0 ^ MM < Nm, so daß 
(9. 45) f l ^XAZ-rVr(x)9r(f) dtm 
r 1 ' v - - 1 , » n dt^fflNm\ogNmw(Nm) 
o M 
gilt. 
Ist nun JC £ lim//,„, so wird (9.44) für unendlich viel £ m erfüllt und 
so gibt es für unendlich viele Indizes m eine natürliche Zahl 0 s Mm < A',„, so 
daß (9. 45) besteht. Also gilt nach (9 .25) 
1 
]/Nm log Nm w(Nm) 
0 
dt-
J >lJ/„ r=0 
Daraus folgt, daß (9. 2) in jedem solchen Punkt x besteht. 
Auf Grund von (9. 32), (9 .41) und der stochastischen Unabhängigkeit 
der Mengen Hm ergibt sich aber mit Anwendung des zweiten Borel-Cantel-
lischen Lemmas, daß /¿(lim Hm)=^b—a. Also besteht (9. 2) für jedes a > 0 -
W - * OD 
fast überall in [a,b]. > 
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Wir bezeichnen mit E die Teilmenge vom Maße Null des Grundinter-
valls [a, b\, auf der (9. 2) für irgendeinen Parameterwert a > 0 nicht erfüllt wird. 
Wir verändern auf der Menge E die Werte der Funktionen p„(x) (n = 0, 1 , . . . ) 
wie folgt: für x £ E setzen wir 
i " T F T ~ y^ w e n n = n < + ' o„(x) = < \o — a] Ay1'. 
To 
A'-l-n 
wenn Nm-i + 2"m~l m n<N, 
<m = 1 , 2 , . . . ) . Das so erhaltene Funktionensystem {p«(x)} wird im Grundinter-
vall [a, b] orthonormiert, und wie leicht zu sehen ist, wird ( 9 . 2 ) für jedes 
« > 0 in [a, b] überall erfüllt. 
Damit haben wir die erste Behauptung des Satzes XI bewiesen. 
Nun gehen wir zum Beweis der zweiten Behauptung des Satzes XI 
über. Es kann mit der bei dem Beweis des Satzes VI angewendeten Methode 
eine Indexfolge (1 <•••< i*m <••• angegeben werden, so daß die 
Bedingungen 
<9.46) Nm = 2'1' - f b 2ßm < 2'*m+1 (m = 1 , 2 , . . . ; N0 = 0) 
und 
<9.47) (m = 2, 3,...) 
k= 1 
erfüllt sind, wobei o>(a) eine natürliche Zahl bedeutet, für die 
besteht. 
Wir verrichten die beim Beweis der ersten Behauptung des Satzes XI 
angegebene Konstruktion, so daß der Hilfssatz XIII mit den Zahlen <•„ = ! , = = ( / = 1 , . . . , 2 M m ; m = 1 , 2 , . . . ) , 
& = co(a) angewendet wird; dies ist möglich, da ( 9 . 4 ) erfüllt wird, und 
wegen ( 9 . 4 8 ) auch (9. 5) besteht. 
So erhalten wir ein im Intervall [a, b] orthonormiertes, von a abhän-
giges Funktionensystem {/„a)(x)} und eine Folge vön mel baren Mengen 
On,c[a, b], so da'j die folgenden Bedingungen erfüllt sind: 
3) für jeden Index 1) gilt 
f ! 
J | N=SM_X 
a 
wenn O g f l . ^ 1 (Nm-1 ^ n < Nm) ist; 
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dt = 0 
2 AZ-^r'fi^it) 
n=AT„ 
dt>~ 2" ¡0 
c) die Mengen Om ( m = l , 2 , . . . ) sind stochastisch unabhängig und 
es gilt 
(9 .49) ,w(0,„) > (b—a)2~~"(a)~z. 
Ferner ist nach (9.5), (9.14), (9.15), (9.17), (9.18), (9 .48) und 
der Konstruktion 
|ri a ) (* )| =§ ( ¿ J V " 0 (n = 0 , 1 / . . . ; a s x ^ b ) . 
Auf Grund der Bedingungen a), b) und nach (9. 46), (9 .47) ergibt sich in 
der oben angegebenen Weise, daß für * £ Om 
b . . . ' . ' 
J 
1 
2 Af^-jywxm D T > Y ^ \ R N M 
gilt. Ist lim Om, so wird diese Ungleichung für unendlich viele m erfüllt, 
m-vco 
also gilt (9. 3). r 
Nach (9 .49) und der stochastischen Unabhängigkeit der Mengen Om 
folgt aber mit Anwendung des zweiten Borel-Cantellischen Lemmas, daß 
lim Om) = ft—a ist, also gilt (9 .3 ) fast überall in [a, b]. Durch eine geeig-
nete Veränderung der Werte der Funktionen /ia)(.x) (n = 0, 1 , . . . ) auf einer 
Menge vom Maße Null kann erreicht werden (siehe den Beweis der ersten 
Behauptung des Satzes XI), daß (9. 3) in [a, b] überall gilt. 
Damit haben wir auch die zweite Behauptung des Satzes XI vollständig 
bewiesen. „ 
Es bleibt die Frage offen, ob die Folge in = fn log n w(n) durch eine 
beliebige, positive, monoton nichtabnehmende Folge {¿„} ersetzt werden 
kann, welche die Bedingung (8 .11) erfüllt. 
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