The inferior cortex of the left frontal lobe is critically involved in language function. People with lesions to this region exhibit primary difficulties with speech production, though other aspects of language performance are impaired as well (see Damasio, 1992 , for review). Neuroimaging studies have also provided evidence that the left frontal region is active during a wide range of language tasks, including those that do not involve overt production of speech (see Gabrieli et al., 1998 , for review).
The current understanding of the structure of language processing distinguishes a set of component linguistic functions: these include separable processes related to speech sounds (phonological processing); to the visual structure of written words (orthographic processes); to the meaning of linguistic tokens (semantic processing); to the structure of complex linguistic forms (syntactic processing); to the integration of phonological, semantic, and syntactic aspects of words (lexical processing); and to the programming of speech motor acts (articulatory processing).
Neuropsychological investigations suggest that each of these forms of processing may be individually impaired by brain damage, although large lesions often result in impairment of multiple processes (Caplan, 1992) . The left frontal lobe has been primarily implicated in articulatory and phonological processing on the basis of neuropsychological studies. However, because brain lesions are often large and do not observe functional boundaries, it is difficult to determine whether separate linguistic functions are subserved by separate cortical regions in the left frontal lobe. In the present study, we used functional magnetic resonance imaging (fMRI) to investigate whether two classes of linguistic processing involved in the reading of written words, phonological and semantic processing, rely upon separate regions of the left inferior frontal cortex.
Frontal Cortex and Semantic Processing
Imaging studies using positron emission tomography (PET) and fMRI have suggested that the anterior extent of the left inferior prefrontal cortex (LIPC), corresponding to Brodmann's areas 47 and 45 in the inferior frontal gyrus, is active during word-level semantic processing, such as making semantic decisions about words Gabrieli et al., 1996; Kapur et al., 1994b; Wagner et al., 1998) or generating words based on semantic relationships (Klein et al., 1995; Petersen et al., 1988) . Demb et al. (1995) examined whether LIPC activation in a semantic decision task was a function of task difficulty and found that LIPC was activated during a semantic decision task even when the perceptual baseline task was more difficult (as measured by response time). This result rules out the possibility that brain activation in the semantic task was a function of task difficulty rather than semantic processing per se.
Evidence for the specificity of LIPC activation to semantic processing comes from a study that examined repetition priming effects in a semantic decision task . Repetition of items in a semantic decision task (abstract/concrete judgment) resulted in reduced LIPC activation for the repeated compared to the original presentation. Performing a perceptual decision task (uppercase/lowercase) repeatedly resulted in no such changes in prefrontal activation, suggesting that the changes were specific to semantic processing. Wagner et al. (1997a) further examined the process specificity of such item repetition effects and found that items initially encountered in a perceptual decision task did not result in later decreases in activation on a semantic decision task, whereas items initially encountered in a semantic decision task resulted in decreases in LIPC activation when reprocessed semantically. A study by Wagner et al. (1997b) demonstrated the generality of LIPC involvement in semantic processing. Subjects were presented with pictures or words and made category decisions (living/ nonliving) for each item. Activation of LIPC decreased with repetition both for words and for pictures, suggesting that LIPC plays a general role in semantic processing (see also Vandenberghe et al., 1996) .
The role of the frontal cortex in semantic processing has also been examined using other methods. A study using scalp recordings with high-density electrodes found differences in electrical activity over the frontal cortex between word reading and semantic generation tasks, with the source of the difference localized to the ventral left frontal cortex (Abdullaev and Posner, 1998) . Another study using chronically implanted depth electrodes in LIPC (BA 47) found greater activity in that region related to semantic decision relative to a perceptual decision (Abdullaev and Bechtereva, 1993) . In a study combining intraoperative stimulation with PET (Klein et al., 1997) , stimulation of an LIPC region disrupted synonym generation but not word repetition, and the same region exhibited PET activation for synonym generation compared to word repetition. Neuropsychological studies provide additional evidence that LIPC is involved in semantic processing of words. Swick and Knight (1996) examined abstract/concrete and living/nonliving judgments in patients with lesions to the LIPC, the left superior prefrontal cortex, or the right prefrontal cortex. Patients with lesions to the LIPC were impaired on the living/nonliving task relative to patients with lesions to the left superior prefrontal cortex or the right prefrontal area. These data converge with imaging studies to strongly suggest that activation in the LIPC is directly related to semantic processing of words.
Frontal Cortex and Phonological Processing
The LIPC has also been implicated in phonological processing on the basis of imaging and neuropsychological studies. Studies using PET have found activation of the LIPC during tasks that require judgments about individual phonemes, such as phonetic monitoring (Demonet et al., 1992; Zatorre et al., 1996) , and other tasks that require processing of phonological information such as rhyming judgments (Sergent et al., 1992) and the generation of rhymes (Klein et al., 1995) . Similar activations have been found during tasks involving visually presented nonwords (Pugh et al., 1996) . Tasks involving the reading of nonwords are thought to require phonological recoding in order to translate novel orthographic information into phonological information, whereas tasks involving familiar words can be performed by direct retrieving phonological representations from the lexicon (Coltheart, 1985) .
Lesions to the LIPC may also impair phonological processing. Fiez and Petersen (1998) have reviewed the evidence for phonological dyslexia (an impairment in the ability to derive phonological information from orthographic information) in patients with damage to the left inferior frontal region. Across studies, six of seven patients with confirmed damage to the left frontal region (sometimes accompanied by other lesions) exhibited deficits in reading nonwords, erroneously producing real words in response to visually presented nonwords. This review provides preliminary evidence in favor for a role of the left frontal cortex in phonological processing, though further work is necessary to fully characterize the anatomical and linguistic nature of the deficit.
Phonological vs Semantic Processing in Frontal Cortex
One important question regards whether semantic and phonological processing relies upon separate functional regions in the LIPC. Resolving this question is not only important from a brain-mapping perspective, but can also shed light upon the basic structure of language processing. Common activations for phonological and semantic processing in the LIPC would suggest common underlying cognitive processes, whereas separate activations suggest distinct processes.
There are reasons to believe that semantic and phonological processing might be closely related. The first is the well-known automaticity of semantic processing (Neely, 1977) . It may be the case that words that are processed to the level of phonology are automatically processed semantically as well, whereas words processed in a superficial visual manner (as in a case judgment task) might not engender the same level of automatic semantic processing. Conversely, phonological information may exert an automatic influence on semantic processing. Van Orden et al. (1988) found that subjects made phonologically driven false alarms in a category decision task, such as accepting ''rows'' as a flower, suggesting that phonological information automatically influenced performance on the semantic task. Such findings have led some (e.g., Van Orden et al., 1988) to argue that reading words for meaning is mediated by phonological processing; however, neuropsychological evidence shows that patients with impairments in phonological processing may perform well on semantic tasks (Hanley and McDonnell, 1997; Shelton and Weinrich, 1997) , suggesting that phonological mediation may not be necessary. Functional neuroimaging can help address this issue by determining the degree to which semantic and phonological processing results in distinct patterns of neural activation.
The Current Study
The study presented here directly examined the role of LIPC in semantic and phonological processing using fMRI. Several previous imaging studies directly comparing semantic and phonological processing have not found differences in inferior frontal activation between semantic and phonological tasks (Klein et al., 1995; Price et al., 1997; Pugh et al., 1996) . Other studies have found regions of greater activation for semantic processing relative to phonological processing . We attempted to clarify these previous studies by presenting four scans with task comparisons designed to isolate specific classes of linguistic processing. One scan compared a semantic decision (abstract/ concrete decision) with a perceptual decision task (uppercase/lowercase decision) in order to isolate semantic, phonological, and lexical processing. Another scan compared a phonological task (syllable counting) with the same perceptual decision task in order to isolate phonological processing of words, which may involve direct retrieval of phonological word-form information. A third scan compared a phonological task (syllable counting) using nonwords with the perceptual baseline task; because reading nonwords likely requires translation of orthographic to phonological features, this task was thought to isolate phonological recoding operations. A fourth scan directly compared the semantic decision task with the phonological task (with words), in order to directly isolate the regions involved specifically in semantic or phonological processing. These are referred to as the semantic, phonological, pseudoword phonological, and direct comparison scans, respectively. Together these scans allow the determination of the whether separate regions in the LIPC subserve these linguistic processes.
The syllable-counting task used in the present study differs from the tasks used in a number of previous studies of phonological processing, such as phoneme monitoring or rhyme judgments. Whereas phoneme monitoring tasks require access to individual phonemes, the syllable-counting task requires access to individual syllables, which are composed of clusters of phonemes. The syllabic level of representation is important during both language comprehension and language production. For example, the syllable is thought to be the basic unit of organization for phonological encoding, which is the stage in speech production at which a phonetic plan is assembled (Levelt, 1993) . This suggests that the syllable-counting task might engage frontal regions involved in speech production, and one previous study (Price et al., 1997) found activation of the left prefrontal cortex during syllable counting (at a lenient threshold). Rhyme judgments may be more similar to syllable counting than phoneme discrimination, since rhyme judgments also involve processing of features greater than a single phoneme. The syllablecounting task introduces an additional requirement to maintain a count, which is not required for other phonological tasks. However, the small number of syllables involved (one to three) suggests that subjects may subitize the units (i.e., enumerate them without counting). When performed with pseudowords, the syllable-counting task also requires additional phonological processing in the form of phonological recoding, which may result in activation of additional regions.
METHODS

Subjects
Subjects were eight volunteers (five male and three female, seven right-handed and one left-handed) from the Stanford community who participated for $30. All subjects were native speakers of English. Informed consent was obtained from each subject prior to the experiment.
Materials
Three 144-word lists were constructed from a previously used set of abstract and concrete words (see Gabrieli et al., 1996) ; these word lists are presented in Appendix A. Word frequency and word length did not differ significantly between lists (P's Ͼ 0.2). Across lists, mean word frequency (Kucera and Francis, 1982) was 63.4 for abstract words and 47.0 for concrete words. Each list was broken into 12 blocks of 12 words; each block consisted of half abstract and half concrete words, half uppercase and half lowercase words, and half two-syllable and half one-and three-syllable words. Thus, each list could be used interchangeably in each of three tasks: abstract/concrete judgment, case judgment, and syllable counting. Pseudowords used in the experiment were chosen from a set of pronounceable nonwords created by changing one consonant in a set of medium-frequency English words; these nonwords are also presented in Appendix A. Each item appeared only once during the entire experiment for each subject.
Procedure
Subjects participated in one scanning session lasting approximately 90 min. Four functional scans were administered during the session; the order of these scans in the session and the assignment of word lists to particular scans was counterbalanced across subjects. Across the four scans, the subjects performed three tasks in different combinations. In the case judgment task, the subject pressed a response button depending upon the case of the letters in which the word was presented. In the category judgment task, the subject pressed the response button depending upon whether the word was abstract or concrete. In the syllable judgment task, the subject pressed the response button depending upon the number of syllables in the word or pseudoword. Half of the subjects pressed the response button for abstract words, uppercase words, and twosyllable words. The other half of the subjects pressed the response button for concrete words, lowercase words, and words that did not have two syllables.
In each scan, the two tasks being compared were alternated each 34.17 s for six cycles of alternation. In the Semantic scan, the semantic judgment and case judgment tasks were alternated. In the Phonological scan, the syllable judgment (on real words) and case judgment tasks were alternated. The Pseudoword Phonological scan was identical in procedure to the Phonological scan, except that the stimuli were pronounceable nonwords. In the Direct Comparison scan, the semantic judgment task and syllable judgment task (with real words) were alternated in order to directly compare semantic and phonological processing. Each individual item was presented for 1.5 s with a 1.13-s interstimulus interval. An instruction card was presented at the beginning of each block of trials, with the same timing as the stimuli.
Stimuli were generated by a Macintosh computer and back projected onto a screen located above the subject's neck via a magnet-compatible projector; the projected image appeared on a mirror mounted above the subject's head. Subjects responded by pressing an optical switch with the right hand. The responses were collected by a computer interfaced with the optical switch using the PsyScope button box (Cohen et al., 1993) .
fMRI Procedures
Imaging was performed with a 1.5-T whole-body MRI scanner (GE Medical Systems Signa). A prototype receive-only whole-head coil was used for signal reception. Head movement was minimized using a ''bite-bar'' formed with each participant's dental impression. A T2*-sensitive gradient-echo spiral sequence (Glover and Lai, 1998) was used for functional imaging with parameters of TE ϭ 40 ms, TR ϭ 900 ms, flip angle ϭ 70°, FOV ϭ 36 cm, and inplane resolution ϭ 2.35 mm. Four spiral interleaves were obtained for each image, for a total acquisition time of 360 ms per image slice (3600 ms per image volume). The onset of the scanning session was controlled by the experimental presentation program via a TTL output, allowing precise synchronization of the stimulus presentation and scanner onset.
In each experiment, ten 6-mm-thick slices were acquired separately in the coronal plane of the Talairach and Tournoux (1988) atlas from the anterior commissure to the frontal pole, with a 1-mm interslice interval. Figure 1 presents an example of such a set of slices overlaid on a saggital localizing image. Functional images were acquired continuously every 3.6 s over the course of each 410-s experiment, for a total of 114 images. T1-weighted flow-compensated spin-echo anatomy images were acquired for each of the slices imaged in the functional scans.
A feature of the spiral acquisition technique is that off-resonance resulting from magnetic field heterogeneity or T2* variations causes only image blurring rather than spatial distortions as in echo-planar imaging or conventional gradient-recalled methods (Noll et al., 1992) . This blurring was corrected during reconstruction from a field map made using phase images obtained at two different echo times for each spatial slice (Irarrazabal et al., 1996) Registration of the functional images and the spin-echo anatomic images required no correction for distortion.
Data Analysis
Functional image processing was performed offline after transferring the raw data to a Sun SparcStation. Raw functional images were motion corrected in the inplane dimensions using AIR 3.0 (Woods et al., 1992) and then spatially filtered in three dimensions using a Gaussian filter (5 mm full width at half-maximum). The data were then analyzed using the cross-correlation method described by Friston et al. (1994) . The activity of each pixel was correlated to a reference function obtained by convolving the square wave describing the task alternation with an estimate of the participant's hemodynamic response function. For each scan in the present experiment, the frequency of the square wave describing the task alternation was 0.014634 Hz (6 cycles/410 s). These correlation values were then normalized to create a functional image (SPM5Z6) for each individual scan for each subject.
Averaged functional images across the eight subjects were formed for each scan by warping the functional images for each participant onto a reference template from the Talairach and Tournoux (1988) atlas using the nonlinear WARP_TRI procedure in IDL (Research Systems, Inc., Boulder, CO). Functional activation maps were constructed by selecting pixels whose averaged correlation values exceeded a criterion of Z Ն 1.96 (P ϭ 0.05, two-tailed), along with a median filter of three pixels. Cluster maxima were included in the activation tables below if they had a Z value of at least 1.96 and a cluster size of at least six inplane voxels and were at least two slices away from the nearest maximum in the same cluster. Data were also analyzed using a paired comparison approach, which was performed using double subtraction between pairs of scans; this approach allows comparison of activations across separate task comparisons (cf. Poldrack et al., 1998) . In this case, the approach allowed examination of convergence of comparisons across scans with the results from individual scans. After warping to the reference template, Z maps from each of the two scans being compared were subtracted and then averaged across subjects. The resultant map is distributed under the null hypothesis as a standard normal variate with mean of zero and standard deviation of sqrt (N) where N is the number of subjects. Two comparisons were examined using this 
RESULTS
Behavioral Results
Response times and accuracy for each of the four scans are presented in Table 1 . Case judgments were faster than semantic decisions in the Semantic scan, t(7) ϭ 7.15, P Ͻ 0.001, and were faster than phonological decisions in the Phonological scan, t(7) ϭ 5.49, P Ͻ 0.001. In the Direct Comparison scan, there was no significant difference between response times for phonological and semantic decisions, t(7) ϭ 0.059, P Ͼ 0.95; five subjects were slower on semantic decisions and three were slower on phonological decisions. In the Pseudoword Phonological scan, phonological decisions were slower than case judgments, t(7) ϭ 7.12, P Ͻ 0.001. the four scans for the entire scan volume averaged over all subjects; regions outside the inferior frontal cortex are included for completeness but will not be discussed here. Figure 2 presents the averaged functional activation maps over all subjects for the region encompassing the left inferior frontal cortex, whereas Fig. 3 presents data from an individual subject for each scan. There was significant LIPC activation in the Semantic scan, which compared the abstract/concrete decision to the uppercase/lowercase decision. This activation extended through Brodmann's areas 44, 45, and 47. Significant activation was also present in the right inferior prefrontal cortex (RIPC); this bilateral pattern of activation in the Semantic scan was observed in six of the eight participants. Other studies of semantic processing have also found RIPC activation during semantic processing (e.g., Wagner et al., 1998) . The LIPC activation in the Semantic scan extended anteriorly to the frontal pole, as did RIPC activation.
FMRI Results: LIPC
In the Phonological scan, there was a limited region of activation in the dorsal portion of the left inferior frontal gyrus, near the inferior frontal sulcus (BA 45). Activation was also found in the right inferior frontal gyrus (BA 44).
In the Direct Comparison scan, there were significant regions of activation in the anterior LIPC (BA 47/45) and posterior LIPC (BA 44) for semantic processing compared directly to phonological processing. There was no evidence for greater phonological-related activation than semantic-related activation in the left inferior frontal gyrus. However, the right inferior frontal cortex exhibited greater activation for the phonological task compared to the semantic task.
In the Pseudoword Phonological condition, there was significant activation of the inferior frontal gyrus during phonological decisions when compared to case judgments; this activation fell near the inferior frontal sulcus in the dorsal aspect of the gyrus. Activation was also observed in the superior and posterior section of the inferior frontal gyrus (BA 44/45). Significant right inferior frontal activation was also observed during this task.
Between-Scan Comparisons
Task comparisons across separate scans were performed using double subtraction as described above; activations and deactivations for these comparisons are listed in Table 2 . Activation in the Semantic scan was first compared to activation in the Phonological scan. There was an area of significantly greater activation for semantic processing extending along the left inferior frontal gyrus for several centimeters, through BA 44, 45, 47, and 10. There were also two regions of significantly greater semantic activation in the right inferior frontal gyrus, posteriorly in BA 44 and anteriorly in BA 47. The double subtraction results thus confirmed the results from the individual scan comparisons between semantic and phonological processing.
Activation in the Semantic scan was also compared to that in the Pseudoword Phonological scan to determine whether the heightened phonological demands of the pseudoword task would offset the activation in left inferior prefrontal regions in the semantic task. There was significantly greater activation in the left inferior prefrontal region for semantic processing, extending through BA 45 and 47. There was also a region of greater activation for semantic processing in the right inferior frontal cortex.
DISCUSSION
Our examination of semantic and phonological processing in the left inferior prefrontal cortex demonstrated the existence of a region in the left inferior frontal gyrus whose activity was specifically related to semantic processing. The anterior/ventral extent of the gyrus was more active during semantic than phonological processing, whereas a more posterior/dorsal region (near the inferior frontal sulcus) was active in relation to both semantic and phonological processing. There was no evidence of greater activation in the left inferior frontal gyrus for phonological relative to semantic processing. Comparisons between scans provided converging evidence with the results from individual scans, demonstrating that semantic processing resulted in greater activity in the anterior/inferior LIFG than phonological processing for either words or pseudowords. These results suggest that phonological processing is automatically engaged during the performance of a semantic task, but that some regions in the LIPC are specifically related to semantic processing. The dissociation between anterior/ventral and posterior/dorsal regions is also consistent with the framework proposed by Fiez (1997) for semantic and phonological processing in the frontal cortex. 
FIG. 2.
Regions of significant activation in the left prefrontal cortex for each scan, averaged across subjects. Regions displayed in red-yellow were more active for semantic than perceptual decision (row 1), phonological than perceptual decision (row 2), semantic than phonological decision (row 3), and nonword phonological than perceptual decision (row 4). Semantic processing led to greater 22 activity in ventral regions of the left inferior frontal gyus (BA 45/47, yellow arrows, slices 5 and 6), whereas both semantic and phonological processing engaged a dorsal region of the inferior frontal gyrus near the inferior frontal sulcus (BA 44/45, green arrows, slices 2 and 5).
FIG. 3.
Regions of significant activation in two selected slices for one individual subject in each scan. Images are presented in neurological convention (left side of image represents left hemisphere).
A report by Roskies et al. (1996) confirms the results of the present study. During PET scanning, four tasks were administered: easy and difficult semantic decision tasks, a synonym judgment task, and a rhyme judgment task. The LIPC was active during both the semantic decision and synonym tasks, and two regions in the LIPC were modulated by semantic task difficulty. Activation in the anterior/ventral region of LIPC (BA 47) was significant for the synonym task compared to fixation but not for the rhyme task compared to fixation, confirming the present results and previous findings by . Another study (Price et al., 1997 ) that compared phonological processing (syllable counting) and semantic processing (living-nonliving decision) found greater activation in BA 47 for semantic processing and greater activation in BA 44 for phonological processing when a lenient threshold was used.
Process Specificity in Frontal Cortex: A Review
In order to determine whether the observed difference in LIPC activation between semantic and phonological processing was evident across previous studies, we conducted a literature search in an attempt to find all brain imaging studies employing task comparisons designed to isolate semantic, phonological, or lexical processing. We characterized each task comparison in terms of several different categories: semantic decision (e.g., living-nonliving decision), semantic production (e.g., verb generation), lexical retrieval (i.e., word/ nonword decision, word-stem completion), phonological processing (e.g., phoneme monitoring or nonword processing), overt speech (e.g., word repetition or naming), and silent viewing of words. Activations were identified that fell roughly in the left frontal cortex (Talairach coordinates X Ͻ Ϫ15, Y Ͼ 0, all Z), and these activations plotted in saggital projection on a standard brain are presented in Fig. 4 ; a complete list of the studies included in this figure is provided in Appendix B.
This review demonstrates a great deal of overlap between the posterior regions active during semantic, phonological, and lexical processing (denoted by red circle in Fig. 4 ). However, a ventral and anterior region of the inferior frontal cortex (denoted by green circle in Fig. 4 ) was preferentially active during the performance of tasks requiring overt semantic processing. This region corresponds approximately to Brodmann's area 47/45 and is located in the ventral extent of the inferior frontal gyrus, in the region where our study found activation for semantic relative to phonological processing. Semantic decision and generation tasks both resulted in activation of this region across studies, whereas there was little activity in this region during the performance of phonological and lexical tasks. There was, however, a significant amount of overlap in more posterior sections of the frontal cortex for semantic processing with those areas active for phonological and lexical processing, suggesting that semantic processing automatically engages those processes as well. Conversely, some activation on lexical and phonological tasks may reflect automatic semantic processing engaged during performance of those tasks, although this does not seem to be a common finding.
The LIPC in Semantic Processing
Given the current evidence that the LIPC is directly involved in semantic processing, it is important to ask what specific role it might play in this processing. Neuropsychological data demonstrate that patients with lesions to the LIPC, while being impaired on some tests of semantic processing (Swick and Knight, 1996) , do not exhibit severe disturbances of semantic knowledge such as those seen following temporal lobe lesions. This suggests that the LIPC likely does not subserve the primary storage of semantic knowledge representations; rather, these representations are likely supported by temporal cortex (Damasio et al., 1996; Price et al., 1997) . The LIPC may serve instead as a semantic working memory system or semantic executive system (e.g., Gabrieli et al., 1996; Kapur et al., 1994b; Wagner et al., 1997a) . The role of such a system would be to access, maintain, and manipulate semantic representations which are represented elsewhere in the cortex. This function is a semantic analogue to the spatial and object working memory functions that have been suggested for the prefrontal cortex on the basis of neurophysiology (Goldman-Rakic, 1987) and neuroimaging .
The semantic executive system may be engaged by three related forms of processing: retrieval, selection, and evaluation. Retrieval involves the arrangement of search cues and the querying of semantic storage for representations matching those cues. Selection involves the resolution of competition between retrieved representations and selection of the task-relevant attributes of these representations. Evaluation involves the synthesis of the information chosen through the retrieval and selection processes and use of this information to determine the proper response. Semantic tasks requiring a greater amount of semantic information require a greater amount of retrieval, whereas semantic tasks with many equally dominant competing responses, or those tasks involving decisions based upon specific attributes of the stimulus, require a greater amount of selection. The difficulty of evaluation processes should vary both with the amount of retrieved information and with the difficulty of the task (which may be related to selection).
It may be difficult to differentiate these processes, because increased retrieval necessarily results in increased selection and may also increase the load on the evaluation process. However, an fMRI study by Thompson-Schill et al. (1997) has suggested that activation of the LIPC is related to selection processes, specifically those processes related to the selection of task-relevant stimulus attributes. This study examined performance on semantic decision tasks in which certain features were selected and others had to be ignored (the HighSelection condition) and compared this to tasks in which all of the semantic features of the stimulus were relevant to task performance (the Low-Selection condition).
Comparison of these tasks demonstrated a region of the LIPC that was specifically related to selection demands when the difficulty of the high-selection and low-selection tasks (in terms of response time) was equated. This study is noteworthy in its attempt to further specify the processes that result in LIPC activation. However, the region found to be related to selection in the study by Thompson-Schill et al. (1997) fell predominantly in the posterior and dorsal portion of the inferior frontal gyrus (BA 44/45), which the review above suggested may be related to phonological or lexical processing. In one comparison there was a selection-related activation nearer to the anterior/ ventral inferior frontal region; this finding suggests that the selection hypothesis remains viable as an explanation of anterior/ventral LIPC activation, and further work must be done to ascertain whether the functional characteristics of this frontal region are consistent with this hypothesis. However, it is unclear whether tasks that require increased selection would also require increased semantic retrieval and/or evaluation processes. In addition, Vandenberghe et al. (1996) found activation of the LIPC in a task comparison that varied semantic retrieval demands but kept selection demands constant, suggesting that activation of this region may be directly related to retrieval rather than selection.
Right Hemisphere Activations
Although our study focused on the particular role of the left inferior prefrontal cortex in semantic and phonological processing, consistent activation of the right inferior prefrontal region was also observed for both semantic and phonological processing compared to case judgments. A majority of participants exhibited bilateral activation for the semantic task compared to case judgment. Previous studies have found bilateral frontal activation for both semantic (e.g., Wagner et al., 1998) and phonological (e.g., Pugh et al., 1996) processing.
The right and left hemispheres may play different roles in the processing of phonological information. A study by Pugh et al. (1997) examined the relationship between lateralization of phonological processing using fMRI and regularity effects on lexical decision in the same subjects. Regularity effects refer to greater difficulty on a lexical decision task for irregular words, which do not follow orthographic-to-phonologic conversion rules (e.g. pint), compared to regular words, which follow these rules (e.g., lint). These effects are thought to reflect the operation of phonological recoding, in that the results of orthographic-to-phonologic conversion rules and the results of direct lexical access are in conflict for irregular items, resulting in extended response times. Pugh et al. (1997) found that the amount of right hemisphere activation during phonological processing was related to the size of regularity effects on a lexical decision task performed independently outside the scanner: Significant regularity effects were only found in subjects who exhibited bilateral inferior frontal activation. Effects of word length, which are also thought to reflect the operation of (serial) conversion rules, were also greater in subjects with greater right hemisphere activation.
These data suggest that the two hemispheres may process information differently during reading. Pugh et al. (1997) suggest that the two hemispheres may differ in the ''grain size'' of their processing, with the right hemisphere processing relatively small phonological units (such as individual phonemes) and the left hemisphere processing relatively large units (such as syllable onsets and rimes). The results of the present study suggest that the grain size of phonological processing in the right hemisphere may be larger than a single phoneme, since significant right hemisphere activation was found during performance of a task that required attention to larger phonological features. However, further experiments that directly manipulate critical word features (such as word length and regularity) are necessary to fully address this question.
Frontal Regions and Phonological Processing
The present findings extend previous results which had suggested a specific role for LIPC in phonological processing (e.g., Demonet et al., 1992; Zatorre et al., 1992) by suggesting that separate areas in the LIPC may be functionally specialized for semantic and phonological processing (cf. Fiez, 1997) . The posterior and dorsal region of the left IFG, corresponding to BA 44/45, may be specialized for phonological processing whereas the anterior region of the IFG (corresponding to BA 47/45) may be specialized for semantic processing. The present results also suggest that the syllable-counting task engages regions of the left frontal cortex that are roughly similar to those engaged by other phonological tasks, with greater activation during processing of pseudowords than real words.
It is unclear why the region of LIPC activation was so restricted during syllable counting with real words when compared to case judgments in the present study; much less activation was seen for this task comparison than for the comparison of semantic and case judgments. Response times for the phonological task did not differ from the semantic decision task, suggesting that the differences in activation did not arise from differences in gross task difficulty. It is likely that posterior regions outside the current scanning range were active during syllable counting with real words (Price et al., FIG. 4 . Projection of left frontal activations from a number of studies of semantic, lexical, and phonological processing onto a standard saggital section (Talairach and Tournoux, 1988) . Red circle denotes region common for semantic, phonological, and lexical processing, whereas green circle denotes region responsive specifically to semantic processing.
1997), and these regions may have primarily subserved task performance, with the frontal cortex playing a lesser role. The syllable-counting task using pseudowords also resulted in much greater frontal activation than the same task with real words. Syllable counting with real words may not have strongly engaged phonological recoding processes, which are necessary for the processing of pseudowords but not for real words. Syllable-counting judgments on real words may have instead been based upon orthographic knowledge; however, this is difficult to confirm on the basis of the current data. Differences in activation were also observed between the syllable-counting tasks using words and pseudowords when each was separately compared to semantic processing using double subtraction. The largest difference between semantic and real-word syllable counting tasks was in the LIPC, whereas the strongest difference between semantic and pseudoword syllable-counting tasks was in the left superior frontal gyrus, with a weaker difference in the LIPC. It is unlikely that this difference in activations reflects qualitatively different underlying neural networks engaged in performance for real words and pseudowords during syllable counting. Rather, it is likely that the pseudoword phonological task engaged phonological processes more strongly than the real-word task. Because these phonological processes were also engaged by the semantic task, this attenuated differences in the LIPC when compared to the semantic task. The greater difference in the superior frontal cortex for the pseudoword task than for the real-word task occurred due to deactivation of the superior frontal region during pseudoword processing compared to case judgments, which may have been related to the attentional demands of the task. This suggests that common frontal regions were engaged during phonological processing on words and pseudowords, with greater engagement during the pseudoword task. Additional examination of the differences between word and pseudoword processing should shed further light upon the functional anatomy of phonological processing. Fig. 4 Task comparison X Y Z Semantic Generation Buckner et al., 1995b Verb generation Ͼ reading (females) Ϫ49 29 Ϫ2 Buckner et al., 1995b Verb generation Ͼ reading (females) Ϫ43 21 20 Buckner et al., 1995b Verb generation Ͼ reading (males) Ϫ43 23 16 Buckner et al., 1995b Verb generation Ͼ reading (males) Ϫ43 35 0 Buckner et al., 1995b Verb generation Ͼ reading (females) Ϫ39 25 12 Buckner et al., 1995b Verb generation Ͼ reading (males) Ϫ39 43 8 Buckner et al., 1995b Verb generation Ͼ reading (females) Ϫ33 49 6 Buckner et al., 1995b Verb generation Ͼ reading (males) Ϫ31 23 Ϫ2 Buckner et al., 1995b Verb generation Ͼ reading (males) Ϫ23 47 Ϫ4 Klein et al., 1995 Synonym generation Ͼ word repetition (L1) Ϫ52 24 27 Klein et al., 1995 Translation Ͼ word repetition (L1) Ϫ48 17 29 Klein et al., 1995 Synonym generation Ͼ word repetition (L2) Ϫ48 22 26 Klein et al., 1995 Synonym generation Ͼ word repetition (L1) Ϫ46 27 12 Klein et al., 1995 Synonym generation Ͼ word repetition (L2) Ϫ44 34 15 Klein et al., 1995 Translation Ͼ word repetition (L1) Ϫ43 29 12 Klein et al., 1995 Translation Ͼ word repetition (L2) Ϫ42 24 22 Klein et al., 1995 Synonym generation Ͼ word repetition (L1) Ϫ42 39 Ϫ6 Klein et al., 1995 Translation Ͼ word repetition (L1) Ϫ42 39 Ϫ8 Klein et al., 1995 Translation Ͼ word repetition (L2) Ϫ34 15 31 Klein et al., 1995 Synonym generation Ͼ word repetition (L2) Ϫ32 58 6 Klein et al., 1995 Synonym generation Ͼ word repetition (L2) Ϫ29 48 Ϫ3 Klein et al., 1995 Translation Ͼ word repetition (L2) Ϫ28 51 Ϫ5 Klein et al., 1995 Translation Ͼ word repetition (L1) Martin et al., 1995 Action word generation Ͼ object naming Ϫ43 18 6 Martin et al., 1995 Color word generation Ͼ object naming Ϫ42 18 28 Martin et al., 1995 Action word generation Ͼ object naming Ϫ42 12 20 Martin et al., 1995 Color word generation Ͼ object naming Ϫ38 30 20 Martin et al., 1995 Action word generation Ͼ object naming Ϫ36 4 44 Martin et al., 1995 Action word generation Ͼ object naming Ϫ34 48 16 Martin et al., 1995 Action word generation Ͼ object naming Ϫ32 34 0 Martin et al., 1995 Color word generation Ͼ object naming Ϫ24 32 Ϫ8 Petersen et al., 1989 Verb generation Ͼ repeat word, visual word presentation Ϫ42 24 20 Petersen et al., 1989 Verb generation Ͼ repeat word, visual word presentation Ϫ38 24 8 Petersen et al., 1989 Verb generation Ͼ repeat word, auditory word presentation Ϫ33 31 Ϫ6 Petersen et al., 1989 Verb generation Ͼ repeat word, visual word presentation Ϫ28 38 Ϫ6 Raichle et al., 1994 Verb generation Ͼ repeat noun Ϫ43 28 13 Generate category exemplar Ͼ generate rhyme (silent) Ϫ35 15 8 Generate category exemplar Ͼ generate rhyme (silent) Ϫ22 40 8 Thompson-Schill et al., 1997 Verb generation, high vs low selection Ϫ49 8 30 Warburton et al., 1996 Verb generation Ͼ noun generation Ϫ52 16 16 Warburton et al., 1996 Verb generation Ͼ rest (expt 3) Ϫ52 18 12 Warburton et al., 1996 Verb generation Ͼ rest Ϫ48 14 16 Warburton et al., 1996 Verb generation Ͼ rest (expt 2) Ϫ46 24 24 Warburton et al., 1996 Verb generation Ͼ listening Ϫ46 24 24 Warburton et al., 1996 Verb generation Ͼ rest (expt 3) Ϫ44 14 28 Warburton et al., 1996 Verb generation Ͼ silently repeat pseudoword Ϫ44 18 5 Warburton et al., 1996 Verb generation Ͼ rest (expt 3) Ϫ44 22 4 Warburton et al., 1996 Verb generation Ͼ rest Ϫ42 30 14 Warburton et al., 1996 Verb generation Ͼ rest Ϫ42 22 4 Warburton et al., 1996 Noun generation Ͼ rest Ϫ42 24 24 Warburton et al., 1996 Verb generation Ͼ rest Ϫ40 10 28 Warburton et al., 1996 Verb generation Ͼ verb/noun comparison Ϫ40 20 4 Warburton et al., 1996 Verb generation Ͼ rest Ϫ40 18 2 Warburton et al., 1996 Verb generation Ͼ listening Ϫ38 10 32 Warburton et al., 1996 Verb generation Ͼ silently repeat pseudoword Ϫ38 14 Ϫ2 Warburton et al., 1996 Noun generation Ͼ rest Ϫ38 14 4 Warburton et al., 1996 Verb generation Ͼ rest Ϫ36 2 40 Warburton et al., 1996 Verb generation Ͼ rest (expt 2) Ϫ36 36 32 Warburton et al., 1996 Verb generation Ͼ verb/noun comparison Ϫ36 40 12 Warburton et al., 1996 Verb generation Ͼ rest (expt 2) Ϫ34 24 8 Warburton et al., 1996 Verb generation Ͼ silently repeat pseudoword Ϫ34 30 12 Warburton et al., 1996 Verb generation Ͼ listening Ϫ32 et al., 1995b Stem completion Ͼ fixation (males) Ϫ37 21 12 Buckner et al., 1995a Stem completion Ͼ fixation Ϫ37 20 11 Price et al., 1994 Lexical decision Ͼ reading aloud Ϫ52 20 16 Price et al., 1994 Lexical decision Ͼ false font feature detection Ϫ50 22 20 Price et al., 1994 Lexical decision Ͼ reading aloud Ϫ36 12 12 Price et al., 1994 Lexical decision Ͼ false font feature detection Ϫ34 14 12 Price et al., 1994 Lexical decision Ͼ false font feature detection Ϫ32 16 28 Price et al., 1994 Lexical decision Ͼ reading aloud Ϫ30 22 28 Rumsey et al., 1997b Orthographic lexical decision Ͼ fixation Ϫ44 6 24 Rumsey et al., 1997a Orthographic lexical decision Ͼ fixation Ϫ44 6 24
APPENDIX A: Stimulus Lists
Phonological Tasks Awh et al., 1996 2-back Ͼ control Ϫ42 17 22 Braver et al., 1997 Monotonic increase with n-back load Ϫ47 6 15 Braver et al., 1997 Monotonic increase with n-back load Ϫ42 23 39 Braver et al., 1997 Monotonic increase with n-back load Ϫ40 6 26 Braver et al., 1997 Monotonic increase with n-back load Ϫ38 30 22 Braver et al., 1997 Monotonic increase with n-back load Ϫ32 20 8 Cohen et al., 1994 1-back Ͼ letter detection Ϫ36 33 13 Cohen et al., 1994 1-back Ͼ letter detection Ϫ29 38 20 Demonet et al., 1992 Phoneme monitor Ͼ pitch monitor Ϫ50 18 20 Demonet et al., 1994 Sequential ambig. phoneme match Ͼ tone detection Ϫ40 4 28 Fiez et al., 1995 Target Klein et al., 1995 Rhyme gen Ͼ word repetition (L1) Ϫ44 15 30 Klein et al., 1995 Rhyme gen Ͼ word repetition (L1) Ϫ44 27 12 Klein et al., 1995 Rhyme gen Ͼ word repetition (L1) Ϫ40 36 Ϫ3 Paulesu et al., 1993 (Rhyme ϩ consonant STM) Ͼ shape judgment Ϫ46 2 16 Price et al., 1996b Pseudowords Ͼ words, silent viewing Ϫ42 34 24 Rumsey et al., 1997b Phonological ldt Ͼ fixation Ϫ42 6 20 Rumsey et al., 1997a Phonological LDT Ͼ fixation Ϫ42 6 20 Rumsey et al., 1997a Phonological LDT Ͼ fixation Ϫ40 10 20 Rumsey et al., 1997a Phon. LDT Ͼ orthographic Ϫ36 32 8 Rumsey et al., 1997a Phon. LDT Ͼ orthographic Ϫ32 16 4 Sergent et al., 1992 Letter-sound Ͼ object processing Ϫ58 20 6 Sergent et al., 1992 Letter-sound Ͼ spatial processing Ϫ54 20 5 Sergent et al., 1992 Letter-sound Ͼ spatial processing Ϫ52 17 18 Sergent et al., 1992 Letter-sound Ͼ object processing Ϫ48 15 21 Sergent et al., 1992 Letter-sound Ͼ spatial processing Ϫ44 37 12 Sergent et al., 1992 Letter-sound Ͼ object processing Ϫ36 44 18 Sergent et al., 1992 Letter-sound Ͼ object processing Ϫ25 8 48 rhyme vs case Ϫ50 18 20 Warburton et al., 1996 Silently repeat pseudoword Ͼ rest Ϫ48 14 16 Warburton et al., 1996 Silently repeat pseudoword Ͼ rest Ϫ42 6 Ϫ2 Warburton et al., 1996 Silently repeat pseudoword Ͼ rest Ϫ38 20 2 Zatorre et al., 1992 Phonetic discrimination Ͼ passive speech listenening Ϫ48 3 24 Zatorre et al., 1992 Phonetic discrimination Ͼ passive speech listening Ϫ34 45 20 Zatorre et al., 1996 Phonetic discrimination Ͼ pitch disc. Ϫ56 6 29 Zatorre et al., 1996 Phonetic discrimination (half words) Ͼ listening to noise Ϫ56 20 Ϫ5 Zatorre et al., 1996 Phonetic discrimination (half words) Ͼ passive word listening Ϫ44 8 27 Zatorre et al., 1996 Phonetic discrimination (half words) Ͼ listening to noise Ϫ43 5 27 Zatorre et al., 1996 Phonetic discrimination (half words) Demonet et al., 1992 Semantic decision Ͼ pseudoword phonological decision Ϫ20 30 44 Demonet et al., 1992 Semantic decision Ͼ pseudoword phonological decision Ϫ20 30 40 Demonet et al., 1992 Semantic decision Ͼ pseudoword phonological decision Ϫ18 32 36 Demonet et al., 1992 Semantic decision Ͼ tone judgment Ϫ16 28 44 Demonet et al., 1992 Semantic decision Ͼ tone judgment Ϫ16 30 40 Desmond et al., 1995 Abstract/concrete decision Ͼ case, left-lateralized Wada patients Ϫ45 35 9 Gabrieli et al., 1996 Abstract/concrete decision Ͼ case judgment Ϫ49 Kapur et al., 1994b Living/nonliving Ͼ letter detection Ϫ38 22 20 Kapur et al., 1994b Living/nonliving Ͼ letter detection Ϫ38 26 12 Kapur et al., 1994b Living/nonliving Ͼ letter detection Ϫ32 34 4 Kapur et al., 1994b Living/nonliving Ͼ letter detection Ϫ30 30 Ϫ4 Kapur et al., 1994b Living/nonliving Ͼ letter detection Ϫ38 28 16 Kapur et al., 1994b Living/nonliving Ͼ letter detection Ϫ28 34 Ϫ4 Pugh et al., 1996 Category match Ͼ line judgment Ϫ50 et al., 1998 Abstract/Concrete decision Ͼ Fixation, single trial Ϫ50 9 34 Wagner et al., 1998 Abstract/Concrete decision Ͼ Fixation, single trial Ϫ50 25 12 Wagner et al., 1998 Abstract/Concrete decision Ͼ Uppercase/Lowercase Ϫ43 9 34 Wagner et al., 1998 Abstract/Concrete decision Ͼ Uppercase/Lowercase Ϫ43 13 28 Wagner et al., 1998 Abstract/Concrete decision Ͼ Uppercase/Lowercase Ϫ40 22 21 Wagner et al., 1998 Abstract/Concrete decision Ͼ Uppercase/Lowercase Ϫ40 31 12 Wagner et al., 1998 Abstract/Concrete decision Ͼ Fixation, single trial Ϫ31 22 6 Wagner et al., 1998 Abstract/Concrete decision Ͼ Uppercase/Lowercase Ϫ28 22 6 Warburton et al., 1996 Verb/noun comparison Ͼ rest Ϫ40 12 24
Reading Aloud Herbster et al., 1997 Speak word Ͼ speak hiya repeatedly Ϫ46 0 Ϫ4 Herbster et al., 1997 Speak irregular word Ͼ speak hiya repeatedly Ϫ40 12 Ϫ4 Martin et al., 1996 Tool naming Ͼ animal naming Ϫ52 10 20 Martin et al., 1996 Tool naming Ͼ view nonsense objects Ϫ30 8 8 Martin et al., 1996 Animal naming Ͼ view nonsense objects Ϫ28 14 8 Martin et al., 1996 Object naming Ͼ view nonsense objects Ϫ28 16 8 Martin et al., 1996 Animal naming Ͼ tool naming Ϫ26 28 16 Price et al., 1994 read aloud Ͼ false font feature detection Ϫ32 14 28 Price et al., 1996a Repeating Ͼ listening to words Ϫ58 8 12 Price et al., 1996a Repeating words Ͼ saying crime to reversed words Ϫ48 14 12 Price et al., 1996a Repeating words Ͼ saying crime to reversed words Ϫ42 12 12 Price et al., 1996a Repeating words Ͼ saying crime to reversed words Ϫ40 12 28 Rumsey et al., 1997a word Ͼ pseudoword, pronunciation Ϫ18 20 Ϫ4
Viewing Words Bookheimer et al., 1995 View words Ͼ view nonsense objects Ϫ40 26 Ϫ8 Bookheimer et al., 1995 View words Ͼ view nonsense objects Ϫ36 18 4 Bookheimer et al., 1995 View words Ͼ view nonsense objects Ϫ32 14 44 Bookheimer et al., 1995 name words Ͼ view nonsense objects Ϫ32 18 8 Menard et al., 1996 View words Ͼ view X's Ϫ49 10 36 Menard et al., 1996 View words Ͼ view X's Ϫ43 20 0 32 POLDRACK ET AL.
APPENDIX B-Continued
Task comparison X Y Z Menard et al., 1996 View words Ͼ view X's Ϫ43 7 0 Menard et al., 1996 View words Ͼ view fixation Ϫ41 7 44 Menard et al., 1996 View pictures Ͼ view fixation Ϫ39 10 20 Menard et al., 1996 View words Ͼ view fixation Ϫ39 20 Ϫ4 Menard et al., 1996 View pictures Ͼ view X's Ϫ34 34 0 Petersen et al., 1990 Real words Ͼ pseudowords Ϫ29 43 0 Price et al., 1994 Word Ͼ false font, silent viewing Ϫ38 28 Ϫ16 Price et al., 1996b Word Ͼ false font, silent viewing Ϫ48 8 32 Price et al., 1996b Word Ͼ letter string, silent viewing Ϫ42 28 20 Price et al., 1996b Word Ͼ letter string, silent viewing Ϫ40 4 28 Price et al., 1996b Word Ͼ false font, silent viewing Ϫ38 20 12 Price et al., 1996b Word Ͼ pseudowords Ϫ26 46 28 Price et al., 1996b Word Ͼ pseudowords Ϫ22 24 Ϫ8
