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Sur l'approximation des courbes convexes 
par des polygones. 
Par D. LÁZÁR (F) à Kolozsvár. 
1. Nous allons démontrer le théorème suivant qui nous a été 
suggéré par une Note de M . L FE JES 1 ) : 
À chaque courbe convexe fermée il existe un polygone circonscrit 
et un polygone inscrit, chacun à n côtés, dont les aires T„ et t„ satis-
font à l'inégalité 
T„—1„ ^ . , n 
" ^ sin2 — 
T„ n 
ou à celle équivalente 
= cos2 -
T„ n 
2. Convenons de désigner l'aire d'un polygone p par |p|. 
Nous commençons la démonstration par la remarque suivante que 
nous empruntons à la Note ejtée de M. FEJES : Il existe un polygone 
circonscrit P„ et un polygone inscrit p„ à la courbe donnée, chacun à 
n côtés et tels que pn est inscrit à P„ et que les côtés de p„ découpent 
de P„ des triangles de même aire2). 
Tenant compte de ce fait, notre théorème sera démontré dès que 
nous aurons vérifié l'inégalité J ^ j - ^ c o s 2 - ^ - pour tout couple de poly-
gones convexes à n côtés, p„ et P„, dont p„ est inscrit à P„ de façon 
que ses côtés découpent de Pn des triangles de même aire. 
(F) Le jeune mathématicien DEZSÖ LÀZÀR est succombé, en 1943, victime de 
la guerre dans un camp de travail en Ucraïne. (La rédaction.) 
L. FEJES, Über die Approximation konvexer Kurven durch Polygonfolgen, 
Compositio Math., 6 (1939), pp. 456—467. 
ä) On voit aisément, par un raisonnement de continuité, que cela est toujours 
possible. De plus, on peut fixer d'avance l'un des sommets de pn. 
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Pour le montrer, désignons par p„ un polygone d'aire minimum 
parmi les polygones à n côtés inscrits au polygone convexe à n côtés 
donné P„, et dont les côtés découpent de P„ n triangles de même aire. 
Il s'agit de déterminer parmi les polygones P„ d'aire donnée A ceux 
pour lesquels \pn\ est le plus petit possible. 
L'existence d'un tel polygone extrémal P„ est assurée par le théorème 
de Weierstrafi sur les functions continues dans un ensemble fermé. En effet, 
on peut évidemment se borner au cas où le polygone varié P„ est situé dans 
un cercle fixe C de rayon3) ç A , ... —g—, le cas général y . pouvant 
toujours être réduit par une transformation affine. L'ensemble des 
points (jq, yu x3, yt,..., x„, y„) de l'espace E3n pour lesquels l'enveloppe 
convexe des points (xu j>a), (x2, y2), . • -, (x„, yn) dans le plan E2 est un 
polygone P„ compris dans le cercle C et d'aire A, est évidemment 
fermé et \pn\ sera une fonction continue dans cet ensemble, lorsqu'on 
convient de poser \pn\ — A si P„ se réduit à un polygone ayant moins 
de n côtés. 
3. Envisageons un polygone extrémal P„. M. FEJES a démontré*) 
que A, B, C et D étant quatre sommets consécutifs de P„, on a 
(1) ° AD\\BC. 
Cette proposition est évidemment une conséquence de la suivante : 
Les sommets du polygone p„ correspondant à PK coïncident avec les 
milieux des côtés de P„. Les triangles aBb et cbC ayant la même aire, 
la hauteur correspondant au côté Bb des premier triangle est plus 
petite que celle correspondant an côté bC du second. 
Supposons le contraire. Soient a, b, c,... les sommets de p„ qui se 
trouvent respectivement sur les côtés consécutifs AB, BC, CD,... et 
supposons, pour fixer les idées, que Bb> bC. 
Déplaçons le sommet b lelong du segment bB au point b' ; comme 
alors la hauteur du triangle abc correspondant à b diminue, \p„\ diminue 
aussi. Puis tournons la droite BC autour de b' jusqu'à ce qu'on ait 
\aB'b'\ = \b'C'c\, B' et C' étant les points provenant de B et C. Le 
polygone ainsi obtenu AB'C'D... soit désigné par P„'. 
Lorsque bb' est. assez petit, on a Bb'>b'C et B'b' >b'C', donc 
| P , ' | > | P „ | . D'autre part, lorsque Bb' est assez petit, alors |P„' |<|P„| . 
Comme |P„| varie .d'une .manière continue avec b', il y.aura une position 
3) C'est le cercle circonscrit â un triangle régulier ayant l'aire A. 
• 4) Nous recapitulons la démonstration :de la note citée sous ^ avec une 
légère modification due à . M . FEJES . , . . ' . . . . . 4 : . 
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b de b' entre b et B, telle que pour le polygone P't = P* correspondant 
on ait |P,:| = [P„|=^4. 
Cependant, les aires des triangles aB'b et bC'c sont plus 
grandes que les aires des triangles découpés du polygone original P„. 
On obtient donc, par une variation continue convenable des sommets 
a,b,c,..., un polygone inscrit à P* dont les côtés découpent de 
P* des triangles ayant tous' la même aire, plus grande que celle des 
triangles originaux. Or cela est en contradiction avec la définition de P„ 
comme polygone extrémal, ce qui prouve notre proposition. 
4. Nous disons que le polygone extrémal P„ jouit aussi de la 
propriété suivante : A, B, C, D et E étant cinq sommets consécutifs de 
— > 
P», on a 
< I Î ) AE\\BD. 
Les sommets a, b, c, d de p„ se trouvant, comme nous venons de 
voir, respectivement aux milieux des côtés AB, BC, CD, DE de P», notre 
proposition est équivalente à ce que ad\\bc. 
Supposons le contraire, c'est-à-dire que la distance ôu du point a 
à la droite bc diffère de la distance correspondante ôd, par exemple 
ô„ < ôd. Déplaçons le sommet C en C' voisin, parallèlement à BD et 
,de sorte de diminuer sa distance à la droite AE. Remplaçons le point 
b par le point d'intersection b' des droites bc et BC', et le point c par 
le point d'intersection d des droites bc et DC'. Tandis que, par cette 
transformation, l'aire de P„ reste invariante, celle de p„ diminue et cela 
dans l'ordre rj = CC', c'est-à-dire que, en désignant par />,'le polygone 
ab'c'd..., (\p'„\ — \pn\)ln tend, pour 17-» 0, vers une valeur finie néga-
ô Ô 
tive. On a, en effet, | p'„ | — | pn | = d n. 
Déplaçons ensuite b' sur la droite BC en b" et d sur la droite 
DC' en c", de sorte que les côtés a b",. b"c" et c"d du polygone 
obtenu p" découpent de P'n des triangles ayant tous la même aire. Or 
l'ordre des distances b' b" et c'c", ainsi que celle des angles des droites 
b'b", ac! et c'ç", b'd, est évidemment- égal à Il en résulte que la 
variation p'«—Pu est de l'ordre î j2 . Donc si l'on remplace b ef c par 
b" et c", alors l'aire de p„ diminue dans l'ordre % d'où il s'ensuit que. Ff„ 
fournit, • pour r) assez petit, le polygone inscrit p'a' d'àire inférieure à 
celle de p„, ce qui est en contradiction avec le fait que Pn est extrémal. 
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5. Pour achever la démonstration, il ne nous reste qu'à montrer que 
tout polygone P„ satisfaisant aux conditions (1) et (II) est l'image affine 
d'un polygone régulier. 
Nous pouvons supposer, sans restreindre la généralité, que pour 
certains sommets consécutifs A, B, C, D de P„ on ait6) AB = BC=CD. 
Les conditions (I) et (II) entraînent alors que AEB< = BDC<$, 
c'est-à-dire que E se trouve sur le cercle circonscrit au trapèze équila-
tère ABCD; comme AE\\BD, on a de plus ÂB = DE. 
Tous les sommets de P„ se trouvent donc sur le même cercle et 
tous ses côtés sont égaux. Par conséquent, P„ est régulier, ce qu'il 
fallait démontrer. 
(Reçu le 7 avril 1941) 
5) La condition nécessaire et suffisante pour qu'un trapèze ABCD puisse 
être transformé par une affinité de manière qu'on ait AB — BC—CD, est AD < 3 BC. 
Nous disons que sur un polygone convexe fermé AxA2 • • • An on peut trouver quatre 
sommets consécutifs A¡,-x,At, Ak+1, Ak+2 (bien entendu, j 4 „ + i = / í ¡ ) de sorte que 
l'inégalité 3AkAk+1 > Ak_x Ak+i soit satisfaite. En effet, sous l'hypothese contraire, on 
M ^^^ n 
obtiendrait par addition A t A k + x ^ ^ A ^ A ^ ; tandis que par addition des 
k=l k=i 
n n 
inégalités Ak_xAi+î < AkAk+1 + aona ^ 4*- i4t+s < 3 ^AkAk+l. 
= 1 te=l 
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Über den Minimalkreisring einer Eilinie. 
Von STEPHAN VINCZE in B u d a p e s t . 
Es bedeute K eine geschlossene konvexe Kurve, und G das von 
der Kurve K begrenzte abgeschlossene Gebiet. Ist P ein Punkt von G 
und Q ein variabler Punkt von K, so erreicht die Funktion R(P) — 
max PQ ihr Minimum R„ in einem einzigen Punkte P von G. Dieser 
Q 
Minimalwert R„ ist der Halbmesser des Umkreises von K. Die Funktion 
r(P)== min PQ erreicht ihr Maximum r, entweder in einem Punkte, 
Q 
oder in solchen Punkten von G, die ein geschlossenes Geradenstück 
bilden. Diese Punkte sind die Inkreismittelpunkte von K. 
Wir nennen die Funktion o(P) = R(P)—r(P) Oszillation der 
Kurve in Bezug auf den Punkt P, das Minimum von o(P) in G — d. h. 
die Breite des die Kurve K bedeckenden Minimalkreisringes — Abwei-
chung der Kurve vom Kreis*). Bezüglich der Oszillation gilt der folgende 
S a t z 1. Die, Oszillation o(P) ist im Gebiet G konvex im Sinne, 
daß o(P) , /s/> wobei P den Mittelpunkt der in G liegen-
den Strecke P.P, bedeutet. 
In 1 geben wir für diesen Satz einen einfachen Beweis. Als eine 
Anwendung dieses Satzes geben wir in 2 einen neuen Beweis für die 
von BONNESEN und KRITIKOS bewiesene Unizität des Minimalkreisrin-
ges2): Die Oszillation erreicht ihr Minimum in G in einem einzigen 
Punkt, und zwar im Inneren von G. 
In 3 beweisen wir die Sätze: 
S a t z 2. Wenn R und r die Halbmesser des Minimalkreisringes, 
Ru und /', den Um- bzw. Inkreishalbmesser bezeichnet, so ist 
J) Auf derartige, das Minimum der Variation betreffende Probleme hat mich 
Herr Professor L. FEJBR aufmerksam gemacht; ich bin ihm dafür sehr verbunden. 
2) T. BONNESEN, Über das isoperimetrische Defizit ebener Figuren, Math. 
Annalen, 91 (1924), S. 252—268; N. KRITIKOS, Über konvexe Flächen und 
einschließende Kugeln, Math. Annalen, 96 (1927), S. 583—586. 
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Diese Abschätzungen sind genau. 
S a t z 3. Bedeutet ó den Abstand des Minimalkreisringmittelpunktes 
von einem Inkreismittelpunkt, so gilt 
r> R" r 
- R . + ő " 
Aus dem Satz 2 ergibt sich folgende Ungleichung für die Abwei-
chung der Kurve vom Kreis : 
Ru— / " ; < / ? — r < — R „ — ~ r : . 
Zum Schlüsse beweisen wir in 4 einige Sätze übef Integralmittel-
werte. Es bedeute rP(rp) den Abstand eines Punktes P des Gebietes G 
von einem Punkte Q der Kurve K, für die die Halbgerade PQ mit 
einer festen Richtung den Winkel <p bildet. Es gilt der 
2 7C 
S a t z 4. Die Funktion u(P) =•-• j r,,{(p)d<p ist im Gebiet G kon-
(i 
kav und nimmt darin ihr Maximum in einem einzigen Punkte an. 
Wenn wir dagegen den Abstand r,,(s) eines Punktes P von 
einem variablen Punkt dér Kurve K als Funktion der Bogenlänge s 
betrachten, wo s zwischen 0 und der Länge L von K variiert, so 
gilt der 
L 
S a t z 5. Die Funktion v{P) — ^ j r,,(s)ds ist in G konvex und 
o 
nimmt dort ihren minimalen Wert in einem einzigen Punkt an. 
1. Es sei 5 ein Punkt auf K mit maximalem Abstand vom Mittel-
punkt Pf, der beliebigen Strecke P,P 2 . Dann besteht die Ungleichung 
2PnS^PlS + P,iS, in der das Gleichheitszeichen nur dann gilt, wenn 
5 auf die Verlängerung der Strecke PtP., fällt. Wegen R(P)=- max PQ 
ergibt sich daraus Q 
2P(P 0 ) = P 5 + PTSáR(P<) + P(Pa). 
Die Funktion R(P) ist also in der ganzen Ebene konvex. 
Setzen wir nun voraus, daß PjP, in G liegt und bezeichnen mit 
S„ eineji Punkt auf K, dessen Abstand von P„ minimal ist. Ziehen wir 
>• 
aus Pi und P2 die mit dem Vektor P0Sa gleichgerichteten Halbgeraden, 
und nennen ihre Schnittpunkte mit K St und S2, so gilt, wegen der 
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Konvexität von K, 2 P 0 5 0 ^ P 1 5 1 + P252 , woraus sich 2r(Pt3)^r(Pi) + 
+ r(P2) ergibt. Dies bedeutet, daß r(P) in G konkav ist. 
Aus diesen Tatsachen folgt unmittelbar die Konvexität von o(P)-----
R(P) — r(P) in G. 
Bezeichnet M bzw. « j das Minimum von o(P) auf der Kurve K 
bzw. im Gebiet G und ist c eine Konstante für die m^c^M gilt, so 
folgt aus der Konvexität von o(P), daß die Punkte von G, für die 
o{P) •= c gilt, eine konvexe Kurve bilden. Da auf K o(P) = R(P), fällt 
K dann und nur dann mit einer Kurve o{P) = Konst. zusammen, wenn 
sie konstanter Breite ist. 
Da R{P) in der ganzen Ebene konvex ist, so sind die Kurven 
R(P) = c für alle zulässigen Werte der Konstante c konvex. Dies trifft 
für die Kurven o(P) = c im allgemeinen nicht zu. Dies folgt schon 
daraus, daß o(P) sein Minimum für die ganze Ebene im allgemeinen 
nicht in G erreicht. Für ein rechtwinkliges Parallelogramm, dessen 
Seitenverhältnis klein ist, ist das Minimum m von o(P) in G unge-
fähr gleich-^-, während bezüglich der ganzen Ebene lim inf o(P) — b 
ausfällt. In diesem Fall besitzt die Kurve o(P) = m in G einen isolier-
ten Punkt. 
2. Zum Beweis der Unizität des Minimalkreisringes zeigen wir 
zunächst, daß ein Punkt O des Gebietes G, in dem o(P) ihr Minimum 
erreicht, notwendigerweise im Inneren von G liegt. Fällt nämlich O auf 
den Rand von G, so ist r ( 0 ) = 0 und o ( 0 ) = max OQ. In diesem Fäll 
fällt aber der Punkt O mit dem Mittelpunkt ö des Umkreises Cu zusammen. 
Wäre nämlich O' von O verschieden, so wäre wegen der Unizität 
des Umkreismittelpunktes 
o(O') = R(0')—Lr(0') < R(O) — R(0) — r(0)—o(0). 
Die Kurve fällt daher in den durch die Stützgerade g des Punktes 
O begrenzten Halbkreis des Umkreises C„. Wegen der Eigenschaft des 
Umkreises hat C1( mindestens zwei gemeinsame diametrale Punkte mit 
K, nämlich die Schnittpunkte T und T von g mit Cu. Auf der nach 
dem Inneren von K gerichtete Normale der Stützgerade im Punkt O 
gibt es einen Punkt N so, daß der Kreis um N mit dem Halbmesser 
NÖ ganz im Inneren von G liegt. Im Dreieck NOT gilt also die 
Ungleichung 
o(N) = NT—NÖ < ÖT = o(O), 
die unserer Annahme widerspricht. 
Wir nehmen nun an, o(P) erreiche ihr Minimum in zwei verschie-
denen inneren Punkten Oa und Oä. Dann gilt wegen der Konvexität 
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$ 
von o(P) für den Mittelpunkt 0 der Strecke 0,0» \o{0) = o (0 , ) - o(02). 
Dies kann aber nur für solche Punkte vorkommen, für die 
2R{0)=-2ÖS=Ö^+Ö^S-^R(0,) + R(02) 
ausfällt, wobei 5 einen Punkt auf K mit maximalem Abstand von O 
bezeichnet. Daraus folgt, daß einerseits S auf die Verlängerung der 
Strecke 0j02 fällt und andererseits S ein Punkt von K ist, der von beiden 
Punkten O, und O2 einen maximalen Abstand besitzt. Dies bedeutet, 
daß etwa im Fall R(01)<R(0J die Differenz R(02) — R(0>) = Ö Ä 
ausfällt. Aus o ( Ö , ) = - o ( 0 2 ) folgt daher r(0t) — r(02) = 0,0.,. Die Kreise, 
die man mit maximalen Halbmessern um O, und 0 2 in K zeichnen 
kann, berühren sich also vom innen. Der Berührungspunkt S' liegt auf 
der Geraden 0X02 in der Reihenfolge C^OoS'S. Da aber der vom innen 
berührende Kreis auch einen gemeinsamen Punkt mit K hat, fällt S' auf 
die Kurve. Zwei verschiedene Punkte 5 und S' von K können aber 
nicht in dieselbe Richtung von den inneren Punkten O, und 0 2 fallen. 
Aus diesem Widerspruch folgt die Unizität. 
3. Wir bezeichnen den Mittelpunkt des Minimalkreisringes mit O, 
seinen äußeren bzw. inneren Kreis mit Cg bzw. Ct. und den Halb-
messer von C„ bzw. Ct mit R bzw. r. Fällt O mit dem Mittelpunkt 
0„ des Umkreises C„ zusammen, so ist Ru — R. In jedem anderen Fall 
ist R„ < R. 
Es sei d^0„0 der Mittelpunktabstand der Kreise C„ und C„, A 
und B die Schnittpunkte dieser Kreise. Derjenige Bogen AB von C„, 
der außerhalb der Kreisfläche Cg liegt, ist kleiner als ein Halbkreis, 
weil die gemeinsamen Punkte von C,; mit K auf einem Bogen liegen, 
der größer ist als ein Halbkreis. Wir machen nun Von der Bonne-
senschen Eigenschaft3) des Minimalkreisringes Gebrauch. Es gibt nach 
dieser vier Punkte von K, die beim Durchlaufen von Kin einer Richtung 
abwechselnd auf Ck und Cä fallen. Der Minimalkreisring wird durch diese 
Eigenschaft eindeutig bestimmt. Auf dem in Cu liegenden Bogen AB 
von C„ liegen demnach mindestens zwei Punkte A' und B' der Kurve 
K und zwischen A' und B' liegt mindestens ein mit Ct gemeinsamer 
Punkt D' von K. Wenn die Gerade 00,, die Sehne AB im Punkt D 
trifft, so liegt 0„ zwischen O und D. Es gilt hiermit 
Da anderseits ,C(. in das Innere von C„ fällt, so ist 
r<Ru — d. 
:>) Siehe BONNKSEN, a. a. O. 2), insb. S. 257. 
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Aus diesen zwei Ungleichungen folgt 
Ferner gilt ÄDZ = AÖ2—OD2 = ÄCfu—ÖJ)2, d. h. 
R2-{A + ÖM =- RI-&D2, 
woraus sich 
F? = r] + zJ2 + 2 d ÖJD = R2 — ¿/ 2 + 2 z/ ( J + OJ)) 
•ergibt. Nach der obigen Ungleichung d - j- 0„DtiR„—d gilt also 
R1 < tf-J2 + 2J(R,-J) Rl + 2JR„-3J2. 
Die rechte Seite dieser Ungleichung ist bei festem Rt< für 
2 4 2 am größten. Es gilt also R womit die erste Ungleichung in 
Satz 2 bewiesen ist. 
Wir zeigen nun, daß in der soeben bewiesenen Ungleichung das 
Gleichheitszeichen bestehen kann. Betrachten wir die konvexe Hülle 
der Strecke AB und desjenigen Kreises vom Mittelpunkt O und vom 
\r2 — 
Halbmesser r — ^-AB, der die Strecke AB in ihrem Mittelpunkt D 
berührt. Da der Kreisring mit dem Mittelpunkt O und mit den Halb-
messern r=OD, R — OÄ der Bonnesenschen Eigenschaft des Minimal-
—• K6 — 
kreisringes genügt, so ist / ? = CM = - j - AB der Halbmesser vom größe-
ren Kreis des Minimalkreisringes von dem betrachteten Gebiet. Andererseits 3 1/3 
gilt für dieses Gebiet — wie leicht einzusehen ist — Ru --= — r = — R, 
w. z. b. w. 
Wenden wir uns nun zur Abschätzung von r zu! Nach der Bonnesen-
schen Eigenschaft des Minimalkreisringes hat Cl: mindestens zwei solche 
gemeinsame Punkte mit K, die zwei gemeinsame Punkte von Cg mit 
K trennen. Betrachten wir die Stützgeraden von C,, in diesen zwei 
Punkten. Diese Stützgeraden sind Tangenten des Kreises Ck und folglich 
auch der Kurve K. Wenn diese zwei Stützgeraden parallel sind, so 
ist r = r,. Im Falle r < r i schneiden sich die Stützgeraden im Äußeren 
oder am Rande des Kreises C„. Es bezeichne a { < n) den Winkel des 
von den Stützgeraden gebildeten Winkelraumes, der die Kurve enthält. 
Die gemeinsamen Tangenten der Kreise Ct und C, bilden einen Winkel 
a'^a und somit fällt ihr Schnittpunkt E in das Äußere von Cg. 
Es sei O, der Mittelpunkt des Inkreises C, und 0 0 , = ö. Dann gilt 
r EÖ 
n ~~ E O + ö ' 
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Wegen E O ^ R folgt daraus 
r - R > R 
; / , =/? + <5 2R 2' 
womit auch die zweite Ungleichung im Satz 2 dargetan ist. Aus der 
t R soeben bewiesenen Ungleichung — ^ ^ folgt ferner wegen R^ :R„ 
auch der Satz 3. 
Das Beispiel eines gleichschenkligen Dreiecks, dessen Schenkel 
im Verhältnis zur dritten Seite groß sind, zeigt, daß r beliebig nahe 
zum Wert — r, kommen kann. 
4. Es seien und A zwei beliebige Punkte des Gebietes G, Pu 
der Mittelpunkt der Strecke A A - Wenn S0 ein beliebiger Punkt der 
Kurve K ist, so gilt die Ungleichung 
P-i PjS« 
0O0 ss; 2 > 
w.o und S2 die Schnittpunkte der aus P1 und A ausgehenden, zu 
dem Vektor P0S0 parallelen Halbgeraden mit der Kurve K sind. .Da das 
Gleichheitszeichen hier nur dann bestehen kann, wenn Sä und S„ auf 
einer Gerade liegen, so gibt es offenbar einen Bogen auf K so, daß 
für einen Punkt S0, der auf diesem Bogen liegt, das Zeichen > besteht. 
Bilden wir den Integralmittelwert für sämtliche Richtungen, so erhalten 
wir die Ungleichung u (P0) > " ̂ ^ " \ die die Konkavität von 
u{P) und zugleich die Unizität des Maximumpunktes ausspricht. 
Den Satz 5 gewinnen wir aus der Ungleichung 
wo das Gleichheitszeichen nur dann gilt, wenn 5 auf die Gerade A P t 
fällt. Das kommt aber für mehr als zwei Punkte der Kurve K nur dann 
vor, wenn K eine Strecke enthält und PXP2 auf dieser liegt. Wenn S 
auf dem Komplementbogen dieses geradlinigen Kurvenstückes liegt, dann 
v ( p \ \ 
besteht das Zeichen < . Es folgt daraus y(P0) < — ^ —, womit 
auch der Satz 5 bewiesen ist. 
(Eingegangen am 31. Dezember 1941.) 
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Sur les produits infinis et le théorème d'Abel.. 
P a r MIKLÓS SCHWEITZER (F) à B u d a p e s t . 
On connaît bien le théorème d'Abel qui joue un rôle important 
00 
dans la théorie des séries entières : la série a„ étant supposée con-
i) 
vergente et de somme S, on a ¿£anxn->-S pour x » \ —0. o 
Outre les séries entières, on se sert encore des produits infinis 
pour le développement des fonctions analytiques. T. F. RITT a démontré 
que toute fonction analyt ique/ (z) , a v e c / ( 0 ) = l , se représente d'une 
façon univoque, dans un certain cercle \z\<r, sous la forme1). / 7 (1 +anzn). i 
Cela suggère de chercher l'analogue du théorème d'Abel pour les 
produits de ce genre. 
HARDY, le premier à s'occuper de ce problème, est arrivé à un résul-
tat surprenant2). On pourrait croire que la convergence de Ii{ 1 + a,)—p 
entraîne l'existence des limites, pour — 0 , de II(\ +anx) et de 
II(\ + Ű „ x n ) et que ces limites sont égales à p. Or, HARDY construit 
un exemple d'un produit du premier type qui diverge partout sauf pour 
x = 0 et X—], donc dans-ce cas la question concernant la limite est 
dépourvue de sens. Un autre exemple, pour le second type, montre 
que notre limite peut être égale au double de la valeur de Z7(l + a „ ) . 
On voit donc que pour les suites d'exposants 1, 1, 1,... et 1 ,2 ,3 , . . . 
le théorème d'Abel n'admet pas d'analogue. La question se pose qu'est-ce 
qu'on peut dire d'autres suites plus rares comme par exemple 1 , 2 
3 'v . . , nk,... ou 1, 2, 4 , . . . , 2",. . . , D'une façon générale, quelles sont 
les suites d'entiers 1 á i ^ á ^ á . . . pour lesquelles la convergence de 
( f ) Le jeune mathématicien MIKLÓS SCHWEITZER* fut tué le 28 janvier 1945, 
pendant le siège de Budapest, par une balle de fusil allemande. (La rédaction.) 
!) J. F. RITT, Representation of analytic functions as infinite product, Math-
Zeitschrift, 32 (1930', pp. 1 - 3 . 
s) G. H. HARDY, A note on the continuity or discontinuity of a function 
defined by an infinite product, Proceedings of the London Math. Society, (2) 7 (1909), 
pp. 4 0 - 48. 
140 M. Schweitzer 
/7(1 + 0") entraîne la relation 
00 00 
"m' M . ( \ + a n ) . *-+l-0 1 1 
La réponse est fournie par le théorème suivant. 
T h é o r è m e 1. Posons 
^ W - T T O + t f , , * ' " ) . 1 
Pour que la limite de P(x), pour x-*], existe et soit égale à P{ I) pour 
on 
tout produit convergent ./7(1 + a„), il faut et il suffit que 
i 
(1) £ < « , 
c'est-à-dire que la suite à gauche reste bornée. 
Au lieu de faire varier x sur l'axe réel et à gauche de x = 1, on 
pourrait aussi le faire varier dans le plan complexe et s'approcher du 
point 1 par une région angulaire, comprise dans le cercle unité et cela 
sans modifier essentiellement les raisonnements. 
On peut évidemment supposer /("entier et il vient immédiatement dont 
nous nous servirons que les suites remplissant notre hypothèse se décompo-
sent en 2 K suites au plus dont chacune fortement lacunaire, c'est-à-dire 
telle que le rapport des termes consécutifs reste au dessus d'une quantité 
supérieure à 1. Un cas particulier intéressant est fourni^ par la suite 
1, 2 , . . . , 2 " , . . . pour laquelle, par conséquent, l'analogue du théoréme 
d'Abel est valable. Il n'en est pas ainsi pour la suite 1, 2k, 3 ' f , . . . , nk,... 
quelque soit k. 
Il pourrait paraître paradoxe que la relation en question ne subsiste 
pas toujours; en effet, le réarrangement de P(x) donne une série 
entière Sbnxn pour laquelle évidemment, le théorème d'Abel est 
valable. Or, la convergence du produit 7 1 ( 1 + a „ ) n'entraîne pas néces-
sairement celle de 2b„ ni la relation 2bn = W(l + a„). Observons, sans 
entrer dans les détails, que l'on peut démontrer que sous l'hypothèse 
(1) la série 2b„ converge et a pour somme la valeur de ZZ'(l+a„). 
Notre réarrangement fournit donc une méthode pour passer d'un produit 
infini à une série équivalente. Cela dit évidemment plus que ce que 
l'hypothèse (1) assure l'existence de la limite radiale, car ce dernier fait 
découle déjà, par le théorème d'Abel, de la convergence de 2b„. 
Outre le théorème 1 nous nous occuperons encore d'une sorte de 
théorème inverse du type TAUBER. Pour les séries entières l'inver-
sion du théorème d'Abel n'est possible que sous certaines hypothèses 
complémentaires. Le théorème qui suit, met en évidence que pour les 
produits infinis cette différence entre les théorèmes du type ABEL et du 
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type TAUBER n'intervient pâs. Quand le théorème d'Abel subsiste, il en 
est de même de son inverse. C'est seulement l'hypothèse évidente 
qu'il faut encore poser. 
T h é o r è m e 2. Supposons que la suite kx, k.J}..., k„,... remplisse 
la condition ( I ) et que de plus a„-+ 0 et, pour x->-1, P(x)->-p 4= 0; alors 
œ 
7 / ( 1 + ö n ) converge et a p pour valeur. 
i 
L'hypothèse o„ + 0 ne peut pas être supprimée. Par exemple pour 
/>(*) = ( 1 -X ) ( 1 +X« ) ( 1 + JC« ) ( 1 + JC« ) . . . , et 
lorsque j c+1, tandis que P ( 1 ) = 0. 
L'analogue du théorème 2 pour des séries entières est connu 
depuis longtemps. En fait, si l'on cherche à formuler le théorème de 
TAUBER d'une façon générale pour les séries du type 2a„xk<>, on par-
vient à ce que, sous l'hypothèse (1) et en supposant encore que a„-*0r 
l'existence de la limite de P(x) pour x-+\ entraîne la convergence de 
la série U a n . Cela vient immédiatement du second théorème de Tauber*) 
et du fait que la suite klt k l t . . . ne peut contenir qu'un nombre fini 
de termes égaux. 
Pour la démonstration de nos théorèmes nous aurons à nous servir 
du lemme suivant. 
Le m me. Lorsque la suite klt kit..., k„,... satisfait à l'hypo-
thèse (1 ), on a 
(2) lk„ < kn+Ki 
et 
(3) / t „ è 2 h ï d 
quelles que soient les valeurs positives n et l. 
D é m o n s t r a t i o n . De l'hypothèse (1) et de k „ ^ k n + i il vient que 
Klk„<kl + k1 + ... + kn + k, + 1 + ... + k„ + Kl<Kkx + KI 
et par conséquent 
lkn< kK + Kl. 
K 
que En répétant ce procédé, on arrive à 1'né liîé 
2111 = 2 S 
ce qu'il fallait démontrer. 
Soit v = et posons, dans (2), / = 2, n = (v—2) K; on obtient 
3) A. TAUBER, Ein Satz aus der Theorie der unendlichen Reihen, Monatshefte 
für Math, und Phys., 8 (1897), pp. 273 - 277. 
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!t 
D é m o n s t r a t i o n d u t h é o r è m e 1. L'hypothèse est suffisante. 
En effet, lorsque le produit H(l -j-a„) ==p converge et diffère de 0, on 
aura évidemment a„-*-0 et a„ + — 1 . En posant encore l'hypothèse (1), 
on en conclut immédiatement que la suite dés kn ne peut contenir plus 
de A' termes égaux. De là il résulte que les séries entières Sx'1" et 
2a„x'!" sont absolument convergentes pour |x| < 1 et par conséquent, 
il en est de même pour le produit infini 77(1+anx f cn). De plus x étant 
suffisamment proche de 1 / o n pourra choisir N de sorte que 
1 - J - á x á l 1 ^k kN +, 
Or, .faisons la décomposition 
P 1 1+a. m+1 1 + a„ ' " ' « 
7 7 ( 1 + «„) xV+1 
où nous avons choisi m de sorte que pour n > m on ait toujours 
|a„|<-^~. Quand x+], on aura évidemment . O 
(4) I l ' " f - I 1 » -r Û„ 
et comme VV-voo, on aura aussi 
(5) 7 7 ( i i. 
JV+1 
Pour vérifier la convergence des deux autres produits, nous nous ser-
1 
virons de l'inégalité bien connue suivante, facile à prouver : Si \ u „ \ < - ^ 
pour n = k+\, k + 2,..M, alors 
u -- . M t t >- I M» -2 2 l«n 
(6) e * + ' 7 7 0 + » - ) 
Écrivons 
'V , , _ xv 
m + l I -J-ff,, m+1 V 1 +fl„ 
alors, en posant dans l'inégalité (6) u„ = — * , k = tn, 
* I 
M = N et en observant que pour n>m 
. . [a„| [1 — | a „ | 3 _ 1 
l"" 1 - 1 — |o„| < 1 - | Û „ | < 1 _ 1 ~ 2 ' 
3 
la vérification de la relation . 
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jv ^ 3 \a„\k„ 
v i n i A v № . A ^ M |gilfri+|fl , 




|a1|A:1 + . . . - t - lgjrl^ n 
(8) 7 7 
* + î 
découle aussi de l'inégalité (6), en y posant u„ — anxk», k = N, AÎ = co; 
tout cela est permis, car |a„| < et la série 2|u„| converge absolu-
ment. Or, 
OC GO 
•Z" I "n I = Iû» I < Max\a„\K + + +...) • -V+l jy+1 Y>N 
et par (2) et comme 
; « p - , ; . r 
il résulte que 
œ 1 e Jt̂ A'+l -j-^tf+A+l _J_ ĵ A' +2ÎT+1 _ < ^ xn + 1 = < ; 
u 1 — + 1 1 
par conséquent 
JË" I I < Max|a„ 1 7 — r 0 ; 
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donc, eu égard de (6), la rélation (8) est vérifiée. Enfin, en combi-
nant (4), (5), (7) ét (8), l'existence de la limite radiale est démontrée. 
Pour prouver la nécessité de l'hypothèse (1), nous envisageons 
une suite klt k2,..., kn,... qui ne satisfait pas à l'hypothèse et nous 
construisons un produit infini II ( l - f a „ ) , convergent mais pour lequel 
la limite de P(x) pour x-»-l n'existe pas. 
Dans ce cas, en posant " 
fr+ * , + . . .+* , 
_ K ' = k. 
on a lim K„ — oa. Posons encore 
H kx + ks-\-...kt„ +, MH = — , 
alors 
1 k1 + ki + ks + k;> + kh+... + kin + . M.> 
1 Ar1 + Ar2 + /f3 + . . . + /f2n + /:2„ + 1 1 „ 
2 + i = 2 
et 
ki -f- kz-f-... -f- kïn + 1 k, -f- k2-\-... -f-k2n + j + ,/f2n + 2 k3„ + i 
•̂an + i k ïn + i 
donc 
:
 + J 1, 
il s'ensuit que 
Posons 
lim Ai„ 
«„== min M„ ' , 
alors il est manifeste que la suite des e„ va en décroissant vers zéro. 
n 
Envisageons les produits partiels 7 7 0 + f l » ) = P, où nous choisirons a„ 
de sorte que l'on ait pin=\ + en, A» + i = l e t cela pour tous les n. 
Comme évidemment £„-»-0, on aura aussi p„-+l, c'est que le produit 
converge vers la valeur 1. 
. Û! = 0 puisque px = 1 -f a, = 1 ; 
^ Pi.—Pi.-1 
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e„ — e; 
ai„ ~r û'2„ +1 T~y ~ ; û2)1 + , —- - —- ; 1 I l „ ' ~r tn 
P(X) = 7 7 ( 1 +anx>'«)= / 7 (1 -\-a,„ x^») ( l . + a 4 l l + + 
i i 
Un calcul facile donne que 
p(X) = / 7 (l + - - X**„ ( 1 - X**» - . ) + J ^ J ( x ^ , - * o j . 
Nous allons montrer que, pour x - » l , P(x) ne reste pas borné. 
k„ 
En effet, posons x = 1 — -¿J- et faisons aller N à l'infini. Comme chaque 
facteur de P(x) est plus grand que 1, on aura 
P(x) > /Z"(l - j f - x ^ + 0 + 
.V 
£: 
De plus £,, < 1, puisque M„ > 1 ; 
i Y'2" î 
et . 
1 ._.v<2„ + i = (i —x) (1 + x + x- + . • . + x A w i - ' ) > 
.y k*„ +1 i j 1 | 2 A + 1 1 k2„ 
^s.v + i l kiil + l ) 4 kl v + l 
En nous servant de l'inégalité JI(Î + « „ ) > (¿/„>0) et de celles 
qui précèdent, nous obtenons que 
P(x)> /7Îl 1 + 1 ) > £" ' > 
1 V 32 Ar2Ar + 1 J 1 32 k3N + j 
Choisissons N de sorte que pour tous les n < N (comme 
lim Af„ = oo il y a une infinité de tels N). Pour de tels N on a précisément 
M x = 4-, donc 
" « > 6 4 7 7 -
Comme pour N-+ 00, le produit P(x) n'est pas borné pourx-* 1. 
D é m o n s t r a t i o n d u t h é o r è m e 2. Les inégalités (4), (7) 
et (8) assurent que toujours que a„ =J= — 1 (n = 1, 2 , . . . ) et a, •+• 0, 
10 
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P(x) , 
-s * 1 . 
7 7 ( 1 +an) i 
pour x-f-1, x parcourant les valeurs 1 — -¡—, avec N~*oo. Comme de 
A' 
plus P(x) p 4= 0, il vient que / 7 (1 +a„)-+p, ce qu'il fallait démontrer. 
i 
Il nous reste à prouver que l 'hypothèse a„ =j= — 1 est toujours 
remplie. Supposons que a„=— 1 et posons Q ( x ) = 7 7 ( l + a„x'•'»); alors 
« i V 
] — x]'v 
P{x)=^(\—xkv)Q(x)->p e t comme — — - — - * k r pour x•> 1, il résulte 
que (1— x ) Q ( x ) D ' a u t r e part, nous allons montrer que Ki/ (1 — x) Q(x)->0. Comme a„->-0, il y a un m >v de sorte que 
i 
1 4-|o„| < 2AK 
pour tout n > m . Faisons la décomposition 
ra A' ce 
Q W = 7 7 0 + «,.**") 7 7 (1 + a n x ' - ) / / ( i - r a „ x K ) 
» = 1 IRT+L y+1 
et choisissons N de sorte que — ; alors le premier 
des trois produits réste évidemment inférieur à une constante Ai, et, de 
par (8), le troisième reste inférieur à une constante M2. Quant au second, 
une évaluation grossière donne 
/ 7 0 +fl„x'">) < 7 7 o + 1 « „ | ) < 2 * m+1 m-fl 
d'où, grâce à la limitation posée de x et à l'inégalité (3), 
' Ar .V N 
|(1 — x) Q (x) | < MXM, - f i < MM < Ai,M2 = 
11 s'ensuit pour N-+oa et x-> 1 que 
( l - x ) Q ( x ) + 0 , 
ce qu'il fallait démontrer. 
(Reçu le 11 janvier 1943) 
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Die Lage der A-Stellen eines Polynoms bezüglich 
seiner Nullstellen. 
Von GYULA SZ. NAOY in Szeged. 
1. Von J. L. WALSH1) rührt der folgende Satz her: 
Liegt jede Nullstelle des Polynoms 
f ( z ) ^ z n + cizn-i + . . . + c„ (n^2) 
in einer Kreisscheibe K vom Mittelpunkt £ und vom Halbmesser r, so 
enthält die Gesamtheit der n Kreisscheiben Kh(h —1,2,..., n) vom Halb-
messer r, deren Mittelpunkte die n Punkte 
n 2 n i ; 
£* = £+ VÄ e~' ( / 1 = 1 , 2 , . . . , « ) 
sind, jede A-Stelle von f{z) (d. h. jede Nullstelle des Polynoms f(z)—A). 
Dieser Satz wurde von WALSH aus dem bekannten Graceschen 
Saiz über die symmetrischen multilinearen Gleichungen hergeleitet. 
2. Wir beweisen den Satz 
1. Das Polynom 
(1) f{z)^{z-z,){z-zi)...{.z-zn) 
besitzt in jeder Kreisscheibe Kk 
(2) I z - ^ J f ä l (h= l, 2,..., n) 
mindestens eine A-Stelle. 
Die Gesamtheit der n Kreisscheiben K„ enthält jede A-Stelle des 
Polynoms f(z). Haben die n Kreisscheiben Kh einen Bereich gemeinsamt 
so besitzt das Polynom f ( z ) in keinem inneren Punkte dieses Bereiches 
eine A-Stelle. 
Bezeichnen a1; ö2, ...,an die A-Stellen des Polynoms f(z), so ist 
f(z)—A = (z - O (z - a2),... (z—a„). 
Wäre nun jede A-Stelle von f ( z ) außerhalb der Kreisscheibe 
Kf (1 ¿p^n) gelegen, so beständen die Ungleichungen 
|2„—a*|>e (h= ],2,..., n). 
1) J. L. WALSH, On the location of the roots of certain types of-polynomials 
Transactions of the American Math. Society, 24 (1922), S. 163-180, insbes. S. 173. 
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Daraus folgt, daß 
1/(2,) - AI = \AI = I ( z , ö l ) ( z , - a t ) . . . ( z p - g n ) \ > Q ' l = \A\ 
ist. Aus diesem Widerspruch folgt die Richtigkeit des ersten Teilen 
vom Satz I. 
Wäre nun die ^-Stelle ap ausserhalb bzw. innerhalb jedes Kreises-
Kh gelegen, so beständen die Ungleichungen 
|a„—2,1 > 0 bzw. \al,—zl,\<Q (A== I, 2 , . . . , n), 
woraus die Ungleichung 
\f(ap)\ = | ( a - Z l ) (ap—z„). . . ( a , - z j | < q" ~ \A\ bzw. \f(ap)\< en=^\A\ 
folgt. Aus diesem Widerspruch folgt die Richtigkeit des zweiten Teiles-
vom Satz I. \ 
Aus Satz I folgen die Sätze: 
II. Enthält die Punktmenge äU jede Nullstelle des Polynoms 
(3) f(z)^zn+c1z"' + ...+c„, 
ist |i4| -----q" und bedeutet 901' die Punktmenge derjenigen Kreisscheiben 
vom Halbmesser q, deren Mittelpunkte zu 5)1 gehören, so enthält die • 
Punktmenge "W jede A-Stelle des Polynoms f(z). Haben diese Kreis-
scheiben einen Bereich W gemeinsam, so ist kein innerer Punkt vonW 
eine A-Stelle von f(z). 
III. Liegt jede Nullstelle des Polynoms f ( z ) n-ten Grades von der 
Form (3) in der Kreisscheibe \z—t\^r und ist |4I = (>", so liegt jede 
A-Stelle des Polynoms f ( z ) in der Kreisscheibe \z—(> + /". Ist 
nun \A\ — qn>rn, so liegt, jede A-Stelle von f(z) im Kreisring 
3. Der Hauptsatz dieser Arbeit ist der folgende : 
IV. Bedeuten Q>, • • •, Q„ beliebige der Gleichung 
(4) CiPa- • • e„ = MI 
genügende positive Zahlen und bezeichnet Kh (/2=1,2,... n) den Kreis 
(5) ! z - z k \ = Q„ (/? = 1,2, . . . , / ; ) , 
so liegt keine A-Stelle des Polynoms -
(6) /(z) = ( z- z , ) ( z- z 2 ) . . . ( z - z „ ) («ig 2) 
außerhalb jedes Kreises Kh oder innerhalb jedes Kreises Kh (h — 1 , 2 , . . . n). 
Die Gesamtheit der n Kreisscheiben Kh enthält jede A-Stelle des 
Polynoms /(z) und auch jede B-Stelle, wenn ist. 
Haben die n Kreisscheiben Kh einen Bereich iö' gemeinsam, so liegt 
keine A-Stelle des Polynoms f ( z ) innerhalb von 3V. [Dies gilt aber nicht 
für jede B-Stelle (\B\ < |4|).] 
Bilden p (1 -g-p^n) dern Kreisscheiben Kh (h== 1,2,..., n) einen 
(zusammenhängenden oder nicht zusammenhängenden) Bereich 23, der 
¿-Stellen eines Polynoms 14Ö 
mit keiner der übrigen n—p Kreisscheiben Kh einen Punkt gemeinsam 
hat, so enthält 33 genau p solche B-Stellen, für welche ist. 
Dieser Satz läßt sich im allgemeinen nicht verschärfen. 
Wir nehmen zum Beweis an, daß a eine solche A-Stelle von / (2) 
äst, die außerhalb oder innerhalb jedes Kreises Kh (h = 1, 2 , . . . , n) 
liegt. Es gelten also die Ungleichungen 
\a —zh\>Qll bzw. — Zh\<Qh (/?== 1,2, . . . , « ) , 
•woraus 
| A | H / ( a ) | H ( a - 2 1 ) ( a - z 2 ) . . . ( a - z „ ) | > • • 
bzw. M | = | / ( a ) | < f t p s . . . ^ = |>l| 
ist. Aus diesem Widerspruch folgt die Richtigkeit des ersten Absatzes 
"von IV. 
Die Gesamtheit der n Kreisscheiben Kh enthält also jede A-Stelle 
von / (2) und auch jede ß-Stelle ( | ß | ^ | i 4 | ) . Es gibt nämlich eine 
positive Zahl u(0<u^\), so daß |ß | = u"\A\ — UQ,UQO ... UQ„ ist. 
Die Kreisscheibe Kh enthält die Kreisscheibe Kh(u) 
<7) ¡ 2 - 2 , 1 s±uQk 1 , 2 , . . . , « ; 1). 
Die Gesamtheit der n Kreisscheiben Kh enthält also die n Kreisscheiben 
•Kh{u) und damit jede ß-Stelle von / (2). 
Wir nehmen zum Beweis des dritten Absatzes von IV an, daß der 
Bereich 58 aus den Kreisscheiben K„K2,..., Kp besteht. Der aus den 
Kreisscheiben Kx(u), K2(u),..., Kp(u) ( 0 < « < 1 ) bestehende Bereich 
S (u) ist ein Teil von 23. 
Während eine Zahl Z sich von A ausgehend nach B und dann 
nach Null stetig so nähert, daß inzwischen |Z| monoton abnimmt, 
bewegen sich die Z-Stellen von / (2) stetig und kann keine Z-Stelle die 
Begrenzung des entsprechenden Bereichs 58(u) < 1 und 
A 
noch weniger die Begrenzung von 33 übertreten. Widrigenfalls hätte 
Tiämlich das Polynom / (2) eine Z-Stelle außerhalb der zugehörigen n 
Kreise Kh{u),u—- Dies ist aber nach dem ersten Absatz von IV 
Z^ 
A 
•unmöglich. Daraus folgt, daß f ( z ) in 58 genau soviel A-Stellen, wie 
ß-Stellen ( | ß | ^ | j 4 | ) f oder Nullstellen besitzt. 
Ist a eine A-Stelle von / (2) und sind 
«0 ist QiQ2... (>„ = |j4| und der Punkt a ist ein gemeinsamer Punkt 
<ier n Kreise Kh. Daraus folgt die Richtigkeit des letzten Absatzes 
von IV. 
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4 . Wählt man die der Gleichung (4) genügenden Zahlen QuQ2, ...,(?„. 
oder mindestens ihre Aufeinanderfolge auf eine andere Weise, so erhält 
man wieder n Kreisscheiben Kh, deren Gesamtheit jede ß-Stelle des. 
Polynoms f(z) enthält, wenn ist. 
Daraus folgt der Satz: 
V. Bezeichnet 902, eine aus dem im Satz IV bestimmten Kreisscheiben 
KltK2,..., K„ bestehende Punktmenge und sind ä ) i 2 , . . . verschie-
dene Punktmengen derselben Art, die zu verschiedenen Lösungen der 
Gleichung (4), oder zu verschiedenen Aufeinanderfolgen der Zahlen 
Qu Qi, • • Q„ von derselben Lösung gehören, und ist $öf der Durchschnitt 
der Mengen 3Jt1( 9ft2,..., so enthält auch die Punktmenge <№* jede B-Stelle 
des Polynoms f{z), sobald \B\^\A\ ist. 
Läßt man aus der Punktmenge der n Kreisscheiben K{'},KÍl),..., 
A"„(T) die Mengeder Punkte weg, die für jeden Kreis K^ (h = 1 , 2 , . . . , N) 
innere Punkte sind, so enthält auch die übrigbleibende Punktmenge jede 
A-Stelle des Polynoms f(z). 
5. Man kann den folgenden Satz ebenso beweisen, wie den 
Satz IV: 
VI. Bedeuten qu ..., o„ beliebige, der Gleichung 
P x f t - . - i ' - = |>l| (n = 2p + q, p ^ 1, q ^ O ) 
genügende positive Zahlen und bezeichnet Ch bzw. K, den (von einer 
Cassinischen Kurve begrenzten) Bereich 
¡(z-z^Hz—z„) (h — ], 2,.. ., p) 
bzw. die Kreisscheibe 
^ 2 , , + j l ( y == 1,2,..., q), 
so enthält die Gesamtheit der Bereiche C,, C2 , . . . , Cp, Ku K,,. .., K, jede 
A-Stelle des Polynoms 
/(z) = (z-z1) (z — zs)... (z-z„) 
und auch jede B-Stelle, wenn \B\< \A\ ist. 1 
6. Die Sätze IV und V lassen sich leicht auf die Untersuchung 
der Lage der Wurzeln von algebraischen Gleichungen anwenden. Sa 
erhält man z. B.2): 
Jede trinomische Gleichung von der Form 
z5—16z3 + A = 0, 
3) GYULA SZ. NAGY, Összefüggések a polinomok zérushelyei és ¿-helyet 
között és alkalmazásuk algebrai egyenletek gyökei helyzetének vizsgálatára (ungarisch 
mit deutschem Auszug: Relationen zwischen den Nullstellen und ¿-Stellen der Poly-
nome und ihre Anwendung auf die Untersuchung der Wurzeln von algebraischen 
Gleichungen), Múzeumi Füzetek, Kolozsvár, 1 (1943), S. 132—152. 
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hat in den Kreisringen 
0 0 1 5 ^ |z + 4| £ ¡0 016 bzw. 0-793 0 805 
je eine bzw. je drei Wurzeln. 
Hier ist 
/ ( 2 ) = 2 0 _ 1 6 z 3 = - z 3 ( z - f 4 ) ( 2 - 4 ) . 
7. Es gilt auch der folgende Satz: 
VII. Enthält der Konvexbereich jede Nullstelle des Polynoms 
f ( z ) === (z—*,) ( 2 — 2 2 ) . . . (z z„), 
ist ferner arc A a und bezeichnet endlich Sk den Parallelstreifen, der von 
während seiner in der Richtung yk —- ~ -f ^ k (k = 0, 1 , . . ., // — 1) statt-
findenden Parallelverschiebung überstrichen wird, so enthält die Gesamtheit 
der Parallelstreifen 5„, S„ ..., S„_, jede A-Stelle des Polynoms f ( z ) . 
Bezeichnet S* die aus den Streifen S0, Sx,..., S„_i bestehende 
Punktmenge, so entsteht S* offenbar so, daß man aus der • komplexen 
" . . . .. 2vi: Ebene gewisse n Winkelräume Wh von der Öffnung — wegläßt. Die 
Schenkel des Winkelraumes Wk bilden mit der positiven reellen Achse 
die Winkel 'yk und y4+1. 
Der Scheitelwinkelraum Wi von Wk enthält offenbar den Konvex-
bereich 23 und damit jede Nullstelle des Polynoms / ( z ) . 
Wir nehmen zum Beweis des Satzes an, daß eine ^-Stelle a des 
Polynoms / ( z ) im Innern von Wk liegt. 
— - >-
Wird nun der Anfangspunkt z{ des Wektors z ;a durch eine Parallel-
verschiebung in den gemeinsamen Scheitel von Wh und Wk überführt, 
so wird der Endpunkt des Vektors z,a in das Innere von Wk gelangen. 
Daraus folgt, daß 
a , 2st a 2n „ v 
y* = — + arc ( f l - z s ) <y*+,---= — + — ( A r + 1 ) ( / = 1 , 2 , . . . , n) 
und 
u 
n yk ----- a -f 2nk < ^ arc (a - z j = arc f(a) <.nyk+i = a + 2n(k-\- 1). • i = l 
Hieraus folgt, daß arc f(a) s t arc A = a (mod 2 n ) und somit / (a) 4= A. 
Aus diesem Widerspruch folgt die Richtigkeit des Satzes VII. 
(Eingegangen am 18. April 1945.) . , , • 
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On uniformly bounded linear transformations 
in Hilbert space. 
By B&LA DE SZ. NAOY in Szeged. 
§• 1. 
In a paper aiming at a generalization of the theorem on spectral 
resolution of unitary transformations in HILBERT space1), E. R. LORCH 
has considered linear transformations T in reflexjve BANACH spaces2), 
uniformly bounded in the sense that the powers T" (n = 0,+ l , + 2, . . . ) 
have a common bound. All rotations fall under this type. LORCH points 
out that, even in HILBERT space, the spectral resolution of this type 
of transformations is investigated for the first time. 
Now, in HILBERT space, Lorch's theorem is actually a consequence 
of the theorem on unitary transformations, owing to the fact that uni-
formly bounded transformations are similar to unitary ones. More 
precisely, we have 
Theorem I. Let T be a linear transformation in Hilbert space 9i, 
such that its powers 7" (n = 0, + 1, + 2 , . . . ) are defined everywhere in 9i 
and are uniformly bounded, i. e. || 7n|| k for some constant k. Then 
there exists a selfadfoint transformation Q, such that 
— I^Q^.k/ 
k 
and QTQ1 is a unitary transformation. 
For one-parameter groups of transformations we have the corres-
ponding 
T h e o r e m II Let T, be a linear transformation in Hilbert space, 
depending on a real parameter s (— oo < s < oo), uniformly bounded, 
' ) E. R. LORCH, The integral representation of weakly almost periodic trans-
formations in reflexive vector spaces, Transactions American Math. Society. 49 
(1941), pp. 1 8 - 4 0 . 
2) I. e., a BANACH space which is the adjoint space of its adjoint space. 
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/. e. || 7 7 | sS A-, and possessing the group property: T0 — I; T. T, =7, +,. 
Then there exists a selfadjoint transformation Q such that . 
mid QT.Q 1 is unitary. 
§• 2. 
We shall make use of the generalized limit due to MAZUR and 
BANACH3). This is a complex-valued functional L ( | ( s ) ) , defined for all 
complex-valued bounded functions §(s) of the positive real variable s, 
and enjoying the following properties: 
1) L(a§(s) + bV(s)) = aL(£(s)) + bL(v(s)), 
2) L№s))3s0 if 
3) L(g(s + a))^L(g(s)) for all a > 0, 
4) ¿ (1) = 1. 
Let us recall its construction. 
Denote by S , and Br respectively the set of all complex-valued 
and the set of all real-valued bounded functions £(s). If ¿ (£(s ) ) 
has been defined already for in such a way that 1)—4) are 
fulfilled, then we have only to put L(^(s) )==L( | 1 (s ) ) + /'L(^2(s)) for 
$ » = £i(s) + /f2(s)6=Tc. 
Now, for define ¿(£(s ) ) the following way. 
N 
Put p (£ ) = min 
— 1 V 
lim - ^ - 2 , è K + s) »-*-» Iv k~ 1 o = (o r ,o3 , - - running 
over all possible finite sets of positive real numbers. It may easily be verified 
that, a) p(cf ) = cp(£) forc^O, b) pg + ^ ^ p g ) +p(t]), c )a^p(i)^b 
if a ^ ( s ) ^ b and d) / ? ( £ ( s ) - £ ( s + a)) = p ( | ( s + o)—§(s)) = 0. 
Choose now a set {£} of functions such that all elements 
of .=,. may be expressed as finite linear combinations of the elements 
of the set {£}. Let us arrange it in a (transfinite) well-ordered sequence 
to > 5i > 5a >••• i ?<•>,•••> V« >•• • Denote by Gy (y being an arbitrary ordi-
nal number ^ 1) the set of all finite linear combinations of the Za 
with a < y . We have if ^ C ^ a , and there exists a first ordinal 
number T for which Gr = . 
The elements of G, are of the form £ = c | 0 with a real c. Put 
' ) S . BANACH. Théorie des opérations linéaires (Warsaw, 1932), p. 33> 
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¿ ( s ) '— Z-(cio) — cP(±o); this is a linear functional in G, with the 
property: L(5)sSp( | ) . 4 ) 
Suppose that the linear functional /.(£) has been defined already 
for all %£G,e with a < y , and that we have L(%)<Lp(l), We shall extend 
its definition to Gv, still preserving the relation 
Suppose first that y has a predecessor, / = / ? + 1. If '¿y€Gp, then 
G ^ = G , ? a n d we have nothing to do. If ty does not belong to Gp, then 
the elements § of Gv admit a unique representation H = + c f y with 
ijeGp and a real number c. If rf and >;"€Ga, then 
- p ( - V' - l y ) - L W) :<P(v''+ h ) - L (V), 
consequently, 
m = max [—p(— •»;—£,,) — ¿(??)] and M min [p(»/ -'r — L 
»7 6 Gp itGfi 
are finite and m M. Choose a number (i between m and M, and define 
L(%)^L(rj + ct.,)~L(rf)+cfi. This definition coincides on Gp evidently 
with the old one and is such that L(t)?f,p(£). 
If y is a limit .number, then Gy= G,e and L(£) is therefore 
already-defined on Gy. 
As Gr~Sr, we have defined L( | ) by transfinite recursion on the 
whole Er; L(§) is a linear real-valued functional and such that 
The properties 1)—4) follow now quite easily: 1) is fulfil-
led by linearity, 2) : if then — L(S) = L(— t) ¿p(— I) siO, 
4 ) :Z . ( l ) s£p( l )=- - 1 a n d — L ( l ) = - - L ( — l ) ^ p ( - l ) — — 1 imply ¿ ( 1 ) = 1 . 
From this notion of generalized limit for functions it is easy to 
derive a corresponding one for bounded sequences £(«) ( n — 1, 2 , . . . ) 
with the properties: 
1) ¿(aE(n) + 6 i 7 ( / i ) )=- f lL(£(n) ) + ftL(i?(n)), 
2) ¿ ( g ( / i ) ) ^ 0 if § (n )2s0 , 
3) L( | (n , + /i)) = L(g(/i))> 
4 ) L ( 1 ) = 1 . 
We have only to define L(i(n)) as L(H(s)), where | ( s ) = £ ( [ s ] ) , 
[s] denoting the greatest integer contained in the real number s. 
<) If c k O , then L(§) = cp(in)=p(c§0)=p(s) -, if c < 0, then. L(g) -
— c p ( f 0 ) = ; - / ) ( - c f 0 ) = - p,(—I) = - p ( - 1 ) f P ( s - I ) - p ( - s ) + P I) + 
+/>(— D = />($)• 
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§ . 3 . 
Let us now go onto the proof of Theorem I. 
Let / and g be elements of 9i. The sequence l(n) -—{Tnf,Tng) 
(« = 0 , 1 , 2 , . . . ) being bounded, |§(/i)| ¿ k 2 1 | / | | H^H, we may put " 
<f,g> = L(Tnf,T"g). 
By property 1) of the generalized limit, we have 
£alfi + atfa,b1gi + bigs> = ^ ^ 
= ¿x < / i , gi > + fli K < / i , + a A <A, gi > + o2 h < / s , gt >,• 
e., < / , £ > is a hermitian bilinear form of the variable elements / a n d 
Furthermore, the inequalities 
1 II r / | | l i r / l ! , < / r 
| | 7 - " r " ; l i . Il/I! 
imply, by the properties 1., 2. and 4., that 
( 0 ] j / l l 2 ^ < / > / > ^ 2 № 
By a known theorem on bounded hermitian bilinear forms0), there 
exists a selfadjoint transformation A such that <f,gy = (Af,g). We 
have, by (1), 
(2) I r J ^ A ^ k 1 ! , K" 
and by property 3), 
( A T f , Tg) = L(T"+lf, T"+lg) = L(T"f, T"g) — ( A f , g), 
i. e. 
(3) T*AT — A. 
Let Q be the positive selfadjoint square-root of A; we have, as a 
consequence of (2): 
1 
— I ^ Q ' ^ k l . 
k 
It follows from (3) that 
(QTQ~lY (QTQ"') = /. 
Thus, U=QTQ~l is isometric. As it admits an inverse, namely 
U 1 = Q 7 " 1 Q , it is. also unitary. This completes the proof , of 
Theorem I. 
5) See e. g. M. H. STONE, Linear transformations in Hiibert space (New 
York, 1932>, p. 63, Theorem 2. 28. .. 
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The demonstration of Theorem II runs along the same lines. The 
transformation A has to be defined in this case by 
( A f , g) — L(TJ, T,g), 
where L denotes the generalized limit for functions. 
§• 4. 
The above proof being based on the notion of generalized limit, 
depends, as we have seen in §. 2, on Zermelo's well-ordering theorem. 
It is therefore worthy to observe that — at least in the case of a sepa-
rable HILBERT space — Zermelo's theorem may be avoided, owing to 
the fact that, in this case, we do not need to define L(£) for\all bounded 
functions (or sequences), but only on a certain linear manifold of such 
functions (or sequences), determined by a denumerable subset of its 
elements. 
Let us consider first the case of Theorem I. 
s Choose a (denumerable) complete system fa,fi,f2,... of elements 
of the separable space Arrange the sequences 
?ik)(n)-=(Tn+!fjt T n + i f k ) (/,./', k = 0,1,2, . . . ) 
in a single row: 
5o(i) ,!i(i) , M"), • • • 
Let us construct the ascending sequence of linear manifolds C, c G 2 c 
T 
c G s c . . . a n d G,„ —~]j.Gv, and let us then define the functional 
L(£(n)) for all sequences S(/ i )eGu in the same way as in § 2 . If 9?' 
denotes the linear manifold of all finite linear combinations of the ele-
ments T ' f t (i, k — Q, 1 , 2 , . . . ) , then (7>+M/, TJ+"g) e G,„ for any couple 
f , g of elements of -H' and any integer j^O. Thus 
<f,g>-L(Tnf,Tng) 
is defined for all f,g€W, is a bounded hermitian bilinear form and 
such that 
(4) ' <f,g> = <Tf, Tgy. 
As < / ,£> is bounded, its definition may be extended to the whole 
space M, the relation (4) holding for arbitrary elements f,g of 9t, by 
the continuity of T. The demonstration achieves as in §. 3. 
Now we pass to Theorem II. In addition to its hypothesis, let us 
suppose also that T, depends continuously on s, i. e. TJ-+ T,f 
if Let the system / 0 , / i , / a , . . . be as above. The set of functions 
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(Tr + , f j , T r + , f k ) of s (with integer j,k and rational r) being denume-
rable, may be arranged in a sequence: 
?o(s), i1(s) ,?2(s) , . . . 
Define the functional L(£) on the linear manifold G,„ of all finite linear 
combinations of the |„(s) in the same way as in §. 2. If :)(' denotes 
the linear manifold in 9} formed by the finite linear combinations of the 
elements TTfk (r rational, k integer), then the function (Tr + t f , Tr + ,g) 
of the variable s belongs to G<„ for any couple f,g€W. The form 
<f,g> = L{T.f,T.g) 
is thus defined and we have 
(5) ' <f,g> = <Trf,Trg>. 
The definition of the bounded form </,£"> may be extended to the 
whole space 9f, the relation (5) holding its validity, because Tr is a 
continuous transformation. Thus we have < / , £ / = (<4/, and (Af,g) — 
(ATrf,Trg) for all rational numbers r. As T, depends, by hypothesis, 
continuously on s, we have ( A f , g ) = - { A T J , T , g ) also for irrational s. 
That is, A — T*A T„ and the proof achieves in the same way as in §. 3. 
(Received August 20, 1945.) 
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Integral formulae in the theory of convex curves. 
By ALFRÉD R É N Y I in Budapest. 
Introduction. 
The definition of external parallel-curves of a convex curve can 
be formulated in many ways. For example, let us shift all supporting 
lines by the same distance outwards; the external parallel curve can 
be defined as the curve envelopped by these lines, or as the boundary 
of the domain which is the common part of all the negative half-planes 
of these lines. The first definition fails when using it to define internal 
parallel curves, because generally the curves thus obtained will not be 
convex, in fact not even simple Jordan-curves. 
On the second way mentioned above, however, a useful definition 
of internal parallel curves can be obtained. The method of internal 
parallel curves has first been applied to isoperimetric problems by 
B É L A v. Sz. NAGY1) by making use of an idea of F. RIESZ2) developed 
in connection with some other problems. Later on, G. BOL used the 
same method to give an extraordinary simple proof of the isoperimetric 
inequality3). 
In the present paper the theory of internal parallel curves shail 
be developed further. Our main result is ah explicit positive integral 
representation of the isoperimetric deficiency4). This is obtained by 
I ) B. v. Sz. NAGY , Über ein geometrisches Extremalproblem, these Acta, 9 
<1939), pp. 253-257 . 
S) F . RIESZ , Sur une inégalité intégrale, Journal of the London Math. Society, 
5 (1930), pp. 162 -168. 
3) G. BOL, Einfache Isoperimetriebeweise für Kreis und Kugel, Abhandlungen 
aus dem Math. Seminar der Hamburgischen Universität, 1 (1943), pp. 27—36. 
4) As far as I am aware the only known explicit representation of the isoperi-
metric deficiency is that of SANTALÓ , which also contains the results of BONNESEK. 
In spite of the apparent coincidence of the consequences, the investigations of 
SANTALÓ are built on a totally different ground, — the integral-geometry of BLASCHKE 
— and have nothing in common with this paper. See W. BLASCHKE, Vorlesungen 
über Integralgeometrie, 1 (Leipzig, Berlin, 19J6), pp. 25—36. 
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introducing a function which we call the characteristic function of the 
curve. From our formula, besides other inequalities, there follows 
easily an improvement of the isoperimetric inequality given by Bon-
nesen5), 6), 
(2) P2—4nA^(P-2nQ)2, 
P denoting the periphery, A the area^ of the curve and q the radius of 
the greatest inscribable circle. 
BOL proves the isoperimetric inequality by showing that the isoperi-
metric deficiency of the internal parallel curves decreases when pro-
ceeding inwards. This is a consequence of the decrease of size only, 
and it would be false to conclude that the internal parallel curves show 
a gradually increasing resemblance to the circle. In fact, the very oppo-
site of this is the case: we prove that the relative deficiency, 
^ A ' 
increases monotonously. 
BONNESEN gave also a second improvement7) of the isoperimetric 
inequality, namely: 
(4) P-—4nA^(2nR~P)-, 
where R denotes the radius of the least circumscribable circle. (4) can 
also be proved by the method of internal parallel-curves. For this 
purpose the theory has to be generalized by employing internal "relative-
parallel-curves"8). The method furnishes an explicit integral represen-
tation of Minkowski's deficiency, 
(5) Afn AnA%,, 
where An, Adenote the areas of the convex curves and Au their 
"mixed area," as introduced by MINKOWSKI . In full analogy to the 
special case an improvement of Minkowski's inequality is obtained, 
and by a simple lemma on quadratic equations, (4) follows therefrom. 
It is remarkable, that here generalization supplies fuller knowledge of 
the special case. 
The introduction of the characteristic of-a convex curve, and of 
its internal parallel curves, i. e., of the characteristic function, is the 
most important feature of these investigations. The isoperimetric defi-
ciency of a curve is determined exclusively by its characteristic func-
5 ) T . B O N N E S E N — W . FENCHEL, Theorie der konvexen Körper (Berlin, 
1934), p. 113. 
c) T. BONNESEN, Les problèmes des isoperimètres (Paris, 1929), pp. 59 -63 . 
7 ) BONNESEN, 1. c . , p . 8 6 ; BONNESEN—FENCHEL, 1. c . , p . 97. 
8 ) G . BOL, Beweis einer Vermutung von- H . MINKOWSKI , Abhandlungen aus 
dem Math. Seminar der Hamburgischen Universität, 1 (1943), pp. 37—55. 
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tion, though the curve itself is far from being determined by it. 
The characteristic of a polygon can be evaluated by a simple trigono-
metric sum. For general curves the characteristic is defined by passing 
to the limit. An explicit representation of the characteristic for general 
curves can be obtained by using integrals of "non-additive functions of 
interval"9). This may only be mentioned here; the detailed discussion 
of this question would lead beyond the scope of this paper. 
Part I. 
Let us denote the area and periphery of the internal parallel curves 
C(f>) at the distance p of a given convex curve C by A(/i) and P(t*). 
First let us consider the internal parallel curves of a polygon, which 
are polygons themselves, obtained by shifting each of the sides of the 
original polygon inwards by the distance p. For sufficiently small values 
of /* the parallel polygons will have the same number of sides, and 
angles equal to those of the original polygon. By increasing (i, a 
"critical value" of n is reached, at which one of the sides will shrink 
to a point, and thus the number of sides will be diminished. The 
angles of the parallel polygons after passing this critical value will be 
equal to those of the polygon, obtained from the original polygon by 
prolonging, until their point of intersection, the two sides of the latter, 
adjacent to the shrunken side. After passing the first critical value, the 
number of sides, and the angles, do not change until the second 
critical value is reached, and so on. 
A simple calculation shows, that 
(6) - O g L - p , , ) 
and 
where 
(8) *(M) = 2 Z t g - % -
(the denote the external angles of C(ft)). (7) holds, except at a finite 
number of points, viz. the critical values mentioned above, which are 
the points of discontinuity of x(m). 
x(fi), called characteristric function of the polygon CO), has a simple 
geometrical interpretation: it is equal to the double area of the polygon 
' ) F. RIESZ , Sur l'existence de la dérivée des fonctions d'une variable réelle 
et des fonctions d'intervalles, Verhandlungen des internationalen Math.-Kongresses, 
Zürich, 1932, pp. 267-269. 
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— called, according to TH. KALUZA, the "form-figure," — having angles 
equal to those of C(P) and circumscribed to the unit circle. 
It follows, that x(n) is increasing with p, because between two 
critical values of fi the form-figure remains unaltered, and by passing 
a critical value the form-figure increases by the prolongation, until their 
point of intersection, of the two sides, adjacent to the side correspon-
ding to that of C(F*) which, at the critical value in question, has shrunk 
to a point. 
X(FI) being an increasing function, it follows by (7) that — P (N) 
is a convex function. 
Further, the form-figure being circumscribed to the unit circle, 
we have 
(9) 
The characteristic x = x(0) of a general convex curve C is defined 
as the greatest lower bound of the characteristics of the polygons 
circumscribed to C and formed by some of the tangents of the curve C. 
Similarly, X(U) is defined as the characteristic of the curve C ( / I ) . 
The formulae (6) and (7) can be generalized for arbritrary convex 
curves, by passing to the limit, without any essential difficulty. A lemma 
of F. RIESZ10) is the only tool required. It follows from this lemma, 
that if a sequence of convex functions converges to a limit function — 
which is naturally convex itself too — the derivatives of the functions 
of the sequence converge to the derivative of the limit function, provi-
ded that the latter exists, that is, almost everywhere (precisely, with 
exception at most of an enumerable set of points.) Let us consider a 
sequence of polygons C„ converging to the curve C, each polygon being 
formed by some of thetangents of C and each polygon containing — besides 
new ones — the tangents forming the preceding polygon of the sequence. 
Let A „ ( / J ) , P „ ( N ) and X„({I) denote the area, periphery and characteristic 
function of the internal parallel polygons of C„, it follows that 
lim A „ ( f ) : = A(u)\ lim P„(f) = P ( f ) ; lim Mi") = *(/*)• 
tl->-00 n->0© »->-00 
Applying the lemma of F. RIESZ, mentioned above, (6) and (7) are 
proved to be valid, for arbitrary convex curves, almost everywhere. 
It may be mentioned that if a curve has a tangent in every of 
its points, its characteristic is equal to 2n. In fact, for curves of this 
kind, circumscribed polygons, formed by tangents of the curve and 
2 n 
having each of its external angles equal to — can be drawn, n being 
10) F. RIESZ , Sur les fonctions subharmoniques et leur rapport à la théorie 
du potentiel," II, Acta Math., 54 (1930), pp. 321-360, especially p. 353. 
u 
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any integer; Thus, by the definition of the characteristic and taking (9) 
into account, we have 
(10) 
and owing to 
TV 
l i m 2 / z t g — = 2 n , & n «->-00 't 
v. =~=2n follows. 
It can easily be seen that if g denotes the radius of the greatest 
circle inscribable in the curve C, C(FI) shrunks for H = Q to a point 
or to an interval, called the "kernel" of the curve. If the kernel is a 
point, it follows from (6) and (7) that 
p 




(12) A = |'P(//,) d/i. 
o 
If the kernel is an interval of the length K, we have, instead of (11), 
p 
(I la) P = 2K+{x(ft)di*. 
<r 
In what follows, we suppose for the sake of brevity that the first case 
takes place, i. e., the kernel is a point. The second case offers no 
additional difficulties and can be treated in the same way, and — with 
obvious modifications — the same conclusions can be drawn. 
In (11) the integral is taken in Lebesgue's sense, so that the 
exceptional set of measure zero, for which (7) does not hold, can be 
neglected. 
Taking C(FI) for the original curve, we have from (11) 
o 
(13) J°(/0 = f x{X)dl. 
i< 
By substituting (13) into (12), it results 
t o P 
(14) d^=\ i i y . {n )d ( i . 
0 f\ 0 
By a well known'transformation of the double integral, 
e op p p 
(15) p* = ( fx (p) diif = \\x(n)x{X)diidX = 2 f x{fi)\x(Z) dl • dp. 
ti 0 0 6 fi 
Combining (15) with (14) our explicit formula for the isoperimetric 
deficiency is obtained: 
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? e 
(16) P 2 — 4 ^ 4 = 2 | (x(/t) — 2n) | x(X)djL»dn. 
6 ¡i 
Owing to X(IA)^Z2JT. the positivity of the representation is obvious. 
The inequality of BONNESEN can be obtained as follows : 
t e -p e 
2\(x(ti) — 2n) j x{k)dldii^2 f (x( i i ) — 2ri) \(x(X) — 2n)dZ»dn= ; 
0 /1 o" ,'< 
? ' 
= | j ( x ( / . t ) — 
o 
and thus 
( 1 7 ) P 9 - — 4 7 T A ^ ( P - 2 7 I O ) - . • . 
Another improvement of the isoperimetric inequality follows from the 
monotonity of x(fi) ; %(/*) x(0) = x and therefrom 
e e 
P°- — 47iAv^2(x — 2 n) j j x(Z)dJ.*dfi~2(x — 2 n) A, 
ON 
that is 
(18) P2 — 2y.A^0. 
This inequality has already been proved for polygons by LHUILIER11): 
Another group of inequalities can be obtained from (14). We have 
e c 
(19) A — $ - P = f [ j l - f J x W d t = f ( j l - £ ] ( x ( A ) - x ( ( , - * ) ) M . 
o J ' 
2 
y.(A) being an increasing function it follows 
(20) A — 0. 




that gives, combined with (20) 
(21) 
(20) combined with (17) gives the range of variation of Q if A and P 
are given12) : 
n ) See L. FEJES, Extremális pontrendszerek a síkban, a gömbfelületen és a 
térben (Kolozsvár, 1944), p. 19. 
13) BONNESEN-FENCIIEL , 1. c . , p . 8 2 . 
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P—]/P2 — 4nA 2 A 
— 2n ¿Q^JT-
The decrease of 
observed by BOL follows from 
(23) D' (u) — — 2 P ( u ) (•/-(//) — 2 TI) ; 
the increase'of d ( i i ) ^ = — , , , — — from 
A(fi) 
(24) d' (,u) = ^ ( / » (/*) - 2 X (/*) A ( « ) ) 
with respect to (18). In this connection it is worth mentioning that for 
external parallel curves the isoperimetric deficiency is conslant, so that 
these problems do not occur there13). 
Part II. 
We now turn to the generalization of the results of the first part. 







(26) ( p H c p ) - p ' 2 { ( p ) ) d < p , 
o 
The "mixed area" of two curves Cu C2 with supporting functions p^v), 
p.i((p) is defined by15) 
2n 
(27) Aa= y J pA(r)PÁ<p)—p'i((p)p'A<p) 
0 
dtp. 
If C2 = C, we have An — Ax — A2, therefore Ax and A2 can be denoted 
by An, An.3, respectively. The inequality 
(28) A2n — 
is called the inequality of MINKOWSKI. (28) contains the isoperimetric 
inequality, corresponding to the case when C2 is the unit circle. The 
internal parallel curve, denoted by Qifi), of Cx relatively to C2, at the 
13) H . HADWIGBB , Eine elementare Ableitung der isoperimetrischen Ungleichun-
gen für Polygone, Commentarii Math. Helvetici, 16 ( 1 9 4 3 - 4 4 ) , pp. 3 05—309 . 
M) "Stützfunktion"; see BONNESEN-FENCHEL, 1. c , p. 23. 
15) BLASCHKE, 1. c . , p 34. 
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distance is obtained by shifting the supporting line of Cx belonging 
to the normal direction <p, inwards by the distance fip2(<p). Let Au(p) 
denote the area of Cx(n), and Axi(/i) the mixed area of Cx(n) and C2(p). 
The whole discussion of Part I can be repeated with Axx(ft) and 
2J412(JM) instead of A(fi) and P(fi). If (>12 denotes the greatest number 
for which e l sCi can be placed within Cx, we obtain instead of 





(30) An 2 I An(u) d,u = I fixn(ii) du 
6 (i 
0L2 OL2 
<31) ^ - A , / L O , = - - Y [ ( > I 1 ! ( M ) - 2 A J 2 ) ] Y . N (X )DX .D{ I . 
o ; 
xl3(n) is called the mixed characteristic function of the two curves 
Cx, Ci. Its definition is an obvious generalization of the definition 
of *(/»). We have — as a generalization of (9) — 
(32) x1 2(tt)r=2A2 . 
It follows from (32) that 
(33) Am A u A 2 2 ^ (i4]<I A12(?I2)~ ; 
(33) contains (17) when C2 is the unit circle. But (33) is by no means 
symmetrical. If the unit circle is taken for Cx and for C2 any convex 
curve C, we obtain a new inequality: 
f 2AY (34) P 2 - 4 ^ ( P - - J . 
Now we use the following elementary 
Lemma: If b°—4ac^(b — 2a)2 then bi — 4ac^(b — 2cfprovided 
that—^Q. 
a 
This results from both inequalities being equivalent toftifea + c, 
or i S c + c according to the common sign of a and c. This lemma 
expresses the following property of quadratic equations : if the equation 
ax2 + 6x-(-c = 0 has real roots a, /?, the two pairs of points («,/?) 
and separate each other or not, according to ~ being negative 
or positive. 
Applying this lemma to (34), the second inequality of BONNESEN 
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(35) \P2—4nA^(P—2nR)z 
follows. - , 
The other inequalities of Part I have also their counterpart; for 
instance we have, as a generalization of (18), 
( 36 ) . . 
etc. 
G. BOL extended the .method of internal parallel curves to the 
case of three or more dimensions. Our results can also be generalized 
in this direction. 
(Received January 18, 1946; revised February 27, 1946.) 
A theorem on convex curves. 
By I. S. GAL in Budapest. 
In his foregoing paper, A . R£NYI has proved by analytical methods, 
besides other results, the following inequality for convex" curves: 
(1) 
where A deno the area of the curve, Q the radius of the greatest inscribable 
circle and ^ ( y ) the periphery of the internal parallel curve at the 
distance 
In what follows an. elementary proof of this inequality shall be 
given. We prove (1) for polygons; for general convex curves it follows 
by. passing to the limit. 
Our proof is based on the following 
L e m m a . If the convex polygon ( . . . , B, C, D, E,...) is augmented 
by prolonging the sides BC and DE until they meet at O, the increase 
of the left hand side of (1) is greater than that of the right hand side. 
P r o o f . Two cases have to be distinguished. If the radius r of 
the circle externally tangentiai at CD to the. .triangle OCD. is less 
than y , the right hand side of (1) does not change at all, and thus the 
statement of our lemma is obvious. If however f > y , we draw B'C' 
C'D' and D'E' parallel to, and at the distance y from BC, CD and 
DE respectively. The point of intersection of the prolongations of B'C' 
and D'E' shall, be denoted by O. The triangles CDO and C'D'O' 
are similar. The factor of proportionality is 
C'D' , V 
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By passing from the polygon (.-. . , B, C , D , E , . . . ) to the polygon 
( . . B , O, D,...), the left side of (1) is increased by 
(3) ¿*[A] = y ( C O + O D - C D ) , 
its right side by 
' Q (4) J e P Q ( C ' 0 ' + 0 ' D ' - C ' D ' ) . 
Owing to (2), we get from (4) 
(5) Wl) Q \ l - f - r ) ( C O + O D - C D ) . 
Comparing (3) with (5). the statement of, our lemma is reduced to the 
inequality 
2})&J2> e- + 
Thus our lemma is proved. 
Now the inequality (I) follows easily, in fact, removing the sides 
of the given convex polygon step by step, by prolonging two adjacent 
sides conforming to the above lemma, the difference A—QP 
(1) 
gets increased. As it is well known, the polygon has either three sides 
touching the inscribed circle in three points not lying on a half-circle, 
or two parallel sides touching the inscribed circle. Taking care that 
these sides shall not be removed, after a finite number of steps the 
polygon gets transformed to a triangle or a trapezium (eventually 
parallelogram), having the same inscribed circle. Now, for a triangle 
e we have obviously A = qP the same holds for a trapezium cir-
cumscribed to a circle. In the general case, replace the trapezium by 
another having the same inscribed circle, all sides of which, parallel 
to the corresponding sides of the original trapezium, touch that circle. 
Performing this operation, we have obviously 
Q P 
Q 
thus, we have A = (>P^-|-j in this case too. Consequently, A — QP 
has not been positive for the original polygon, q. e. d. 
(Received February 27., 1946.) 
43-
Eine Bemerkung zur Auflösung der eingeschachtelten 
Rekursion. 
V o n P A U L C S I L L A G ( F ) i n B u d a p e s t . 
Man versteht unter einer rekursiven Funktion eine zahlentheoretische 
Funktion, die sich aus den Ausgangsfunktionen 0 und n + 1 mittels 
-einer endlichen Kette von Substitutionen und Rekursionen aufbauen 
läßt. Der Begriff der Rekursion kann dabei in verschiedener .Weise 
definiert werden. Man sagt z. B., daß eine Funktion <p(n, alt..., ar) 
durch eingeschachtelte Rekursion aus gewissen Funktionen entsteht, 
falls zunächst y(0, au..., ar) a l se ine dieser. Funktionen, ferner für 
<p(n+ 1, ö , , . . . , ar) ein Ausdruck angegeben ist, der aus den gegebenen 
Funktionen und aus <p(n, aL,.. .,ar) als Funktion von ax,.. .,ar, unter 
Festhaltung von n in der ersten Argumentstelle, durch Substitutionen 
aufgebaut wird. So können in der Definition auch eingeschachtelte 
Funktionswerte vorkommen, z. B. 
rp(n + 1, a) = ß(n, a, rp(n, ( p { n , a))). 
R Ó Z S A P É T E R hat in ihren Untersuchungen über den Zusammen-
hang der verschiedenen Rekursionsbegriffe gezeigt1), daß sich eine 
solche Einschachtelung immer auflösen läßt, d. h., wird eine Funktion 
durch eine Kette von Substitutionen und eingeschachtelte Rekursionen 
aus 0 und n + 1 aufgebaut, so kann sie auch mittels Substitutionen 
und uneingeschachtelte Rekursionen definiert werden. Diesen Beweis 
hat R. P É T E R in einer späteren Arbeit2) vereinfacht; nun möchte ich 
zeigen, daß er durch gleichzeitige Anwendung auf eine geeignet gewählte 
(F ) PAUL CSILLAG ist am 24. Dezember 1944 an einer jahrelang andauernden, 
durch die Kriegszeiten und die erlittene Verfolgung erschwerten, Krankheit gestorben. 
Vorliegende Arbeit wurde aus seinem Nachlaße von Frl. RÓZSA PÉTER unter Presse 
geordnet. (Bemerkung der Redaktion.) 
') R. PÉTER (POLITZER ) , Über den Zusammenhang der verschiedenen Begriffe 
der rekursiven Funktion, Math. Annalen, 110 (1934), S. 612-632. 
S) PÉTER. R. , A rekurzív függvények elméletéhez, Math, és Fiz. Lapok, 42 
(1935), S. 25—49 (ungarisch, mit deutschem Auszug). Diese Arbeit werde ich als 
bekannt voraussetzen. 
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spezielle Funktion noch übersichtlicher gemacht werden kann: sämtliche 
im Beweis teilnehmende rekursive Funktionen werden eben von der 
betreffenden speziellen Funktion geliefert. 
Von nun an werde ich solche Funktionen rekursiv nennen, 
die sich ohne Anwendung von eingeschachtelten Funktionswerten defi-
nieren lassen. 
Betrachten wir nun eine eingeschachtelte Rekursion. Wie R. P É T E R 
gezeigt hat, kann man sich dabei auf.die Definition einer zweistelligen 
Funktion <p{n,a) beschränken2), sogar mit der Normierung8) 
7>(0,Ű) = 1, 
und sonst von folgender (von der. Péterschen Bezeichnung unwesentlich 
abweichender) Form : 
cp(n + 1, a) = ß,(n, a, %,..., y,), 
wobei für' / = 1 , 2 , . . . , / 
• rpi = (pi(n,a) = (p(n,ßi_1(n,a,<pu<p,,...,rp>_l)) 
und ß0,ßi,..., ßi rekursive Funktionen sind. • , 
Der Wert von <p(n-\-\,a) läßt sich hier sukzessive aus folgenden 
eingeschachtelten Werten berechnen : 
ßo(", a\, 
9>i = 9>(n,Ä»(n,a)). 
ßxin.a,^), 
ßi(n,a, q>u <Pi), (K) 
93 = <p(n, ß.2(n, a, cpcp.2)), 
9i = (p(n, ßi-d", a, rpu <Pi,..., 'p,-i))t 
<p(n + 1, Ü) = ß,(n, a, fr, <p,,.. ., (/>,). 
Der Gedanke der Auflösung dieser Einschachtelungen ist, daß eine rekursive 
Funktion ip{n,a) definiert wird, welche, für beliebige nlt nit..., ni+l, a 
und /'==0, 1, 2 , a n der Stelle n=pt A" p? ...p-lV den Wert 
ßi(n1,a,y(ni,a),....,if>(ni+1,a)) annimmt, wo p0 = 2 und pk die Är-te 
ungerade Primzahl bedeutet. Als Anfangswert v ( 0 , ä) kann die 0 gewählt 
werden und die Funktionen ßv, ßu..., ß, werden in einer Funktion ß„ 
zusammengefaßt, wo ß„=\ für n>l ist. Man kann nun zeigen, daß 
es eine rekursive Funktion <o(n) gibt, sodaß für alle n 
<p(n,a) = rp(w(n),a). 
In dieser Auflösung spielen die speziellen rekursive Funktionen 
Pi p7 • • • , pSiPt+i eine wichtige Rolle. Auch diese können als. ß 
R. PÉTER, Über die mehrfache Rekursion, Math. . Anmalen, 113 (1936», 
S. 489 -527 , insbesondere S. 496-497. ' 
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gewählt werden, und eben dies ist jener Spezialfall, den ich mit dem 
allgemeinen parallel laufend betrachten werde. 
Es sei also 
\ßi(n,a,y1,...,yi) falls iül, 
ß{i,n,a,yl,...,yl)=\l sQnst 
und entsprechend 
\ rXn, a,yu.. .,j\)= pipyy2' • falls 
rii,n,a,yl,...,yly= | r sonst; 
ferner sei 
»/>(«, a) = ß(v„vua,rij(v2,a),...,ip(v,+ua)) für n > 0 
und entsprechend 
r(0,a) = 0, 
T(/Z, a) = y(v0, vu a, T(V2, a),..i(vl+x, ä)) für n > 0, 
wo n=pi»p^..., also v—n^n) den Exponenten von px in der Prim-
faktorenzerlegung von n bedeutet. Da die in den Definitionen vor-
kommenden Exponenten von n mit den entsprechenden Exponenten 
von y{vü, vx, x, v2,..., vl+x) bei beliebigem x übereinstimmen, gilt für 
alle n > 0, x beliebig : 
tp(n,a)=ß(va,vua,ilj(v2,a),..., y {vl+x,a))=ty (y (v, ,vx,x,v2,...,vl+l),a)\ 
und ) (*) 
-r(.n,a) = y(vt,v1,a,T(v2,a),...,z(vl+ua)) = T(y(v0,vl,x,v2,...,vl+1),a).\ 
Daraus folgt die entscheidende „auflösende Eigenschaft" der Funk-
tion y (n, a): für alle v ist 
*p(n,y{v, a)) = <i>(T(n,v), a). 
Denn für « = Oergibt sich das aus 
W(0, Ü ) ) = 0 = v), a); 
gilt ferner die Behauptung bereits für alle Werte kleiner als ein n > 0, 
so ist (da in (*) statt x auch v gesetzt werden kann) 
ip(n, a)) = ß(v0, vx, a, xp(v2, ip(v, 0)),..., V(v, a))) = 
= rp(i>(v», vx, v,i(v2, v), . . ., t(Vi+1, V ) ) , a) = 
. =ifj{T{n,v),a), 
also gilt die Behauptung auch für n, und so auch allgemein. 
Nun werde ich dieselbe Einschachtelungskette, aus welcher sich 
der Funktionswert g>(n+l,a) aufbaut, auf die Funktion <K"> fl) — 
vorläufig auf einer unbestimmt gehaltenen Stelle b statt n — anwenden-
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Sei also 
£№>=/*• )(„, b, a)=ß„(n, a), Vi (л, ö, fl)=Г), \ 
• 
J S « - « = ( Л , FR, A ) = Д . , (Л, FL, •... ) , VI == VI Л) == V /3"- I 
P» =ß{ll(n,b,a) =ft (", я, V.. •••/'/'») j 
und entsprechend 
/о) = ..(0)(П) b) a) = yo{lh a)i г, = (n, b, а) = /"О, 
' y(l-l) _ fl) = Г ; 1 (Л( ^ Ti i ) ; T< = b> Q ) = ^^ y«-l>)> 
7«> = /<>(«, b, a) = r , ( л , а, *„..., t,). 
Mit Hilfe der letzteren lassen sich sämtliche Zwischenwerte der Ein-
schachtelung als Werte der Funktion ip (n, а) ausdrücken wie folgt: 
ßU(n, b, ä) = V/(y»(n, 0), a) für / = 0 , 1 , 2 , . . , / 
und 
VJ(л, А) = V ( Л , b, 0), а) für / = 1, 2 , . . . , /. 
Es ist nämlich (da in (*) statt x auch 0 gesetzt werden kann) 
b, а)=Д(я, а) == /?(0, л, а, 0 , . . . , 0) = ß(0, л, а,у (0, а),...,у,(0, а)) = 
= V(r(0, Л, о, О , . . . , 0), а) = ф ( у 0 ( п , 0), а) = V(r(0)(Л, 0), а) 
und demnach 
./;,(", b, а) = «/;(&, V(/ (0 )(«, b, 0), а)) - ,/,(т(Ь, r ( > , b, 0)), а) = 
= V С' ,(п,/Л 0), а). 
Angenommen nun, daß unsere Behauptungen für alle mit 
к ~ 0 , ] , . . . , i—1 und für alle mit A: = 1 , 2 , . ' . . , / bereits bewiesen 
sind, wo ¡тЛ1, es wird (statt x in (*) wieder 0 gesetzt) 
ß{,)(», b, a) =-- ß (n, a, v,,..., '/-'.) = 
= /?,(л, а, гр(т, (л, ö, 0), а), . . 0 ) , о ) )~= 
= /5(/, л, а, Ь, 0), а) , . . . , </Ф,(л, ¿>, 0), а),у»(0, а), . . . , у {О, а)) == 
у 04', л, 0, *,(л, 6, 0 ) , . . . , т;(л, Ь, 0), 0 , . . . . 0), а) = 
= ги(у;{п, 0, гх(п, Ь, 0), ..., ь(п, Ь, 0)), а) == 
— b, 0), а) 
und demnach, falls / < / , 
' / ' • + i я ) = /*«(«, А у(гЩп, b, 0), а)) = 
= r ( 0(n. b, 0)), a) = ö, 0), а). 
Für / = / ergibt unsere Behauptung 
(л, b, а) = Д (л, а, ч / л , . . . , у/,) = Ч'(У(1) (л, ö, 0), а). 
Demzufolge läßt sich die rekursive Funktion w (л), für welche 
<р(п,а)=Ф(<а{п),а), 
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mit einem geeigneten Anfangswert durch 
ö»(n + 1) = ; - « ( / ! , co(«),0) 
definieren. Damit auch 
V ' ( « ( 0 ) , f l ) = = 9 ( 0 , a ) = l 
sein soll, sei z. B. 
w(0) = 2 m , 
nach den Definitionen ist ja 
</ ' (2W ; f l) = , „ ' ( / + 1 , 0 , Ö , 0 , . . . , 0) = 1. 
Nehmen wir an, daß für ein n bereits 
cp(n, a) = >p(o>(ri), a). 
Dann kann in der Einschachtelungskette ( K ) für rp(n,...) überall 
i/<(a> (n),...) gesetzt werden. Damit geht aber (K') in die Einschachte-
lunskette (K*) der Werte ip (b,...) für b = co(n) über. Diese endet mit 
(n , <a(n), 0), a) = xp{ü>(n + 1), a) 
und so ist 
(p(n+],a) = ip(<o(n+\),a), q. e. d. 
Da nun sämtliche benutzte Hilfsfunktionen, und so auch tp (n, a) 
und co(n) rekursiv sind, so läßt sich die eingeschachtelte Rekursion für 
tp(n,ä) tatsächlich in eine Definition ohne Einschachtelungen auflösen. 
(Eingegangen am 9. März 1946.) 
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On quasi-primary ideals. 
By LADISLAS FUCHS in Budapest. 
In a domain of integrity with unit element there are known four, 
generally distinct representations of an ideal: the representation as 
intersection of (1) irreducible ideals, (2) primary ideals belonging to 
different prime ideals, (3) relative-prime-irreducible ideals, and finally (4) 
ideals without common divisor1). In the present paper I give a fifth 
representation of an ideal as intersection of quasi-primary ideals. 
In the first part, after the definition of the quasi-primary ideals, 
their chief properties will be shown. Although the notion of the quasi-
primary ideal is a generalization of that of the primary ideal, yet most of 
the theorems concerning the primary ideals remain true even for quasi-
primary ideals; moreover, these theorems are characteristic for the 
•quasi-primary ideals. 
In the second part, it will be proved by making use of the 
maximal condition that every ideal is representable as intersection of a 
finite number of quasi-primary ideals; furthermore, the number of the 
components in a shortest representation as well as the prime ideals 
belonging to the quasi-primary ideals are uniquely determined. The 
proof based upon the notion of the radical is more simple than that 
of the corresponding theorem on primary ideals. Indeed, we do not 
need complete induction, because every prime ideal belonging to the 
quasi-primary ideals in a shortest representation is maximal. It will be 
shown that among the four Noetherian representations quoted above 
a shortest representation by means of quasi-primary ideals always can 
be fitted, in a certain sense, between (2) and (3). 
Finally, in the third part, I examine how the quasi-primary ideals 
are applicable to rings of algebraic numbers and to the theory of 
polynomial ideals. It will be seen that the introduction of the quasi-
primary ideals seems to be very useful especially in the last case. 
') See E. NOETHER , Idealtheorie in Ringbereichen, Math. Annalen, 83 (1921) 
pp. 24 -66 . 
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§ 1. The quasi-primary ideals. 
Let be a domain of integrity2) with unit element in which the 
maximal condition is satisfied. (The elements of W shall be denoted 
with Greek letters.) 
D e f i n i t i o n 1. The ideal q of the ring 3t is quasi-primary, if 
the congruence a / ? = 0 ( q ) implies that among the powers a and ft' there 
exists one which is = 0(q); /'. e. aft=0(q) and arsj=0(q) for every r 
imply the existence of an s such that /?' = 0(q). 
The definition can be expressed also in the following form: q is 
quasi-primary if at least one of two conjugate divisors of zeroa) of the 
residue-class ring is nilpotent4). 
Evidently, the definition of the quasi-primary ideals is more 
symmetrical than that of the primary ideals; furthermore, it is evident 
that every primary ideal is at the same time quasi-primary too; but it 
will be seen that the conversion is not always true: there exist quasi-
primary ideals which are not primary. 
From the maximal condition we obtain that every quasi-primary 
ideal q is also strong; i. e. if a B = 0 ( q ) , but a r 0 (q) for every r, then 
there exists an s so that t>s = 0(q). The proof runs as follows. 
The ideals a and 6 have finite bases (this follows immediately 
from the maximal condition): a = = ( a 1 , . . . , a,,) and 6 = ( & , . . . , 
respectively. Now, for every r we have arsjE0(q), thus there is an a 
which has no power in the ideal q. Indeed, supposing we should .have ^ Tl 
a;'H=0(q) for i=\,...,n, then choose r — ^ — 1 ) + 1 and so 
ar = ( . . . , a[ l . . . a [ n , . . ,) = 0(q), because at least for one / we have 
ti'^r,. This is a contradiction to our hypothesis that a r ^ 0 ( q ) for every/-. 
Now, for this a j by hypothesis a;/?, = 0(q) ( 1 = ] , . . , ,m); buta'=jsO(q) 
for everyconsequent ly there exists an s, such that /?/' = 0(q) ( / = ],..., m). 
m 
Let s= 'E (Si — 1 ) + 1 , then 6S = 0(q), q. e. d. 
!=1 
It is well known that the elements which have a power in the 
ideal a, form an ideal, the radical5) of a. Now we shall prove that the 
quasi-primary ideals can be defined by means of their radical as 
follows. 
2) I. e., a commutative ring without divisors of zero. 
' ) flfO and b 4 = 0 are conjugate divisors of zero if ab— 0 . 
4) I. e., one of its powers is zero. 
5) For the notion of the radical see W. K R U L L , Idealtheorie (Berlin, 1935), 
p. 6. If r is the radical of a, then of course a c r . 
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D e f i n i t i o n 2. An ideal is quasi-primary .if its radical is prime. 
Let p be the radical of the quasi-priinary ideal q. If a / ? = 0 ( p ) 
but aif=0(p)> then there exists an integer t for which a'/ff'^Oiq), but 
a ' r s t O ( q ) for every r; hence = 0 ( q ) ; i. e. / ? = 0 ( p ) . Therefore p i s 
prime in fact, p is the prime ideal belonging to the quasi-primary 
ideal q. 
Conversely, let the prime ideal p be the radical of the ideal q. 
If a / ? = 0 ( q ) but a ^ 0 ( q ) for every r, then a / ? = 0 ( p ) , but a ^ 0(p) 
and this leads to the congruence ^ = 0 ( p ) . Consequently ¡f = 0 (q), that 
is to say, q is in fact quasi-primary, q is a quasi-primary ideal belonging 
to the prime ideal p . 
Of course, the primary ideals have also the property that their 
radical is prime, but an ideal, the radical of which is prime, is not 
necessarily primary. An instance is given by VAN DER WAERDEN5) : in the 
ring of the polynomials ao + o ^ - ) - . . . + a „ x n , where the a, are rational 
integers and ax is divisible by 3, the ideal q = (9x2 ,3:x3 ,x\.x5 ,;t6) is not 
primary (because 9x- = 0(q) and 9 rsjE0(q) for every r, but x2 (if), 
though its radical p = (3x,x 2 ,x 3) is prime. 
As the radical of a and that of a are identical, a is quasi-primary 
if and only if a is quasi-primary too. Thus every power of a prime 
ideal as well as that of a primary or a quasi-primary ideal is quasi-
primary ; but a power of a prime ideal must not be primary; see the 
above instance of VAN DER WAERDEN where q = p?. 
From the second definition of the quasi-primary ideals it is 
evident that the least common multiple of the quasi-primary ideals 
qi, • • •, qr, 
m — [illi • • •, q,] 
is quasi-primary if and only if the least common multiple of the prime 
ideals p; belonging to the quasi-primary ideals q,, 
r = [ p 1 ; . . . , p r l 
is prime7). The intersection of a finite number of prime ideals is prime 
only if one of them is a multiple of the others8); thus we have the 
following result: 
T h e o r e m 1. The ideal m = [q , , . . ., qr] is quasi-primary if and 
only if among the prime ideals p, there is a p/; such that pt. 0 (p,) 
( / = ] , . . . , / - ) . 
c) B L . VAN DEK WAERDEN , Moderne Algebra, vol. 11 (Berlin, 1940), p. 27. 
1) The radical of the 1. c. m. of ideals is the 1. c. ni. of the radicals. 
s) If [pi,.. •, pr] = p is prime, then p,.'.. pr = 0(p), hence p* = 00>) for a k, 
in consequence of the prime-property of p. Thus Pi = p ^ p , -
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By making use of the maximal condition we can prove the 
T h e o r e m 2. A power of the prime ideal p belonging to the 
quasi-primary ideal q is a multiple of q : 
pr = 0 (q). 
Taking p = (7i, • • y p ) , the basis-elements yq have a power in the 
V 
ideal q: } A = 0 ( q ) . Let r have the value r= £ (r„— 1 ) + 1. Now 
2 = 1 
i v spsrr \ 
I y, s, = r , because at least for one of the subscripts q we have sq^r,r 
The least r for which pr = 0(q), is called the exponent of q. 
We see that the prime idea! p belonging to the quasi-primary 
ideal q has the property: 
( i ) r s g s p -
This relation is characteristic for p : if q is quasi-primary, p' is 
prime and p'r C q C p ' , then p' is the radical of q. Indeed, if p is the 
radical of q, we have 
P r S < l £ p \ hence p C p ' 
and 
p"' c q c p , hence p' c p, 
whence p' =-•= p is obtained. 
The relation (1) is characteristic even for quasi-primary ideals 
if p is prime and pr c q c p, then q is quasi-primary. Moreover, we can 
prove the 
T h e o r e m 3. If q, and q2 are quasi-primary ideals belonging to 
the same prime ideal p and q, c q' c q2, then q' is also quasi-primary 
belonging to the prime ideal p.°) . 
The radical p' of q' is divisor of the radical p of q^ because the 
elements of p have a power in qj and so a fortiori in q', i. e. p C p ' ; 
similarly, the elements of p' have a power in q2, that is p ' C p, Con-
sequently, we have p' = p. This means, the radical of q' is prime; thus 
q' is in fact quasi-primary. 
It follows from theorem 3 that a relation q( c q' c q implies the 
quasi-primary property of q' provided that q is quasi-primary. 
It is interesting to note that the quasi-primary ideals can be 
characterized in rings with maximal condition by theorems 2 and 3 as 
3) This theorem is not true for primary^ideals. It does not follow even from 
the hypothesis pr c q' c p that q' is primary. See the above example of VAN DEE 
WAERDEN ; p 2 = q c p . 
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follows. A quasi-primary ideal is either a power of a prime ideal or an 
intermediate ideal between two powers of one and the same prime ideal. 
T h e following theorem has no analogue in the theory of the 
primary ideals10). 
T h e o r e m 4. If qT and q, are quasi-primary ideals belonging to 
the prime ideals px and p2 respectively, and pt c p2) then q = q, q2 is 
also quasi-primary belonging to the prime ideal p,. 
Taking p [ ' c q, c pa and p 2 J C q 2 C p 2 j furthermore observing the 
evident facts that P i 1 + ' a c pj'p'2 and p,p2 c p,, we have for q = q]q2 the 
relation 
P i ' £ P? I V £ q £ Pi Ps c p,. 
Hence we obtain by theorem 3 that q is quasi-primary and indeed, its 
radical is p,. 
It is also worth remarking that the hypothesis of theorem 4 also 
implies that the greatest common dtvisor of qt and q2, (q,, q2), is quasi-
primary belonging to the prime ideal p2. In fact, 
rk£ Oil, q2)£ ( P i , Va) = -Pa 
and by theorem 3, (qi,q2) is quasi-primary. 
§ 2. The representation of an ideal by means 
of quasi-primary ideals. 
An ideal is called reducible, if it is the least common multiple 
of two of its proper divisors, and is called irreducible, if it is not 
reducible. 
E. NOETHER1) proved that- every ideal is the intersection of a finite 
number of irreducible ideals, if the maximal condition is satisfied. Every 
irreducible ideal is primary and so a fortiori quasi-primary; hence 
we have 
T h e o r e m 5. Every ideal is the intersection of a finite number 
of quasi-primary ideals. 
A representation of the ideal a as least common multiple of quasi-
primary ideals, 
n = [qj, . . . , q„], 
is shortest, if none of the q, can be omitted and none of the inter-
sections [q i , , . . . , q;p] (p > 1) is quasi-primary. 
Now omit the superfluous q; of a given quasi-primary represent-
ation of a. and contract the quasi-primary ideals belonging to the 
IO) We can refer to the above example of VAN DER WAERDEN ; pp is not 
primary. 
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non-minimal prime ideals of a with a quasi-primary ideal belonging to 
such a minimal prime ideal of a which has the non-minimal prime 
ideal as its divisor. In this way always quasi-primary ideals are obtained. 
Proceeding thus, after a finite set of contractions we get a shortest 
representation of a as intersection of quasi-primary ideals. 
The prime ideals belonging to the quasi-primary ideals which 
occur in a shortest representation of a have the property that none 
of them is either a multiple or a divisor of another of them. Indeed, 
in the opposite case a contraction is possible. 
For two shortest representations of a the following theorem holds". 
T h e o r e m 6. Supposing that a — [ q t , . . . , q„] == [ q i , . . . , q̂ ] are two 
shortest representations of the ideal a as intersection of quasi-primary 
ideals; then s = r and the prime ideals p, belonging to the quasi-primary 
ideals q. must be, without regard to their order, identical to the prime 
ideals p' belonging to the quasi-primary ideals q'. 
This theorem is our main result; it can be proved as follows. 
The radical r of a is of the form 
r = [ p a , . . . , p,] 
and at the same time of the form 
r = № , . . . 
The identity of these representations is to be shown. 
From these two forms of r no prime ideal can be omitted, because 
by hypothesis the representations of a are shortest ones. Indeed, in the 
two representations of a the prime ideals belonging to the quasi-primary 
ideals are the different minimal prime ideals of a ; thus e. g. 
[p t- , . . . ,p ; j , ] = 0 ( [ p ^ , . . .,p;<J) 
is impossible if 4= K' i o r e v e r 7 P' — • • - >P a n d every q' — 1 , . . q . 
For now p i , . . . p,-p = 0 (p;,) and so, say, pi, = 0 (p^), i. e. because 
of p^^pi', , p^ would not be minimal. This is contradiction to the 
hypothesis that the representations of a are shortest ones. 
Now, if in the above two forms of r the prime ideals would be 
different, then at least in one of these forms a maximal prime ideal 
would be found which occurs only in one of the forms. Indeed, let p 
be such a prime ideal e. g. in the first representation of r which does 
not occur in the second one. The other prime ideals of the first repre-
sentation of r are not divisors of p. If p has no divisor even among 
the prime ideals of the second representation of r, then already we 
have found a suitable prime ideal. If p has a divisor p' among the p;', 
then p' must be a proper divisor of p because of p and p' being 
different ideals. This p' has a divisor neither among the $ nor among 
the p;. The first part of our last statement is evident, the second one 
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is also clear, because the divisor of p' would be a divisor of p and) 
such an ideal does not exist among the p,-. This means, if the prime 
ideals of the two forms of r are different, then there exists a maximal 
prime ideal, e. g. pn which occurs only in one of the two forms of r. 
We consider this px and form the ideal-quotient 1:: p , : n ) 
i-: ft = [ f t : ft,..., p„: ft] = [pi: p , , . . t f : pj . 
If p is prime and pj4=0(p), then y p, = 0(p) implies y = 0(p), this-, 
means p:pi = p if p,^s0(p). Therefore, 
v : ft = [o, p2, • • •, p.] = № , . . . , p',] = i 
(o is the unit ideal of -it). Consequently, ft is superfluous in the first 
form of r. It follows from this contradiction that the prime ideals are 
the same in both forms of r. 
Thus we have proved theorem 6. 
We shall give also another proof of our theorem 6 by making, 
use of the similar theorem concerning the primary ideals12). The 
representation of a as intersection of primary ideals be already known :: 
This representation can be considered as a representation of a as inter-
section of quasi-primary ideals. From this representation a shortest 
quasi-primary representation is obtained by contracting certain primary 
ideals. This process is similar to that at the beginning of this sectioa 
and so we need not repeat it. From the uniquely determined prime 
ideals belonging to the primary ideals in the primary representation 
of n, only the minimal prime ideals of a, determined also uniquely,, 
remain, as the prime ideals belonging to the quasi-primary ideals 
in a shortest representation. Thus our theorem 6 is proved again12). 
From the representation of a as intersection of primary ideals the 
representation as intersection of relative-prime-irreducible ideals is. 
obtained as follows13). Starting from a primary component of a, we 
take all the primary components belonging to such a prime ideal which, 
is multiple or divisor of the prime ideal belonging to the original 
primary component; then take all the primary components, the prime 
ideal of which is multiple or divisor of a prime ideal belonging to a 
primary component obtained formerly, etc. The intersection of all the 
primary components of a obtained in this way is a component of a ins 
its representation as intersection of relative-prime-irreducible ideals. 
n ) For the notion of the ideal-quotient and its properties, see e. g. B. L. VAN: 
DER WAERDEN , loc. cit.6), p. 24. 
12) See E. NOETIIER , loc. cit.1), p. 44, and B. L. VAX DER WAEKDEN , loc. 
cit.6), p 35. — Our second proof is not of general validity, it will do only for quasi-
primary representations got by contracting primary components! 
13) This process is given by E . NOETHEK ; see her paper J), pp 47 - 48. 
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From the preceding process it is evident that the primary ideals 
belonging to the same quasi-primary component of a belong also to the 
«ame component of a in its representation as intersection of relative-
prime-irreducible ideals. Therefore, the representation as least common 
multiple of relative-prime-irreducible ideals is obtained by contracting 
•certain quasi-primary ideals of a shortest quasi-primary representation. 
So, it is shown that there exists a representation of a as intersection of 
quasi-primary ideals as an intermediate one between the representations 
by means of primary and relative-prime-irreducible ideals. 
Now, in order to illustrate that the representation of an ideal as 
intersection of quasi-primary ideals differs, in general, both from the 
primary representation and from the relative-prime-irreducible represent-
-ation, let us consider the ring of the polynomials in x and y with 
coefficients in a commutative field. 
In this ring the ideal 
a = (x2y, xy") 
lis not quasi-primary, because its radical, (xj>) is not prime, a has the 
primary representation 
a ==[(*), 00, (x 2 , / 2 ) ] , 
where the ideals (x) and (j>) are prime, and (x 2 , y 2 ) is primary belonging 
to the prime ideal (x,j>). 
From the radicals of the primary components of n it is clear that 
both [(x),(x2,y2)] = (x2,xy2) and [ ( ; > ) , { x \ y ' i ) ] ^ { x i y , y 2 ) are quasi-
primary ; hence we have for a the quasi-primary representations: 
a = [(x), (x-y, f ) } = [(x2, xy2),{y)\ = f (x2, xy2), (x2y,/)] 
•with the prime ideals (x) and (y) respectively. 
On the other hand, the process of N O E T H E R used above shows 
that a is a relative-prime-irreducible ideal itself. 
This example states that the quasi-primary representation of an 
ideal is, in general, different from the others and so, indeed, we have 
•a right to consider the representation of an ideal by means of quasi-
primary ideals as a fifth one. 
§ 3. Applications to the theory of algebraic rings 
and polynomial ideals. 
In the first part of this final section we examine how our results 
change, if we suppose besides the maximal condition further axioms, 
especially14): 
14) These axioms are those of B . L. VAN DEP. WAERDEN , loc. cit.°), p. 84. For 
the notion of entirely-closed ("ganz-abgeschlossen"), see ibidem, p. 78. 
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' I. every prime ideal is maximal in ; 
II. the ring dl is entirely-closed in its quotient-field. 
In the first case the following theorem will be applied. , 
T h e o r e m 7. If the prime ideal p belonging to the quasi-primary 
ideal (i is maximal in (/'. e. has no proper divisor), then a is primary. 
Let us consider the representation of q as intersection of primary 
ideals: 
q is quasi-primary, so its radical 
p - - [ p x , . . . , p , ] 
is prime (p,. belongs to q*). This is possible only in the case .p, = . . . — p, - - - \ \ 
because p has no proper divisor. Now q is primary as the least com-
mon multiple of the primary ideals q* belonging to the same prime 
ideal p.15) 
Thus, if axiom I is true, every quasi-primary ideal is at the same-
time primary. Now, the intersection of the (quasi-) primary ideals 
belonging to different prime ideals is their product16), therefore, every 
ideal is the product of a finite number of (quasi-) primary ideals, 
ct = qi . . . q,, 
and the prime ideals pf belonging to q, ( z ' = l , . . . , s ) are uniquely 
determined. 
In the case II the following theorem is obtained. 
T h e o r e m 8. Every quasi-primary ideal is quasi-equal11) to a or 
to a power of a prime ideal, if axiom II holds. 
A quasi-primary ideal has at most one upper™) prime ideal as 
divisor; so q is quasi-equal to o or to a product of equal upper prime 
ideals according as the prime ideal p belonging to q is not upper or 
it is. In the latter case the quasi-primary ideal is quasi-equal to a 
power of a prime ideal, q. e. d. 
If in the ring 9t the axioms I and II are simultaneously satisfied, 
then the principal theorem of the theory of ideals holds: every ideal is: 
the product of a finite number of uniquely determined prime-ideal-
powers. 
Finally, we shall apply our results to ideals of a polynomial ring 
with coefficients in a commutative field19).' 
15) See B. L. VAN DER WAERDEN , loc. cit.°), p. 32. 
16) See B . L. VAN DER WAERDEN , loc. cit.s), p. 45. 
" ) See B . L . VAN DER WAERDEN , loc. cit.°), p. 93. 
l s) See B. L. VAN DEIS WAERDEN , loc. cit.6), p. 96 ; he calls it "höheres. 
Ideal". 
19) The basis-theorem of HILBERT (see e. g. B . L . VAN DER WAERDEN, 1OC_ 
cit.6), p. 18) states that in this polynomial ring the maximal condition is satisfied. — 
The rudiments of the theory of polynomial ideals see ibidem, § 91. 
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The algebraic manifold of the polynomial ideal tn consists of 
the zeros of the polynomials of m. Now, to find the irreducible mani-
folds belonging to iUi, let us take a shortest representation of m as 
intersection of quasi-primary ideals: 
m = [ q , , . . . , qrJ. 
9)i is the union of the manifolds of the quasi-primary components. Thus 
it suffices to examine the irreducible manifolds of a quasi-primary ideal. 
Let us consider the quasi-primary ideal q and its radical, the 
prime ideal p. q and p belong to the same manifold. Indeed, the zeros 
of q are at the same time zeros of p and vice versa, because a relation 
n ,— ,— 
p C q C p 
holds. The manifold of a prime ideal is irreducible and so the manifold 
of a quasi-primary ideal is also irreducible. Moreover, an irreducible 
manifold can belong only to a quasi-primary ideal: 
T h e o r e m 9. The algebraic manifold 9? of the ideal a is irredu-
cible if and only if a is quasi-primary. 
The first part of our theorem we have already proved. To prove 
the second part of it, consider the radical r of a. Even the ideal r 
belongs to because the relation 
r " C i , C r 
is true for any ideal a and for its radical r. (The proof runs as that of 
theorem 2.) We have seen that r is either prime or the intersection of 
a finite number of prime ideals, 
r = [ P i , . . . , p.]. 
(We may suppose that here the superfluous prime ideals have been already 
omitted.) In the latter case, we have the manifold 91 consisting of the 
manifolds belonging to . . , ,p,, that is to say, 91 is not irreducible. 
This is a contradiction to the hypothesis. Thus r is prime and finally, 
a is quasi-primary. This completes the proof of theorem 9. 
Returning to the ideal m we get the result: 
T h e o r e m 10. The algebraic manifold of an ideal m is the union 
of a finite number of irreducible algebraic manifolds. These irreducible 
algebraic manifolds are just all the irreducible manifolds belonging to the 
quasi-primary ideals of a shortest representation of m. 
Therefore, the representation of an ideal as intersection of quasi-
primary ideals can be considered as the natural representation of the 
ideal from the point of view of algebraic manifolds. 
(Received November 14, 1946.) 
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Bemerkung zu meiner Arbeit „Über die Gleichungen 
dritten und vierten Grades in endlichen Körpern"'). 
Von L. RßDEI in Szeged. 
Nach zwei Arbeiten von SKOLEM2), 3) über die Lösbarkeit der 
Kongruenzen dritten Grades nach einem Primzahlmodul habe ich in 
der Arbeit *) unter anderem die Anzahl der Wurzeln dieser Kongruenzen 
in jedem Falle genau bestimmt (s. Satz 1 in der Arbeit *)). Mein Resultat 
bezieht sich viel allgemeiner auf die ähnliche Frage über die Gleichun-
gen dritten Grades im endlichen Körper k mit q Elementen, unter-
worfen der einzigen Einschränkung, daß die Charakteristik p von 2, 3 
verschieden ist. Hier werde ich diese Frage auf eine andere Art behan-
deln, und so wird die Antwort in einer neuen, überraschend eleganter 
Form erscheinen. Als wesentlich neues stellt sich heraus, daß die Anzahl 
der Wurzeln nur von einer Invariante (s. unten) der Gleichung abhängt4), 
und dabei erscheinen (im Gegensatz zur Arbeit *)) beide Fälle —1, 
3|<7+1 in völliger Symmetrie. Ich hoffe, daß nach diesem Anfang 
J) Dieser Band, S. 96—105. Diese Arbeit wird durch die vorliegende in keiner 
Hinsicht überflüssig gemacht. Die auf S. 97. aus dem Zentralblatt für Math, zitierten 
Resultate von SKOLEM sind mit der Einschränkung A ^ s O (mod p) zu verstehen, 
was das Referat unbemerkt ließ. Ohne diese Einschränkung lauten die Resultate 
einfacher (vgl. S. 104, Fußanmerkung 8)). 
S ) TH. SKOLEM , Zwei Sätze über kubische Kongruenzen, Det Kongelige Norske 
Videnskaber Selskab Forhandlinger, 10 (1937), S. 8 9 - 9 2 . Diese Arbeit ist mir erst 
neulich bekannt geworden. Der Inhalt ist im wesentlichen die erste Hälfte von Satz 
1 meiner Arbeit ') für den Spezialfall, daß k ein Primkörper ist, und ein Teil der 
darauffolgenden Formel (162) . SKOLEM bedient sich in seiner Arbeit eines biquadra-
tischen (Dirichletschen) Zahlkörpers. 
3) Zitiert in der Arbeit i) auf S. 97. 
4) Das ist merkwürdig aus dem Grunde, daß es drei Möglichkeiten (keine, 
eine oder drei Wurzeln) gibt. Im „klassischen" Fall, wo k der Körper der reellen 
Zahlen ist, gibt es nur zwei Möglichkeiten (eine oder drei Wurzeln). 
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sich auch die Gleichungen höheren Grades in endlichen Körpern ähnlich 
behandeln lassen werden. Das klingt nicht unglaublich, da dieses Problem 
im bekannten Satz von KÖNIG-RADOS eine Antwort gewonnen hat, und 
zwar bestimmt dieser die Anzahl der Wurzeln einer Gleichung (vom 
Grade —2) in k aus einer einzigen Invariante, dem Rang der aus 
den Koeffizienten gebildeten zyklischen Matrix5). Ich bemerke noch, daß 
ich einige Hilfsmittel allgemeiner entwickle, als das zu unserem obigen 
Zweck nötig ist; auch werde ich am Schluß der Arbeit zeigen, wie die 
hier zu gewinnende neue Form von Satz 1 der Arbeit ') sich auch aus 
diesem Satz herleiten läßt. Übrigens haben die „alte" und „neue" Form 
der Lösung unseres Problems jede einen Vorteil über den anderen. 
Ein Polynom in k nennen wir kurz ein ^-Polynom. Irgendein 
Polynom mit rationalen Koeffizienten läßt sich üblicherweise auch als 
ein Ar-Polynom auffassen, wenn nur die Koeffizienten für p ganz sind 
(d. h. einen, zu p primen Nenner haben). Den (eindeutig bestimmen) 
endlichen Erweiterungskörper vom Grade n über Ar bezeichnen wir mit k„. 
Wir geben eine Gleichung dritten Grades in k in der allgemei-
nen Form 
(1) f ( x ) = anx^a1x^ + a,x + a,=-0 (a0 4 0) 
an, und setzen voraus, daß die Diskriminante 4= 0 >st- Dann sind die 
Wurzeln x i , x 2 , x ; verschieden, sie liegen in ku k2 oder ks. Wir setzen 
(2) )>i = x2 — x,„ y^Xy—Xx, yT, = x! —x, 
und ähnlich 
(3) 2, = y,—y3, 2;, = ^—y.2, 
d. h. 
(4) z, = 4 .x , + x , — 3 x ; (/' = 1, 2, 3), 
führen dann die Invariante6)' 
/ « A _ (z. z, 
ein. Offenbar ist J eine (rationale) symmetrische Funktion der x,, die 
sich also durch die a, ausdrücken läßt. Genauer gesagt, (y^o^s) 2 und 
zxz2z~ sind für sich symmetrisch in den x t. Das erste von ihnen ist die 
Diskriminante von (1): s 
(6) D = (y, y,>':,)- = ( x , - x 2 ) 2 (x2-x,y ( X 3 - X i y , 
5) Leider läßt sich dieser Rang schwer bestimmen. Das ist der Grund, daß 
der König-Radossche Satz bisher keine Anwendung fand. Es scheint eine schwere, 
aber sich lohnende Aufgabe zu sein, aus diesem Satz meine Resultate über die 
Anzahl der Wurzeln der Gleichungen dritten und vierten Grades abzuleiten. 
Es ist nämlich A eine absolute Invariante gegenüber linearer Transforma-
tionen x = ux'~\-v von (1). 
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das zweite ist: 





27 £> ' 
Weiter führen wir für jede natürliche Zahl n die Ar-Polynome 
(9) f „ « = (?) + g ] * + ( J ) + • • •" ~ ( ( 1 + f x ) ' -(1 - W ) 
ein. Abgesehen vom uninteressanten Fall p\n ist <p„ (x) vom Grade 
wobei [x] die größte ganze Zahl < x bezeichnet. Zu unserer Frage 
ü b e r ( l ) wird f„ (x) nur für n = q-\-\, 
führlich geschrieben: 
in Betracht kommen, aus-
(10) 
und 
(11) f , - , (x) = I 
fp„+i w 
i + i f l 
ni 
1 + X 2 
x + \ 
\ / Jtzl g - 7 
bzw. 
(12) 
( 3 | < 7 - l ) , 
fp.,+2 (X) = 
l + ± \ 
3 
+ t k ( t h + - + 
J±L\ 
3 
g - 2 
V 3 
(3\q+\). 
Alle drei (wie überhaupt jedes <pn (x) mit 2\n) sind symmetrische 
•Hl 
Polynome, selbst (10) ist das eine der Eulerschen Polynome5) l + x 2 • 
Wir betonen, daß diese Polynome (10), (11), (12) (von (1) nicht) nur 
von k abhängen-
Der angekündigte Satz lautet s o : 
• 7) Ausführlich lautet P = — (2flj — 9ffn a, ff2 + 2 7 0 2 ^ ) . D e r z w e i , e P a k t o r 
Co 
spielt in der Theorie der Invarianten eine Rolle. Nimmt man (1) in der Form 
27 ö2 
x* + ax + ö = 0 an, so ist einfach D = — 4fl3 — 27b s , P = 27ö, A = ——— 
4fl3-(- 27 b-
s) Diese zerfallen voll in k und haben zu Nullstellen alle (von 0 verschiedenen) 
Quadrate bzw. Nichtquadrate in k. 
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S a t z 1. Bezeichne v die Anzahl der Wurzeln von (1) in k. Den 
Fall ¿1 = 0 schließen wir aus0). Es ist dann und nur dann v — 1, wenn 
(13) 3/*) = 0. 
Im anderen Fall ist v = 0 oder 3, letzteres dann und nur dann, wenn 
(14) Q > ^ ( J ) = 0. 
Die erste Hälfte des Satzes werden wir als Spezialfall aus folgen-
dem allgemeinen Satz gewinnen1 0): 
S a t z 2. Die Diskriminante eines k-Polynoms ohne mehrfachen 
Teiler ist dann und nur dann ein Quadrat in k; wenn die Anzahl 
der irreduzibilen Faktoren von geradem Grad eine gerade Zahl ist. 
Da die multiplikative Gruppe der von 0 verschiedenen Elemente 
von k zyklisch und von gerader Ordnung ist, so genügt es wegen der 
multiplikativen Eigenschaft der Diskriminante zu beweisen, daß die 
Diskriminante eines irreduzibilen Zr-Polynoms f ( x ) vom Grade n dann 
und nur dann ein Quadrat in k ist, wenn n ungerade ist. Die Wurzeln 
von f ( x ) liegen k„. Mit Hilfe eines erzeugenden Automorphismus 5 von 
kjk lassen sie sich in der Form S' a (/ = 0 , . . . , n — 1) annehmen. Die 
Diskrikriminante von f ( x ) ist das Quadrat von 
<*= /7 {S'a — Sia). 
Da offenbar Sc5 = (—l)"" 1 ö gilt, so liegt 6 dann und nur dann in k, 
wenn n— 1 gerade, d. h. n ungerade ist. Satz 2 ist also richtig. 
Insbesondere für das ^-Polynom f ( x ) in (1) spricht dieser Satz aus, 
daß es dann und nur dann einen irreduzibilen Faktor zweiten Grades, 
d. h. eine einzige Nullstelle in k hat, wenn D, d. h. nach (8), — 3 ^ k e i n 
Quadrat in k ist. Nach (10) ist die Bedingung hierfür eben (13), 
womit wir die erste Hälfte von Satz 1 bewiesen haben. 
Für das übrige setzen wir in k2: 
9) Im Fall 4 = 0 ist P =0, nach (7) hat also (1) die W u r z e l — ^ ; dann ist 
3 a0 
nach Satz 1 der Arbeit l) v = 1 oder 3, je nachdem D kein Quadrat oder ein Quadrat 
in k ist. — Im Fall J | 0 darf man in (13) und (14) A durch A'— ^-ersetzen; das 
ist von Vorteil, wenn die Gleichung x3-(- ax-\- b = 0 vorgelegt wird, denn dann 
4 a3 
berechnet man A' = 1 -)- einfacher als A (vgl. ')). 
10) Mir war dieser einfache Satz bisher unbekannt. Für die Neuheit des Satzes 
spricht auch die Arbeit 2) von SKOLEM, die im wesentlichen einen (verhältnismäßig 
komplizierten) Beweis für den Spezialfall enthält, wo k ein Primkörper und das vor-
gelegte Polynom vom dritten Grade ist. 
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n , v - r + K — 3 f . - l - f - 3 3 • ( 1 5 ) . (>= y yo- = j , C 3 = l 
Im Fall 3 |q—1 liegen Q, Q- in k, im Fall 3|<7+1 sind sie konjugiert 
in kjk. -
Zunächst wollen wir (14) umgestalten. Für irgendein c (=j= 0) in k 
ist </\,(c) = 0 nach (9) äquivalent mit 
i + i ^ 
<16> 
Nach (8) können wir also (14) in der Form 
f ü l l 
<i7) f£±k=££) l 3L,. 
[P-}-27D) 
schreiben. Der Nenner ist nach (6), (7) und (3) gleich 
(3»i -y») 0'2 —y*) ()>a —)>>) — 3yl)'o y.. f-"3~ Wegen (2) ist 
<18) )',-B'2 + )>3 = 0, 
und so bekommen wir weiter 
(tt — y») O'i + 2y») (— 2y, ->'ä) + 3y, y.2 (y, + y,) ^ 3 , 
d. h. 
-2yl + 3yiyi{-\ + T = 3 ) + 3yiyl0 + l r = 3 ) + 2 
Dies ist nach (15) gleich —2 (>'i — i>^2)3- Ähnliches gilt für den Zähler 
in (17) (mit Q" statt p), und so geht dies in 
(19) fcÄsf^Li 
über. Das ist die gewünschte andere Form von (14). 
Zur zweiten Hälfte von Satz 1 genügt es zu beweisen, daß (19) 
im Fall v = 3 richtig, im Fall v — O falsch ist. Wir schicken die Bemer-
kung voraus, daß die Zuordnung x — e i n erzeugender Automophismus 
für jeden Relativkörper kn/k ist. Im Fall v ~ Q wählen wir die Numerie-
rung so, daß xi' = x2(aIso auch x'i—x3, x'i=xi) gilt. Dann gilt gleiches 
für die y{. 
. Betrachten wir zuerst den Fall 31<7 — I. Dann ist der Exponent 
in (19) gleich q— 1, und so läßt sich dies in der Form 
<19') { = yi — Q-y* 
I j i — Qy-i) Vi—Qy-i 
schreiben. Ist i> = 3, so liegt jedes yf in k, und dann ist (19') richtig. 
Ist dagegen ^ = 0, so ist die linke Seite von (19') mit Rücksicht 
auf (18) gleich 
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>l2-'p->':: ^ Qyz — y-i ^ + H-g )^ = >', ~ Ja 
cj's yi + O + e 2 ) ^ yi—oy2 ' 
folglich ist jetzt (19') falsch. 
Betrachten wir nun den Fall v = 0. Jetzt ist der Exponent in (19) 
q + 1, und so läßt sich dies in der Form 
( 1 9 » ) i>2j2Vz __ yi-9y* 
yi —oy-i) yi — Q-y* 
schreiben. Wegen p'i=={>i ist dies im Fall v = 3 richtig. Dagegen im 
Fall i> = 0 ist die linke Seite nach einer ähnlichen Rechnung wie. oben 
das ?2-fache der rechten Seite, und so ist jetzt (19") falsch.. Damit 
haben wir Satz 1 bewiesen. 
Um zu zeigen, daß sich Satz 1 auch aus Satz 1 der Arbeit J) 
gewinnen läßt, beweisen wir als Vorbereitung folgenden, auch an sich 
interessanten Satz (den wir zum genannten Zweck nurfüre — 3 anwen-
den werden). 
Wir bezeichnen mit a, a' entweder ein Elementenpaar in k oder 
ein (über k) konjugiertes Elementenpaar in k2, b'eidesmal eingeschränkt 
durch «4= + «'; s 0 daß also 
(20) a = r (1+1/7), a' = r (I — |7) (r, s + 0) 
gesetzt werden kann mit eindeutig bestimmten r, s in k. Dann gilt der : 
S a t z 3. Ist a,a' ek und aa' eine e-te Potenz in k mit e\q— 1, 2)(e, 
so ist a (zugleich auch a') dann und nur dann eine e-te Potenz 
in k, wenn 
(21) y s - i ( j ) = 0. 
Ist a,a'ek,e\q + l (e > 0), so ist a (zugleich auch a') dann und 
nur dann eine e-te Potenz in k2, wenn 
(22) gv , (s) = 0. 
f, 
i - i 
Im ersten Fall ist nämlich (aa') ° = 1 , ferner ist a dann und nur 
•i-1 
dann eine e-te Potenz in k, wenn « « = 1 ist. Da die linke Seite eine 
e-te Einheitswurzel in k, also gewiß + — 1 ist, so darf diese Bedin-
gungsgleichung durch 
^ - ( s f -
ersetzt werden. Nach (20) und (16) ist dies in der Tat äquivalent 
mit (21). 
Im zweiten Fall ist a dann und nur dann eine e-te Potenz in 
k2, wenn 
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ist. W e g e n — — u n c * = geht diese Gle ichung in 
über. Letztere ist. wieder nach (20) und (16) äquivalent mit (22). Satz 
3 haben wir also bewiesen. 
Nunmehr können wir Satz 1 fo lgenderweise auch aus dem Satz 
1 der Arbeit *) gewinnen. Da ¿i eine Invariante ist6), dürfen wir uns 
auf den Spezialfall X3 + ÖX + & = 0 von (1) beschränken. Vor (15) haben 
wir schon gesehen, daß beide Sätze den Fall v = \ im wesentl ichen 
gleich erledigen. Im anderen Fall (i' = 0 oder 3) ist nach dem Satz 
1 der Arbeit ') dann und nur dann »' = 3, wenn 
- - I + Ä F 3 B - - I K 27 b2 2 
' J / 
eine dritte Potenz in k ( 3 | q — 1 ) , bzw. k3 ( 3 | < 7 + 1 ) ist. Dabei gilt nach 
- ö ? „ 1 (6) der Arbeit *) = , und so läßt sich Satz 3 mit e = 3,s-— ^ 
anwenden . In den bezüglichen Bedigungsg le ichungen (21), (22) läßt sich 
"7* durch J ersetzen, und dann können wir beide in der Form (14) 
schreiben. Das ist der gewünschte zweite Beweis von Satz l . 1 1 ) 
(Eingegangen am 16. Januar 1947.) 
"i 
" ) Wir bemerken noch folgendes. Aus (9) folgt tp,,. i(x) = —(I — x ) x 2 ) 
(vgl (10)). Weiter gilt allgemein (p„(x) |q>„-(x) (njn'). Hieraus folgt 
i - i i - i 
cp„(x)[ l -x 2 ( n | 9 - l ) , cp„ (x ) | l+x 2 (n|<7+ 1), 
und so zerfällt cp„(x) (/j|<?±1) in k voll (vgl. »)). Dies bezieht sich inbesondere 
auf yr,+n W , und das bedeutet, daß im Satz i der Grad von (14) nicht erniedrigt 
L i n 
werden kann. — Satz 1 wollen .wir noch anders formulieren. Wir bezeichnen das 
i - i 
vorhergenannte Polynom mit A(x), setzen ß(x) = (— 3x) = 1 x 2 bzw. 
i - i 
1— x 2 je nachdem 3 |g —1 oder 3 | ? - f - l ist, und definieren das (ganze) Polynom 
C (x) duich 
1—x"_1 = .A(x) B(x) C(x). 
Dann läßt sich Satz 1 so aussprechen: Im Fall A =f 0 ist v = 3,1,0, je nachdem 
A(d), B(A). C{A) = 0 ist.— Fassen wir jetzt y„(x) als ein ganzzahliges Polynom auf, 
so läßt sich obiges iür den Spezialfall q—p folgenderweise sagen: Für die Prim-
zahlen von der Form p — nt± I hat die Kongruenz y„(x) = 0 (mod p) so viel 
Lösungen, wie der Grad ist. — Abgesehen vom Salz 1 gelten die Feststellungen 
dieser Arbeit auch für p = 3. 
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