Enhancement of Rashba coupling in vertical In(0.05)Ga(0.95)As/GaAs quantum dots by Huang, S. M. et al.
PHYSICAL REVIEW B 84, 085325 (2011)
Enhancement of Rashba coupling in vertical In0.05Ga0.95As/GaAs quantum dots
S. M. Huang,1,2,* A. O. Badrutdinov,1,3 L. Serra,4,5 T. Kodera,6,7 T. Nakaoka,6,7,8 N. Kumagai,6,7 Y. Arakawa,6,7
D. A. Tayurskii,3 K. Kono,1 and K. Ono1,9
1Low Temperature Physics Laboratory, RIKEN, Wako-shi, Saitama 351-0198, Japan
2Department of Physics, National Sun Yat-sen University, Kaohsiung, Taiwan 80424, Republic of China
3Physics Department, Kazan Federal University, 420008, Kazan, Russia
4Institut de Fı´sica Interdisciplinar i de Sistemes Complexos IFISC (CSIC-UIB), E-07122 Palma de Mallorca, Spain
5Departament de Fı´sica, Universitat de les Illes Balears, E-07122 Palma de Mallorca, Spain
6Nanoquine, The University of Tokyo, 4-6-1 Komaba, Meguro, Tokyo 153-8904, Japan
7Institute of Industrial Science, The University of Tokyo, 4-6-1 Komaba, Meguro, Tokyo 153-8505, Japan
8Department of Engineering and Applied Sciences, Sophia University, Chiyoda ku, Tokyo 102-8554, Japan
9Quantum Spin Information Project, ICORP-JST, Atsugi-shi, Kanagawa 243-0198, Japan
(Received 1 March 2011; revised manuscript received 22 April 2011; published 29 August 2011)
We study the spin-splitting energies in low-potential-barrier quantum dots, finding splitting energies that are
orbital state dependent. The theoretical analysis is done with a generalization of the Fock-Darwin states in
the presence of spin-orbit interactions. We discuss experimental evidence indicating that the Rashba interaction
strength in vertical InxGa1−xAs/GaAs quantum dots is in the range 80 meV A˚ λR  120 meV A˚. This enhanced
spin-orbit interaction can be understood from the high penetration of the electron wave function into the quantum
well with low-potential barrier.
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I. INTRODUCTION
The spin-orbit interaction (SOI) originates in the coupling
of the spin magnetic moment and the orbital degree of freedom
of an electron. It can play a role in the manipulation of electron
spin via electric fields, required in many practical applications
of spin concepts, such as in semiconductor spintronics and
spin-based quantum information.1–3 A particular SOI, the
Rashba coupling of semiconductor two-dimensional electron
gases,4 has been proposed by Datta and Das as the underlying
mechanism for a spin field-effect transistor.2 In such a device
the spin carriers are injected and collected by ferromagnetic
electrodes, and current modulation is achieved by changing the
alignment of a carrier’s spin with respect to the magnetization
direction in the collector electrode. The key idea is that the
Rashba SOI intensity can be controlled with an external gate
electric field.
It is commonly known that the Rashba SOI intensity
is proportional to the perpendicular effective electric field,
resulting from the heterostructure interface and the internal
electric field. The Rashba SOI has been widely investi-
gated in magnetotransport experiments, measuring the beating
patterns in Shubnikov–de Haas (SdH) oscillations5–7 and/or
magnetoresistance8,9 in low magnetic fields. For electron sys-
tems, a wide range of different strengths of Rashba SOI have
been reported in narrow gap semiconductor heterostructures.
Grundler claims that the wave function penetration through
the quantum well interface can significantly enhance the
Rashba spin-orbit intensity.10 Accordingly, many works have
focused on the modulation of layer materials and doping
concentrations of carrier supply layers to increase the SOI
intensity.7,8,11 These works consider high-potential-barrier
(≈0.5 eV) heterostructures and the reported Rashba intensities
range, approximately, from 20 to 100 meV A˚. However,
the wave-function penetration effect is not significant in
inverted high-potential-barrier quantum wells and it requires
the application of large electric voltages to increase the
penetration.
In this work, we study the penetration effect in low-
potential-barrier (≈0.02 eV) In0.05Ga0.95As/GaAs quantum
dots. We measure the spin-splitting energy of the two lowest
orbital states, finding a significant state dependence that proves
the existence of an important SOI. Comparing experimental re-
sults and theoretical prediction, we infer bounds on the Rashba
SOI intensity, 80 meV A˚  λR  120 meV A˚. This spin-orbit
strength lies in the upper range of the above-mentioned values
for high-potential-barrier heterostructures. The low-potential
barrier makes the electron wave function significantly pene-
trate the interface, producing a strong inversion asymmetry as
required for the Rashba coupling mechanism. Advantages of
the combination of low-potential-barrier and enhanced SOI are
that tuning with low applied potentials is possible, as well as
the use of short transmission channels in Datta-Das transistors
and spin manipulation of quantum dots using SOI.12
II. EXPERIMENTS
Figure 1 shows the conduction-band-structure profile of
our double quantum dots calculated with a self-consistent
Poisson solver.13 The electron distribution in the left quantum
well is given in the right inset of Fig. 1. The vertical double
quantum dots are formed in a submicrometer scale pillar with
three barriers (left inset) and the heterostructure is grown by
molecular beam epitaxy. The two quantum dots of 12-nm-thick
In0.05Ga0.95As are interspersed between three GaAs layers,
which are 6.5- and 9-nm-thick outer barrier and center barrier
layers, respectively. The geometric diameter of the pillar is 0.5
μm and the effective diameter of the quantum dot is 30 nm. The
quantum dots and barriers are surrounded by Ti/Au Schottky
gates.
The fabrication procedure is the same as that in the previous
work.14 First, we formed source and drain electrodes on
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FIG. 1. (Color online) The conduction-band-structure profile
of InGaAs/GaAs quantum dots, obtained with a self-consistent
Poisson solver. Z is the distance from the top layer. The left inset
shows the schematic structure of the vertical double quantum dots.
The right inset shows the electron probability density distribution
corresponding to the ground state of an electron localized in the left
quantum well.
the wafer surface by standard electron-beam lithography.
Secondly, we formed a pillar structure by dry etching using
BCl3 gas. Thirdly, we dipped the device into solution made of
H2SO4, H2O2, and H2O. This wet etching will undercut the
side of the pillar to prevent the connection between the side
gate and source gate. Finally, we deposited a Ti/Au electrode
onto the pillar side as a side gate. The sample is mounted on
a dilution refrigerator with a base temperature of 6 mK. We
measure the source-drain current as a function of gate voltage,
V g , and magnetic fields. All measurements are performed
in a well-considered measuring circuit with low-pass filters
and noise of about 30 fA. The external magnetic field is
applied perpendicular to the well. We estimate that the effective
electron temperature is about 0.1 K via the full width at half
height of the resonance tunneling peak at low bias.
III. RESULTS AND DISCUSSIONS
A. Experimental results
Figure 2(a) shows the differential conductance tunneling
spectrum, dI/dVg , from N = 0 to N = 1 as a function of the
side-gate voltage V g and magnetic field, for a large source-
drain voltage V SD of 4 mV. N is the total electron number in
the quantum dots and the differential conductance strength is
indicated in a color (gray intensity) scale with blue (dark) and
red (light) meaning negative and positive slope, respectively.
Following the Fock-Darwin state sequence, well established
for quantum dots of circular shape in a parabolic potential,15
all of the measured peaks can be correctly labeled. As marked
in Fig. 2(a), the peak lines indicate the spin splitting of ground
and first excited orbital states, |00〉 and |0 − 1〉, respectively.
Our notation of orbital states |n〉 indicates principal quantum
number n, and orbital-angular-momentum quantum number
. Figure 2(b) shows the differential conductance peaks
FIG. 2. (Color online) (a) Differential conductance peak lines
from N = 0 to N = 1 as a function of side-gate voltage Vg
and magnetic field. Following the Fock-Darwin states, the peak
lines indicate ground |00〉 and first excited orbital states |0 − 1〉.
(b) Differential conductance peaks of ground and first excited orbital
states. (c) Spin-splitting energies of |00〉 and |0 − 1〉 orbital states as a
function of magnetic field. Clearly, spin-splitting energies of ground
orbital states are larger than those of first excited orbital states.
at 10 T. It clearly shows four dips which correspond to
the resolved spin-split states of ground and first excited
orbitals. Figure 2(c) summarizes the spin-splitting energies
as a function of magnetic field. The spin-splitting energy of
the ground orbital state is conspicuously larger than that of the
first orbital excited state. This is the main result of our work.
Below, we explain this difference considering a Rashba
SOI. The modifications of the Fock-Darwin states induced
by SOI were investigated by theoretical works.16 Experimen-
tally, modulations induced by SOI similar to the ones we
present here were observed in studies of the excited-state
photoluminescence of self-assembled quantum dots17 and of
a single-electron tunneling spectrum in an Al nanoparticle.18
B. Theoretical analysis
In this section we present a theoretical analysis of the
measured level splittings of the single-electron quantum dot.
As already mentioned, our starting model of vertical quantum
dot in magnetic field is the Fock-Darwin one. Since a
trivial Zeeman fragmentation cannot reproduce the observed
differences in splittings for different orbitals we explore the
possibility of an enhanced Rashba coupling as the source of
fragmentation. We also include a Dresselhaus coupling; with
the complete SOI Hamiltonian reading
HSOI = λR
h¯
(Pxσy − Pyσx) + λD
h¯
(Pxσx − Pyσy) , (1)
where P = −ih¯∇ + e A/c contains the magnetic-field-explicit
dependence through the vector potential A. In Eq. (1), the
Rashba and Dresselhaus strengths are represented by λR and
λD , respectively.
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A simplified formula, valid for weak spin-orbit couplings,
leads to the approximate levels16
ε
(app)
ns = (2n + || + 1)h¯
√
2 + ωcωsos
+ h¯
(
ωc
2
+ ωsos
)
 + g
2
μBBs, (2)
where, as usual, the quantum numbers are
n = 0,1, . . .  = 0,±1, . . . s = ±1, (3)
and we have defined the cyclotron and spin-orbit angular
frequencies,
ωc = eB
mc
, (4)
ωso = m
h¯3
(
λ2D − λ2R
)
. (5)
In the above equations m is the effective electron mass, which
is related to the bare electron mass me by m = m∗me. The
B-dependent parabolic confinement is related to the fixed
external one, ω0, by 2 = ω20 + ω2c/4. The last contribution
to Eq. (2) is the Zeeman energy, in terms of the effective gyro-
magnetic factor g and Bohr’s magneton μB . Formula (2) looks
physically transparent and summarizes the spin-orbit effect by
means of a frequency ωso. While this equation is valid for
h¯ω0  h¯ωso  gμBB/2, its validity when h¯ωso ≈ gμBB/2
is unclear. For this reason, its predictions will be validated
below by comparing with exact numerical diagonalizations of
the Hamiltonian in a large enough basis of oscillator states.
Assuming ωso  ω0 and expanding the square root in
Eq. (2) we find
ε
(app)
ns ≈ (2n + || + 1)
(
h¯ + h¯
2
ωsoωc

s
)
+ h¯
(
ωc
2
+ ωsos
)
 + g
2
μBBs. (6)
Now, from Eq. (6) the energy fragmentations can be computed
in a straightforward way. We are especially interested in the
energy differences between first and second states 12 =
|ε00+ − ε00−|, as well as between third and fourth states
34 = |ε0−1+ − ε0−1−|. The corresponding approximations
based on Eq. (6) read

(app)
12 =
∣∣∣∣
(
g + 2ωso

me
m
)
μBB
∣∣∣∣, (7)

(app)
34 =
∣∣∣∣− 2h¯ωso +
(
g + 4ωso

me
m
)
μBB
∣∣∣∣. (8)
Assuming g < 0 and ωso < 0 (i.e., λ2R > λ2D), we may rewrite

(app)
12 = −
(
g + 2ωso

me
m
)
μBB, (9)

(app)
34 = 2h¯ωso −
(
g + 4ωso

me
m
)
μBB. (10)
Notice that the difference between the first two fragmenta-
tions is predicted from Eqs. (9) and (10) to be proportional to
the spin-orbit frequency and, importantly, independent of the
effective g factor,

(app)
12 − (app)34 = −2h¯ωso + 2
ωso

me
m
μBB. (11)
This result confirms our surmise that measuring the fragmen-
tation difference 12 − 34 is a good way to determine the
importance of the spin-orbit intensities. Since the Dresselhaus
intensity is fixed by the quantum well thickness z0 as λD ≈
γ (π/z0)2 we may assume λD ≈ 20 meV A˚, corresponding
to z0 ≈ 12 nm, and thus quantify the strength of the Rashba
interaction λR from ωso as determined by Eq. (11).
The upper panel of Fig. 3 proves that the calculated energy
differences 12 − 34 are not greatly sensitive to the g factors,
in qualitative agreement with the approximate analytical result,
Eq. (11). A comparison with the experimental data (Fig. 3,
lower panel) suggests a range of possible Rashba coupling
intensities 80 meV A˚  λR  120 meV A˚. This results
clearly indicates the relevance of the Rashba interaction in our
InGaAs/GaAs vertical quantum dots. Unfortunately, the large
error bars do not permit a very precise determination and we
should content ourselves with the mentioned range of values.
A direct comparison of experiment and theory for 12
and 34 separately is also possible. However, this requires
g 
40 
100 
= 140 
80 
60 
120  
FIG. 3. (Color online) Upper: Variation of the exact energy
differences 12 − 34 with the g factor (solid lines). These exact
results are obtained diagonalizing the Hamiltonian in a large enough
basis of harmonic oscillator functions. As a reference, the result
from the approximate formula (11) is shown by the dashed line.
All results are for m∗ = 0.064, h¯ω0 = 5 meV, λD = 20 meV A˚ and
λR = 100 meV A˚. Lower: Energy differences for increasing values
of λR in comparison with the experimental data. All results have been
obtained with g = −0.36, m∗ = 0.064, h¯ω0 = 5 meV, and λD = 20
meV A˚.
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FIG. 4. (Color online) Energy splittings of the first (dark blue)
and second (light blue) levels as a function of magnetic field.
Thick lines are the theoretical results obtained from the numerical
diagonalization, while thin lines are the approximate analytical
expression, Eq. (6). We have used λR = 92 meV A˚, λD = 20 meV A˚,
h¯ω0 = 5 meV, m∗ = 0.064, and g = −0.36.
a determination of the g factor. Figure 4 proves that with
g = −0.36 a good fit is obtained.19 We stress, however, that
our main result of a strong Rashba coupling is not significantly
modified by the precise value of the g factor.
C. Discussion
Our experimental data of inverted InGaAs quantum wells
with GaAs potential barriers shows that the spin-orbit in-
tensity λR is within the upper range of values reported for
heterostructures with Al(In)GaAs potential barriers (from 20
to 100 meV A˚).5,8,10,20
It is generally known that Rashba SOI originates in the
effective electric field, resulting from (a) the internal electric
field caused by the potential asymmetry of the quantum
well and (b) the wave-function penetration into interface. A
counterintuitive fact is that these effective electric fields stem
from the valence-band structures, not the conduction-band
profile. Pfeffer and Zawadzki first used the five-level KP theory
for the band structure and established the important concept
that the Rashba spin-orbit interaction is not directly related to
the electric field in the conduction band, but rather it is caused
by the offsets of the valence bands.21 According to the KP
perturbation theory for the envelope function parameter λR is
described as follows:22
λR = h¯
2EP
6m
(〈(z)|F |(z)〉 ± In|(zn)|2), (12)
where EP is the KP interaction parameter. The value EP =
24.5 eV used here for our In0.05Ga0.95As channel material was
linear interpolated from the values of InAs and GaAs.22 In
Eq. (12) z is the distance from the top layer, zn is the position
of the interface, and (z) is the wave function for the vertically
confined electron in the conduction band. The first and second
contributions to Eq. (12) correspond to the expectation values
of the electric field inside the quantum well and at the interface,
respectively; the latter being positive or negative for the two
orientations of the field. Expressions for F and In were
derived by Andrada e Silva in terms of KP band-edge energies
and derivatives of the electric potential.23
The contribution of the first term in Eq. (12) is the
expectation value of the electric field inside the quantum
dot. The effective field is determined by the band offsets
and band-gap energies in valence and spin split-off bands
(contained in F). This term is more important in a narrow
gap material, such as InAs, than in a large gap material, such
as GaAs. In our In0.05Ga0.95As quantum dot, the concentration
of indium is low, so this effect is not significant. The theoretical
value of this term is about 3 meV A˚, which is much smaller
than our experimental observation.
The contribution of the second term in Eq. (12), due to
wave-function penetration, is given by the band-edge offsets
(contained in In) weighted by the density of probability of
the conduction electron at the interface |(zn)|2. In cases of
symmetric or infinite potential barriers, the amplitudes of the
envelope function at both interfaces of the quantum well are
the same; both contributions compensate and the effect of
the wave-function penetration is not obvious. As shown in the
inset of Fig. 1, applying a VSD distorts the potential barriers to a
triangular shape. One is able to pull the wave function toward
one of the interfaces and change the density of probability
at top and bottom interfaces by tuning the shape of the
potential profile.6,8,11 As already mentioned, the prefactor In
is related to the valence-band structure of the quantum wells.
Interpolating the band gap and the spin-orbit splitting energy as
0.36 + 0.624x + 0.446x2 and 0.4 − 0.0006x, respectively,24
we estimate this prefactor as In ≈ 0.022 eV−1.
The inset in Fig. 1 shows the electron wave function in the
quantum well under the same condition of the experiments. In
our low-potential-barrier quantum dots, it takes several tens of
millivolts to significantly distort the band-gap profile and tune
the electron probability density at the interface. The variation
||2 is ≈3.1 × 107 m−1 in our experiment. The resulting
value λR ≈ 32 meV A˚ is roughly one-third of the experimental
one. This result is similar to the observation in multilayer
heterostructures; the experimental values being larger by a
factor ≈2 than the theoretical ones.8 Possible reasons for
the discrepancy might be inhomogeneities at the interface:
the In0.05Ga0.95As layer might have a corrugated surface, or
contain an inhomogeneous distribution of indium atoms.25,26
This could lead to a significant effect on the theoretical
values, where only pure materials and clean interfaces were
assumed. On the other hand, strain was also not considered
in the theoretical estimates and it is a priori important at
the interface of heterostructures; it may lead to additional
anomalous spin-orbit contributions.27
From Eq. (10), the predicted splitting energy of the first
excited orbital state at zero magnetic field is 2h¯ωso. We see
from Fig. 4 that this value is around 0.12 meV, smaller than
the intrinsic limitation of 0.28 meV below which resolution
severely degrades in the experiment. As shown in Fig. 2(a),
there is a significant broadening of the conductance peaks.
At low magnetic fields the peak widths increase and, as
a consequence, the determination of spin splitting becomes
very difficult. A possible reason might be intrinsic inelastic
scatterings,28 but further studies are needed to clarify the
physics. This is why our discussion is limited to magnetic
fields in the range from 8 to 12 T.
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To realize a smaller size spin-dependent field-effect tran-
sistor, a system with a larger SOI is necessary. It is generally
known that the Rashba SOI is mainly dominated by the
contribution of the band-edge discontinuity at the interface.
In a low-potential-barrier quantum well, however, we can
easily increase the electron probability at the interface, thus
producing a strongly enhanced SOI. Since the barrier potential
height is about 20 meV, which is one order lower than that
in common quantum well structures, it is indeed possible
to modulate the penetration of the electron wave function
with just a few percents of volt regime. Furthermore, the
present results suggest that under an appropriate design,
a large gap semiconductor could show a strong spin-orbit
intensity.
IV. CONCLUSION
In conclusion, we measured the spin-splitting ener-
gies of the ground and first excited orbital states in an
In0.05Ga0.95As/GaAs quantum dot. SOI causes the splitting
energy of the ground state to be larger than that of the first
excited state. The numerical fitting of the results indicates that
a strong Rashba SOI intensity is present. The enhancement of
SOI can be understood from the high penetration of the elec-
tron wave function into the quantum well with low-potential
barrier. This phenomenon suggests that low-potential-barrier
structures could be good candidates for realizing improved
spin-dependent field-effect transistors.
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