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Abstract
Connected holonomy groups of Weyl connections in Lorentzian signature are classified.
1 Introduction
The holonomy group of a connection is an important invariant. This motivates the clas-
sification problem for holonomy groups. There are classification results for some cases of linear
connections. There is a classification of irreducible connected holonomy groups of affine torsion-
free connections [25]. Important result is a classification of connected holonomy groups of Rie-
mannian manifolds [6, 7, 10, 22]. Lorentzian holonomy groups are classified [4, 24, 13, 3, 19, 16].
There are partial results for holonomy groups of pseudo-Riemannian manifolds of other signa-
tures [8, 9, 5, 11, 18, 17, 16, 15, 21, 28, 29].
Of certain interests are Weyl manifolds (M, c,∇), where c is a conformal class of pseudo-
Riemannian metrics and ∇ is a torsion-free linear connection preserving c. In the Riemannian
signature the connected holonomy groups of such connection are classified [2, 20].
The result of this paper is a complete classification of connected holonomy groups of Weyl
connections in the Lorentzian signature.
2 Preliminaries
Denote by (M, c) a conformal manifold, where M is a smooth manifold, and c is a confor-
mal class of pseudo-Riemannian metrics onM . Recall that two metrics g and h are conformally
equivalent if and only if h = efg, for some f ∈ C∞(M).
Definition 1. A Weyl connection ∇ on a conformal manifold (M, c) is a torsion-free linear
connection that preserves the conformal class c. The triple (M, c,∇) is called a Weyl manifold.
By preserving a conformal class, we understand that if g ∈ c, then there exists a 1-form
θg such that
∇g = θg ⊗ g.
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This formula is conformally invariant in the following sense:
if h = efg, f ∈ C∞(M), then ∇h = θh ⊗ h, where θh = θg − df.
For the holonomy algebra of Weyl connection of signature (r, s) we have hol(∇) ⊂
co(r, s) = R id⊕so(r, s). If for a metric g ∈ c it holds ∇g = 0, then hol(∇) ⊂ so(r, s). Then the
confirmal structure is called closed and we are not interested in this case. Thus we assume that
hol(∇) ⊂ co(r, s) and hol(∇) 6⊂ so(r, s). The classification of the holonomy algebras of Weyl
connections of positive signature is known [2]. Namely, let n = dimM , then only the following
holonomy algebras of non-closed Weyl structures are possible:
• co(n);
• R id⊕so(k)⊕ so(n− k), where 1 6 k 6 n− 1;
• R id⊕


0 −a 0 0
a 0 0 0
0 0 0 −a
0 0 a 0

∣∣∣∣∣∣∣∣∣∣
a ∈ R

(n = 4).
Definition 2. Let g be a subalgebra of gl(n,R). A linear map R : Rn ∧ Rn → g satisfying the
condition
R(X, Y )Z +R(Y, Z)X +R(Z,X)Y = 0 ∀X, Y, Z ∈ Rn (Bianchi identity)
is called an algebraic curvature tensor of type g.
Let R(g) be the vector space of all algebraic curvature tensors of type g. Let
L(R(g)) := span{R(X, Y ) | R ∈ R(g), X, Y ∈ Rn} ⊂ g.
Definition 3. A subalgebra g ⊂ gl(n,R) is called a Berger algebra if L(R(g)) = g.
The next theorem follows from the Ambrose-Singer Theorem [1].
Theorem 1. If g ⊂ gl(n,R) is the holonomy algebra of a torsion-free linear connection, then
g is a Berger algebra.
We will denote the Minkowski space by R1,n+1, and by the (·, ·) the metric on it. A basis
p, e1, . . . , en, q of the space R
1,n+1 is called a Witt basis if p and q are isotropic vectors such
that (p, q) = 1, and e1, . . . , en is an orthonormal basis of a subspace R
n which is orthogonal to
the vectors p and q.
Denote by co(1, n+ 1)Rp the subalgebra of co(1, n+ 1) preserving an isotropic line Rp. It
is clear that
co(1, n+ 1)Rp = R id⊕so(1, n+ 1)Rp,
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where so(1, n+ 1)Rp is the subalgebra of so(1, n + 1) which preserves Rp. We can identify the
Lie algebra so(1, n+ 1)Rp with the following matrix Lie algebra:
so(1, n+ 1)Rp =
(a, A,X) :=

a X t 0
0 A −X
0 0 −a

∣∣∣∣∣∣∣∣
a ∈ R
A ∈ so(n)
X ∈ Rn
 .
The non-zero brackets in so(1, n+ 1)Rp are:
[(a, 0, 0), (0, 0, X)] = (0, 0, aX), [(0, A, 0), (0, 0, X)] = (0, 0, AX),
[(0, A, 0), (0, B, 0)] = (0, [A,B], 0).
(1)
We get the decomposition
so(1, n+ 1)Rp = (R⊕ so(n))⋉ R
n.
An element of co(1, n + 1)Rp will be denoted by (b, a, A,X), where b ∈ R and (a, A,X) ∈
so(1, n+ 1)Rp.
Recall that each subalgebra h ⊂ so(n) is compact and there exists the decomposition
h = h′ ⊕ z(h),
where h′ = [h, h] is the commutant of h, and z(h) is the center of h [26].
Definition 4. A Lie subalgebra g ⊂ so(r, s) (or g ⊂ co(r, s)) is called weakly irreducible if it
does not preserve any proper non-degenerate vector subspace of Rr,s.
The following theorem describes weakly irreducible subalgebras of so(1, n + 1)Rp and
belongs to Be´rard-Bergery and Ikemakhen [4].
Theorem 2. A subalgebra g ⊂ so(1, n + 1)Rp is weakly irreducible if and only if g is a Lie
algebra of one of the following types.
Type 1:
g1,h = (R⊕ h)⋉ Rn =


a X t 0
0 A −X
0 0 −a

∣∣∣∣∣∣∣∣ a ∈ R, X ∈ R
n, A ∈ h
 ,
where h ⊂ so(n) is a subalgebra.
Type 2:
g2,h = h⋉ Rn =


0 X t 0
0 A −X
0 0 0

∣∣∣∣∣∣∣∣X ∈ R
n, A ∈ h
 ,
where h ⊂ so(n) is a subalgebra.
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Type 3:
g3,h,ϕ = {(ϕ(A), A, 0) | A ∈ h}⋉Rn
=


ϕ(A) X t 0
0 A −X
0 0 −ϕ(A)

∣∣∣∣∣∣∣∣X ∈ R
n, A ∈ h
 ,
where h ⊂ so(n) is a subalgebra satisfying the condition z(h) 6= {0}, and ϕ : h → R is a non-zero
linear map with the property ϕ
∣∣
[h,h]
= 0.
Type 4:
g4,h,m,ψ = {(0, A,X + ψ(A)) | A ∈ h, X ∈ Rm}
=


0 X t ψ(A)t 0
0 A 0 −X
0 0 0 −ψ(A)
0 0 0 0

∣∣∣∣∣∣∣∣∣∣
X ∈ Rm, A ∈ h

,
where an orthogonal decomposition Rn = Rm ⊕ Rn−m is fixed, h ⊂ so(m), dim z(h) > n −m,
and ψ : h → Rn−m is a surjective linear map with the property ψ
∣∣
[h,h]
= 0.
3 Main results
Here we classify holonomy algebras g ⊂ co(1, n+ 1) such that g 6⊂ so(1, n+ 1), n > 0.
First suppose that g ⊂ co(1, n + 1) is irreducible. Then it is obvious that prso(1,n+1) g ⊂
so(1, n+ 1) is irreducible as well. Therefore, prso(1,n+1) g = so(1, n+ 1), since so(1, n+ 1) does
not have any proper irreducible algebra [27]. Thus, g = R id⊕so(1, n+ 1).
Next, let us suppose that g preserves a non-degenerate subspace of R1,n+1.
Theorem 3. Let g ⊂ R id⊕so(1, n + 1) be a Berger algebra which is not weakly irreducible.
Then g preserves an orthogonal decomposition R1,n+1 = R1,k+1 ⊕Rn−k, 1 6 k 6 n− 1 and g is
conjugated to one of the following subalgebras:
• g = so(1, k + 1)⊕ so(n− k)⊕ R id, 1 6 k 6 n− 1;
• g = (R(1,−1, 0, 0)⊕ k ⋉ Rk) ⊕ so(n − k), where k ⊂ so(k) is the holonomy algebra of a
Riemannian manifold.
Now, we may assume that g does not preserve any non-degenerate subspace of R1,n+1 and
it is not irreducible, i.e., it is weakly irreducible and not irreducible. Let g preserve a degenerate
subspace W ⊂ R1,n+1. That means that g preserves the isotropic line W ∩W⊥. We fix a Witt
basis p, e1, . . . , en, q in such a way that W ∩W
⊥ = Rp.
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Theorem 4. A subalgebra g ⊂ co(1, n + 1), g 6⊂ so(1, n + 1), is a weakly irreducible, not
irreducible Berger algebra if and only if g is conjugated to one of the following subalgebras of
the Lie algebra co(1, n+ 1)Rp:
• R id⊕g1,h, R id⊕g2,h, R id⊕g3,h,ϕ, where g1,h, g2,h, g3,h,ϕ are from Theorem 2, and h ⊂
so(n) is the holonomy algebra of a Riemannian manifold;
• gθ,1,h = {(θ(a, A), a, A, 0) | a ∈ R, A ∈ h} ⋉ Rn, where θ : R ⊕ h → R is a non-zero map
such that θ
∣∣
[h,h]
= 0, and h ⊂ so(n) is the holonomy algebra of a Riemannian manifold;
• gθ,2,h = {(θ(A), 0, A, 0) | A ∈ h} ⋉ Rn, where θ : h → R is a non-zero map such that
θ
∣∣
[h,h]
= 0, and h ⊂ so(n) is the holonomy algebra of a Riemannian manifold;
• gθ,3,h,ϕ = {(θ(A), ϕ(A), A, 0) | A ∈ h}⋉ Rn, where θ : h → R and ϕ : h → R are non-zero
maps such that θ
∣∣
[h,h]
= 0 and ϕ
∣∣
[h,h]
= 0, and h ⊂ so(n) is the holonomy algebra of a
Riemannian manifold.
Below, in Section 9, for each Berger algebra g, we construct a Weyl connection with the
holonomy algebra isomorphic to g.
Theorem 5. Each algebra g ⊂ co(1, n+ 1) from Theorems 3 and 4 is the holonomy algebra of
a Weyl connection.
Thus, for non-closed conformal structures of Lorentzian signature we obtained a complete
classification of holonomy algebras. These algebras are exhausted by the Lie algebra co(1, n+1)
and subalgebras g ⊂ co(1, n+ 1) from Theorems 3 and 4.
4 Weakly irreducible subalgebras of co(1, n + 1)Rp
Let g ⊂ co(1, n+1)Rp be a subalgebra. It is obvious that g is weakly irreducible if and only
if the projection of g to so(1, n + 1)Rp is weakly irreducible. Let g = prso(1,n+1)Rp g. It is clear
that if g is weakly irreducible and is not contained in so(1, n + 1)Rp, then only the following
two situations are possible:
(a) g = R id⊕g,
(b) g = {θ(B) id+B | B ∈ g}, where θ : g → R is a non-zero linear map. Since g is a Lie
algebra, it holds θ
∣∣
[g,g]
= 0.
Consider the case (b) in more details. Now we describe the map θ for each Lie algebra
from Theorem 2.
Case b.1:
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Let g = g1,h = (R ⊕ h) ⋉ Rn be a subalgebra, where h ⊂ so(n). From (1) it follows that
[g, g] = [h, h]⋉Rn. Thus we obtain the Lie algebra
g = {(θ(a, A), a, A, 0) | a ∈ R, A ∈ h}⋉ Rn,
where θ : R⊕ h→ R is a non-zero linear map such that θ
∣∣
[h,h]
= 0.
Case b.2:
Let g = h⋉Rn. Consider the h-invariant orthogonal decomposition
R
n = Rn0 ⊕ Rn1 ⊕ . . .⊕ Rnr
such that h annihilates Rn0 , and Rnα , α = 1, . . . , r, are h-invariant and the induced represen-
tations in them are irreducible. Thus, [g, g] = [h, h]⋉ (Rn0)⊥, where (Rn0)⊥ = Rn1 ⊕ . . .⊕ Rnr .
We get
g = {(θ(X,A), 0, A,X) | X ∈ Rn0 , A ∈ h}⋉ (Rn0)⊥,
where θ : Rn0 ⊕ h → R is a non-zero linear map such that θ
∣∣
[h,h]
= 0.
Case b.3:
As in the case b.1, we get
g = {(θ(A), ϕ(A), A, 0) | A ∈ h}⋉ Rn,
where θ : h→ R is a non-zero linear map such that θ
∣∣
[h,h]
= 0.
Case b.4:
We will not use this Lie algebra, by that reason we will not describe it.
5 Auxiliary results
Let Rr,s be a pseudo-Euclidean space. We will identify the space of bivectors ∧2Rr,s with
the Lie algebra so(r, s) in such a way that
(X ∧ Y )Z = (X,Z)Y − (Y, Z)X.
Definition 5. For a subalgebra g ⊂ gl(n,R) its first prolongation is defined as:
g(1) := {ϕ ∈ Hom(Rn, g) | ϕ(X)Y = ϕ(Y )X}.
It is well-known that (so(r, s))(1) = 0 and
(so(r, s)⊕ R id)(1) = {Z ∧ ·+ (Z, ·) id | Z ∈ Rr,s} ∼= Rr,s. (2)
Lemma 1. Let h be a proper irreducible subalgebra of so(r, s), then (h⊕ R id)(1) = 0. If h is a
proper subalgebra of so(n), then (h⊕ R id)(1) = 0.
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Proof. Let h ⊂ so(r, s) be an irreducible subalgebra. Suppose that (h⊕ R id)(1) 6= 0. Since
(h⊕ R id)(1) ⊂ (so(r, s)⊕ R id)(1) ∼= Rr,s
is an h-submodule, (h⊕ R id)(1) = Rr,s. From (2) it follows that h = so(r, s).
Now suppose that h ⊂ so(n) is not irreducible. Then h preserves an orthogonal decom-
position Rn = Rk ⊕ Rn−k, 1 6 k 6 n− 1. Let ϕ ∈ (h⊕ R id)(1). From (2) it follows that there
exists an element Z ∈ Rn such that
ϕ(X) = Z ∧X + (Z,X) id
for all X ∈ Rn. Let X ∈ Rk be non-zero. Since ϕ(X) ∈ h ⊕ R id, we get Z ∈ Rk. Similarly,
taking non-zero X ∈ Rn−k, we get Z ∈ Rn−k. This shows that Z = 0.
Lemma 2. It holds
(so(1, n+ 1)Rp ⊕ R id)
(1) = R(p ∧ ·+ (p, ·) id) ∼= Rp.
Proof. As we have seen,
(so(1, n+ 1)⊕ R id)(1) = {ϕZ = Z ∧ ·+ (Z, ·) id | Z ∈ R
1,n+1}.
The Lie algebra so(1, n + 1)Rp is spanned by the elements p ∧ q, p ∧ X and X ∧ Y , where
X, Y ∈ Rn. Let ϕZ ∈ (so(1, n+ 1)⊕ R id)
(1) and X ∈ Rn. Then
ϕZ(X) = Z ∧X + (Z,X) id,
ϕZ(q) = Z ∧ q + (Z, q) id .
From the first equation it follows that Z ∈ 〈p, e1, . . . , en〉. From this and the second equation
it follows that Z ∈ Rp.
Corollary 1. Let f ⊂ so(1, n+ 1)Rp ⊕ R id be a subalgebra, then f
(1) 6= 0 if and only if
R(p ∧ q + id)⊕ Rn ⊂ f.
Theorem 6. Let V be a pseudo-Euclidean space with an orthogonal decomposition V = V1⊕V2.
Then the following relation is true:
R(so(V1)⊕ so(V2)⊕ R id) ∼= R(so(V1))⊕R(so(V2))⊕ V1 ⊗ V2.
Proof. Take X1, Y1 ∈ V1, X2 ∈ V2 and consider the Bianchi identity for R : ∧
2V → so(V1) ⊕
so(V2)⊕ R id:
R(X1, Y1)X2 +R(Y1, X2)X1 +R(X2, X1)Y1 = 0 (3)
It follows that R(X1, Y1)X2 = 0 and R(X1, Y1) ∈ so(V1). Since the Bianchi identity holds for
vectors from V1, R
∣∣
∧2V1
∈ R(so(V1)). Similarly, R
∣∣
∧2V2
∈ R(so(V2)).
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Consider the equality
R(X2, Y1)X1 = R(X2, X1)Y1.
Fix X2, then it is easy to see, that
ϕX2(·) := R(X2, ·) ∈ (so(V1)⊕ R id)
(1).
Let R3 = R
∣∣
V1⊗V2
, then
R3 : V2 →(so(V1)⊕ R id)
(1) ∼= V1
and R3 ∈ V1 ⊗ V2 (V1 ⊗ V2 is irreducible (so(V1)⊕ so(V2))-representation).
Thus, R = R1+R2+R3, where R1 = R
∣∣
∧2V1
, R2 = R
∣∣
∧2V2
, and R3 = R
∣∣
V1⊗V2
. Considering
the tensor R3 : V1 ⊗ V2 → so(V1)⊕ so(V2)⊕ R id and fixing X2 ∈ V2, we obtain:
R3(·, X2)
∣∣
V1
∈ (so(V1)⊕ R id)
(1), R3(·, X2)
∣∣
V1
= Z(X2) ∧ ·
∣∣
V1
+ (Z(X2), ·) id
∣∣
V1
,
where Z : V2 → V1 is a linear map. Similarly, by fixing X1 ∈ V1, we obtain:
R3(X1, ·)
∣∣
V2
∈ (so(V2)⊕ R id)
(1), R3(X1, ·)
∣∣
V2
= W (X1) ∧ ·
∣∣
V2
+ (W (X1), ·) id
∣∣
V2
,
where W : V1 → V2 is a linear map.
For arbitrary X1, Y1 ∈ V1, X2, Y2 ∈ V2, we get following:
R3(X1, X2)Y1 = (Z(X2) ∧X1)Y1 + (Z(X2), X1)Y1,
R3(X1, X2)Y2 = (W (X1) ∧X2)Y2 + (W (X1), X2)Y2.
From the last two equations we conclude that (Z(X2), X1) = (W (X1), X2), i.e., W = Z
∗. The
map Z : V2 → V1 defines R3 by the formula:
R3(X1, X2) = Z(X2) ∧X1 + Z
∗(X1) ∧X2 + (Z(X2), X1) id, R3
∣∣
∧2V1
= 0, R3
∣∣
∧2V2
= 0.
Corollary 2. Let h1 be a proper irreducible subalgebra of so(V1), and h2 ⊂ so(V2), then R(h1⊕
h2 ⊕ R id) = R(h1 ⊕ h2).
Proof. Acting in the same way as in Theorem 6, we get R = R1 + R2 + R3, where R1 =
R
∣∣
V1×V1
∈ R(h1), R2 = R
∣∣
V2×V2
∈ R(h2) and R3 = R
∣∣
V1⊗V2
. According to Lemma 1 it holds
R3(·, X2) ∈ (h1 ⊕ R id)
(1) = 0.
Corollary 3. Let Rr,s = V1 ⊕ V2 ⊕ V3, then
R(so(V1)⊕ so(V2)⊕ so(V3)⊕ R id) = R(so(V1))⊕R(so(V2))⊕R(so(V3)).
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6 Algebraic curvature tensors
For subalgebra h ⊂ so(n) consider the following space:
P(h) = {P ∈ Hom(Rn, h) | g(P (X)Y, Z) + g(P (Y )Z,X)
+ g(P (Z)X, Y ) = 0, X, Y, Z ∈ Rn}
defined in [24], see also [14]. The space P(h) is called the space of weak curvature tensors of
type h.
Theorem 7. Every algebraic curvature tensor R ∈ R(co(1, n + 1)Rp) is uniquely determined
by the elements:
µ, λ ∈ R, X0, Z0 ∈ R
n, γ ∈ Hom(Rn,R), P ∈ P(so(n)), K ∈ ⊙2Rn,
S + τ id ∈ R(co(n)), where S ∈ Hom(∧2Rn, so(n)), τ ∈ Hom(∧2Rn,R)
by the equalities
R(p, q) =
(
µ, λ, A0, X0
)
,
R(p, V ) =
(
(Z0, V ), (Z0, V ), Z0 ∧ V,−(A0 + µEn)V
)
,
R(U, V ) =
(
(A0U, V ), (A0U, V ), S(U, V ), L(U, V )
)
,
R(U, q) =
(
γ(U), (U,X0)− γ(U), P (U), K(U)
)
,
(4)
where A0 ∈ so(n) is defined from the condition τ(U, V ) = (A0U, V ), and
L(U, V ) = P (V )U + γ(V )U − P (U)V − γ(U)V.
The idea of the proof is the same as for the proof of a similar theorem from [12]. The
decomposition R1,n+1 = Rp ⊕ Rn ⊕ Rq determines the decomposition of the space ∧2R1,n+1.
For R : ∧2R1,n+1 → co(1, n + 1)Rp = R id⊕(R ⊕ so(n) ⋉ R
n) one can consider the restrictions
and projections and get various linear operators. It remains to rewrite the Bianchi identity in
terms of these operators and solve the problem from linear algebra.
Theorem 8. Let g = R id⊕(R⊕h)⋉Rn, where h ⊂ so(n) is a proper subalgebra, and R ∈ R(g),
then R satisfies Theorem 7 with the following additional constraints:
Z0 = 0, τ = 0, A0 = 0, S ∈ R(h), P ∈ P(h).
Proof. Suppose that g = R id⊕(R ⊕ h) ⋉ Rn and take R as in Theorem 7. The condition
R ∈ R(g) is equivalent to the conditions R ∈ R(co(1, n + 1)Rp)) and R(X, Y ) ∈ g for all
X, Y ∈ R1,n+1. It follows that
A0 ∈ h, Z0 ∧ V ∈ h, S(U, V ) ∈ h, P ∈ P(h) for all U, V ∈ R
n.
Case 1. Suppose that h ⊂ so(n) is a proper irreducible subalgebra. Note that Z0 ∧ V +
(Z0, V ) id ∈ (h ⊕ R id)
(1). According to Lemma 1, (h ⊕ R id)(1) = 0, therefore Z0 = 0. Since
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S(U, V ) ∈ h we get, that S + τEn ∈ R(h ⊕ REn). From the classification from [25] it follows
that R(h⊕ REn) = R(h). Hence τ = 0 and A0 = 0.
Case 2. Suppose that h is not irreducible. Then there exists h-invariant decomposition
R
n = Rk ⊕ Rn−k. Let h = so(k)⊕ so(n− k). Then, according to Theorem 6:
(S + τ id)(X1, X2) = Z(X2) ∧X1 + Z
∗(X1) ∧X2 + (Z(X2), X1) id .
Now,
τ(X1, X2) = (Z(X2), X1) = (A0X1, X2)
and, hence, A0X1 = Z
∗(X1). Also, from the equality
(A0X2, X1) = −(A0X1, X2) = −(Z(X2), X1),
we obtain A0X2 = −Z(X2). But A0 ∈ h, consequently Z = 0 and so A0 = 0 and τ = 0. The
same result is true for an arbitrary subalgebra of so(k)⊕ so(n− k).
Theorem 9. Let g ⊂ co(1, n + 1)Rp be a subalgebra and let h = prso(n) g. If g is a Berger
subalgebra then h ⊂ so(n) is the holonomy algebra of a Riemannian manifold.
Proof. If h = so(n), then h is the holonomy algebra of a Riemannian manifold. Now suppose
that h 6⊂ so(n), in this case, from Theorem 8 follows that A0 = 0 and Z0 = 0. Thus h is
generated by the images of the elements S ∈ R(h), P ∈ P(h). Therefore h is the holonomy
algebra of a Riemannian manifold according to [24].
7 Proof of Theorem 3
By the assumption of the theorem we have g-invariant decomposition
R
1,n+1 = R1,k+1 ⊕ Rn−k,
i.e.,
g ⊂ so(1, k + 1)⊕ so(n− k)⊕ R id .
First suppose, that prso(1,k+1) g is irreducible. Then, prso(1,k+1) g = so(1, k + 1). Consider the
ideal a = g ∩ so(n− k) ⊂ prso(n−k) g. Since so(n− k) is a reductive Lie algebra, there exists an
ideal b ⊂ prso(n−k) g and a map ϕ : so(1, n+ 1)→ b = imϕ such that
prso(1,n+1) = {A+ ϕ(A) | A ∈ so(1, k + 1)} ⊕ a.
The algebra so(1, k + 1) is simple for k > 1, so either kerϕ = 0 or ϕ = 0. If kerϕ = 0,
then ϕ is an isomorphism, which is impossible, since b ⊂ so(n − k) is a compact Lie algebra,
while so(1, k + 1) is not compact. Thus, ϕ = 0 and, hence, prso(1,n+1) = so(1, k + 1) ⊕ a.
Applying Theorem 6 and Lemma 1 to a ⊂ so(n− k), we obtain, that a = so(n− k), therefore,
g = so(1, k + 1)⊕ so(n− k)⊕ R id.
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Now suppose that prso(1,k+1) g is not irreducible. By Corollary 3, prso(1,k+1) g cannot pre-
serve any non-degenerate subspace in R1,k+1. Thus, prso(1,k+1) g preserves an isotropic line in
R
1,k+1 and it is weakly irreducible. Choose a Witt basis p, e1, . . . , en, q in such a way, that
prso(1,k+1) g ⊂ so(1, n+1)Rp, then g ⊂ so(1, k+ 1)Rp⊕ so(n− k)⊕R id. We assume that R
1,k+1
and Rn−k have bases p, e1, . . . , ek, q and ek+1, . . . , en, correspondingly. Consider R ∈ R(g) as in
Theorem 6. Since g ⊂ so(1, k+1)⊕ so(n− k)⊕R id, it holds R = R1 +R2 +R3. Note that R1
takes values in g∩ so(1, k+1), and R2 takes values in g∩ so(n−k). By Lemma 2 and the proof
of Theorem 6, the image of the map Z : Rn−k → R1,k+1 in the formula for R3 is contained in
Rp, i.e., there exists a map α : Rn−k → R such that Z(X2) = α(X2)p, where X2 ∈ R
n−k. From
the relation
(Z∗(X1), X2) = (X1, Z(X2)) = (X1, α(X2)p) = α(X2)(X1, p)
it follows that Z∗(p) = 0, Z∗(ei) = 0, i = 1, . . . , k. And from the formula
R3(X1, X2) = α(X2)p ∧X1 + Z
∗(X1) ∧X2 + α(X2)(X1, p) id
we get
R3(p,X2) = 0,
R3(ei, X2) = α(X2)p ∧ ei,
R3(q,X2) = α(X2)p ∧ q + Z
∗(q) ∧X2 + α(X2) id .
Since we assume that g 6⊂ so(1, n + 1) and that g is a Berger algebra, there exists R3 ∈ R(g)
such that α 6= 0, and, hence, p ∧ Rk ⊂ g.
Assume that n−k > 2, and α : Rn−k → R. For convenience, suppose that α(ek+1) = a 6= 0,
α(ek+2) = . . . = α(en) = 0. In this case, Z
∗(q) = aek+1 and we obtain the following relations:
R3(q, ek+1) = a(p ∧ q + id) ∈ g,
R3(q, ej) = ek+1 ∧ ej ∈ g, k + 2 6 j 6 n.
If j, i 6= k + 1, then [ek+1 ∧ ej , ek+1 ∧ ei] = ej ∧ ei ∈ g, and, hence g contains so(n − k). Note
that if n− k = 1, then so(n− k) = 0.
Thus, g ⊂ R id⊕R⊕ so(k)⊕ so(n− k)⋉Rk contains p∧Rk, so(n− k) and R(p∧ q+ id).
Consider the projection prso(1,k+1) g ⊂ so(1, k+1)Rp, it is weakly irreducible, contains p∧R
k and
its projection to Rp∧q is Rp∧q. Therefore, prso(1,k+1) g is of type 1, i.e., prso(1,k+1) g = R⊕k⋉R
k .
Thus, g = (R(1,−1, 0, 0)⊕k⋉Rk)⊕so(n−k). According to Theorem 9, k ⊂ so(k) is the holonomy
algebra of a Riemannian manifold.
8 Proof of Theorem 4
For convenience, we will use the notation of Theorem 7 for the components of an algebraic
curvature tensor R.
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Let g = R id⊕g, where g of the type 1, 2 or 3 from Theorem 2. If g is a Berger algebra,
then according to Theorem 9, h is the holonomy algebra of a Riemannian manifold. Consider
the algebraic curvature tensor R, which is defined by the condition µ = 1 and all other elements
are zeros. Since R ∈ R(g), it holds R id ⊂ L(R(g)). Since g is a Berger algebra and g = R id⊕g,
g is a Berger algebra.
Assume that g = R id⊕g, where g is of type 4, and R ∈ R(g). Since h ⊂ so(m), according
to Theorem 8, A0 = 0, and Z0 = 0. Choose an arbitrary non-zero element V ∈ R
n−m and
substitute to R(p, V ) = (0, 0, 0,−µV ). Since −µV = ψ(0) = 0, it holds µ = 0.
We are going to show that γ = 0. Since X0 ∈ R
m, then γ(U) = (U,X0) = 0 for every
U ∈ Rn−m, i.e., γ
∣∣
Rn−m
= 0. Now we take U ∈ Rm, V ∈ Rn−m and arbitrary X, Y ∈ Rn, then
for S ∈ R(h), the formula
(S(U, V )X, Y ) = (S(X, Y )U, V )
holds. Since (S(X, Y )U, V ) = 0, it holds S(U, V ) = 0. It follows that
pr
Rn−m
(L(U, V )) = ψ(S(U, V )) = 0,
but
L(U, V ) = P (V )U + γ(V )U − P (U)V − γ(U)V,
therefore pr
Rn−m
(L(U, V )) = −γ(U)V = 0. From the last relation it follows that γ
∣∣
Rm
= 0.
Thus, γ = 0. Hence, g is not a Berger algebra, because L(R(g)) ⊂ so(1, n+ 1).
Case b.1:
Rewrite θ : R⊕ h → R in the form θ = θ1 ⊕ θ2, where θ1 = θ
∣∣
R
and θ2 = θ
∣∣
h
. Then,
g = ({(θ1(a), a, 0, 0) | a ∈ R} ⊕ {(θ2(A), 0, A, 0) | A ∈ h})⋉ R
n.
Choose the algebraic tensor R defined by the condition λ = 1, µ = θ1(1) and all other elements
are zeros. Since R ∈ R(g), then {(θ1(a), a, 0, 0) | a ∈ R} ⊂ L(R(g)).
We will choose R as follows. Take P ∈ P(h) and define γ(U) := θ2(P (U)). Choose X0
such that (U,X0) = γ(U). We suppose all other elements which define R to be zero. According
to Theorem 9, h is the holonomy algebra of a Riemannian manifold, and, hence, it is a weak
Berger algebra [24]. Therefore, elements P (U) generate h, at the same time
R(U, q) = (θ2(C(U)), 0, C(U), 0).
Going through all P ∈ P(h) and U ∈ Rn we get {(θ2(A), 0, A, 0) | A ∈ h}. Hence g ⊂ L(R(g)),
i.e., g is a Berger algebra.
Case b.2:
Assume that R ∈ R(g). One can represent θ : h⊕Rn0 → R in the form θ = θ1⊕θ2, where
θ1 = θ
∣∣
h
and θ2 = θ
∣∣
Rn0
. Then,
g = ({(θ1(A), 0, A, 0) | A ∈ h} ⊕ {(θ2(X), 0, 0, X) | X ∈ R
n0})⋉ (Rn0)⊥.
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We will show, that g is a Berger algebra only if θ2 = 0.
Suppose that g is a Berger algebra and θ2 6= 0. Then there exists a V ∈ R
n0 such that
θ2(V ) 6= 0. From the equality θ2(−µV ) = 0 it follows that µ = 0. From the expressions for
R(p, q), R(U, V ) and R(U, q) we obtain the following relations:
θ2(X0) = 0, (5)
γ(U) = (U,X0), (6)
θ2(L(U, V )) = 0. (7)
If θ2 6= 0, then dimker θ2 = n0 − 1. Choose a basis e1, . . . , en0, . . . , en such that θ2(e1) 6= 0 and
θ2(ei) = 0 for i > 2. Due to the formulas (5) and (6), we have X0 ∈ span{e2, . . . , en0} and
γ(e1) = (e1, X0) = 0. Substituting to the formula (7) U = e1 and V = ei for i > 2, we obtain
θ2(L(e1, ei)) = θ2(γ(ei)e1) = γ(ei)θ2(e1) = 0.
Since θ2(e1) 6= 0, then γ(ei) = 0. So, γ = 0 and, hence, g is not a Berger algebra whenever
θ2 6= 0. When θ2 = 0, the algebra g is a Berger algebra, since (θ(A), 0, A, 0) ⊂ L(R(g)).
Case b.3:
The proof is similar as for the case b.1.
Case b.4:
It is not a Berger algebra, this fact follows from the case a.4.
9 Realization of Berger algebras
In this section we prove Theorem 5. To do this we show that for every Berger algebra
g ⊂ co(1, n + 1) obtained above there exists a Weyl connection ∇ such that the holonomy
algebra of ∇ is isomorphic to g.
First we consider the algebras from Theorem 4. Let h ⊂ so(n) be the corresponding
subalgebra. We will need the following lemma from [16].
Lemma 3. For an arbitrary holonomy algebra h ⊂ so(n) of a Riemannian manifold there exists
a P ∈ P(h) such that the vector space P (Rn) ⊂ h generates the Lie algebra h.
For each P ∈ P(h) define matrices Pi = (P
k
ji)j,k=1,...,n such that P (ei)ej = P
k
jiek.
Let h ⊂ so(n) be the holonomy algebra of a Riemannian manifold. Then according to the
Borel–Lichnerowicz theorem there exists an orthogonal decomposition
R
n = Rn0 ⊕ Rn1 ⊕ . . .⊕ Rnr
and the corresponding decomposition
h = {0} ⊕ h1 ⊕ . . .⊕ hr
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into the direct sum of ideals such that h annihilates Rn0, hi(R
nj) = 0 for i 6= j, and hi ⊂ so(ni)
is an irreducible subalgebra for 1 6 i 6 r. Moreover, each Lie algebra hi is the holonomy algebra
of a Riemannian manifold. It is known [12] that it holds
P(h) = P(h1)⊕ . . .⊕P(hr).
We will assume that the basis of Rn is compatible with this decomposition of Rn.
Let v, x1, . . . , xn, u be the standard coordinates on Rn+2. Consider the metric g given by
the formula
g = 2dvdu+
n∑
i=1
(dxi)2 + 2
n∑
i=1
Aidx
idu+H · (du)2, (8)
where
Ai =
1
3
(P ijk + P
i
kj)x
jxk
and H is a function that will depend on the type of the holonomy algebra that we wish to
obtain. Let ∇ be the Levi-Civita connection corresponding to g. Let p, e1, . . . , en, q be the field
of frames
p = ∂v, ei = ∂i − Ai∂v, q = ∂u −
1
2
H∂v
such that at every point it defines a Witt basis.
Consider the Weyl manifold (M, c,∇), where
M = Rn+2, c = [g], ∇ = ∇+K,
and the tensor field K : X(M)× X(M) → X(M) will be defined now.
The condition Tor(∇) = 0 implies
KXY = KYX
for all vector fields X, Y on M . By the definition of a Weyl connection there exists 1-form θ
such that ∇Xg = θ(X)g. Due to the fact that ∇g = 0 it holds
(∇Xg)(Y, Z) = X(g(Y, Z))− g(∇XY, Z)− g(Y,∇XZ) = −g(KXY, Z)− g(Y,KXZ).
On the other hand,
(∇Xg)(Y, Z) = θ(X)g(Y, Z) = g
(
1
2
θ(X) idY, Z
)
+ g
(
Y,
1
2
θ(X) idZ
)
.
This implies
g
(
KXY +
1
2
θ(X) idY, Z
)
+ g
(
Y,KXZ +
1
2
θ(X) idZ
)
= 0.
Therefore, for every X ∈ TxM we get that KX +
1
2
θ(X) id ∈ so(TxM, gx) = so(1, n+1). Hence,
KX ∈ co(1, n+1). Since ∇X∂v ∈ 〈∂v〉 [13], then ∇X∂v ∈ 〈∂v〉 if and only if KX∂v ∈ 〈∂v〉, i.e., at
every point, KX ∈ co(1, n+1)Rp. Moreover, K ∈ (co(1, n+ 1)Rp)
(1), because KXY = KYX. By
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Lemma 2, K ∈ R(p ∧ ·+ g(p, ·) id) at every point. Hence, there exists a function f : Rn+2 → R
such that
K = f · (∂v ∧ ·+ g(∂v, ·) id) i.e.
K∂a∂b = f · ((∂v ∧ ∂a)∂b + g(∂v, ∂a)∂b).
(9)
For the Lie algebras R id⊕g3,h,ϕ and gθ,3,h,ϕ define the numbers ϕi = ϕ(P (ei)). For the
Lie algebras gθ,2,h and gθ,3,h,ϕ define the numbers θi = θ(P (ei)). For the Lie algebra g
θ,1,h let
α = θ(1, 0), θi = θ(0, P (ei)).
The following theorem shows that each algebra from Theorem 4 is the holonomy algebra.
Theorem 10. The holonomy algebra hol0 of the Weyl connection ∇ = ∇ +K depends on the
functions H and f in the following way
H f hol0(∇)
1
3
v3 +
∑n0
i=1(x
i)2 v R id⊕g1,h
v2 +
∑n0
i=1(x
i)2 v R id⊕g2,h
v2 + 2
∑n
i=n0+1
ϕix
iv +
∑n0
i=1(x
i)2 v R id⊕g3,h,ϕ
(1 + α)v2 + 2
∑n
i=n0+1
θix
iv +
∑n0
i=1(x
i)2 αv +
∑n
i=n0+1
θix
i gθ,1,h
2
∑n
i=n0+1
θix
iv +
∑n0
i=1(x
i)2
∑n
i=n0+1
θix
i gθ,2,h
2
∑n
i=n0+1
(θi + ϕi)x
iv +
∑n0
i=1(x
i)2
∑n
i=n0+1
θix
i gθ,3,h,ϕ
Remark. Note that the projection of hol0(∇) on so(1, n + 1) is not necessary coincide with
hol0(∇).
Proof of Theorem 10. Since the coefficients of the metric g are polynomial functions, the con-
nection ∇ is analytic and from the proof of Theorem 3.9.2 in [23] it follows that hol0(∇) is
generated by the elements of the form
∇Zα · · ·∇Z1R(X, Y )0 ∈ co(1, n+ 1), X, Y, Z1, . . . , Zα ∈ T0M, α = 0, 1, 2, . . . .
Denote by Γa the matrix (Γ
c
ba)b,c=v,1,...,n,u of the Christoffel symbols. We have the following
recursion formula
∇aα · · ·∇a1R(∂a, ∂b) = ∂aα∇aα−1 · · ·∇a1R(∂a, ∂b) + [Γaα ,∇aα−1 · · ·∇a1R(∂a, ∂b)]. (10)
For the Christoffel symbols of the connection ∇ it holds
Γa = Γa +Ka, Γa = (Γ
c
ba)b,c=v,1,...,n,u, Ka = (K
c
ba)b,c=v,1,...,n,u, K∂a∂b = K
c
ba∂c,
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where Γa are the Christoffel symbols for the Levi-Civita connection ∇ of the metric (8) and Ka
is given by the formula (9). Thus,
Γv =

0 0 1
2
∂vH
0 0 0
0 0 0
 , Γi =

0 ∗ ∗
0 0 1
2
Fi + ((δikf)
n
k=1)
t
0 0 0
 ,
Γu =

1
2
∂vH ∗ ∗
0 1
2
F + fEn −
1
2
gradnH +
1
2
(∂vH)A
0 0 −1
2
∂vH + 2f
 ,
where
F = (Fij)i,j=1,...,n, Fij = ∂jAi − ∂iAj = 2P
i
jkx
k, Fi = (F1i, . . . , Fni)
t,
gradnH = (∂1H, . . . , ∂nH)
t, A = (A1, . . . , An)
t.
We mark by ∗ the elements that are not important for us. Now, using the formula
R(∂a, ∂b) = ∂aΓb − ∂bΓa + [Γa,Γb],
one can compute the components of the curvature tensor
R(∂v, ∂i) =

0 ∗ ∗
0 0 ((δik∂vf)
n
k=1)
t
0 0 0
 , (11)
R(∂i, ∂j) =

0 ∗ ∗
0 0 ((−P jik + δjk∂if − δik∂jf)
n
k=1)
t
0 0 0
 , (12)
R(∂v, ∂u) =

1
2
∂2vH ∗ ∗
0 (∂vf)En −
1
2
∂v gradnH +
1
2
(∂2vH)A
0 0 −1
2
∂2vH + 2∂vf
 , (13)
R(∂i, ∂u) =

1
2
∂i∂vH ∗ ∗
0 Pi + (∂if)En Zi
0 0 −1
2
∂i∂vH + 2∂if
 , (14)
where Zi = ((Zik)
n
k=1)
t is a vector with the coordinates
Zik = −
1
2
∂i∂kH − δik∂uf + (
1
2
∂i∂vH)Ak +
1
2
∂vH(∂iAk −
1
2
Fik − δikf)−
1
4
n∑
m=1
FkmFim + δikf
2.
Also we need the following covariant derivative
∇vR(∂v, ∂u) =

1
2
∂3vH ∗ ∗
0 (∂2vf)En −
1
2
∂2v gradnH +
1
2
(∂3vH)A
0 0 −1
2
∂3vH + 2∂
2
vf
 . (15)
Proof of the inclusion g ⊂ hol0.
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Lemma 4. It holds Rn ⊂ hol0(∇).
Proof. If 1 6 i 6 n0, then R(∂i, ∂u)0 =
(
0, 0, 0, 1
2
ei
)
, hence, Rn0 ⊂ hol0(∇). We will show that
R
nα ⊂ hol0(∇) for 1 6 α 6 r. Assume that ei, ej , ek ∈ R
nα. Then
R(∂i, ∂j)0 =
(
0, 0, 0,
∑
ek∈R
nα
P
j
ikek − siej + sjei
)
,
where si = (∂if)(0). We claim that there exist i, j such that∑
ek∈R
nα
P
j
ikek − siej + sjei 6= 0.
For the first three connections from the statement of the theorem it holds si = 0 and there is
nothing to prove. In the rest three cases it holds si = θi. Suppose that P
j
ik = siδjk − sjδik and,
hence,
Pk =
∑
ei∈Rnα
siei ∧ ek.
Since P
∣∣
Rnα
6= 0, then the only possible option is that hα = so(nα). For nα > 3 it holds θ
∣∣
hα
= 0
and we have a contradiction. For nα = 2 we will assume for convenience that e1, e2 is a basis of
R
nα . In this case
s1 = θ(P1) = −s2ξ, s2 = θ(P2) = s1ξ, where ξ = θ
((
0 −1
1 0
))
.
Therefore s1 = −s1ξ
2 and hence s1 = s2 = 0.
Thus there exists non-zero Y ∈ Rnα, such that
(
0, 0, 0, Y
)
∈ hol0(∇). Since the image of
P
∣∣
Rnα
generates the algebra hα and hol0(∇) is a Lie algebra, then from (14) it follows that for
every A ∈ hα there exist γ, β such that
ζ :=

γ ∗ ∗
0 A ∗
0 0 −γ
+ β id ∈ hol0(∇).
Then [ζ, (0, 0, 0, Y )] = (0, 0, 0, γY + AY ) ∈ hol0(∇) and hence (0, 0, 0, AY ) ∈ hol0(∇). Simi-
larly, for every A1, . . . , As ∈ hα it holds (0, 0, 0, As · · ·A1Y ) ∈ hol0(∇). Since hα ⊂ so(nα) is
irreducible, then Rnα ⊂ hol0(∇). The lemma is proved.
To complete the proof of the inclusion g ⊂ hol0(∇) it is necessary to consider each algebra
g separately. Take, for instance, g = g1,h and let ∇ be the corresponding connection. Then
R(∂v, ∂u)0 =
(
1,−1, 0, ∗
)
,
∇vR(∂v, ∂u)0 =
(
0, 1, 0, ∗
)
.
From this and Lemma 4 we obtain R id⊕R(0, 1, 0, 0) ⊂ hol0(∇). Next, from (14) it holds
(0, 0, Pi, 0) ∈ hol0(∇). Finally h ⊂ hol0(∇) since h is generated by the elements Pi.
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For the remaining algebras one can show in the same way that R(∂a, ∂b) generate g.
Proof of the inclusion hol0 ⊂ g.
Since ∇ preserves 〈∂v〉, then hol0(∇) ⊂ co(1, n+1)Rp. Next, the elements Γa and R(∂a, ∂b)
have the form 
α + β ∗ ∗
0 α idRn +B ∗
0 0 α− β
 , (16)
where α, β are functions and B is a function with values in h. Moreover, from (10) it follows
that every ∇aα · · ·∇a1R(∂a, ∂b) also has the form (16). Then for each algebra g one can check
that R(∂a, ∂b)0 ∈ g and ∇aα · · ·∇a1R(∂a, ∂b)0 ∈ g. The theorem is proved.
Next, we will show that the algebras from Theorem 3 are the holonomy algebras. The
first algebra can be realized in the same way as in [20]. Now, suppose that
g = (R(1,−1, 0, 0)⊕ k⋉ Rk)⊕ so(n− k),
where k ⊂ so(k) is the holonomy algebra of a Riemannian manifold.
First of all consider the metric
g = 2dvdu+ h, h =
n∑
i,j=1
hijdx
idxj, (17)
hij = hij(x
1, . . . , xn, u).
Let ∇ be the connection of g, K be as in the proof of the previous theorem, and ∇ = ∇+K.
The Christoffel symbols for the connection ∇ are as follows
Γv = (0),
Γi =

0
(
−1
2
∂hi1
∂u
, . . . ,−1
2
∂hin
∂u
)
0
0 Γ˜i
((
1
2
hkm
∂him
∂u
)n
k=1
)t
0 0 0
+ f

0 (−hi1, . . . ,−hin) 0
0 0 ei
0 0 0
 ,
Γu =

0 0 0
0
(
1
2
hkm
∂hlm
∂u
)
k,l=1,...,n
0
0 0 0
 + f

0 0) 0
0 En 0
0 0 2
 ,
where Γ˜i are the Christoffel symbols of h. The vector field ∂v is a parallel isotropic vector field.
Let (N, h) be a Riemannian manifold of dimension k with the holonomy algebra k ⊂ so(k).
Consider the manifold
M = R×N × Rn−k × R.
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We will consider coordinates v, x1, ..., xk, xk+1, ..., xn, u, where x1, ..., xk are local coordinates on
N . We choose the function f that defines K as
f = xk+1.
Let
h = h1 + h2,
where
h2 =
n∑
i,j=k+1
h2ijdx
idxj , h2ij = e
−2fuδij.
We obtain the Weyl manifold (M, [g],∇). The above formulas for the Christoffel symbols show
that the distribution generated by the vector fields ∂xk+1 , ..., ∂xn . Hence the holonomy algebra
preserves a vector subspace Rn−k is parallel. Since
R(∂k+1, ∂u)0 =

0 0 0
0 En 0
0 0 2
 ,
then theWeyl structure is non-cloded. From Theorem 3 it follows that the only posible holonomy
algebra is g.
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