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estimate the variance of sample means based on nonstationary spatial data using subsam­
pling. It is assumed that data is observed on a rectangular lattice in some subregion of 
R 2. The kind of data we consider is of the following type: The information in the different 
picture elements (pixels) of the lattice are allowed to come from different distributions, 
with smoothly varying expected values, or with expected values decomposed additively 
into directional components. Furthermore, pixels are assumed to be locally dependent, 
and the dependence structure is allowed to differ over the lattice. Consistent variance esti­
mators for sample means, and convergence rates in mean square, are provided under these 
assumptions. An example with applications to forestry, using satellite data, is discussed. 
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1 INTRODUCTION 
Suppose we have observed data on a spatial lattice over some (possibly irregularly 
shaped) region A. Suppose further that a statistic s(A) is computed based on this 
data, which estimates some unknown parameter. In order to do inference it is 
desirable to estimate the variance of s(A). In many cases this can be done without 
the need to know the underlying dependence structure, and the marginal and joint 
distribution of the data. For instance, Hall ( 1985, 1988), Possolo ( 1991), Politis 
and Romano ( 1993), Sherman and Carlstein ( 1994), and Sherman ( 1996) propose 
such nonparametric variance estimators, based on different block resampling and 
subsampling methods, under the assumption of stationarity. However, in many 
empirical applications, e.g. in forestry, agricultural experiments and fishery, the 
hypothesis of stationarity can easily be rejected: 
Example In forestry, it is important to know different characteristics about the 
forest, such as wood volume, age, changes, etc .. Traditionally, this information has 
been obtained from small samples of field data. In the last decades, people have 
looked at the possibilities of using remotely sensed data, like satellite images, for this 
purpose as well (see e.g. Kilkki and Piiivinen 1987; Fazakas, Nilsson, and Olsson 
1999; Nilsson and Sandstrom 2001). These spatially dense data give information 
on pixel level (e.g. the Landsat TM has pixel size 25 x 25 m). By integrating field 
data and satellite data, prediction at the pixel level for different forest variables can 
be made (by using regression techniques, kriging, the k Nearest Neighbor (kNN) 
method, etc.). This opens up the possibilities for receiving good information on 
smaller regions than was previously possible. Suppose we are interested in the 
total wood volume over some region A. Let Mi denote the true wood volume in pixel 
i= (i1, i2), and let Xi denote an unbiased predictor of Mi· Then we have Xi= P,i+Ei, 
where Ei is the prediction error. To estimate the total wood volume /-LA = 2.::: /-Li over 
A, we use the (observable) total of the predicted values, XA = L:Xi, over the 
same region as a point estimate. Due to variation on the ground, we may run into 
difficulties when trying to construct a valid variance estimator of XA: 
• The prediction errors { Ei} may be differently distributed. 
• The { Ei} may be dependent with different types of dependence in different 
parts of the region. 
• The true values {p,i} may vary, but usually tend to be similar for pixels close 
to each other. 
Moreover, the marginal and joint distributions and the dependence structure are 
usually unknown. Hence, we want a variance estimator that can handle these types 
of nonstationarity without assuming too much about the distribution and the de­
pendence structure. 
Recently, some attention has been drawn to nonstationary spatial lattice data. 
Ekstrom (2001) showed, when the statistic is the sample mean, that the resampling 
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methods derived for dependent but stationary spatial observations (Politis and Ro­
mano 1993; Sherman 1996) can still be employed if the assumption of stationarity 
is violated. The observations in Ekstrom (2001) are allowed to be differently dis­
tributed and locally dependent, but with the same expected value, or with expected 
values that can be decomposed additively into directional components. Sjostedt-de 
Luna (2001) focused on another type of nonstationarity, where the spatial data are 
independent but differently distributed with smoothly varying expected values. 
In the next section, we propose a subsampling variance estimator for sample 
means that can handle differently distributed and locally dependent observations 
with smoothly varying expected values. Section 3 summarizes the main results, 
such as consistency and convergence rates in mean square. A simulation study is pre­
sented in Section 4 to evaluate the performance of the proposed variance estimator. 
Section 5 provides an illustration and application to forestry with data from north­
ern Sweden. A summary and concluding remarks are given in Section 6. Proofs are 
found in the Appendix. 
We use the following notation: an rv bn means that for two sequences { an}n�l 
and {bn}n�l there exist two constants, 0 < c1 < c2 < oo, such that c1 < anfbn < c2, 
n = 1, 2, ... ; a= (a1, a2) -roo means that both a1 and a2 tend to oo. 
2 ESTIMATION OF THE VARIANCE 
In this section, we discuss nonparametric ways of estimating the variance of 
sample means based on nonstationary lattice data from a region A c R2. For 
simplicity, we assume that A is of rectangular shape, consisting of N = n1 n2 pixels, 
although other shapes are possible. Hence, we have observed spatially indexed data 
{Xi : i E In}, where In= { i = (i1, i2) : i1 = 1, ... , n1, and i2 = 1, ... , n2}, n = (n1, n2). 
If we had independent replicates of XA = XA/N, we would estimate the variance of 
XA by calculating the sample variance over the replicates. Usually, XA is observed 
only once, and therefore we would like to construct pseudoreplicates of XA from the 
data available in A, and use them instead. 
Let Bi denote a subshape of A positioned at pixel i ,  i.e. a rectangular block 
consisting of K = k1k2 < N pixels, with the lower left corner in pixel i .  If the region 
A is not rectangular, subshapes can be constructed as described by e.g. Sherman 
(1996). We can construct N' = n� n; different (overlapping) blocks that lie within 
A, where nj = nj - kj + 1, j = 1, 2, n ' = (n�, n;). Let Xi denote the mean value 
of the predicted values in block Bi. In the case when {Xi} is stationary, one can 
regard the subshape means xi as pseudoreplicates of XA. Therefore, a reasonable 
estimator of the variance In = NVar[XA], would be the sample variance over the 
subshape means, normalized with the subshape size K, i.e. 
K L - - 2 ;y = - (X· - X') ,n N' � ' iEint 
where X' = l:iEin' XdN'. Under mixing conditions, consistency is achieved if the 
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size of the subshapes (K) increases with N, see e.g. Sherman ( 1996). The sub­
sampling estimator lin also works for locally dependent and possibly differently dis­
tributed spatial data if /-Li J-L (see Lemma 2). Locally dependent in this context 
means that the predicted values {Xi} are spatially m-dependent, m = (m1, m2), in 
the sense that 
However, if the J-Li's vary smoothly over region A, this estimator will not be con­
sistent due to variation coming from the expected values. To reduce this variation 
we propose a modified subsampling method based on the crosswise block differ­
ences, zi =xi- xil+dl+kl,i2 + xil+dl+kl,iz+dz+kz- xil,i2+dz+kz, ij = 1. .. , n'j, where 
If - I k d . - 1 2 If - ( If ") p· 1 H d - (d d ) nj nj - j - j, J , , n n1, n2 , see 1gure . ere 1, 2 measures 
the horizontal and vertical distance between blocks. 
n, -1------------------, 
Figure 1. Placement of the 
four blocks defining a crosswise 
block difference at position i. 
The idea is that the J-Li's in the blocks with plus signs in Figure 1 will tend 
to be similar to those in blocks with minus signs. Therefore, the crosswise block 
differences { Zi} will have more or less constant expected values, and thus reduce 
the variation coming from the J-Li's. An estimator, in, of In can be formed as the 
sample variance over the crosswise block differences, normalized by K / 4, 
where N" = n"n" and Z = �. Z·/N". 1 2' L...J�EI II � 
In order for the estimators linn and in to be consistent, we have to let the block 
size (but not necessarily d) grow with the number of observations. A discussion on 
choices of d and k = (k1, k2) are found in Sections 4 and 5. 
Note that even if the predictors {Xi} in the example in the previous section are 
biased, in still provides a consistent estimator of the variance /n, if the expected 
values, E[Xi] , tend to be similar for neighboring pixels. 
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3 MAIN RESULTS 
Assume that for each n ,  the data {Xi: i E In} are spatially m-dependent with 
uniformly bounded moments of order 2 + 6, 6 > 0, such that 
(2) 
Furthermore, assume that the expected values, E[Xi] = P,i, are smoothly varying in 
the sense that they satisfy a Lipschitz condition of order a. More specifically, it is 
assumed that for all n ,  P,i = f(il/n1, i2/n2), i E In, where 
l f(x)- f(y) l :=::; c Jlx- YW�, for some 0 < a:=::; 1. (3) 
Here 11·11 is the Euclidean norm, and c is some positive constant. Alternatively, the 
expected values may be decomposed additively into directional components so that 
for all n ,  
n1 n2 
E[Xi] = f-1 + ch + ri2, where L ci1 =0 and L ri2 =0, i E In. (4) 
A combination of the two assumptions for the expected values yield, for all n ,  
n1 n2 
xi= Yi+ Cil + ri2l where L Cil =0 and L ri2 =0, i E In, (5) 
and where E[Yi] = f(il/n1, i2/n2), i E In, satisfy (3). The consistency results of 
:Yn are summarized in the two theorems below. The assumptions A1 and A2 that 
control k and dare presented in the beginning of the Appendix. 
Theorem 1 Assume that (1), (2), (5), Al, and A2 hold. Then :Yn - In � 0 
as k ,  n -+ oo. If 6 2:: 2, n1 rv n2, and k1 rv k2, we also have E[( :Yn - ln)2] = 
O(K/N + 1/K + K2(KjN)2°'). 
Theorem 2 Assume that (1), (2), (4), and Al hold. Then :Yn - In � 0 as k ,  n -+  
00. If 6 2:: 2, n1 rv n2, and k1 rv k2, we also have E[(:Yn - ln)2] = O(K/N + 1/ K). 
In the two theorems it is not necessary to assume that In converges to some limit 
value f. The distances d between the blocks in the crosswise differences should be 
chosen as di = O(ki) (see A1), but note that this does not excluded from being fixed. 
If a = 1 in Theorem 1, which corresponds to f being continuously differentiable, then 
the optimal convergence rate in mean square is 0 ( N-215), achieved if we choose ki = 
O(nz15). It is also interesting to observe that in Theorem 2 the optimal convergence 
rate in mean square is O(N-112), which we get if we choose ki = O(ni12). This is 
the same rate of convergence as for stationary sequences (e.g. Sherman 1996) where 
;yn is used. 
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Remark 1 The results in this paper hold for more general data than indicated, i.e. 
the results are valid for triangular arrays Xn = {Xi,n : i E In}, n1 = 1, 2, . . .  , n2 = 
1, 2, ... , of collections of random variables, such that for each n ,  the random variables 
in Xn are m-dependent, and where f(·), fJ, ri2, and Ciu i E In, may all depend on 
n .  
Remark 2 For the convergence rates in their most general form, where n1 rv n2 
and k1 rv k2 are not required, see (18) for Theorem 1 and (16) for Theorem 2. 
Remark 3 If the expected values of Xi are smoothly varying such that they satisfy 
(3), then we do not need crosswise differences. We could instead use the differences 
between two blocks like e.g. Zi =Xi- Xi1+d1+k1,i2 or Zi =Xi- Xi1J2+dz+kz· This 
can be seen from the proof of Theorem 1. However, by using crosswise differences 
we have a more robust variance estimator that can handle additive row and column 
effects as well. 
4 A SIMULATION STUDY 
In this Monte Carlo study, we investigate and compare the performance of the two 
variance estimators, in and :Yn· 
First, we generated stationary, spatially m-dependent, and lognormally dis­
tributed data Xi. Here, each Xi = fe��:� -II f1���:�-lz }j, for some integers h and 
l2, where the }j's are independent and lognormally distributed with E[log }j] = 0 
and Var[log }j] = a2 = 0.022 for all j and n .  Thus, the Xi's are spatially m­
dependent with mi = 2li, i = 1, 2, and lognormally distributed with E[logXi] = 0 
and Var[log Xi]= (m1 + 1)(m2 + 1)a2 for all i and n .  In Figures 2 and 3 we see, for 
different values of m and n ,  that in performs better than :Yn in terms of root mean 
square error (RMSE), as was to be expected. However, the difference is small if we 
are able to choose k and d in a good way. Each value of RMSE in this section is 
based on 1000 replicates of in or :Yn. 
As seen in Figures 2 and 3, there is no advantage in choosing the d/s larger than 
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Figure 2. The RMSE for i'n {long lines) 
and in (short lines) using different block 
sizes k x k and distances d = ( d, d). The top 
picture corresponds to m = 2 = (2, 2) and 
/'n:::::: 0.032, the middle picture to m = 4 and 
'In:::::: 0.249, and the bottom picture to m = 6 
and 'In:::::: 0.961. Here n = (200, 200). 
k:75 - I i 
�: ::.: l,I-TITTrr;rr!:;l:;:;;_ �--:;:;1--�--�--�- :;;;- -�-·;;:;:-;:;:; ___:;:;: ___ ;:;lk=--Tn ---,.---;n --1,--,. ---CTT ---,.,.,J ---d 0123456789 0123456789 0123456789 0123456789 0123456789 0123456789 
k:30 
�B.OE-2 � 
a: 
3.0E-2 
� ---
k:45 k:75 
d 012345fi789 0123456789 0123456789 0123456789 0123456789 012345fi789 
k:15 k:30 k:45 
4.0E-1 
-_ I � ---===----- i 
a:2.0E·1 WL---
k:60 k:75 
d 012345fi789 0123456789 0123456789 0123456789 0123456789 0123456789 
Figure 3. The RMSE for "Yn {long lines) 
and i'n (short lines) using different block 
sizes k x k and distances d = ( d, d). The top 
picture corresponds to m = 2 = (2, 2) and 
In:::::: 0.033, the middle picture to m = 4 and 
In:::::: 0.252, and the bottom picture to m = 6 
and ln::::::0.979. Here n = (1000, 1000). 
the mi 's, but if the chosen block size is rather large, then there is an advantage 
making di smaller than mi, i = 1, 2. In the choice of block size, it should be 
noted that Theorem 2 gives only the correct asymptotic order. In practice we need 
to choose ki = cin�12, for some constants ci > 0, i = 1, 2. Clearly, the stronger the 
strength of dependence is, the larger the values of c1 and c2 that need to be chosen (as 
indicated in Figures 2-3). The choice of block size in practice is indeed an important 
and difficult task, but only a few guidelines exist; see e.g., Politis, Romano, and 
Wolf (Chapter 9, 1999), who discuss this topic in the case of stationary sequences. 
If little is known about the dependence structure, a safe policy is to use relatively 
large blocks (Sherman 1996). 
When considering the same data, but with added smoothly varying expected 
values, i.e. Xi= Xi + Vi, where 1/i = sin('rrii/nl + ?TSin(?Tiz/nz)), for all i and n ,  
the estimator :Yn is clearly the winner, and it is obvious that :Yn fails to provide 
valid estimates in this case (Figure 4). Note that we have taken the logarithm of 
the RMSEs in Figure 4. 
In Figure 4, we see that the d/s should be large if the blocks are small, and small 
if the blocks are large. A plausible reason could be the following: For small blocks 
k;15 k"25 
0123456789 0123456789 0123456789 d0123456789 0123456789 0123456789 
k:10 k:20 k:25 
t:J l r---� 2 l-r, ----j 
g i ---- ------ -__ ----- --4 0123456789 0123456789 0123456789d0 ;23456789 0123456789 0123456789 
k:20 k:25 
0123456789 0123456789 0123456789 d01234567B9 0123456789 0123456789 
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Figure 4- The logarithm of RMSE for in 
(long lines) and i'n (short lines) , using 
different block sizes k x k and distances 
d = ( d, d), when generating data with varying 
expected values. The top picture corresponds 
to m=2=(2,2) and ln::::::0.032, the middle 
picture to m=4 and ln::::::0.249, and the 
bottom picture to m=6 and ln::::::0.961. Here 
n = (200, 200). 
and positively correlated data, the estimator i'n has a relatively large negative bias. 
In this case, the bias can be reduced by including some of the variation coming from 
the varying expected values. 
When comparing Figure 4 with Figure 2, it is clear that the optimal block 
size in the case of varying expected values is smaller than when having constant 
expected values, and this corresponds well with the results on convergence rates 
obtained in Theorems 1 and 2. 
5 ACCURACY OF ESTIMATES OF FOREST 
PA RAMETERS 
General forest parameters can be estimated by combining satellite data with sparsely 
distributed field data. In Nilsson and Sandstrom (2001), estimates of wood volume 
are derived from a Landsat TM scene, together with Swedish National Forest Inven­
tory (NFI) data, by applying the kNN method (Kilkki and Paivinen 1987; Fazakas 
et al. 1999). The NFI is conducted exclusively as a field survey, and has low spa­
tial resolution. By using information collected in the NFI, together with satellite 
data, it is believed that reliable estimates of forest parameters can be obtained for 
smaller areas than what is otherwise possible. In the kNN method, values of forest 
parameters are calculated for pixels as weighted averages of the k spectrally most 
similar plots. A map of kNN estimates, from the study of Nilsson and Sandstrom, 
is given in Figure 5 for the Brattaker area, northern Sweden. The value of k used 
in the kNN method is equal to 5. We wish to estimate the accuracy of the estimate 
of total volume of wood in the two rectangular areas in Figure 5. 
Since an estimate of wood volume per hectare over some area is obtained by 
aggregating kNN estimates given for 25 x 25 m pixels in the Landsat TM scene, 
estimates of accuracy can be obtained by using the method derived in the current 
paper. Care needs to be taken though, since it is clear that discontinuities exist in 
the mean structure; e.g. when we go from a forested area to a clear cut area. 
To see if our method gives reasonable results, we compare the subsampling esti­
mates ;y;_j2 of standard deviation with estimates of RMSE from Nilsson and Sand­
strom, obtained from a validation data set consisting of 2400 field plots available for 
the Brattaker area (Figure 6). In order to compute RMSE's, they split the region 
containing the field plots into s disjoint and equally-sized squares. Only squares in 
which 75% of the area belonged to the land cover classes "forest" and "forested wet­
lands" were used (the average proportion of the square area belonging to these two 
classes af forest is given in the second column of Table 1). For each of these squares, 
the difference between the kNN estimate of wood volume per hectare and the corre­
sponding estimate from the field inventory was calculated. The estimated RMSE's 
were simply calculated as the square root of the average of the s squared differences, 
and were obtained at different aggregation levels, of which three are presented in 
Table 1. It should be noted that Nilsson and Sandstrom estimated wood volume 
and RMSE's only on the forest and forested wetlands land cover classes, while we 
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Figure 5. Map of kNN estimates. The two 
rectangular areas are 2940 ha and 10,302 ha, 
respectively. The larger area consists of 
408 x 404 pixels, while the smaller one 
consists of 224 x 210 pixels. 
Figure 6. Locations of the 2400 field plots 
available from the Brattaker area. The plots 
are circular with a 10 m radius. 
calculated estimates of standard deviation of wood volume in the two different areas 
indicated in Figure 5 by giving a zero volume of wood to each pixel not belonging 
to these two classes. 
Square Proportion s RMSE 
size (ha) of forest 
100 89.1% 43 886 Table 1. Estimates of RMSE at different 
225 87.2% 18 1052 aggregation levels, derived from the field 
400 90.6% 6 867 inventory. 
In general, a good choice of block size depends on the strength of dependence (the 
stronger dependence, the larger the blocks) and on the variability of the expected 
values (the more they vary, the smaller the blocks). Thus, a compromise between 
these two objectives is needed. In Table 2 we used the block size 20 x 20 as well 
as 30 x 30 for the larger rectangular area in Figure 5. The value of d = d1  = d2 in 
this case was chosen to be 10. Since smaller block sizes require larger values of d, 
and larger blocks smaller values of d (recall Figure 4), we also considered d = 20 and 
d = 0 for the smaller and larger block size, respectively. The choices of k 1 x k 2 and 
d for the smaller rectangular area in Figure 5 were chosen in a similar manner. 
k 1  X k 2 d Area (ha) A 
1/ 2 "in 
15 X 15 10 2940 554 
15 X 15 20 2940 613 
25 X 25 0 2940 624 
25 X 25 10 2940 759 
20 X 20 10 10302 729 
20 X 20 20 10302 805 
30 X 30 0 10302 786 Table 2. Subsampling estimates of standard 
30 X 30 10 10302 939 deviation assuming varying mean values. 
When comparing our estimates ,:Y;/2 of standard deviation with the estimates of 
RMSE (Tables 2 and 1, respectively), it appears that our modified subsampling 
method yields reasonable estimates. The rather low values of ,:Y;/2 when considering 
the 2940 ha area and 15 x 15 block size, is likely due to the fact that the pixels of 
kNN estimates are spatially dependent up to approximately 500 m, suggesting that 
this block size is too small to be used. 
6 SUMMARY AND CONCLUDING REMARKS 
We have proposed a subsampling variance estimator for sample means that can 
handle differently distributed and locally dependent observations with smoothly 
varying expected values. The nonstationary spatial lattice data are collected over 
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some (possibly irregularly shaped) region, and the variance estimator, i'n, is com­
puted from crosswise subshape differences. In particular, if the region is rectangular, 
i'n is calculated from crosswise block differences, see Figure 1. The idea is that the 
crosswise subshape differences will reduce the variation coming from the varying 
expected values. The simulation study shows that the variance estimator performs 
well and that we need to use crosswise subshape differences instead of ordinary sub­
shapes (i'n) when we have varying expected values. On the other hand, we do not 
seem to loose much by using i'n instead of i'n when we have data with constant 
expected values. Thus, if we do not have good knowledge of whether the data have 
constant expected values, a safe policy is to choose i'n instead of i'n· 
As in all block resampling and subsampling methods, the choice of block or sub­
shape size is not obvious. For i'n, it is a tradeoff between the strength of dependence 
(the stronger the dependence, the larger the subshapes) and the variability of the 
expected values (the more they vary, the smaller the subshapes) . Although the 
optimal asymptotic order is given in the two theorems in terms of minimizing the 
MSE, it only gives a rough guideline of how the subshape size should be chosen for a 
particular situation. Moreover, special care needs to be taken if there are discontinu­
ities in the smoothly varying expected values, which may arise in real applications. 
The choice of subshape size in practice is a difficult and challenging topic for future 
research. 
The currently proposed variance estimator can be generalized to vector valued 
sample means collected over regions in Rd, where d is some finite integer. We also 
believe that it is possible to come up with similar variance estimators for functions 
of sample means under the assumed types of nonstationarity. 
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APPENDIX: PROOFS 
The conditions for the block ( subshape) sizes that are needed to give consistent 
variance estimators are summarized in the following two assumptions: 
Al: If 6 � 2, then ki = o(ni), i = 1, 2 as k, n -1- oo. If 0 < 6 < 2, then 
(kl/k2)((K/N)logk2) 5, (k2/k1)( (K/N)logk1) 5, and (ki/ni) logki, i = 1, 2, all 
tend to zero as k, n -1-oo. Also, d i = O(ki), i = 1, 2. 
Remark 4 If n1 '""' n2, k1 '""' k2, and k1n}"
1 log k1 -1- 0 as k, n -1- oo, then A1 holds 
for any 6 > 0. 
The proofs of the two theorems in Section 2 are given below, where the following 
inequality and three lemmata are used: For any real numbers a1, ... , ar and A � 1 
we have, from Jensen's inequality, that 
(6) 
Lemma 1 (Ekstrom 2001) Assume that lf3il :::; 1, ij = 1, ... , bj � mj, j = 1, 2. If 
(1), (2), and A1 hold, and E[Xi] = 0, i E In, then E[l 2:��=1 2:��=1 fJiXii2+J] = 
0 (( b1b2)
1+J/2). 
Lemma 2 Assume that {1), (2), and A1 hold, and that E[Xi] = J-l, i E In. Then 
in- "in .!.t 0 as k, n -1- oo. If 6 � 2, we also have E[(in- 'Yn)2] = O(K/N + k12 + 
k-2 + k2 -2 + k2 -2) 2 1 n1 2n2 · 
Proof of Lemma 2 Without loss of generality we assume that 11 
straightforward calculations we have 
0. From 
in+ K(X'- X)2 = K(N')-1 L (Xi- X)2 = N (N')-1i�- A1 - A2, (7) 
iEin' 
where X = L:iEin Xi/N, 
and 
12 
Here Ij equals one if j E In, and zero otherwise. Note that from Lemma 1 
E[IX'I2H] ::; El I: PiXii2H /(N')2H = 0(1/NlH/2), (8) 
iETn 
where IPil ::; 1. Likewise, E[IXI2H] = 0(1/NlH/2), and by (6), E[IK(X' -
X)211HI2] = O((K/N)l+812). From (6), 
0 n; 
E[IAlll+J/2] S (KN')
-1-J/2 (2k1n;)812 L L(E[IDill+J/2] + E[IDi1+n1,i211H/2]). 
i1=2-k1 iz=l 
By Lemma 1, the right hand side is of order O((ki/n1)1+8/2), and similarly, 
E[IA2I1H/2] = O((k2/n2)l+J/2). Therefore, from A1 and Chebyshev's inequality (CI), 
- N(N')_1_* P 0 k In - In ----t as , n ----t oo. (9) 
From Theorem 1 in Ekstrom (2001) it follows that N(N')-11';. -In � 0, which, by 
(9), implies that in -In �  0 ask, n ----too. If 6 � 2, Corollary 1 in Ekstrom (2001), 
and (6) applied to (7), together with the above yield 
• 
Lemma 3 Under the assumptions of Lemma 2 we have :Yn -In � 0 as k, n ----t oo. 
If 6 � 2, we also have E[(:Yn - ln)2] = O(K/N + k}"2 + k22 + k�n}"2 + k�n22). 
Proof of Lemma 3 Without loss of generality we assume that f-1 = 0. Let si = 
di + ki, i = 1, 2. It follows that 
7 
2:: ( zi - z? = 2 L Qh - N" z2, (10) 
h=1 
where 
13 
and all sums are taken over all i E In"· We can rewrite Q1 as 
(11) 
From Lemma 2, it follows that N'(N")-1::Yn- In � 0 as k,n -+ oo. Furthermore, 
- p (8) and CI imply that KN'X'2/N"-+ 0 as k,n -+ oo. Now, by (6) and Lemma 1, 
By a similar reasoning we can show that the expectation of the absolute value of each 
of the two last terms of (11), to the power of 1+c5/2, is of order O((s1jni)1HI2). An 
application of CI implies that K(2N")-1Q1-In �  0 as k, n-+ oo. Let us consider 
Q2. Define (b)+= max (O, b), and 
1 i1 +k1-1 i2+k2-1-(m2-d2)+ 
Ai= K L L Xj, jl=il h=i2 
1 il+kl-1 i2+k2-1 
Ci= K L L Xj. i1=i1 h=i2+k2-(m2-d2)+ 
where Si = AiXi1,i2+s2 + CiAi1,i2+s2+(m2-d2)+, and Ui = CiCi1,i2+d2+(m2-d2)+' with 
E[Si] = 0, i E In"· By (6) and Lemma 1 we have 
E[ISii2H] :S 21+5 (E[IAii2H]E[IXi1,i2+s2I2H] 
(12) 
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Furthermore, 
k1 +m1 kz+sz+mz Pi qj 
2::::: si = 2::::: 2::::: 2::::: 2::::: si+(k1+m1)(h1-1),j+(kz+sz+mz)(h2-1), (13) 
iEin" i=1 j=1 h1=1 h2=1 
wherepi = l(n�-i)/(k1+m1)j+1, qj = l(n�-j)j(k2+s2+m2)j+1, and lxJ denotes 
the integer part of x. Note that for a given (i, j) in the first two sums of (13), the 
items summing over h1, h2 are independent. Therefore, from (6) and Petrov (1995 
pp. 82-83), respectively, we have 
K k1 +m1 kz+sz+m2 
E[l N" L Sii
2+J] :::; [(k1 + m1)(k2 + s2 + m2)]
1+o L L TJ(Piqj)812 
iEin" i=1 j=1 
Pi qj 
X (K/N")2+J L L E[ISi+(k1+ml)(h1-1),j+(k2+s2+m2)(h2-1)I2+J] = 0 ((K/N)1+J/2) , 
h1=1 h2=1 
(14) 
where the equality follows from (12). By (6) and Cauchy-Schwartz's inequality 
E[IK(N")-1 "" U·11H/2] < K1H/2(N")-1 "" (E[IC·I2H]E[IC. . 12+o])
1/2 
� ?. - � 1. �1,�2+dz+(m2-d2)+ ' 
which is of order O(k-:;,1-o/2) by Lemma 1. Hence, by (6) we have 
Reasoning in a similar way shows that E[IKQd N"I1+J12] O((K/N)(1H/2)/2 + 
k-1-o/2 k-1-o/2) d h b CI KQ /N" P k 1 + 2 , an t us, y , i -+ 0 as , n -+ oo, i = 2, ... , 7. 
Moreover, by Lemma 1 
42+0 K1H/2 < E[l "" (3·X·12+o] = O((K/N)1H/2) - (N")2H .� ?. ?. ' 
?.E'In" 
15 
(15) 
where I Pi I .:::; 1. CI implies that K Z2 � 0, and thus we have shown that 'Yn -In � 0 
as k, n---+ oo. If 6 � 2, then from (6) applied to (10) we have 
Note that by (6) applied to (11), Lemma 2, and the above inequalities, we have 
E[IKQI/(2N") - lnl2] = O(K/N + k}2 + k22 + kin12 + k�n22). 
Putting this together with the knowledge that E[(KQd N")2] = O(K/N +k}2+k22), 
i = 2, . . .  , 7, and with (15), we conclude that 
E[("Yn - ln)2] = O(K/N + k}2 + k22 + kinJ"2 + k�n22). (16) 
Hence, for n1 (V n2 and k1 (V k2 we have E[('Yn - ln)2] = O(K/N + 1/K). Ill 
Proof of Theorem 1 Recall that xi= Yi + Ti2 + Cip where E[Yi] satisfies (3). Let 
si = ki + di, i = 1, 2. In the crosswise differences Zi, the row and column effects 
cancel out since 
Hence, it is enough to prove the theorem under the assumption that the expected 
values f.Li satisfy (3). In this proof all sums are over the index set In" . Let Wi = 
Zi- Z. Then 
From Lemma 3 we know that 
K (4N")-1 :L)wi -E[Wi])2 -In � 0 ask, n---+ oo. 
Moreover, by (6) and (3), respectively, 
or alternatively, 
Hence, by A2, K l:(E[Wi])2 / ( 4N") ---+ 0 as k,n ---+ oo. Finally, by Cauchy­
Schwartz's inequality and CI, it follows that 
16 
which verifies that in- In � 0 as k ,  n -+  oo. If 5;::: 2, we can apply (6) to (17) to 
get 
The first term on the right hand side is of order O(K / N + k12 + k22 + kin12 + k�n22) 
by Lemma 3. The last two terms are both of order O(K2(ki/ni)4a), i = 1 or 2, (here 
we have applied Cauchy-Schwartz's inequality to the last term). Therefore it follows 
that 
E[(in- ln)2] = O(K/N + k12 + k22 + kin12 + k�n22 + K2(ki/ni)4a), i = 1 or 2. 
(18) 
Thus, if n1 rv n2 and k1 rv k2, we obtain the desired convergence rate. • 
Proof of Theorem 2. Since the row and column effects cancel out in the crosswise 
differences Zi, the proof follows from Lemma 3. • 
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