In this paper, we propose a methodology essentially based on the Central Limit Theorem for Markov chains to monitor convergence of MCMC algorithms using actual outputs. Our methods are grounded on the fact that normality is a testable implication of su cient mixing. The rst control tool tests the normality hypothesis for normalized averages of functions of the Markov chain over independent parallel chains started from a dispersed distribution. A second connected tool is based on graphical monitoring of the stabilization of the variance after n iterations near the limiting variance appearing in the CLT. Both methods work without knowledge on the sampler driving the chain, and the normality diagnostic leads to automated stopping rules. The methodology is developed fornite state Markov chains, and extended to the continuous case. Heuristic procedures based on Berry-Ess een bounds are also investigated. These stopping rules are implemented in a software toolbox whose performances are illustrated through simulations for nite and continuous state chains re ecting some typical situations (slow mixing, multimodality) and a full scale application. Comparisons are made with the binary control method of Raftery and Lewis.
Introduction
Markov Chain Monte Carlo (MCMC) algorithms, introduced by Gelfand and Smith (1990) , generate ergodic Markov chains (x (t) ) with state space E and invariant probability measure for which direct simulation is not tractable (i.e. independent random variables distributed according to cannot be simulated), or for which computation of integrals of the form Z E f(x) ( cannot be achieved. Since is the only invariant probability measure of the ergodic Markov chain (x (t) ), the x (T+t) 's, t 0 are approximately distributed for T large enough and (1) f(x (T+t) ): (2) Objectives of the end user are to gather information about the precision in the approximation of (1) by (2) , to provide a detailed picture of and in some situations to output an iid sample from .
Convergence control (or diagnosis) techniques have been addressed to answer such questions, and several methods have been proposed in the recent literature (see, e.g., Brooks and Roberts 1995, and Robert 1996, for a survey). These diagnostics can be based upon one single output (single chain) or upon outputs from several independent replications of the chain started from a preassigned initial distribution (parallel chains). An important criterion is the computer investment: diagnostics requiring problem-speci c computer codes for their implementation (e.g., requiring knowledge of the transition kernel of the Markov chain) are far less usable for the end user than diagnostics solely based upon the outputs from the sampler. The latter can use available generic code. Last but not least, interpretability is important. As Brooks and Roberts (1995) point out, \a diagnostic which produces a de nitive solution will generally be preferred to one which requires subjective interpretation and/or experience on the part of the user".
Both parallel and single chain methods have well-known advantages and drawbacks (Brooks and Roberts 1995, or Robert 1996 ), but we believe that only parallel chain methods can provide satisfactory control tools. Although parallel methods obviously require a larger computational expense, they are more dedicated to output iid random variables from and convey more con dence that the whole support of has been explored (see Gelman and Rubin 1992 for a discussion). Above all, checking convergence to stationarity of (x (t) ) basically requires comparing the distributions of x (t) for di erent values of t. This involves comparing probabilities of x (t) -measurable events for di erent values of t. Such probabilities are limits of occurrence frequencies of these events for sequences of independent identical experiments. Therefore, they can reasonably be evaluated only through several independent sequences started from a same initial distribution.
In this paper, we propose a new methodological approach for assessing convergence of MCMC algorithms. Our approach is grounded on the fact that normality is an implication of su cient mixing, which is testable across parallel sequences issued from a dispersed initial distribution, and allows for controlling precision. Hence, instead of checking for stationarity of (x (t) ), we primarily aim at controlling the precision of estimates like (2) . A natural way to do this is through con dence regions based on normal approximation resulting from the Central Limit Theorem (CLT) for Markov chains. Di culties arise since we have to make use of two asymptotic results (as n ! 1), the CLT and the convergence to the limiting variance. This is the reason why we propose, rst, to use statistical tests for testing normality of the normalized sums 1 p n n X t=1 h(x (t) ) ? h ; h = Z E h(x) (dx);
using samples obtained from parallel chains, and second, to monitor variance stabilization. Our approach results in control techniques which comply with the above criterion, i.e. they are not problem-speci c (hence a generic computer code has been developed and is publicly available), and they provide automated diagnostics. The ideas are rst presented thoroughly in the case of nite state Markov chains. Our motivations for adopting this point of view are rst that more precise mathematical tools exist for nite chains. In particular, the limiting variance in the CLT can be consistently estimated and compared to an estimate of the variance after n iterations. Also, the stationary probabilities i for each state i can be estimated together with con dence intervals. Finally, the proposed control methods can be applied to large nite chains resulting from actual situations or to nite chains obtained from continuous state Markov chains through a theoretically valid discretization procedure (Guihenneuc and Robert 1998), or through the duality principle (Diebolt and Robert 1994) .
A single chain technique making use of nite Markov chain theory has already been proposed by Lewis (1992, 1996) . Their binary control relies on an approximation of some binary process issued from a general MCMC algorithm by a two-state Markov chain. However, this approximation is rather weak (see, e.g., Robert 1996) . This method is nevertheless one of the most popular and commonly used, mainly because it is not problem-speci c, delivers an automated stopping rule and is available in existing software libraries (STATLIB). These are the reasons why we will compare our approach against this competing method.
Section 2 contains the theoretical background for nite ergodic Markov chains which will be used in the paper. Connections between the CLT and the renewal theory are recalled. The main tool of this section is a CLT for the time spent in a state during the rst n steps of an ergodic Markov chain, with the limiting variance available through algebraic computations involving the transition matrix and the invariant probability (Kemeny and Snell 1960) . A heuristic procedure for MCMC convergence assessment using Berry-Ess een type error bounds in the CLT (Feller 1968 ) is also investigated. Section 3 describes the two control methods we propose for nite Markov chains: A test of normality for (3) with indicator functions f = I i , i 2 E, and a comparison, using graphical monitoring, between consistent estimates of the limiting variance and of the variance after n iterations. Section 4 extends this methodology to continuous state space Markov chains. The extension of the normality monitoring to the general case is almost straightforward, and automated stopping rules are proposed. The variance comparison is also carried out, at the expend of some approximation for estimation of the limiting variance. Section 5 is devoted to illustrative examples and comparisons with the binary control, which is brie y described there. A toy example for a nite state Markov chains is then studied. It shows that the normality control is a powerful tool for detecting slowly mixing chains, and that our parallel chains method is preferable to | and faster than | a single chain method. Comparisons between the time needed to reach approximate stationarity and the time needed to accept normality hypotheses are given on a second example based on a random walk over the d-dimensional cube. Examples for continuous state MCMC algorithms, arising from typically illustrative situations (multimodal posterior), and actual applications (mixture of distributions) are also proposed.
CLT and renewal theory in the discrete case
The beginning of this section contains classical theoretical result for nite state Markov chains which will be used in the paper. We consider a nite irreducible aperiodic Markov chain x (t) with nite state space E, jEj = K, transition matrix P and invariant probability = ( i ; i 2 E).
Renewal times
For each subset A of E, we denote by N n (A) = and a consequence of the strong law of large numbers for ergodic Markov chains is that lim
Finally, we de ne for p 0 the block sums over the excursions out of i:
Proposition 2 Let the nite state Markov chain (x (t) ) t 0 start from x (0) = i. Wald's theorem for square integrable martingales can also be found in DacunhaCastelle and Du o (1986, p. 96).
As detailed in Kemeny and Snell (1960) , the variance of the random variables n ?1=2 S n ( h) converges to a limiting variance
which is related to the variance of the Z p (h)'s through the following result:
Theorem 2 If the nite Markov chain is irreducible and aperiodic, then for any initial distribution 0 ,
Proof. It su ces to prove the result for nonnegative h's and to assume that x (0) = i. Since T i (q i (t)) t < T i (q i (t) + 1), it follows that 0 T i (q i (t) + 1) ? t < i (q i (t) + 1):
Therefore, S t ( h) ?
t ; (6) where cst is an appropriate constant. It follows from (5) and (6) 
In view of (4), (7) and (8), we have
implying (i). The proof of (ii) relies on a CLT for a random number of summands (Billingsley 1986 , p. 380), applied to the Z p ( h)'s for 1 p q i (n) ? 1.
It makes use of (4) and (6) .
The main tool that we will use in Section 3 is a CLT for the time spent in a given state during the rst n steps of an ergodic Markov chain, with the limiting variance available in closed form using P and , as given in Kemeny and Snell (1960 
The limiting variance in the CLT depends on Z in the following sense: let h and g be two real-valued functions de ned on E (considered as column vectors).
The limiting covariance matrix is the K K symmetric matrix C = (c ij ) such that, for any starting distribution 0 ,
Note that (10) is stated in Kemeny and Snell (1960) with as the starting distribution to keep computations simple. However, (10) holds for any starting distribution 0 . The matrix C is related to Z = (z ij ) and through c ij = i z ij + j z ji ? i ij ? i j ; (11) where ij = 0 for i 6 = j and ii = 1. For each state i 2 E, let N n (i) denote, as in x2.1, the occupation time of i during the rst n steps. Specializing (10) 
The Central Limit Theorem for Markov chains (Theorem 2), when applied to h = (I i ; i 2 E), leads to a multidimensional CLT for the occupation times: N n (1) ? n 1 p n ; : : : ;
2.3 Berry-Ess een bounds for nite Markov chains
In this discrete setting, one purpose of the convergence assessment is to obtain approximate con dence intervals for the i 's. For this, we need to know how large n should be for the normal approximation to be valid. This addresses the question of the convergence rate in the CLT, which naturally leads to the Berry-Ess een theory. In good settings, upper bounds for this rate are given by the Berry-Ess een Theorem for Markov chains, which holds when
p n x ? (x) = O(n ?1=2 ); (13) where is the standard normal cdf. General conditions have been given for (13) to hold in both the discrete and continuous cases (see Bolthausen 1982) . However, a workable bound requires precise estimation of the constant involved in the right-hand side of (13) . This question has been investigated by Mann (1996) and Lezaud (1998) for countable state chains, but the proposed constants are far too large for practical use in our case. Moreover, computing these bounds requires knowledge of unavailable quantities (e.g., the gap of the transition kernel).
Another approach consists in using the Berry-Ess een Theorem for the iid case (Feller 1971) , since in this setup the constant has been precisely evaluated.
If X i ; : : : ; X n are iid random variables with zero expectation, variance 2 , and such that = E jXj 3 < 1, then sup x2R P P n t=1 X i p n x ? (x) < C BE 3 p n ;
where the constant, initially evaluated at 33=4, has been lowered down to C BE 0:7915 (see, e.g., Seoh and Hallin 1997) . This approach can be transposed to the case of Markov chains with the help of renewal theory, through the iid random variables Z p (h)'s de ned in x2.1. As a consequence of Proposition 2 and Theorem 2, the distribution of the normalized sum S Ti(q) ( h)= p q converges to a normal distribution with zero mean and variance 2 (h)= i , and the error in the approximation by the normal distribution is given by the Berry-Ess een inequality (for the iid case), provided that E h jZ p (h)j 3 i < 1:
The sum T i (p) = (15) Using the Berry-Ess een bounds for convergence assessment A method for MCMC control can be sketched, based on normality assessment for the indicator functions I i for i 2 E, and using Berry-Ess een inequalities to take care of the error. Let us assume that estimates for quantities appearing in upper bounds (14) and (15) behavior of T i (q). We can control the error in this last normal approximation using (15) in the same way. For a given error " 2 , this leads to q i;2 = q i (" 2 ). Finally, we need to run the chain up to the observation of q i returns in i, where q i = max(q i;1 ; q i;2 ), to assess normality for both sums. Hence, this control method requires, for state i, the simulation of n i iterations of the chain, where n i q i = i can be estimated together with an approximate con dence interval.
This procedure seems appealing from a theoretical point of view, but unfortunately has two major drawbacks. First, it su ers from the same criticism as many other control methods (e.g., Gelman and Rubin's (1992) variance criterion), since it relies on preliminary estimates of unknown quantities depending on the MCMC algorithm under control itself. Second, it su ers from the poor quality of the standard Berry-Ess een bound. It is known that, even in simple iid situations, the Berry-Ess een bound leads to fairly large sample sizes to ensure that the Kolmogorov-Smirnov distance between the distribution of the normalized sums and the standard normal is smaller than a given " > 0 (Seoh and Hallin 1997). The simulations in Section 5.2 show that this is also the case in our situation, and that this heuristic leads to dramatically conservative values for the times required to achieve convergence. Hence this procedure is of little practical value, but has been presented here for completeness. We do not discuss it any further (e.g., how to select the states chosen for monitoring; what is the impact of the needed estimates over convergence time) and rather propose empirical methods of control based on normality assessment in the next section.
Convergence diagnostics with parallel chains
Since we want to use a normal approximation, we need to estimate the time needed to reach approximate normality for suitable functions of (x (t) ). Intuitively, normality occurs when the parallel chains have \mixed enough" to explore their entire domain. This is particularly relevant in the case of chains issued from an MCMC algorithm with a multimodal stationary probability, which actually appear in practical situations and for which usual convergence control methods based on graphical evaluations of cumulative sums or similar quantities do not reveal multimodality (see Robert 1996 ). It appears that normality is reached only when the parallel chains have \spent enough time near every mode" (see the example in Section 5.2), and that multimodal situations are revealed by the occurrence of strong non-normalities for small to moderate values of n.
In this section, we investigate the case of nite state Markov chains. The proposed convergence assessments are basically derived from the discrete setting given in x2.2, and rely on the asymptotic behavior of 2 n (h) and S n ( h)= p n for h = I i , i 2 E, or more generally h = I A , A E. If stationarity is reached for (x (t) ), then the variance after n steps, 2 n (h), should be close to the limiting variance 2 (h) and the distribution of S n (h)= p n should be approximately normal. We propose two complementary methods to guarantee that the CLT can e ectively be used after n steps of the algorithm under consideration, in order to build reliable con dence intervals for a class of normalized sums S n (h)= p n.
The rst method is based on normality assessment and the second one monitors variance stabilization. Both methods use independent parallel chains started from a suitably dispersed distribution 0 . (See the debate in Gelman and Rubin (1992), and Geyer (1992), about the feasibility of this requirement.)
Convergence assessment by normality monitoring
Basically, the normality control method consists in running m parallel chains x (t) 1 ; : : : ; x (t) m started from some preassigned distribution, and testing a normality hypothesis H 0 for the r.v.'s N n (i), i 2 E, at arbitrary selected times n 1 < n 2 <
, until acceptance of normality. It is important noting that using a normality test at successive times here is only a way of avoiding graphical monitoring of the approximate normality. It should not be understood as a manner to test the normal model as in the usual statistical practice (with a frequentist interpretation of the type I risk). Consider rst a single state i 2 E. De ne
the occupation time of state i for chain`during the rst n steps. We propose to check approximate normality using the Shapiro-Wilk test (Shapiro and Wilk 1965) with a preassigned signi cance level to be tuned. This test is one of the most powerful tests against alternative hypotheses as general as \the sample is issued from a non-normal continuous distribution". The Shapiro-Wilk test statistic SW belongs to (0; 1), and assumes values close to 1 if the null hypothesis H 0 is true (see, e.g., Cap era a and Van Cutsem 1988). It does not require prior knowledge of the expectation n i of N n (i). For m chains with initial distribution 0 , and arbitrary increasing times n 0 = 0 < n 1 < n 2 < , the control method starts with k = 1 and proceeds as follows:
1. Run the m chains for (n k ? n k?1 ) more iterations. If H 0 is rejected, set k k + 1 and go to 1; else return n k . Let A H0; be the acceptance region associated with the level ; this algorithm returns T i = inf k 1 fn k : SW(i; n k ) 2 A H0; g, the rst time in the sequence of n k 's for which the hypothesis has not been rejected. We may in addition plot SW(i; ) and monitor its stabilization in A H0; (see x5). Note that 1] is not a sequential test in its classical meaning, since we are not doing hypothesis testing at times n 1 < n 2 < based on n 1 ; n 2 ; : : : iid observations, but rather testing H 0 using a sample of constant size m, of iid observations from a distribution depending on n 1 ; n 2 ; : : :.
In practice, we need to assess normality of the r.v.'s N n (i) for states in a subset E 0 E, and Steps 2 and 3 of algorithm 1] are easily modi ed to simultaneously test all states i 2 E 0 over the same m simulated sequences. The normality control method then returns (T i ; i 2 E 0 ). Automated diagnostics resulting from empirical stopping rules (without graphical monitoring) can be proposed. For instance, a simple rule is to run the chains for at least T M = maxfT i ; i 2 E 0 g iterations. Alternative stopping rules can be considered as well. For example, a more conservative rule can be: \stop at the rst time all the controlled states simultaneously do not reject the null hypothesis". We will call this stopping time T S for future reference.
In our use of a normality test, the choice of the individual level is not a crucial matter, but merely a way of detecting a reasonable stabilization of the test statistic. Clearly, our stopping rules are becoming more and more conservative as increases (e.g. T M increases with ), and too large values like 10% are not advised (see x5.2).
Finally, the choice of E 0 (and K 0 ) is crucial here, and obviously depends to some extent on the size K of the state space. Whereas controlling the normality of occupation time for a number of randomly selected states can be a good choice for strongly mixing chains, this is obviously not true in multimodal situations.
For example, consider a chain with a partition (E 1 ; E 2 ) of E, corresponding to two modes of such that transitions between E 1 and E 2 occur with small probabilities. Checking normality for i 2 E 1 , say, and too small values of n would obviously result in strongly multimodal histograms, typically with one mode corresponding to the chains started within E 1 (many visits to i), and another mode corresponding to the chains started within E 2 (no excursion to E 1 and no visit to i). However, such multimodal histograms would be observed only if several parallel chains started within E 2 (i.e. for 0 dispersed enough). In such a case, excursions between E 1 and E 2 for the m chains would be more and more likely to occur as n increases, nally allowing us to accept the normality hypothesis for N i (n). An ideal choice would select one state near each mode of here. However, this would require a preliminary rough knowledge of the global shape of , which is not available in general (also, this requirement is not in the spirit of a generic method).
We will generalize 1] in Section 4 by proposing a more de nitive and automated solution, which encompasses both the discrete case with large K and the general (continuous state space) situation. We will then discuss more thoroughly the impact of the tuning parameters.
Convergence assessment by variance comparison
A convergence control tool naturally coupled with the normality monitoring consists in checking whether an estimate of the variance after n steps, 2 n (h), is close to an estimate of the limiting variance 2 (h). For a single state i 2 E (i.e.
for h I i ), the natural estimate of 2 n (h) based on m parallel chains observed up to the nth transition is simply the sample empirical variance over the m chains, Besides, an estimate of 2 (h) is available by replacing in (9), (11) and (12) (11) givesĈ(m; n), and^ 2 (m; n; h) = h TĈ (m; n)h. We are interested here in the asymptotic properties of these estimators when n is xed and m goes to in nity.
Proposition 3 For any initial distribution 0 and any xed integer n large enough, we have, a.s. as m ! +1:
Proof. These results follow from the strong law of large numbers, with n large enough, typically to allow any state to be reached from any initial state in less than n steps. To illustrate this, consider the strongly aperiodic case, for which The control by variance comparison uses the setup already described for the normality control. Actually, the two methods can be executed simultaneously, and step 2 of algorithm 1] needs just to be augmented to compute the estimateŝ 2 n k (m; h) and^ 2 (m; n k ; h). In addition to the stopping rule T M issued from the normality control, we end up with plots of^ 2 n (m; h) and^ 2 (m; n; h) against n from which we may check the stabilization and approximate coincidence of the two variance estimators. Note that widely available software systems with algebraic capabilities (e.g., Mathematica or Matlab) can be used to solve the inversion involved in (18) without additional work for the end user.
These control methods need some adaptation when K gets large. The monitoring using variance comparison requires the computation of the limiting variance, which may not be feasible for large dimension matrices. In such cases this side of the method reduces to graphical monitoring of the stabilization of 2 n (m; h), with no guarantee against apparent stabilization far from the limiting variance. This would result in wrong convergence diagnostics and biased con dence intervals. This is the reason why this control method should not be used alone, but rather coupled with the normality monitoring. The latter is less a ected by the size of the chains from a computational perspective (no matrix is involved in the computations), but it can lead to a dramatically conservative method for large K's. Moreover, estimating the probabilities i for the K states i 2 E is meaningless and misleading when K is large (just think of continuous state spaces). A reasonable way to overcome this problem is to choose a partition (A 1 ; : : : ; A p ) of E and to apply the normality control method to the corresponding indicator functions h j = I Aj , j = 1; : : : ; p. These adapted versions are leading to the proposed extensions for the continuous state case, and we thus reserve their descriptions for Section 4.
Extension to continuous state chains
In this section, we consider an ergodic Markov chain ? x (t) with continuous state space E and invariant probability distribution with density f. We suppose in addition that x (t) satis es conditions ensuring that the CLT applies, i.e. for every h 2 L 2 (f), there exists 0 2 (h) < +1 such that
For general state space the CLT applies, for instance, when the Markov chain is geometrically ergodic. The basic ideas are rst to extend the previous results from renewal theory to atomic Markov chains (the renewal state i being replaced with an atom A) and second, to transform general Markov chains to atomic Markov chains by splitting a small set. Various sets of su cient conditions for the CLT to apply in the context of general MCMC's (e.g., for Metropolis and Gibbs kernels) have been investigated (Tierney 1994) . A comprehensive survey can be found in Robert (1996) . We do not base our extension to the continuous case on renewal theory for atoms or small sets. Since the construction of appropriate small sets generally requires a deep knowledge of the transition kernel or the target density f (see Guihenneuc-Jouyaux and Robert 1998), this would result in strongly problemspeci c control techniques (thus not in the spirit of this normality control principle). Rather, we suggest to select a nite collection of measurable subsets A r E, 1 r p, typically \almost" partitioning E, and to check normality and variance stabilization of the normalized sums S n (h r )= p n, where h r = I Ar for 1 r p. We can then only obtain estimates and con dence intervals for the P f (A r )'s; moreover, since an estimate of the limiting variance can no longer be algebraically computed with formulas (9) to (12), another control of the variance stabilization must be carried out.
This approach through a partition of E is theoretically valid in the continuous setup and in particular does not require any Markovian assumption on the h r ? x (t) 's. Furthermore, it can apply to general processes (x (t) ), provided that they converge to a unique stationary regime and satisfy a strong law of large numbers and a CLT similar to (19) . This is of particular interest since in general marginal sequences issued from multivariate MCMC algorithms are not Markov chains. Actually, in multivariate situations, we check the normality of posterior marginals for simplicity. In addition, approximate normality of S n (h)= p n for other functions h may be checked simultaneously. For instance, we have always tested the approximate normality for h(x) = x (or higher moments) in the illustrative examples in Section 5, since posterior means for the parameters are generally desired in Bayesian setups. In multivariate situations, marginal sequences were controlled in the same way.
An automated normality monitoring
We propose a methodology for monitoring a general MCMC algorithm, which is grounded on the normality control for nite state case, deals with the specicities of the continuous state case, and has several advantages: (i) it does not require prior knowledge of the target pdf f (and consequently we propose a generic computer code for the normality control); (ii) it requires very few tuning parameters; (iii) the correct \guess" for these parameters are given on-line by the computer program, through a few preliminary short runs on a trial and error basis (i.e. wrong parameter settings are quickly detected).
In classical settings where the support E of f is the real line or an in nite denumerable set, we obviously cannot measure the tails of f over E accurately: tail regions with almost zero probability would require a dramatically large number of iterations to reach approximate normality, without a noticeable improvement in the precision over estimates like (2) . This is one speci city of the continuous case, therefore a preliminary requirement is to restrict our investigations to a suitable compact subset A of E, which needs to be chosen large enough so that 
For a choice (A; p; ") of the tuning parameters and given arbitrary increasing times n 0 = 0 < n 1 < n 2 < , the algorithm for controlling the target distribution is (starting with k = 1):
1. Run the m chains for (n k ? n k?1 ) more iterations. 
For each h 2 C(n k ):
compute the statistics SW(h; n k ); if H 0 is accepted for SW(h; n k ), C(n k ) C(n k ) n fhg. 5 . If C(n k ) = ;, return n k ; else set k k + 1 and go to 1. The sequence "(n) which appears in 2] is just a re nement of the probability threshold ". Its purpose is to lower the e ect of the poor estimations of the P f (A r )'s which may occur during the rst few iterations of the m chains. Actually, we do not want to wrongly discard an A r from being controlled, just because of an underestimation of P f (A r ). Choosing a sequence "(n) increasing smoothly from 0 to " may avoid such a behavior.
Algorithm 2] returns a \time required to assess normality" T M which corresponds, as in the discrete case, to the smallest number of iterations required to reach approximate normality in all the subsets A r with signi cant estimated probability. For each h r 2 C(0) controlled up to acceptance of H 0 , the time to reach approximate normality is T r = min k 1 fn k : SW(h r ; n k ) 2 A H0; g and T M is the maximum of these times. To be meaningful, this result must be validated by the estimated mass of the region on which the control has been imposed,P(A), and the estimated mass of the sets within which approximate normality has been reached,P(A C ), given by (20) . Both probabilities should be close to one, and good settings for (A; ") can be found quickly by trial and error over a few preliminary runs of algorithm 2]. Too small a value forP(A) indicates a wrong choice for A, which misses a signi cant proportion of the total mass. Too small a value forP(A C ) indicates that a signi cant mass has not been controlled (typically in the tails or between distant modes), and consequently that " needs to be lowered down.
The algorithm 2] ends up with the overall normality control time, and a detailed picture of f exhibiting all its speci cities (e.g., modal regions), together with precise estimates and con dence intervals for the P f (A r )'s, based on reliable normal approximations. Simultaneously, normality control over the mean of the parameter or its higher posterior moments are provided. They may be used to give a more conservative stopping rule, and to compute con dence intervals for the parameter (or marginal coordinates in multivariate situations) using the approximate normality.
Variance comparison
In the continuous setup, we can still consistently estimate the variance after n steps, 2 n (h), by the sample empirical variancê S (`) do want to keep the generic aspect of this methodology intact, we are not deriving our discretization from small sets as in Guihenneuc-Jouyaux and Robert (1998) . Instead, we propose to apply a discretization directly over the partition n (h r ) given by (22) for h r = I Ar , which is computed on the continuous chain (x (t) ). As in the discrete case, this estimate provides a graphical tool to check whether the variance after n steps stabilizes around a value which may be considered here as an approximation of the true limiting variance. From the implementation point of view, 2] needs only to be augmented to compute the above estimates along with the tests for the normality hypothesis, for each h r 2 C(n k ) at each step k.
Examples and comparisons
This section contains several examples for both the discrete and continuous (multidimensional) situations. Our purpose is to illustrate the ability of our method to detect delicate situations such as slowly mixing chains, to show its automated and generic aspects, and to compare it with one of the most popular competing method: the binary control of Raftery and Lewis which is rst brie y described below.
Raftery and Lewis' binary approximation
The binary control Lewis 1992, 1996) proposes to approximate the time t 0 required to reach convergence, and the sample size T necessary to evaluate (1) with a desired precision. The authors consider the two-state process z (t) derived from x (t) by z (t) = I x (t) , where the threshold is an arbitrary point in E. The comparison between our approach with parallel chains, and the binary control which uses a single chain needs to be clari ed. In particular, we cannot directly compare the precision of the con dence intervals (CIs) for the estimates, since the binary control does not directly deliver CIs for the parameters or the i 's in the discrete case, but merely for~ 1 (and without checking for normality before using the normal approximation). Since both methods produce automated stopping rules, we will do the comparisons in terms of these rules. The binary control proposes to run a single chain for t 0 iterations (after what stationarity is supposedly achieved), and then to use the next T jumps to compute the desired estimates. The normality control concludes that T M (or T S ) iterations are needed for the normalized sums of the chain to reach normality, but it runs m parallel chains to establish its diagnostic, and then uses all the available information | i.e. the m T M jumps | to compute estimates. Hence we believe that a fair way to compare the methods consists in facing t 0 and T M for the burn-in duration, and T against m T M for the estimation duration. The latter comparison may thus provide answers to the usual question about \single versus parallel chains". We will also compare the true (when available) with the stationary probabilities estimated by following each methods' diagnostics.
A miniature example
Our purpose here is to illustrate on a toy (but meaningful) example for K = 15 states the control methods of Section 3, and to show how the stabilization processes of the variance estimates and test statistics may di er between two nite chains. We de ned a chain ? x (t) with a random transition matrix allowing for quick transitions between all states, and having consequently a roughly uniform invariant probability (x) (Figure 1, top left) . We constructed also a chain ? y (t) with a transition matrix tailor-made for generating a multimodal invariant probability (y) with three modal regions E 1 = (1; 2; 3), E 2 = (7; 8; 9) and the 1 2 3 4 5 6 7 8 9 10 11 12 13 14 (Figure 1, top right) . The transitions were chosen so that jumps between modal regions follow the scheme E 1 $ E 2 $ E 3 ! E 1 , resulting in a slowly mixing chain.
For both examples, we ran m = 50 independent parallel chains, started according to a uniform initial distribution over E. We then controlled four to six states with algorithm 1] together with the variance comparison of x3.2, using the asymptotic level = 0:01. We implemented the two stopping rules T M and (the more conservative) T S de ned in x3.1. The estimated invariant probabilities in Figure 1 , and Student's t 95%{con dence intervals (CIs) based on the normality assumption for the sample of occupation times were computed at the former stopping time, which was similar to T S in this example. We always ran the parallel chains up to a xed large amount of iterations to show stabilization after the stopping time.
For the simple chain x, convergence occurred after only 100 to 200 iterations, whatever the four arbitrarily selected controlled states, and for both stopping rules. All the CIs at this time contained the true values. Figure 1 (bottom left) shows a typical output for state 2 for which we obtain the 95%-CI 0:060; 0:074] for the true value 2 (x) = 0:0706 after 200 iterations. Since T M is small, we just ran the chains up to 10,000 iterations. The stabilization of 2 n (m; I 2 ) seems to be achieved after about 2400 iterations, and shows merely noise around^ 2 (m; n; I 2 ) after that. The latter estimate stabilizes in a time comparable to T M . The heuristic procedure of Section 2.3 using the BerryEss een inequality (14) required a dramatically too large convergence time of about 10 15 iterations for this example.
For the \multimodal" chain y, we applied our controls over one state near each mode and one state between two contiguous modal regions. Here, convergence (in the normality control sense and for both stopping rules) required not less than 100,000 iterations. Again, at convergence, the Student's t 95%{ CIs contained the true values for each of the controlled states, and we ran the chains up to 200,000 iterations to show stabilization. For states in the most frequently visited regions E 1 and E 2 stabilization was achieved comparatively quickly (about 10,000 iterations) . Surprisingly, the same behavior held for state 5 between E 1 and E 2 , although 5 (y) = 0:00298 is very small. Finally, the normality check provided the most conservative time for states in E 3 like, e.g., state 15 displayed here (Figure 1, bottom, right) . Although 15 (y) is four times larger than 5 (y), the normality control required 101,000 iterations, and the Shapiro-Wilk statistic stabilized after that. Note that the procedure based on the Berry-Ess een inequality (14) required up to 10 25 iterations to assess convergence.
This typical behavior for the chain y arises because many jumps occur between the rst two modes. Therefore, the chain frequently visits states 4; 5; 6, leading rather quickly to a normal-like histogram for those states. When started outside E 3 , a chain usually does not visit it for a very long time. Roughly 1=5 of the 50 chains started from this third mode and spent time within it, whereas the remaining 4=5 started outside this mode and remained outside it for many iterations. This explains why samples of occupation times for state 15 are far from normality at the beginning. In this example, about 100,000 iterations allow for enough visits to E 3 for most of the 50 chains to attain normality. This miniature example shows that it is basically multimodality, and not only estimation of small probabilities for the stationary distribution (e.g., 5 (y)), that really a ects the normality of samples of occupation times. It also highlights the ability of our parallel chain method, started with a dispersed initial distribution, to detect such delicate situations.
As pointed out in Section 3.1, the choice of is not crucial. The -quantile of the Shapiro-Wilk statistic (the horizontal dashed lines in Figure 1 , bottom) increases with , resulting in more conservative rules. Reasonable modi cations of give stopping times of same order. For instance, the normality control with = 5% delivered here T M = 700 for the chain x, and T M = 123; 000 for the chain y. However, too large values of are not recommended, e.g., the 10%-quantile was never reached during the rst 400; 000 iterations of chain y.
Comparison with the binary control
For each chain x and y, we ran the binary control with starting values drawn uniformly in E, xed errors " 1 = 0:001 and " 2 = " 3 = 0:01, batch sizes B = 1; 2; 10; 20 and pre-run sizes T m = 1000, 10; 000 and 100; 000. The binary control is extremely sensitive to the choice of , and we illustrate this by running the control for each 2 E and summarizing the results using the most conservative stopping rules max 2E t 0 ( ) and max 2E T( ), and the less conservative ones min 2E t 0 ( ) and min 2E T( ).
For the quickly mixing chain x, results were not signi cantly in uenced by our choices for the parameters (T m ; B), and we obtained 1 t 0 3, and 3909 T 17; 616. By comparison, the normality control gives 100 T M 200 and 5000 m T M 10; 000. The values proposed by the binary control for t 0 are indeed not realistic and T M should be preferred, but both methods compute their estimates based on a number of iterations of the same order.
For the slowly mixing chain y, results are displayed in Table 1 (B = 20 provided results similar to B = 10; (T m = 1000; B = 1) is not given since ( ; ) could not be computed with that setting for most of the 's). The incredibly wide range of variation in the rules given by the binary control, depending on but also on T m and B, shows that this method should be used with caution.
By comparison, the normality control gives about T M = 100; 000 and then computes the estimated using m T M = 5; 000; 000 iterations. Note that even a preliminary run of T m = 100; 000 iterations for computing and does not improve the binary control's results. To nd which method provides the best guess, we compared the qualities of the resulting estimates of . For the binary control, we started a single chain from a value drawn uniformly in E, ran t 0 iterations, and used the subsequent T iterations to compute the^ i 's from the observed occupation times. For the normality control, the equivalent estimates are the^ i (m; n)'s given by (17) . Table 2 shows the results for y, in terms of the chi-square distance, for selected solutions (t 0 ; T) proposed by the binary control, and for the normality control.
It appears that many choices for would lead to dramatically wrong estimates for with the binary control. Still more impressive, even the most conservative rule given by the binary control results in a^ which is not as good as the estimate given by the normality control. The latter estimate is computed with far less iterations than the former though (5 millions against 25 millions), but it uses a parallel method. We observed similar results for the simplest chain x, for which the binary control with a conservative rule gives 2 ( (x);^ (x)) = 0:00054, and the normality control gives 2 ( (x);^ (x)) = 0:000036. This illustrates the bene ts of our approach for slowly mixing chains, and the advantages of parallel chains versus a single chain.
Comparison between stationarity and normality
Relations between stationarity and normality are not clear, at least from a mathematical point of view. There is no obvious theoretical reason to think that one is reached before or after the other, but if we are interested in con dence intervals, we have to collect enough information relative to occupation times to construct con dence intervals based on the normality assumption. Furthermore, this would still hold true even if we knew the stationary distribution and actually used it as the initial distribution. In order to compare the times needed to reach stationarity and normality, respectively, we selected the discrete example below, for which the number of iterations needed to reach approximate stationarity can be theoretically computed.
We considered the random walk X on the d-dimensional cube E = f0; 1g d . In this experiment, T min is close to the theoretical value T " , and the three empirical measures are increasing (as T " does) when decreases to zero (i.e. when the chains mix slower). Moreover, T M and T S are both really conservative. Reaching approximate normality seems to take more time than reaching approximate stationarity. This seems natural, since even a stationary process needs to run for a while to obtain a useful precision. We should notice that we controlled 8 states, giving obviously a rather conservative procedure, especially for T S . Finally, the plots for the normality control (state by state), which are not displayed here for brevity, always showed a clear stabilization after the convergence time T M , with only some short excursions out of the acceptance regions.
We also ran the binary control on this example, with " 1 = 10 ?6 i.e. the precision set for T " . The results are less sensitive to than in 5.2, due to the total symmetry in of this example. Results for d = 3 and several values are in Table 3 , where T is again compared with m T M . The conservative rule for t 0 is close to the theoretical time to reach "-stationarity here, but the proposed conservative rules for T are again overestimated when the chains mix slower, as shown by Table 4 which gives the chi-square distances. The estimates given by the binary control are better than ours for quickly mixing chains, but they are computed using much more iterations. For a slowly mixing random walk (e.g., here for = 0:01), our parallel method gives a comparable estimate of in 14 times less iterations.
A continuous example with multimodal posterior
To illustrate our methodology for continuous state chains, we consider the following example from Robert (1996) , which results in a multimodal target density. This example is relative to Bayesian inference for the location parameter of a Cauchy C( ; 1) distribution using a normal prior N(0; 2 ). With three A was then attained by a few runs on this trial and error basis, and resulted in the estimateP(A) = 99:7%. We imposed a sharpness p = 50 here, to get a reasonable precision for the trimodal histogram of the posterior distribution, and the threshold for controlling the sets A r 's had to be lowered to " = 0:002 to gain control overP(A C ) = 99% of total mass. Note that p and " are linked somehow, since the probabilities P f (A r )'s decrease when p increases, and consequently, the times needed to reach approximate normality increase (mostly for the A r 's in the tails or located between modes, where less and less jumps are observed when the jA r j's decrease). For this reason, p should not be larger than a value imposed by the precision wanted for the \picture" of f. In other words, the more precision we want for the histogram of f, the more time it takes to get this picture with approximate normality. In addition to our control over the posterior distribution, we controlled the functions g 1 ( ) = and g 2 ( ) = 2 . Note that the additional stopping rules associated with the control of g 1 and g 2 are not in uenced by the choices made for p and ", and in this sense act as moderators.
Approximate normality occurred around n = 3400 iterations, and we ran the m = 50 parallel chains up to 10; 000 iterations to show stabilization. Figure 3 shows some selected results. As expected, the stopping rule T M corresponds to (Figure 3 , right). The plots for g 1 and g 2 show a quick stabilization; normality is reached after less than 500 iterations. This indicates that the region of small probability between the two distant modes, although requiring 3400 iterations to reach approximate normality, has little in uence over the estimation of or 2 . Note that the approximate estimates for the limiting variance^ (m; n; h r ), available just for the indicator functions, behave as in the discrete case: they stabilize rather quickly, but not always around the average value of the sample variance. This may be a side-e ect of the discretization, or an e ect of the long-memory which characterizes the sample variance process. However, as in the discrete case, they may be used as a complementary tool coupled with the normality control. We ran the binary control for this Gibbs sampler with the settings already used in x5.2, and several values for 2 ?10; 20]. Less and most conservative rules are summarized in Table 5 , and show again rather small values for t 0 , and a wide range of variation for T. The normalization constant of (25) could be computed with Mathematica here, and an approximation of the cdf was available. We thus compare the estimates with the chi-square distance between a discretized version of the true density (25) and the similar histograms obtained by following each method's stopping times (as in x5.2). The results in Table 6 show that the normality control gives the most conservative rule. Our method seems to detect the di culties linked to multimodality, since it also provides the best estimate of the density.
Mixture of distributions
We consider here a missing data model with a 5-dimensional parameter, consisting in observations issued from a two-component normal mixture distribution We ran the binary control marginally on each coordinate, with the settings " 1 = 0:001 and " 2 = " 3 = 0:01, several batch sizes and pre-run T m between 1000 and 10; 000. Here again, the batch size has a limited in uence over (t 0 ; T), but the thresholds really in uence T, and they have to be selected from rough approximations of the posterior marginals of each scalar parameter, since they must be in the support and not too far in the tails, for the binary control to be worked out. Again, we observed unrealistic values between for t 0 , and a great variability in the proposed stopping rules for T, which are summarized in Table 7 . By comparison, the global stopping rule given by the normality control was about T M = 2000, which is in accordance with the observed stabilization for the test statistics and the empirical variances (see, e.g., Figure 4 ). In this case, the true posterior is unknown. Therefore we cannot compare the methods on the basis of the quality of their estimates.
Conclusion
The aim of this paper was to propose a new method for controlling the convergence of MCMC algorithms, based on parallel independent realizations of the Markov chain started from an initial distribution dispersed enough to ensure a thorough and e cient exploration of the support of the target density. Our purpose was to check that the distributions of a nite collection of normalized sums of functions of the Markov chain have reached approximate normality and that their variances have stabilized around their asymptotic value. We could then construct reliable Student-Con dence intervals for the corresponding approximations. Our methodology has several advantages from the end user point of view; it is not problem-speci c, i.e. it is completely independent from the MCMC algorithm under consideration and a generic computer code implementing our methods is available. This code provides automated stopping rules which do not require deep experience on the part of the user. We have reported on numerical investigations and comparisons with the binary control in both nite and continuous settings. These experiments show that: (i) test levels between 1% and 5% are suitable for most examples, and result in comparable stopping times; (ii) the tuning parameters (A; p; ") are easily determined on-line by trial and error; (iii) slowly mixing chains and multimodal invariant distributions have been satisfactorily recovered; (iv) the binary control provides rules with a large variability, and its extreme stopping times are often not reasonable; (v) comparisons between the estimates given by each method and the true distribution argue for parallel chains against a single chain (better estimates in a smaller total number of iterations).
