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Bei der numerischen Behandlung von physikalischen, chemischen oder biologischen Proble-
men gelingt es in der Regel, diese durch Differential- oder Integralgleichungen zu beschrei-
ben. Als Beispiele seien hier etwa der Wa¨rmetransport, die Navier-Stokes-Gleichungen bei
der Behandlung von Stro¨mungen oder die in der Quantenmechanik wesentliche Schro¨dinger-
gleichung genannt.
Bei vielen dieser Probleme fu¨hrt der Lo¨sungsprozess auf ein lineares Gleichungssystem der
Form
Ax = y.
Hierbei entha¨lt x die zu bestimmenden Koeffizienten der gesuchten Lo¨sung, wa¨hrend die
Matrix A die Beziehungen der einzelnen unbekannten Faktoren untereinander beschreibt.
Der Vektor y bestimmt die zusa¨tzlichen, a¨ußeren Bedingungen an die Unbekannten.
Unter entsprechenden Voraussetzungen ist eine einfache und elegante Lo¨sung fu¨r dieses
Problem durch die lineare Algebra vorgegeben: die Inversion von A. Hierdurch genu¨gt eine
Multiplikation mit dem Vektor y, um den unbekannten Vektor x zu berechnen:
x = A−1y.
Einzig offen bleibt die Frage nach der Bestimmung von A−1, doch auch hier ist eine einfache
und robuste Methode durch das Gauß’sche Eliminationsverfahren gegeben. Leider erweist
sich dieser Algorithmus in der Praxis nur fu¨r kleine Probleme als tauglich, da der Aufwand im
allgemeinen kubisch mit der Zahl der Unbekannten ansteigt. Auf der anderen Seite fu¨hrt die
Forderung nach einer hinreichend genauen Lo¨sung der zugrundeliegenden Aufgabe ha¨ufig
zu einer großen Zahl von Unbekannten. Zusammen mit der Gauß-Elimination nimmt die
beno¨tigte Ausfu¨hrungszeit auf einem Computersystem somit schnell unannehmbare Werte
an. Der einfache Ansatz u¨ber die Inversion von A kann deshalb oftmals nur fu¨r Spezialfa¨lle
eingesetzt werden.
Anstelle dessen wird auf Verfahren zuru¨ckgegriffen, welche die Multiplikation der Inversen
mit einem Vektor erlauben. Hierzu ist die explizite Kenntnis der Matrix A−1 nicht zwingend
erforderlich. Ha¨ufig kommen dabei iterative Methoden zum Einsatz, etwa die Jacobi- oder
die Gauß-Seidel-Iteration. Der Aufwand pro Iterationsschritt ha¨ngt in diesen Fa¨llen von
der Zahl der Matrixkoeffizienten ab, wobei eine Differentialgleichung typischerweise zu einer
linearen, eine Integralgleichung zu einer quadratischen Komplexita¨t fu¨hrt. Man spricht in
diesem Zusammenhang auch von schwach- bzw. vollbesetzten Matrizen.
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Durch den Einsatz einer iterativen Methode wird allerdings im allgemeinen nur eine Ap-
proximation der Lo¨sung des obigen Problems bestimmt. Die exakte Berechnung von x ist in
der Praxis nur selten mo¨glich und no¨tig. Ein Grund hierfu¨r liegt z.B. in kontinuierlichen Aus-
gangsproblemen, welche zu nicht-endlichen Gleichungssystemen fu¨hren. Um diese Systeme
trotzdem numerisch auf einem endlichen Rechnersystem zu behandeln sind Einschra¨nkungen
notwendig, etwa die Beschra¨nkung auf eine endliche Zahl von Punkten, fu¨r die die Lo¨sung
bestimmt wird. Der durch diese Diskretisierung verursachte Fehler definiert eine Schranke
fu¨r die Bestimmung der Unbekannten im spa¨teren Lo¨sungsprozess.
Trotz der Beschra¨nkung auf approximative Lo¨sungen ist die Anzahl der Iterationen bei
den erwa¨hnten klassischen Verfahren ha¨ufig von der gleichen oder a¨hnlichen Ordnung wie
die Zahl der Unbekannten, womit der Vorteil der einfachen Algorithmen im Vergleich zur
Gauß-Elimination, insbesondere fu¨r vollbesetzte Matrizen, verschwindet. Aber auch eine qua-
dratische Komplexita¨t bei schwachbesetzten Systemen ist in der Regel fu¨r große Probleme
nicht praktikabel.
Unter Ausnutzung weiterer Eigenschaften des Ausgangsproblems lassen sich verbesserte,
approximative Methoden wie das Mehrgitterverfahren (siehe [Hac85]) einsetzen, welches un-
ter geeigneten Voraussetzungen nur eine konstante Anzahl von Schritten beno¨tigt. Fu¨r den
Fall einer schwachbesetzten Matrix liefert dieser Ansatz somit bereits einen Gesamtaufwand
von linearer Ordnung. Allerdings ist diese Methode nicht immer anwendbar.
Die beschriebene Fehlerschranke der Diskretisierung erlaubt es aber oftmals, auf eine ex-
akte Darstellung der Systemmatrix zu verzichten. Insbesondere bei Problemen die zu vollbe-
setzten Matrizen fu¨hren, lassen sich ha¨ufig große Bereiche der Matrix sehr gut approximieren.
Hierdurch sinkt der Aufwand zur Speicherung und zur Matrix-Vektor-Multiplikation typi-
scherweise auf eine lineare bzw. linear-logarithmische Ordnung, womit ein vergleichbarer
Aufwand wie bei schwachbesetzten Systemen erreicht wird.
U¨bliche Verfahren zur Komprimierung einer Matrix sind z.B. die schnelle Multipol-Methode
(siehe [Rok85]) oder die Paneel-Clusterung (siehe [HN89]). Desweiteren kommen Algorith-
men basierend auf Wavelets zum Einsatz. All diese Verfahren gestatten allerdings lediglich
die Anwendung der Matrix-Vektor-Multiplikation zur Lo¨sung des obigen Problems mittels
Iterationsverfahren.
Eine weitere Mo¨glichkeit bieten die hierarchischen Matrizen oder kurz H-Matrizen (siehe
[Hac99]), wie sie auch Gegenstand dieser Arbeit sind und in den Kapiteln 2 bzw. 3 na¨her
definiert werden. Der wesentliche Unterschied zwischen den bisher genannten Algorithmen
und den H-Matrizen ist die Mo¨glichkeit, die gesamte Algebra, d.h. neben der Matrix-Vektor-
Multiplikation auch die Addition, Multiplikation und Inversion, in linear-logarithmischer
Zeit durchzufu¨hren. Die Arithmetik arbeitet hierbei allerdings nicht exakt, sondern fu¨hrt
ebenfalls zu approximativen Ergebnissen. Da diese aber, wie erwa¨hnt, ausreichend fu¨r den
praktischen Einsatz sind, bieten die H-Matrizen somit ein ma¨chtiges Werkzeug, um obige
Probleme elegant zu lo¨sen.
Trotz der fast-linearen Komplexita¨t von H-Matrix-Algorithmen ergibt sich fu¨r Probleme
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mit einer großen Zahl von Unbekannten eine relativ hohe Laufzeit. Hier kommt deshalb
sehr schnell der Wunsch nach einer Steigerung der Ausfu¨hrungsgeschwindigkeit auf. Ne-
ben effizienteren sequentiellen Verfahren bildet die Parallelisierung, d.h. die Verteilung der
auftretenden Aufgaben auf mehrere Prozessoren eines Rechnersystems, ein in diesem Zusam-
menhang probates Mittel. Dass ein solches Vorgehen nicht nur auf wenigen Spezialsystemen
Vorteile bringt, zeigt die rasante Zunahme von Mehrprozessorsystemen z.B. im Bereich der
Arbeitsplatzrechner. Diese Systeme sind ha¨ufig mit bis zu vier Prozessoren ausgestattet.
Auch komplexere Rechner mit 16 oder 32 CPUs (Central Processing Units) sind als lokale
Server weit verbreitet. Eine Alternative zu solchen, immer noch vergleichsweise teuren Syste-
men bietet ein sogenannter Cluster, bei welchem einfache und somit gu¨nstige Rechner durch
ein schnelles Netzwerk miteinander verbunden sind. Hierdurch lassen sich Prozessorzahlen
von mehreren Hundert oder gar Tausend erreichen.
In dieser Arbeit sollen verschiedene Techniken und Algorithmen, die bei der Parallelisie-
rung der elementaren Verfahren im Kontext der H-Matrizen zum Einsatz kommen, vorge-
stellt werden. Eine wesentliche Grundlage bilden hierbei die Lastbalancierungsalgorithmen
in Kapitel 4. Da das eigentliche Verteilungsproblem auf die Prozessoren eines Rechners im
allgemeinen NP-schwer ist, also mit vertretbarem Aufwand nicht lo¨sbar, werden Verfahren
vorgestellt, die eine gute Approximation einer optimalen Lo¨sung bestimmen. Wichtig ist in
diesem Zusammenhang auch die Anwendung dieser Verfahren auf die Datenstrukturen einer
H-Matrix. Die Art und Weise dieser Adaption entscheidet ha¨ufig daru¨ber, ob der resultie-
rende H-Matrix-Algorithmus die verschiedenen Prozessoren ausnutzen kann oder nicht. Hier
gelingt es z.B. mit Hilfe von raumfu¨llenden Kurven, effektive Verteilungen zu generieren.
Der Entwurf der eigentlichen parallelen Algorithmen wird auf entscheidende Art gepra¨gt
von dem Rechnersystem, auf dem das endgu¨ltige Programm schließlich ausgefu¨hrt werden
soll. So haben die erwa¨hnten Arbeitsplatzrechner oder die Serversysteme ha¨ufig einen ge-
meinsamen Arbeitsspeicher, d.h. jeder Prozessor kann uneingeschra¨nkt auf alle Daten des
Speichers zugreifen. Somit entfa¨llt jegliche Kommunikation zwischen den einzelnen CPUs.
Demgegenu¨ber muss der Datenaustausch auf einem Cluster explizit durch den Programmie-
rer gesteuert werden. Diese unterschiedlichen Eigenschaften fu¨hren daher auch zu verschie-
denen Algorithmen fu¨r das gleiche Problem.
Um sich allerdings bei der Implementierung der Verfahren nicht explizit auf einen be-
stimmten Rechner festlegen zu mu¨ssen, werden in der Regel allgemeine Modelle zugrunde-
gelegt. Diese Modelle enthalten die wesentlichen Eigenschaften eines Rechnersystems, etwa
einen geteilten Speicher oder die Eckdaten des Kommunikationsnetzwerkes in einem Cluster.
Durch die Verwendung einer solchen Beschreibung der Rechnerarchitektur la¨sst sich zudem
die Laufzeit auf einem realen System anhand weniger Daten vorhersagen, wodurch die An-
gabe von Komplexita¨ten fu¨r die einzelnen parallelen Algorithmen ermo¨glicht wird. Die in
dieser Arbeit genutzten Rechnermodelle und die jeweilige Art der Programmierung werden
in Kapitel 5 vorgestellt.
Gegenstand von Kapitel 6 sind schließlich die eigentlichen parallelen Verfahren fu¨r H-
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Matrizen. Hierbei werden je nach Rechnermodell verschiedene Verfahren vorgestellt und
deren Eigenschaften diskutiert. Die Algorithmen basieren zum Teil auf den jeweiligen se-
quentiellen Pendants, welche in Kapitel 2 diskutiert werden. Hierdurch lassen sich z.B. exis-
tierende Implementierungen auf einfache Weise parallelisieren. Allerdings fu¨hrt ein solcher
Ansatz nicht bei allen Verfahren zu einer optimalen parallelen Leistung. Deshalb werden in
diesen Fa¨llen auch alternative Ansa¨tze vorgestellt.
Neben der direkten Parallelisierung der H-Matrix-Arithmetik, d.h. der expliziten Vertei-
lung der einzelnen Aufgaben, kommt in Kapitel 7 auch die Technik der Gebietszerlegung zur
Sprache. Der Name leitet sich hierbei aus einer Aufteilung der zugrundeliegenden Daten ab,
z.B. des Gebietes u¨ber dem das anfa¨ngliche Problem betrachtet wird. Dabei zerfa¨llt auch das
zu lo¨sende Problem in Einzelaufgaben, welche mehr oder weniger unabha¨ngig voneinander
gelo¨st werden ko¨nnen. Die H-Matrix-Algorithmen dienen in diesem Fall der Lo¨sung dieser
einzelnen Probleme. Welcher Aufwand hierbei auftritt und welche Aufgaben u¨berhaupt mit
dieser Technik effizient lo¨sbar sind, soll in diesem Kapitel diskutiert werden.
Im Zusammenhang mit den H-Matrizen treten ha¨ufig Probleme aus unerwarteten Berei-
chen auf. So beno¨tigt z.B. eine entsprechend große H-Matrix mitunter mehrere 10 Gigabyte
an Arbeitsspeicher. Dieser Speicher ist hierbei in eine Vielzahl von kleineren Bereichen un-
terteilt und wird nicht als einheitlicher Speicherblock angefordert. Werden zusa¨tzlich noch
alle Einzelblo¨cke von verschiedenen Prozessoren verwaltet, so fu¨hrt dies bei vielen Speicher-
verwaltungen zu einer sehr großen Laufzeit. Somit hat die Technik, die bei der Verwaltung
von Arbeitsspeicher zum Einsatz kommt, einen wesentlichen Einfluss auf die zu beobachten-
de Komplexita¨t der H-Matrix-Algorithmen. Auf solche Speicherverwaltungstechniken soll
in Kapitel 8 eingegangen werden. Dabei wird insbesondere eine speziell auf die H-Matrix-
Arithmetik zugeschnittene Implementierung vorgestellt.
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2 H-Matrizen
In diesem Kapitel sollen die grundlegenden Begriffe im Kontext der hierarchischen Matrizen
eingefu¨hrt werden, wie sie urspru¨nglich in [Hac99] beschrieben wurden. Desweiteren dient
dieser Abschnitt der Benennung von wesentlichen Eigenschaften der H-Matrizen, etwa des
Aufwands zur Speicherung.
Anhand zweier Beispiele aus den Bereichen der Integralgleichungen und der partiellen Dif-
ferentialgleichungen wird außerdem die praktische Anwendung derH-Matrizen demonstriert.
Diese Beispiele werden in den spa¨teren Kapiteln bei verschiedenen numerischen Experimen-
ten genutzt.
2.1 Ba¨ume
Eine wesentliche Grundlage der hierarchischen Matrizen bilden Ba¨ume und deren Eigen-
schaften.
Definition 2.1.1 (Baum) Sei V eine endliche Menge und E ⊂ V × V eine Relation u¨ber
V . Die Elemente von V heißen Knoten und die Elemente von E Kanten. Die Knoten
v0, v1, . . . , vn der Kantenfolge (v0, v1), (v1, v2), . . . , (vn−1, vn) bilden einen Weg der La¨nge
n, falls fu¨r alle 0 ≤ i, j ≤ n mit i 6= j gilt: vi 6= vj.
Das Paar T = (V,E) heißt Baum, wenn
1. es genau einen Knoten root(T ) ∈ V gibt, so dass fu¨r alle Knoten v ∈ V \ {root(T )}
gilt: (v, root(T )) 6∈ E und
2. fu¨r alle Knoten v ∈ V \ {root(T )} existiert genau ein Weg root(T ), . . . , v.
Der Knoten root(T ) wird als Wurzel von T bezeichnet.
Direkt aus der Definition ergibt sich die folgende wichtige Eigenschaft von Ba¨umen.
Bemerkung 2.1.2 In einem Baum T = (V,E) lassen sich keine Knoten u, v ∈ V mit
(v, u) ∈ E derart finden, dass u, . . . , v einen Weg bilden. Ba¨ume sind somit azyklisch.




Definition 2.1.3 Sei T = (V,E) ein Baum. Die Knoten- und Kantenmenge von T wird
auch mit V (T ) = V bzw. E(T ) = E bezeichnet.
1. Fu¨r einen Knoten v ∈ V werden die Elemente der Menge S(v) = {u | (v, u) ∈ E} als
So¨hne bezeichnet. Fu¨r u ∈ S(v) wird auch v → u geschrieben. Existiert fu¨r zwei Knoten
v, v′ ∈ V ein Weg v = v0, . . . , vn = v′ mit vi → vi+1 fu¨r alle 0 ≤ i < n, so wird dies
durch v ∗−→ v′ abgeku¨rzt.
2. Der Grad eines Knotens v ∈ V sei definiert als: d(v) = |S(v)|.
3. Knoten u ∈ V mit d(u) = 0 heißen Bla¨tter. Die Menge L(T ) = {u ∈ V | S(u) = ∅}
bezeichne die Menge aller Bla¨tter von T .
4. Ein Knoten u ∈ V \ L(V ) wird innerer Knoten von T genannt.
5. Mit T (i) wird die Menge aller Knoten v ∈ V bezeichnet, fu¨r die der Weg root(T ), . . . , v
die La¨nge i besitzt. Dabei heißt i auch Stufe von T (i). Die Einschra¨nkung auf die
Bla¨tter der Stufe i definiert die Menge L(T, i) = T (i) ∩ L(T ).
6. Die La¨nge des la¨ngsten Weges root(T ), . . . , v fu¨r v ∈ T heißt Tiefe p(T ) des Baumes.
7. Sei v ∈ V . Der Baum T (v) = (Vv, Ev) mit Vv =
{
u | v ∗−→ u
}
und Ev = E ∩ Vv × Vv
heißt der durch v induzierte Teilbaum von T .
Wichtig fu¨r spa¨tere Komplexita¨tsaussagen ist ein Zusammenhang zwischen der Tiefe eines
Baumes und der Gro¨ße der Blattmenge. Um hierbei zu effizienten Verfahren zu gelangen
werden in den folgenden Abschnitten u¨blicherweise nur Ba¨ume betrachtet, bei denen die in-
neren Knoten mindestens zwei So¨hne besitzen. Hierdurch ist die Baumtiefe an die Anzahl der
Bla¨tter gekoppelt und somit eine beliebig große Baumtiefe verhindert. Wichtige Teilklassen
solcher Ba¨ume charakterisiert die folgende Definition.
Definition 2.1.4 (Bina¨r- und Quadba¨ume) Sei T = (V,E) ein Baum. Fu¨r den Fall,
dass alle inneren Knoten von T den Grad 2 besitzen, wird T als Bina¨rbaum bezeichnet. T
heißt dagegen Quadbaum, falls alle inneren Knoten den Grad 4 haben.
Weiterhin heißt T balanciert, wenn fu¨r alle v ∈ V und fu¨r alle So¨hne u,w ∈ S(v) gilt:
|p(T (u))− p(T (w))| ≤ 1.
Wie das folgenden Lemma zeigt, wird die Zahl der Knoten in solchen Ba¨umen dominiert
durch die Kardinalita¨t der Blattmenge.
Lemma 2.1.5 Sei T = (V,E) ein Baum. Fu¨r alle inneren Knoten v ∈ V \ L(T ) gelte:
d(v) ≥ 2. Dann folgt:
|V \ L(T )| < |L(T )|. (2.1.1)
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Beweis: Es seien ni = |V \ L(T )|, n` = |L(T )| und n = ni + n`. Da T ein Baum ist gilt
(siehe Satz 2.4 in [CH94]): |E| = n− 1. Nach Voraussetzung gilt weiterhin: |E| ≥ 2ni. Damit
folgt: n− 1 = ni + n` − 1 ≥ 2ni bzw. n` ≥ ni + 1 und somit die Behauptung. 
Aufgrund dieses Ergebnisses genu¨gt es bei vielen der spa¨teren Aufwandsabscha¨tzungen in
Ba¨umen nur die Blattmenge zu betrachten, wodurch sich die Analyse vereinfacht.
2.2 Clusterbaum und Blockclusterbaum
Analog zu den Ba¨umen werden im folgenden stets nur endliche Indexmengen betrachtet. Die
effiziente Behandlung der gesamten Indexmenge ist in der Regel nicht mo¨glich, da dieser
Ansatz u¨blicherweise zu vollbesetzten Matrizen fu¨hrt. Statt dessen werden einzelne Teilin-
dexmengen betrachtet. Diese Teilmengen bilden disjunkte U¨berdeckungen der Indexmenge
und sind hierarchisch aufgebaut. Zusammen definieren sie den Clusterbaum.
Definition 2.2.1 (Clusterbaum) Sei I eine Indexmenge. Dann heißt T = T (I) = (V,E)
mit V ⊂ P(I) und E ⊆ V × V Clusterbaum u¨ber I, falls
1. root(T ) = I und
2. fu¨r alle v ∈ V \ L(T (I)) gilt: v = ∪˙u∈S(v)u.
In der Praxis ist es aus Effizienzgru¨nden in der Regel sinnvoll, nicht zu kleine Bla¨tter
eines Clusterbaumes zuzulassen. Deshalb wird mittels eines nmin > 0 eine Schranke fu¨r die
Kardinalita¨t von Knoten eingefu¨hrt, d.h. fu¨r alle v ∈ T gilt: |v| ≥ nmin.
Das Analogon zu Clusterba¨umen fu¨r die hierarchische U¨berdeckung einer Produktindex-
menge I × J bilden Blockclusterba¨ume. Sie sind definiert als das Produkt zweier Clus-
terba¨ume.
Definition 2.2.2 (Blockclusterbaum) Seien T (I) und T (J) Clusterba¨ume u¨ber den In-
dexmengen I, J . Dann heißt T = T (I×J) = T (T (I)×T (J)) = (V,E) mit V ⊂ P(I)×P(J)
Blockclusterbaum bezu¨glich T (I), T (J), falls fu¨r alle v = (vI , vJ) ∈ V gilt:
1. v ∈ T (i) =⇒ (vI ∈ T (I)(i) ∧ vJ ∈ T (J)(i)) und
2. u = (uI , uJ) ∈ S(v) =⇒ (uI ∈ S(vI) ∧ uJ ∈ S(vJ)).
Einige Eigenschaften der Blockclusterba¨ume leiten sich direkt aus Merkmalen der zugrun-
deliegenden Clusterba¨ume ab:
Bemerkung 2.2.3 Fu¨r die Tiefe von T (I × J) gilt
p(T (I × J)) = min {p(T (I)), p(T (J))}
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Die Anzahl der Knoten auf der Stufe i ist beschra¨nkt durch
|T (I × J)(i)| ≤ |T (I)(i)| · |T (J)(i)|.
Somit gilt auch fu¨r die Bla¨tter im Blockclusterbaum:
|L(T (I × J))| ≤ |L(T (I))| · |L(T (J))|. (2.2.1)
Ist die Gro¨ße der Knoten in T (I) und T (J) beschra¨nkt durch nmin, so folgt fu¨r alle v ∈
T (I × J): |v| ≥ n2min.
Fu¨r einen Clusterbaum mit einer Blattmenge der Kardinalita¨t |L(T (I))| = n gilt somit,
dass die Anzahl der Bla¨tter von T (I×I) nur durch n2 beschra¨nkt ist. Diese Zahl fu¨hrt aber zu
einer vollbesetzten Arithmetik und ist deshalb zu groß. Aus diesem Grund wird ein weiteres
Kriterium eingefu¨hrt, welches die Menge der Bla¨tter des Blockclusterbaumes reduziert.
Definition 2.2.4 (Zula¨ssigkeitsbedingung) Sei T = T (I×J) ein Blockclusterbaum u¨ber
den Indexmengen I und J . Eine Funktion z : V (T ) → B = {false, true} heißt Zula¨ssig-
keitsbedingung, falls
∀ v ∈ V (T )∀u ∈ S(v) : z(v) = true =⇒ z(u) = true.
Ein Knoten v ∈ V (T ) heißt zula¨ssig bezu¨glich z oder z-zula¨ssig, falls z(v) = true. Weiterhin
seien
Lz(T ) = {v ∈ L(T ) | z(v) = true} und Lnz(T ) = {v ∈ L(T ) | z(v) = false} (2.2.2)
die Mengen der zula¨ssigen bzw. unzula¨ssigen Bla¨tter von T .
Die jeweils verwendete Zula¨ssigkeitsbedingung ist abha¨ngig vom betrachteten Problem.
Beispiele hierfu¨r sind in den Abschnitten 2.4.1 und 2.4.2 zu finden.
Die Beschra¨nkung der Blattmenge auf zula¨ssige Knoten mit nichtzula¨ssigen Va¨tern fu¨hrt
zu den minimal zula¨ssigen Blockclusterba¨umen.
Definition 2.2.5 Sei T ein Blockclusterbaum und z eine Zula¨ssigkeitsbedingung. T heißt
zula¨ssig bezu¨glich z oder z-zula¨ssig, falls
∀ v ∈ L(T ) : z(v) = true.
T wird als minimal zula¨ssig bezu¨glich z bezeichnet, falls T z-zula¨ssig ist und
∀ v ∈ V (T ) \ L(T ) : z(v) = false.
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Aufgrund der hierarchischen Definition des Blockclusterbaumes ist die Konstruktion eines
minimal zula¨ssigen Baumes bezu¨glich einer gegebenen Zula¨ssigkeitsbedingung z mit optima-
lem Aufwand mo¨glich. Der entsprechende Algorithmus 2.2.1 benutzt hierzu eine Tiefensuche
(siehe [Tar72]), um alle Knoten des Baumes zu erreichen und stoppt die Rekursion, sobald
ein zula¨ssiger Knoten gefunden wurde oder ein Blatt im Clusterbaum auftritt.
procedure bct build( τ, σ, z )
if z(τ, σ) = true ∨ S(τ) = ∅ ∨ S(σ) = ∅ then
konstruiere das Blatt (τ, σ);
return ;
else
for all τ ′ ∈ S(τ) do
for all σ′ ∈ S(σ) do
konstruiere den inneren Knoten (τ, σ);




Algorithmus 2.2.1: Konstruktion eines minimal zula¨ssigen Blockclusterbaumes
Je weniger Knoten ein Blockclusterbaum besitzt, umso schwa¨cher ist er besetzt. Diese
Schwachbesetztheit la¨sst sich durch eine Konstante charakterisieren.
Definition 2.2.6 (Schwachbesetztheit) Seien T (I) und T (J) Clusterba¨ume u¨ber den In-
dexmengen I bzw. J und sei T = T (T (I) × T (J)) ein Blockclusterbaum bezu¨glich T (I) und
T (J). Dann heißt T schwachbesetzt zur Konstante csp (”sp“ fu¨r ”sparse“), falls gilt:
∀ i ∈ {0, . . . , p(T (I))} ∀ v ∈ T (I)(i) :
∣∣∣{u ∈ V (T (J)) : (v, u) ∈ T (i)}∣∣∣ ≤ csp,
∀ i ∈ {0, . . . , p(T (J))} ∀u ∈ T (J)(i) :
∣∣∣{v ∈ V (T (I)) : (v, u) ∈ T (i)}∣∣∣ ≤ csp.
Die Schwachbesetztheit bzw. csp stehen in direktem Zusammenhang mit der Zula¨ssigkeits-
bedingung. Je restriktiver diese ist, umso gro¨ßer ist csp und umso dichter ist der Block-
clusterbaum besetzt. In Abbildung 2.2.1 sind Beispiele fu¨r Blockclusterba¨ume mit einer
unterschiedlich großen Schwachbesetztheit angegeben, wobei die Blattmenge der einzelnen
Ba¨ume dargestellt ist.
Bemerkung 2.2.7 Sei T = T (I×J) ein Blockclusterbaum mit der Schwachbesetztheitskon-
stante csp u¨ber den Clusterba¨umen T (I) = (VI , EI) und T (J) = (VJ , EJ). Da es fu¨r jeden
Knoten in T (I) bzw. T (J) nach Definition 2.2.6 maximal csp viele Knoten in T gibt, folgt:
|T (i)| ≤ csp ·min
{
|T (I)(i)|, |T (J)(i)|
}
und |V (T )| ≤ csp ·min {|VI |, |VJ |} . (2.2.3)
Gilt außerdem d(v) ≥ 2 fu¨r alle v ∈ V (T ), so folgt mit Lemma 2.1.5
|V (T )| = O (csp ·min {|I|, |J |}) , (2.2.4)
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spc    = 2 c    = 6sp c    = 14sp
Abbildung 2.2.1: Beispiele fu¨r Blockclusterba¨ume mit wachsendem csp
da die Zahl der Bla¨tter in T (I) und T (J) durch die Kardinalita¨t der jeweiligen Indexmenge
beschra¨nkt ist.
Die Zahl der Knoten in einem Blockclusterbaum ist somit durch die Schwachbesetztheit
und die Zahl der Knoten in den zugrundeliegenden Clusterba¨umen bestimmt. Fu¨r eine im
folgenden wichtige Klasse von Clusterba¨umen, den bina¨ren Clusterba¨umen, lassen sich die
Abscha¨tzungen (2.2.3) bzw. (2.2.4) pra¨zisieren.
Bemerkung 2.2.8 (Blockclusterbaum u¨ber bina¨ren Clusterba¨umen) Sei I eine In-
dexmenge mit n = |I| und sei T (I) ein balancierter, bina¨rer Clusterbaum u¨ber I. Dann gilt:
|T (I)(i)| = 2i fu¨r 0 ≤ i ≤ log2 n = p(T ) und |V (T (I))| = O (n). Sei T = T (I × I) ein
Blockclusterbaum u¨ber T (I) schwachbesetzt bezu¨glich csp. Mit (2.2.3) und (2.2.4) folgt somit
|T (i)| ≤ csp · 2i und |V (T )| = O (cspn) . (2.2.5)
2.3 H-Matrizen
Die Basis aller H-Matrizen bilden Matrizen mit einem beschra¨nkten Rang in einer speziellen
Darstellung, die R-Matrizen.
Definition 2.3.1 (Rang-k-Matrizen) Seien K ∈ {R,C} und I, J zwei Indexmengen mit
|I| = n und |J | = m. Eine Matrix M ∈ Kn×m heißt R(k, n,m)-Matrix bzw. R(k, I × J)-
Matrix, falls M ho¨chstens den Rang k besitzt.
Besitzt M die Darstellung:










Die Eigenschaften der R(k)-Matrizen bestimmen die wesentlichen Merkmale der Speicher-
komplexita¨t von H-Matrizen und den Aufwand der Algorithmen bei der H-Arithmetik. Ins-
besondere die Addition und Multiplikation von R(k)-Matrizen sind dabei entscheidend.
Bemerkung 2.3.2 (Addition und Multiplikation von R(k)-Matrizen) Es seien M1
und M2 R(k, n,m)-Matrizen und M3 ∈ Km×l. Dann gilt:
1. Die Summe M1 +M2 ist eine R(2 · k)-Matrix.
2. Das Produkt M1 · M3 ist eine R(k, n, l)-Matrix. Somit besitzen R(k)-Matrizen eine
Idealeigenschaft bezu¨glich der Multiplikation.
Zu den H-Matrizen gelangt man schließlich, indem zula¨ssige Bla¨tter eines Blockcluster-
baumes mit R(k)-Matrizen assoziiert werden.
Definition 2.3.3 (H-Matrizen) Seien I, J Indexmengen, T ein Blockclusterbaum u¨ber I
und J , z : V (T ) → B eine Zula¨ssigkeitsbedingung und k : L(T ) → N. Sei weiterhin M ∈
KI×J eine Matrix.
Falls fu¨r alle z-zula¨ssigen Knoten v ∈ V der Matrixblock M(v) = (Mij)(i,j)∈v eine R(k(v))-
Matrix darstellt, heißt M H-Matrix bezu¨glich T, z und k. Die Menge aller H-Matrizen zu
T, z und k wird mit H(T, k, z) bezeichnet.
Die Matrix Mv heißt auch der zu v korrespondierende Matrixblock von M . Umgekehrt
wird mit v(M) = (τ, σ) der zu M korrespondierende Blockcluster bezeichnet. Weiterhin
seien τ(M) = τ und σ(M) = σ die entsprechenden Knoten des zugeho¨rigen Clusterbaumes.
Ist der Rang oder die Zula¨ssigkeitsbedingung aus dem Kontext ersichtlich oder spielt nur
eine untergeordnete Rolle, so wird im folgenden auch die Schreibweise H(T, k) bzw. H(T )
verwendet.
Definition 2.3.3 la¨sst offen, welches Format Matrixblo¨cke besitzen, die mit nichtzula¨ssigen
Knoten des Blockclusterbaumes korrespondieren. Je nach Anwendung kann dieses beliebig
gewa¨hlt werden. Im folgenden wird dabei allerdings stets von einer vollbesetzten Darstellung
oder D-Darstellung (von engl. dense) ausgegangen. Eine so repra¨sentierte Matrix heißt auch
D-Matrix. Im Extremfall ist M selbst vollbesetzt falls z ≡ false als Zula¨ssigkeitsbedingung
gewa¨hlt wird.
Neben den R- und den D-Matrizen spielen bei der Implementierung von H-Matrizen auch
jene Teilmatrizen eine Rolle, welche nicht mit Bla¨ttern des Blockclusterbaumes assoziiert
sind. Fu¨r diese hat sich die Bezeichnung Blockmatrizen eingebu¨rgert, da sie eine nichtleere
Menge von Matrixblo¨cken enthalten. Allerdings ist die Generierung dieser Matrizen nur bei
solchen Verfahren von Vorteil, welche explizit von der Hierarchie der H-Matrizen Gebrauch
machen.
Fu¨r den praktischen Umgang ist der Aufwand fu¨r die Speicherung vonH-Matrizen wichtig.
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Lemma 2.3.4 (Speicheraufwand von H-Matrizen) Seien T (I) und T (J) Clusterba¨ume
u¨ber den Indexmengen I und J mit einer minimalen Knotengro¨ße von nmin > 0. Desweiteren
sei T = T (I × J) ein Blockclusterbaum u¨ber T (I) und T (J) mit der Zula¨ssigkeitsbedingung
z und einer Rangverteilung k ≡ k′, k′ ∈ N. Dann gilt fu¨r den Speicheraufwand WH,St einer







p(T )max {|I|, |J |}) . (2.3.2)































































p(T )(|I|+ |J |)
= O (cspmax{k′, nmin} p(T )max {|I|, |J |})

Der Vergleich von (2.2.4) und (2.3.2) zeigt, dass der Aufwand fu¨r die Speicherung ei-
ner H-Matrix zu einem wesentlichen Teil durch die Zahl der Knoten im zugrundeliegenden
Blockclusterbaum bestimmt wird.
Beispiel 2.3.5 (Speicheraufwand bei bina¨ren Clusterba¨umen) Fu¨r den Blockcluster-
baum T aus Beispiel 2.2.8 ergibt sich folgender Aufwand fu¨r die Speicherung einer H-Matrix
M ∈ H(T, k) :
WH,St(M) = O
(




Man beachte in (2.3.3) den Einfluss von nmin auf den Speicheraufwand. Ein kleines nmin
fu¨hrt zu einer gro¨ßeren Tiefe und erho¨ht damit unter Umsta¨nden indirekt die Komplexita¨t.
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Dagegen fu¨hrt ein großes nmin direkt zu einem ho¨heren Speicheraufwand. In der Praxis ist
deshalb nmin applikationsabha¨ngig anzupassen, um eine optimale Komplexita¨t zu erzielen.
Definition 2.3.6 (Vektor- und Matrixrestriktionen) Seien T (I) und T (J) u¨ber den
Indexmengen I bzw. J definierte Clusterba¨ume. Fu¨r einen Knoten τ ∈ V (T (I)) und Vektoren
v ∈ RI und v′ ∈ Rτ seien Rτ und Pτ definiert durch
Rτ (v) := v|τ und Pτ (v′) := RTτ (v′).
Sei T (I×J) ein Blockclusterbaum u¨ber T (I) und T (J). Fu¨r Blockcluster b, b′ ∈ T (I×J) mit
b′ ⊆ b und Matrizen M ∈ Rb und M ′ ∈ Rb′ seien analog die Operatoren Rb→b′ und Pb′→b
definiert durch:
Rb→b′(M) :=M |b′ und Pb′→b(M ′) := RTb→b′(M ′).
Man beachte, dass fu¨r eineH-MatrixM ∈ H(T (I, J)) und einen Block b ⊆ I×J die Matrix
Rroot(T (I,J))→b(M) nicht Teil der H-Matrix sein muss, d.h. kein entsprechender Matrixblock
in M existiert. Dies ist nur der Fall, wenn b ∈ T (I, J). Dann sind Mb und Rroot(T (I,J)→b(M)
identisch.
2.4 Beispiele fu¨r H-Matrizen
In diesem Abschnitt sollen zwei Beispiele fu¨r die Definition von H-Matrizen untersucht wer-
den, die in den folgenden Kapiteln stets als Modellprobleme dienen. Dabei handelt es sich
jeweils um ein Problem aus dem Bereich der Integralgleichungen sowie partiellen Differen-
tialgleichungen. In beiden Fa¨llen wird der Aufbau der Clusterba¨ume, die Definition der Block-
clusterba¨ume mit entsprechender Zula¨ssigkeitsbedingung und schlussendlich die eigentliche
H-Matrix diskutiert.
Neben den hier diskutierten Beispielen lassen sich die H-Matrizen auch auf eine Vielzahl
von weiteren Problemen (siehe z.B. [Lin02] oder [Bor03])) anwenden. Die Grundlage bil-
det hierbei stets eine geeignete Niedrigrangapproximation der exakten Matrix in Teilen des
Blockclusterbaumes.
2.4.1 Integralgleichung
Gegenstand des in diesem Abschnitt diskutierten Beispiels ist die Fredholm-Integralgleichung
λu+Ku = f, (2.4.1)
u¨ber einem Hilbertraum V . Gesucht wird dabei bei vorgegebener rechter Seite f die Funktion







Das Integrationsgebiet wird durch eine 2-dimensionale Mannigfaltigkeit Γ ⊆ R3 bestimmt.
Zur Bestimmung von u wird das Kollokationsverfahren (siehe [Hac95]) genutzt. Hier-
bei wird die exakte Lo¨sung durch Interpolation an disjunkten Stu¨tzstellen ξ0, . . . , ξn−1 an-
gena¨hert, d.h. eine Funktion un mit
un(ξi) = u(ξi), 0 ≤ i < n
gesucht. Notwendig fu¨r die numerische Behandlung ist hierbei, V durch einen endlich-
dimensionalen Ansatzraum Vn mit dimVn = n zu ersetzen. Eine Basis von Vn sei durch
{ϕi}i∈I mit I = {0, . . . , n− 1} gegeben.
Der Interpolationsansatz fu¨hrt zu der modifizierten Aufgabe
λun(ξi) + (Kun)(ξi) = f(ξi), i ∈ I,












αj(Kϕj)(ξi) = f(ξi), i ∈ I. (2.4.2)
Durch die Matrizen
A = (aij)i,j∈I mit aij = ϕj(ξi)
B = (bij)i,j∈I mit bij = (Kϕj)(ξi)
und die Vektoren x = (α0, . . . , αn−1)T bzw.
b = (bi)i∈I mit bi = f(ϕi)
la¨sst sich (2.4.2) auch als
(λA−B)x = b
darstellen.
Offen bleibt hierbei aber die Frage nach der Gestalt von Vn. Dessen Konstruktion erfolgt
u¨ber eine Triangulation von Γ, d.h. eine Zerlegung von Γ in disjunkte Elemente tj , so dass⋃
j
tj = Ω.
Fu¨r die Basis {ϕi} selbst werden stu¨ckweise konstante Funktionen mit ϕi(x) = 1 fu¨r x ∈ ti
und ϕi(x) = 0 fu¨r x ∈ tj , j 6= i genutzt (siehe auch Abbildung 2.4.1). Die Basisfunktionen
ϕi bzw. deren Tra¨ger werden auch Elemente genannt. Da das Problem zusa¨tzlich u¨ber dem
Rand Γ eines Gebietes definiert ist, wird dieses Verfahren auch als Randelementmethode
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Abbildung 2.4.1: Integrationsgebiet Γ und Basisfunktionen ϕi
bezeichnet. Die englische Bezeichnung ”boundary element method“ fu¨hrt zur Abku¨rzung
BEM, welche im folgenden fu¨r dieses Beispiel genutzt wird.
Die Wahl der Stu¨tzstellen ξ0, . . . , ξn−1 fa¨llt in diesem Beispiel auf den Schwerpunkt der
Dreiecke ti. Aufgrund der Definition der Basisfunktionen folgt deshalb aij = δij , womit A
Diagonalgestalt hat. Auf B trifft dies allerdings nicht zu, da der Integraloperator typischer-
weise zu einer vollbesetzten Matrix fu¨hrt. In diesem Beispiel wird im folgenden fu¨r den Kern






verwendet. Das Einfachschichtpotential ist ein typischer Vertreter von Kernen, welche bis auf
eine kleine Umgebung von x = y gut approximiert werden ko¨nnen. Dies la¨sst sich ausnutzen,
um B als H-Matrix darzustellen.
2.4.1.1 Aufbau des Clusterbaumes
Entsprechend der Definition ist jeder Basisfunktion ϕi ein Index i zugeordnet, wobei die
Position dieses Indizes durch den Stu¨tzpunkt ξi definiert sei. Diese Koordinaten bilden im
folgenden die Grundlage fu¨r die Konstruktion des Clusterbaumes. Das Ziel soll hierbei ein ba-
lancierter Baum sein. Der dabei verwendete Algorithmus ist die bina¨re Raumpartitionierung
(BSP, von engl. binary space partitioning).
Betrachtet wird hierfu¨r die Menge Ξ = {ξ0, . . . , ξn−1} der Koordinaten der Indizes. In
jedem Schritt des BSP-Algorithmus werden zuna¨chst die maximalen Ausdehnungen von Ξ
entlang der Koordinatenachsen ermittelt. Anschließend erfolgt die Zerlegung von Ξ entlang
der la¨ngsten Koordinate k in zwei disjunkte Teilmengen Ξ0 und Ξ1, so dass (ξ)k ≤ (ξ′)k
fu¨r alle ξ ∈ Ξ0 und ξ′ ∈ Ξ1 gilt. Die Zerlegung wird nun mit den beiden Mengen Ξ0 und
Ξ1 rekursiv fortgesetzt und stoppt, falls min {|Ξ0|, |Ξ1|} < nmin erreicht ist. Abbildung 2.4.2
zeigt diese Konstruktion an einem Beispiel.
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Abbildung 2.4.2: Beispiel fu¨r eine bina¨re Raumpartitionierung
Wird bei der Zerlegung in Ξ0 und Ξ1 die zusa¨tzliche Bedingung ||Ξ0| − |Ξ1|| ≤ 1 ein-
gefu¨hrt, so resultiert ein kardinalita¨tsbalancierter Clusterbaum. Fu¨r die Implementierung
des BSP-Algorithmus ist es hierbei von Vorteil, wenn Ξ entsprechend der Koordinate k
sortiert vorliegt. In diesem Fall erfolgt die Zerlegung in Ξ0 und Ξ1 durch einfaches Halbieren
der betrachteten Sequenz.
Da jeder Koordinate ξi ein Index i zugewiesen ist, entspricht die ra¨umliche Aufteilung von
Ω durch den BSP-Algorithmus der hierarchischen Zerlegung der Indexmenge I und somit
der Generierung des Clusterbaumes. Die Mengen Ξ0 und Ξ1 bilden hierbei die So¨hne τ0, τ1
des Clusters τ , welcher durch Ξ definiert ist.
Bemerkung 2.4.1 Der Aufwand fu¨r die Berechnung eines kardinalita¨tsbalancierten Clus-
terbaumes T (I) durch den BSP-Algorithmus betra¨gt O (n log n).
Beweis: Die Sortierung von Ξ ist in O (n log n) mo¨glich, z.B. durch Mergesort (siehe
[Sed90]). Es genu¨gt dabei, die Sortierung einmal am Anfang des Algorithmus durchzufu¨hren.
Wegen der Balancierung bei der Zerlegung von Ξ in Ξ0 und Ξ1 ist die Rekursionstiefe von
der Ordnung log n. 
2.4.1.2 Blockclusterbaum und H-Matrix
Notwendig fu¨r die Definition des Blockclusterbaumes ist die Angabe einer Zula¨ssigkeitsbedin-
gung z (siehe Abschnitt 2.2). Hierbei werden die Tra¨ger suppϕi der einzelnen Basisfunktionen
betrachtet und auf Cluster erweitert: χ(τ) = ∪i∈τ suppϕi.
Das Ziel der Zula¨ssigkeitsbedingung ist es, Blockcluster (τ, σ) zu identifizieren, in denen
die einzelnen Cluster τ und σ in Abha¨ngigkeit von ihrer Gro¨ße hinreichend weit voneinander
getrennt sind. Ein Grund hierfu¨r liegt z.B. in der Mo¨glichkeit, die Kernfunktion κ mittels
Taylorentwicklung anzuna¨hern und hierdurch eine Niedrigrangapproximation zu gewinnen.
Hierfu¨r ist es notwendig, die einzelnen Indizes in τ bzw. σ ra¨umlich voneinander zu trennen,
um hinreichend weit von der Singularita¨t in κ entfernt zu sein. Fu¨r die Zula¨ssigkeitsbedingung
ergibt sich somit folgende Definition:
z(τ, σ) = true ⇐⇒ min {diam(χ(τ)),diam(χ(σ))} ≤ η dist(χ(τ), χ(σ)), (2.4.4)
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mit η ≥ 0. Durch die Wahl von η la¨sst sich der Abstand der einzelnen Cluster und damit die
Schwachbesetztheit des Blockclusterbaumes steuern, wobei kleinere Werte zu einem gro¨ßeren
csp fu¨hren. In Abbildung 2.4.3 sind hierfu¨r Beispiele mit unterschiedlichem η angegeben.
Abbildung 2.4.3: Blockclusterbaum fu¨r das BEM-Beispiel mit η = 0.5, η = 1 und η = 2
Fu¨r die eigentliche Konstruktion des Blockclusterbaumes wird Algorithmus 2.2.1 verwen-
det.
Um eine Niedrigrangrepra¨sentation in allen zula¨ssigen Matrixblo¨cken zu generieren, stehen
verschiedene Verfahren zur Verfu¨gung, z.B. die schnelle Multipol-Methode (siehe [Rok85]
oder [GR97]) oder das Panel-Clustering (siehe [HN89]). Bei diesen Verfahren erfordert der
Matrixaufbau allerdings eine Modifikation der Kerns, etwa u¨ber die bereits angesprochene
Taylorentwicklung.
Im Gegensatz hierzu kann bei der Verwendung der adaptiven Kreuz-Approximation (ACA,
von engl: ”adaptive cross approximation“) (siehe [Beb00]) die Ausgangsgleichung fu¨r die
Darstellung der Matrixelemente beibehalten werden. Eine wichtige Voraussetzung fu¨r die
Anwendbarkeit des ACA-Verfahrens ist die asymptotische Glattheit (siehe [Bra91]) der Kerns,
welche im Fall von (2.4.3) erfu¨llt ist.
Die Grundidee des ACA-Algorithmus besteht darin, in jedem Iterationsschritt in der Ma-
trix M ∈ Rτ×σ mit (τ, σ) ∈ Lz(T ) eine geeignete Zeile ui und eine Spalte vi zu bestimmen
und anschließend aus M zu entfernen: Mi+1 = Mi − uivTi . Hierdurch ist es nicht notwen-
dig, alle |τ | · |σ| Koeffizienten von M zu berechnen. Weiterhin gestattet es der Algorithmus,
neben einer Approximation zu einem vorgegebenen Rang, auch eine Na¨herung zu einer de-
finierten Genauigkeit zu konstruieren. Der Aufwand fu¨r den ACA-Algorithmus ist in beiden
Fa¨llen durch O (k2(|τ |+ |σ|)) bestimmt, wobei k der Rang der Approximation an M ist. Zu
erwa¨hnen ist hierbei, dass die Zahl der Kernauswertungen durch k(|τ |+ |σ|) gegeben ist. Bei
entsprechend teuren Funktionsaufrufen entspricht deshalb letzteres auch der beobachteten
Komplexita¨t.
In Abbildung 2.4.4 sind zu den Blockclusterba¨umen aus Abbildung 2.4.3 H-Matrizen dar-
gestellt, die mit einer festen Genauigkeit von ‖M −Mk‖ ≤ 10−4 berechnet wurden. In den
zula¨ssigen Blo¨cken wurden hierbei die Singula¨rwerte auf einer logarithmischen Skala zusam-
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men mit dem jeweils auftretenden Rang der R-Matrizen dargestellt. Deutlich sichtbar ist der
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Abbildung 2.4.4: Beispiele fu¨r H-Matrizen mit fester Genauigkeit
Die durch den ACA-Algorithmus berechnete R-Matrix ist typischerweise nicht optimal
bezu¨glich der Datenmenge bei einer vorgegebenen Genauigkeit. Hier bietet sich ein nachtra¨gli-
cher Ku¨rzungsschritt, wie er in Abschnitt 3.2.1 beschrieben wird, an, um den Rang bei
konstanter Genauigkeit zu reduzieren.
2.4.2 Partielle Differentialgleichung
Betrachtet wird in diesem Anwendungsbeispiel die Poissongleichung
−∆u = f in Ω =]0, 1[2 (2.4.5)
mit der Dirichletrandbedingung
u = 0 auf Γ = ∂Ω.
Sei V der Raum der einmal schwach differenzierbaren Funktionen mit Nullrandbedingung
auf Γ. Multipliziert man (2.4.5) mit einer Testfunktion v ∈ V und integriert anschließend













∇v · ∇u dx.





so lautet die zu lo¨sende Aufgabe:
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Finde u ∈ V so, dass a(u,w) = f(w) fu¨r alle w ∈ V gilt.
Analog zum BEM-Beispiel wird der Raum V durch einen endlich-dimensionalen Raum
Vn ⊂ V mit dimVn = n ersetzt. Damit ergibt sich die modifizierte Aufgabe, ein un ∈ Vn mit
a(un, wn) = f(wn) fu¨r alle wn ∈ Vn zu suchen.
Sei I = {0, . . . , n− 1} die diesem Ansatz zugrundeliegende Indexmenge und {ϕi}i∈I ei-
ne Basis von Vn, etwa stetige, stu¨ckweise lineare Funktionen mit ϕi(vj) = δij , wie sie in





la¨sst sich die Variationsaufgabe in ein lineares Gleichungssystem Ax = b mit x = (α0, . . . ,
αn−1)T u¨berfu¨hren, wobei die Matrix A und die rechte Seite b wie folgt definiert sind:
A = (aij)i,j∈I mit aij = a(ϕi, ϕj) (2.4.7)
und
b = (bi)i∈I mit bi = f(ϕi).
Auch bei dieser Lo¨sungsmethode wird fu¨r die Basisfunktionen die Bezeichnung Elemente
genutzt. Anders als im BEM-Beispiel zeichnet allerdings nicht die Form des Gebietes fu¨r die
Namensgebung des Verfahrens verantwortlich, sondern die endliche Tra¨germenge. Hieraus




Abbildung 2.4.5: Triangulation mit Dreiecken und Basisfunktion
Die Konstruktion von Vn erfolgt wieder u¨ber eine Triangulation von Ω. Ein Beispiel fu¨r
eine solche Zerlegung zeigt Abbildung 2.4.5 (links). Von dieser Triangulation wird auch im
folgenden ausgegangen, wobei die La¨nge der Katheten durch h > 0 bestimmt ist. Fu¨r die








Auch in diesem Beispiel kommt das BSP-Verfahren zur Generierung des Clusterbaumes











, 0 ≤ i, j < √n.
Die Wahl der Zula¨ssigkeitsbedingung fu¨r die Konstruktion des Blockclusterbaumes wird
durch zwei Eigenschaften des FEM-Beispiels bestimmt. Zum einen sind die Tra¨ger der Ba-
sisfunktionen lokal, d.h. bei einem hinreichend großen Abstand zweier Cluster τ und σ, gilt
(aij)i∈τ,j∈σ = 0.
Ein entsprechender Matrixblock besitzt damit Rang 0. Desweiteren la¨sst sich die Inverse des
entsprechenden Differentialoperators als Integralgleichungsoperator formulieren (siehe auch
[BH03]). Da ein Anwendungsgebiet von H-Matrizen in der Invertierung der Systemmatrix
liegt, ist somit ein Blockclusterbaum notwendig, welcher u¨ber eine Zula¨ssigkeitsbedingung
fu¨r die assoziierte Integralgleichung definiert ist. Dementsprechend wird auch in diesem Fall
die Funktion (2.4.4) angewandt. In Abbildung 2.4.6 sind Beispiele fu¨r hierdurch definierte
Blockclusterba¨ume mit wachsendem η angegeben.
Abbildung 2.4.6: Beispiele fu¨r Blockclusterba¨ume mit η = 0.5, η = 1 und η = 2
Die eigentliche Berechnung der H-Matrix erfolgt u¨ber (2.4.7). Wie erwa¨hnt, besitzen alle
R-Matrizen durch die verwendete Zula¨ssigkeitsbedingung den Rang 0, weshalb der Berech-
nungsaufwand auf die nicht-zula¨ssigen Blo¨cke beschra¨nkt ist.
Die Darstellung von A im H-Matrixformat liefert aufgrund der Schwachbesetztheit der
Systemmatrix zuna¨chst keinerlei Vorteile im Vergleich zu einem typischen Speicherformat fu¨r
du¨nnbesetzte Matrizen. Allerdings ermo¨glicht die H-Matrix-Arithmetik durch die Inversion
einen natu¨rlichen Zugang zur Lo¨sung des entsprechenden Problems (2.4.5).
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Gegenstand dieses Kapitels bilden die grundlegenden Algorithmen fu¨r die H-Matrix-Arith-
metik. Dazu geho¨ren neben der Multiplikation einer H-Matrix mit einem Vektor die Additi-
on, Multiplikation sowie Inversion von H-Matrizen. Desweiteren wird auf die LU-Zerlegung
eingegangen. Interessant sind diese Verfahren insbesondere deshalb, da viele von ihnen die
Basis fu¨r die parallelen Algorithmen in Kapitel 6 bilden.
Betrachtet werden hierbei stets Indexmengen I und J mit |I| = n und |J | = m und die
korrespondierenden Clusterba¨ume T (I) bzw. T (J). Der darauf aufbauende Blockclusterbaum
sei T = T (I × J).
3.1 Matrix-Vektor-Multiplikation
Anstelle der einfachen Matrix-Vektor-Multiplikation Ax mit der H-Matrix A ∈ H(T ) und
dem Vektor x ∈ KJ wird im folgenden die erweiterte Operation
y := βy + αAx (3.1.1)
mit y ∈ KI und α, β ∈ K betrachtet. Diese Aktualisierung eines gegebenen Vektors y mit
einem Produkt tritt in den u¨blichen numerischen Algorithmen sehr ha¨ufig auf und beinhaltet
die Version y = Ax als Spezialfall.
Bei der Multiplikation einer H-Matrix mit einem Vektor ist es nicht erforderlich, die ge-
samte Hierarchie, die der Matrix zugrundeliegt, zu beru¨cksichtigen. Anstelle dieser genu¨gt
es, die zu den Bla¨ttern des Blockclusterbaumes korrespondierenden Matrixblo¨cke zu betrach-
ten. Hierbei wird fu¨r jeden MatrixblockM =M(τ, σ) eine Matrix-Vektor-Multiplikation mit
dem restringierten Vektor Rσ(x) durchgefu¨hrt. Das Produkt wird anschließend auf y addiert:
y := y + Pτ (MRσ(x)).
Damit la¨sst sich fu¨r (3.1.1) der Multiplikationsalgorithmus wie folgt formulieren:
procedure mv( α,A, x, β, y )
y := βy;
for all (τ, σ) ∈ L(T ) do
y := y + Pτ (αA(τ, σ)Rσ(x));
end;
Algorithmus 3.1.1: Matrix-Vektor-Multiplikation mit einer H-Matrix
Man beachte, dass die Multiplikation mit α in jedem Matrixblock erfolgt. Weniger Operatio-
nen sind notwendig, wenn man die Berechnung des Produktes Ax von der Aktualisierung des
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Vektors y trennt. Allerdings zeigen sich in der Praxis kaum Unterschiede zwischen beiden
Varianten. Das angegebene Verfahren hat den Vorteil, dass das lokale Teilergebnis direkt
addiert wird und damit kein zusa¨tzlicher Speicherplatz beno¨tigt wird.
3.1.1 Komplexita¨t der Matrix-Vektor-Multiplikation
Zuna¨chst gilt es, die Komplexita¨t der einzelnen Multiplikationen mit Matrixblo¨cken in A zu
beschreiben. Diese ha¨ngt ab von der Darstellung der Matrizen.
Bemerkung 3.1.1 Fu¨r eine R(k)-Matrix R ∈ Kτ×σ betra¨gt der Aufwand fu¨r die Matrix-
Vektor-Multiplikation:
WMV,R(R) =WMV,R(k, |τ |, |σ|) = O (k(|τ |+ |σ|)) . (3.1.2)
Der Aufwand fu¨r die Multiplikation mit einer vollbesetzten Matrix D ∈ Kτ×σ lautet:
WMV,D(D) =WMV,D(|τ |, |σ|) = O (|τ | · |σ|) . (3.1.3)
Weiterhin beobachtet man, dass fu¨r die Matrix-Vektor-Multiplikation von A jeder Koeffi-
zient in den Matrixblo¨cken genau einmal verwendet wird. Somit ist die bei der Multiplikation
aufgewendete Arbeit mindestens von der gleichen Gro¨ßenordnung wie der Speicheraufwand
fu¨r A.
Lemma 3.1.2 Unter den Bedingungen von Lemma 2.3.4 betra¨gt der Aufwand fu¨r die Mul-







p(T )max {|I|, |J |}) . (3.1.4)






















Nicht eingerechnet wurde bei dieser Abscha¨tzung der zusa¨tzliche Aufwand, der durch die
spezielle Repra¨sentation der Daten in einem Programm hervorgerufen wird. Tritt hierbei ein
konstanter Aufwand pro Matrixblock auf, so sind die zusa¨tzlichen Kosten durch die Anzahl
der Bla¨tter in T bestimmt und somit nach (2.2.4) von geringerer Gro¨ßenordnung alsWH,MV.
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Bemerkung 3.1.3 (Aufwand bei bina¨ren Clusterba¨umen) Fu¨r den Blockclusterbaum
T aus Beispiel 2.2.8 folgt mit (2.3.3) und (3.1.4) fu¨r die Komplexita¨t der Matrix-Vektor-
Multiplikation mit einer H-Matrix M ∈ H(T, k):
WH,MV(M) = O
(




Analog zum Speicheraufwand einer H-Matrix gilt es auch bei der Matrix-Vektor-Multipli-
kation nmin in praktischen Anwendungen so zu wa¨hlen, dass der Aufwand mo¨glichst gering
wird.
3.2 Matrix-Addition
Betrachtet wird die Addition zweier H-Matrizen A,B ∈ H(T ). Analog zur Matrix-Vektor-
Multiplikation ist auch in diesem Fall die Kenntnis der Blattmenge hinreichend fu¨r die
Definition bzw. Implementierung der Addition. Eine notwendige Voraussetzung fu¨r diese
Herangehensweise ist allerdings, dass A und B u¨ber identischen Blockclusterba¨umen bzw.
Zula¨ssigkeitsbedingungen definiert sind.
Um eine gro¨ßere Flexibilita¨t bei der Anwendung der Addition in anderen Algorithmen zu
erhalten, wird auch an dieser Stelle eine erweiterte Operation
A := αA+ βB, (3.2.1)
mit α, β ∈ K betrachtet. Der Additionsalgorithmus lautet hierfu¨r:
procedure add( α,A, β,B )
for all (τ, σ) ∈ L(T ) do
A(τ, σ) := αA(τ, σ) + βB(τ, σ);
end;
Algorithmus 3.2.1: Addition zweier H-Matrizen
Bei der Addition zweier R(k)-Matrizen ist allerdings zu beachten, dass das Ergebnis den
Rang 2k besitzt (siehe Bemerkung 2.3.2). Somit folgt fu¨r die Summe C = αA + βB: C ∈
H(2k) . Die Komplexita¨t der beschriebenen Addition la¨sst sich in diesem Fall wie folgt
abscha¨tzen.
Lemma 3.2.1 (Aufwand der exakten Addition) Die exakte Addition (3.2.1) zweier H-
Matrizen A,B ∈ H(T, k) hat einen Aufwand von:





2k(|τ |+ |σ|) +
∑
(τ,σ)∈Lnz(T )






Soll dagegen die Summe ebenfalls Rang k besitzen, ist ein nachfolgender Ku¨rzungsschritt
fu¨r die H-Matrix erforderlich. Hierbei la¨sst sich ein effizientes Verfahren fu¨r die Singula¨rwert-
zerlegung von R-Matrizen ausnutzen, welches im folgenden Abschnitt beschrieben wird.
3.2.1 Singula¨rwertzerlegung von Rang-k-Matrizen
Die Singula¨rwertzerlegung (SVD, von engl. singular value decomposition) einer allgemeinen
Matrix M ∈ Kn×m ist definiert durch eine Zerlegung:
M = USV T ,
mit unita¨ren U ∈ Kn,n, V ∈ Km,m und S = diag(s0, s1, . . . , sl−1, 0, . . . , 0) ∈ Kn×m, l ≤
min {n,m}. Die Zahlen s0 > s1 > · · · > sl−1 heißen auch Singula¨rwerte von M . Man





wobei ui und vi die i-ten Spaltenvektoren von U bzw. V darstellen.
Betrachtet man statt aller l nur die ersten k < l Singula¨rwerte, so gelangt man zu folgen-
dem Ergebnis.
















Die Matrix M ′ stellt somit bezu¨glich der Spektral- und Frobeniusnorm eine Bestapproxima-
tion an M in der Menge aller Rang-k-Matrizen dar.
Beweis: Siehe [GL96, Theorem 2.5.3] und [Gra01, Satz 2.10]. 
Durch diese Aussage bietet sich eine Mo¨glichkeit, den Rang bei der Addition von 2k
auf k zu reduzieren und dabei die bestmo¨gliche Approximation zu gewinnen. Notwendig
ist hierfu¨r die Berechnung der Singula¨rwertzerlegung einer R(k)-Matrix R ∈ Kn×m. Offen
bleibt allerdings zuna¨chst, wie dies effizient berechnet werden kann, da der Algorithmus zur




Mit den (geku¨rzten) QR-Zerlegungen QARA = A und QBRB = B, mit QA ∈ Kn×k, QB ∈






Man beachte, dass das Produkt T = RARTB eine k×k-Matrix ist, deren Singula¨rwertzerlegung




Operationen berechnet werden kann. Die obige Gleichungskette




= QAUTSTV TT Q
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= (QAUT )ST (QBVT )T ,
wodurch eine SVD von R definiert ist. Der folgende Algorithmus nutzt diese Darstellung fu¨r
die Approximation einer gegebenen R(k)-Matrix durch eine R(k′)-Matrix, wobei k′ ≤ k ist.
procedure truncate( R = ABT , k, k′ )
{ Berechnung der (geku¨rzten) QR-Zerlegung von A und B }
A = QARA; B = QBRB ;
T := RARTB ;
{ Berechnung der SVD von T }
T = USV T ;
for i = 0 . . . k′ − 1 do
a′i = (QAUS)ei;
b′i = (QBV )ei;
endfor;
end;
Algorithmus 3.2.2: Ku¨rzen einer R(k)-Matrix auf einen festen Rang k′
Bemerkung 3.2.3 Der Aufwand fu¨r die QR-Zerlegung von A bzw. B betra¨gt O (k2n) bzw.
O (k2m) (siehe [GL96, Abschnitt 5.2.9]). Insgesamt folgt fu¨r die Komplexita¨t von Algorith-
mus 3.2.2 somit:
O (k2(n+m) + k3) . (3.2.3)
Lemma 3.2.2 erlaubt auch einen alternativen Zugang zur Bestimmung einer Approximation












procedure truncate eps( R = ABT , k, ε )
{ Berechnung der (geku¨rzten) QR-Zerlegung von A und B }
A = QARA; B = QBRB ;
T := RARTB ;
{ Berechnung der SVD von T }
T = USV T ;
i := 0;
while si ≥ ε do
a′i = (QAUS)ei;
b′i = (QBV )ei;
i := i+ 1;
endwhile;
end;
Algorithmus 3.2.3: Ku¨rzen einer R(k)-Matrix auf eine Genauigkeit ε
Um die Berechnung einer geku¨rzten Summe wa¨hrend der Addition durchzufu¨hren, ist der
Ku¨rzungsschritt in Algorithmus 3.2.1 einzufu¨hren.
Definition 3.2.4 Zu einem Blockcluster (τ, σ) ∈ T sei M ∈ Kτ×σ. Weiterhin sei M ′ ∈
Kτ×σ eine Bestapproximation an M mit Rang k. Dann sei Tk : Rτ×σ → R(k, τ, σ) definiert
durch Tk(M) =M ′.
Reduziert man nach jeder Addition in Algorithmus 3.2.1 den Rang des Ergebnisses, ent-
steht ein modifiziertes Verfahren, wobei die resultierende H-Matrix A blockweise den Rang
k besitzt:
procedure add trunc( α,A, β,B )
for all (τ, σ) ∈ L(T ) do
A(τ, σ) := Tk(αA(τ, σ) + βB(τ, σ));
end;
Algorithmus 3.2.4: Addition zweier H-Matrizen mit Ku¨rzen
Mit (3.2.2) und (3.2.3) folgt fu¨r die Komplexita¨t von Algorithmus 3.2.4:
Lemma 3.2.5 (Aufwand der Addition mit Ku¨rzen) Die Addition zweier H-Matrizen
A,B ∈ H(T, k) mit Ku¨rzen hat einen Aufwand von:
WH,MA(A) = O
(







2k(|τ |+ |σ|) + k2(|τ |+ |σ|) + k3 +
∑
(τ,σ)∈Lnz(T )





k2(|τ |+ |σ|) +
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(τ,σ)∈Lnz(T )












Soweit nicht anders beschrieben, wird im folgenden stets von einer H-Arithmetik mit
Ku¨rzungsschritten ausgegangen. Dies ist insbesondere notwendig, um einen Speicherauf-
wand der H-Matrizen zu bewahren, der linear-logarithmisch von der Gro¨ße der Indexmengen
abha¨ngt. Letzteres kann allerdings nur bei Ku¨rzungen auf einen konstanten Rang, nicht aber
auf eine konstante Genauigkeit garantiert werden. Praktische Experimente zeigen aber auch
im letzteren Fall die gewu¨nschte Komplexita¨t der H-Arithmetik.
Bemerkung 3.2.6 (Additionsaufwand fu¨r bina¨re Clusterba¨ume) Sei T der Block-
clusterbaum aus Beispiel 2.2.8 und M ∈ H(T, k). Dann folgt mit (3.2.4):
WH,MA(M) = O
(




Neben den bisher betrachteten Indexmengen I und J sei K eine weitere Indexmenge und
T (K) ein Clusterbaum u¨ber K. Weiterhin seien T (I×K) und T (K×J) Blockclusterba¨ume.
In diesem Abschnitt soll die Multiplikation zweier H-Matrizen A ∈ H(T (I ×K)) und B ∈
H(T (K × J)) untersucht werden. Betrachtet wird dabei die Operation
C := αAB + βC, (3.3.1)
mit der H-Matrix C ∈ H(T (I × J)) und α, β ∈ K. Bei einer exakten Durchfu¨hrung der
Multiplikation ergeben sich allerdings im allgemeinen viel zu hohe Kosten. Aus diesem Grund
soll das Ergebnis der Operation ebenfalls in H(T (I × J), k) vorliegen, d.h. dass wa¨hrend der
Multiplikation Ku¨rzungsschritte erfolgen, um den Rang der R-Matrizen in C konstant zu
halten. Das Resultat approximiert mithin das exakte Produkt.
Aufgrund der Struktur der beteiligten Matrizen bildet der Algorithmus zur Multiplikation
von Blockmatrizen die Grundlage fu¨r das hier vorgestellte Verfahren. Durch den hierarchi-
schen Charakter der H-Matrizen entsteht hierbei eine Rekursion, da die Teilmatrizen von
A,B und C ebenfalls H-Matrizen darstellen.
Ist eine der bei der Multiplikation auftretenden Matrizen keine Blockmatrix und korre-
spondiert somit mit einem Blatt im Blockclusterbaum, so endet die Rekursion zuna¨chst.
Dieser Fall tritt auf, da die Pfade in den beteiligten Blockclusterba¨umen T (I ×J), T (I ×K)
und T (K×J) nicht notwendigerweise die gleiche La¨nge besitzen. Aus diesem Grund werden
Bla¨tter in den Ba¨umen bei unterschiedlichen Rekursionstiefen erreicht.
Um bei der Multiplikation eine optimale Komplexita¨t zu erzielen, ist es notwendig, fu¨r die
mo¨glichen Kombinationen der Formate von A,B oder C spezielle Algorithmen zu verwenden.
Diese Spezialroutinen sollen in den na¨chsten Abschnitten vorgestellt werden. Hierbei wird
im wesentlichen nach dem Format von C unterschieden.
27
3 Sequentielle H-Arithmetik
procedure mul ( α,A,B, β, C )
procedure rec mul ( α,A,B,C )
if A,B und C sind Blockmatrizen then
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
for all τ ′′ ∈ S(τ(B)) do
rec mul( α,A(τ ′, τ ′′), B(τ ′′, σ′), C(τ ′, σ′) );
else
C := C + αAB;
end;
C := βC;
rec mul( α,A,B,C );
end;
Algorithmus 3.3.1: Rekursiver Matrix-Multiplikationsalgorithmus
Man beachte außerdem, dass die Blockclusterba¨ume, der in den beschriebenen Multipli-
kationsalgorithmen auftretenden Matrizen A,B, und C, bereits vorgegeben sind, d.h. die
Struktur der Matrizen ist fest und soll auch nicht vera¨ndert werden. Somit gilt es lediglich,
Routinen fu¨r die bei der Multiplikation auftretenden Fa¨lle zu untersuchen und nicht ein
optimales Format fu¨r das Produkt A ·B zu finden (siehe etwa [Gra01]).
Die Analyse der Komplexita¨t der im Anschluss beschriebenen Algorithmen fu¨hrt zu dem
folgenden Resultat fu¨r den Aufwand der H-Matrix-Multiplikation.
Lemma 3.3.1 (Aufwand der Matrix-Multiplikation) Seien
csp = max {csp(T (I × J)), csp(T (I ×K)), csp(T (K × J))}
und
p = min {p(T (I × J)), p(T (I ×K)), p(T (K × J))} .
Dann besitzt die Matrix-Multiplikation (3.3.1) mit den Matrizen A ∈ H(T (I × K), B ∈




2max {k, nmin}2max {|I|, |J |, |K|}
)
(3.3.2)
Beweis: Siehe [GH03, Lemma 2.10, 2.17 und 2.19]. 
Die Matrix-Multiplikation besitzt somit einen a¨hnlichen Aufwand wie die Matrix-Addition
oder die Matrix-Vektor-Multiplikation (vergleiche (3.2.4) und (3.1.4)). Allerdings gehen die
Schwachbesetztheit, die Baumtiefe und der Rang quadratisch bzw. kubisch in die Abscha¨tzun-
gen ein. In Kombination mit deutlich gro¨ßeren Konstanten (siehe [Gra01]) ergibt sich damit
in der Praxis eine wesentlich ho¨here Laufzeit als bei den vorherigen Operationen, wie auch
die Beispiele in Abschnitt 6.5 belegen.
28
3.3 Matrix-Multiplikation
Bemerkung 3.3.2 Fu¨r den Fall eines bina¨ren, kardinalita¨tsbalancierten Clusterbaumes (sie-
he Beispiel 2.2.8) folgt aus (3.3.2):
WMM(A,B,C) = O
(
c3spmax {k, nmin}2 n log2 n
)
Alternativ zu einem festen Rang wa¨hrend der Multiplikation lassen sich auch alle Ku¨rzungs-
schritte mit einer festen Genauigkeit durchfu¨hren, wie diese in Abschnitt 3.2.1 beschrieben
ist. In den Routinen der nachfolgenden Abschnitte sind die Ku¨rzungsoperatoren hierfu¨r ent-
sprechend anzupassen.
3.3.1 C ist eine Rang-k-Matrix
Betrachtet wird die Situation bei der sowohl A als auch B Blockmatrizen darstellen. Ist dies
nicht der Fall, kann die Multiplikation direkt ausgefu¨hrt oder z.B. auf die Matrix-Vektor-
Multiplikation reduziert werden.
Die zuvor beschriebene Rekursion la¨sst sich bei gegebenen Blockmatrizen A und B fortset-
zen. Die jeweils auftretenden Ergebnisse ko¨nnen dabei sukzessive auf C aufaddiert werden.
procedure mul rank ( α,A,B,C ) ;
if A,B sind Blockmatrizen then
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
C ′ sei R(k, τ ′, σ′)-Matrix;
for all τ ′′ ∈ S(τ(B)) do
mul( α,A(τ ′, τ ′′), B(τ ′′, σ′), C ′) );
C := C + P(τ ′,σ′)→(τ(C),σ(C))(C ′);
endfor;
else
C := C + αAB;
endif;
end;
mul rank( α,A,B,C );
C := Tk(C);
Algorithmus 3.3.2: Rekursive Multiplikation bei einer R-Matrix
Durch den abschließenden Ku¨rzungsschritt mittels Algorithmus 3.2.2 wird der Rang von C
entsprechend auf k reduziert. Das Ergebnis ist nach Lemma 3.2.2 optimal. Die Komplexita¨t
dieses Verfahrens ist maßgeblich durch den Aufwand beim Ku¨rzen definiert, wie das folgende
Resultat zeigt:
Lemma 3.3.3 Seien τ = τ(C), σ = σ(C) und v = (τ, σ). Der Rang k′ von C nach
Ausfu¨hrung von Algorithmus 3.3.2 ist:
k′ = O (cid max {csp(T (v)) · p(T (v)) · k, nmin}) . (3.3.3)
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Fu¨r den Aufwand der Multiplikation mittels Algorithmus 3.3.2 gilt:
O (c3idcsp(T (v))3k3p(T (v))3max {|τ |, |σ|, |L(T (v))|}) . (3.3.4)
Beweis: Siehe Satz 5.26 und Bemerkung 5.28 in [Gra01]. 
Die Konstante cid in (3.3.3) ist abha¨ngig von der Struktur des Blockclusterbaumes und
wird in [Gra01, Abschnitt 5.5] ausfu¨hrlich diskutiert.
Der Rang vor dem Ku¨rzen ist abha¨ngig von der Tiefe des Blockclusterbaumes und kann
folglich sehr große Werte annehmen. Auch fu¨r die Komplexita¨t der Multiplikation ergibt sich
nach (3.3.3) eine quadratische bzw. kubische Abha¨ngigkeit von der Tiefe. Um diesen Anteil
zu reduzieren, lassen sich die, wa¨hrend der Rekursion berechneten Teilergebnisse auch hierar-
chisch addieren. Hierbei werden die Ergebnisse in jedem Rekursionsschritt zusammengefasst
und der Rang der dabei entstehenden Matrix auf k geku¨rzt.
procedure mul rank hier ( α,A,B,C ) ;
if A,B sind Blockmatrizen then
C ′ sei R(k, τ(C), σ(C))-Matrix;
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
C ′′ sei R(k, τ ′, σ′)-Matrix;
for all τ ′′ ∈ S(τ(B)) do
mul( α,A(τ ′, τ ′′), B(τ ′′, σ′), C ′′) );
C ′ := C ′ + P(τ ′,σ′)→(τ(C),σ(C))(C ′′);
endfor;
C := C + C ′;
else
C := C + αAB;
endif;
15: C := Tk(C);
end;
Algorithmus 3.3.3: Hierarchische Multiplikation bei einer R-Matrix
In jedem Rekursionsschritt werden in Algorithmus 3.3.3 |S(τ(C))|·|S(σ(C))| Teilergebnisse
C ′′ berechnet. Folglich ist der Rang von C vor dem jeweiligen Ku¨rzungsschritt in Zeile 14
beschra¨nkt durch
k(1 + |S(τ(C))| · |S(σ(C))|).
Der Aufwand fu¨r die Reduktion des Ranges ist somit unabha¨ngig von der Tiefe der betrach-
teten Blockclusterba¨ume. Fu¨r die Komplexita¨t von Algorithmus 3.3.3 folgt damit:
Lemma 3.3.4 Seien τ = τ(C), σ = σ(C) und v = (τ, σ). Der Aufwand fu¨r die Berechnung
des Matrix-Produktes C := αAB + C mit Algorithmus 3.3.3 betra¨gt
O (csp(T (v))2k2p(T (v))2max {|τ |, |σ|}+ p(T (v))k3|L(T (v))|) . (3.3.5)
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Beweis: Siehe Folgerung 5.27 in [Gra01]. 
Die Komplexita¨t der hierarchischen Multiplikation entspricht (3.3.2), falls der lokale Teil-
baum T (τ(C), σ(C)) betrachtet wird. Im Vergleich zu (3.3.4) entfa¨llt die kubische Abha¨ngig-
keit von der Baumtiefe. Das derart berechnete Produkt stellt allerdings im allgemeinen keine
Bestapproximation an αAB + C mehr dar.
3.3.2 C ist eine Blockmatrix
Dieser Fall tritt auf, falls einer der beiden Faktoren A oder B einer Matrix entspricht, die
mit einem Blatt in T korrespondiert. Anderenfalls wu¨rde die Rekursion in Algorithmus 3.3.1
fortgesetzt. Anstelle des rekursiven Aufrufs erfolgt hierbei die direkte Multiplikation der
Faktoren. Die Addition des dabei entstehenden Produktes auf C wird im Anschluss getrennt
durchgefu¨hrt.
Das Ergebnis C ′ = αAB liegt typischerweise zuna¨chst im gleichen Format vor wie das
des entsprechenden Blattes. Korrespondieren beide Faktoren mit Bla¨ttern, so ist eine R-
Repra¨sentation vorzuziehen.
Sind die Matrizen A und B ausgepra¨gte Rechtecksmatrizen, d.h. |τ(A)|  |σ(A)| und
|σ(B)|  |τ(B)|, so kann sich ein hoher Aufwand fu¨r den Fall ergeben, dass weder A noch
B eine R-Matrix sind. Allerdings ist der Rang der beteiligten Matrizen im Vergleich zur
Dimension des Resultates klein. Vollbesetzte Matrizen ko¨nnen somit i.d.R. in das R-Format
konvertiert werden. Bei kardinalita¨tsbalancierten Ba¨umen, wie sie in dieser Arbeit betrachtet
werden, tritt dieser Fall allerdings nicht auf.
Die Addition auf C erfolgt nach der Multiplikation fu¨r jedes Blatt in T (τ(C), σ(C)) ein-
zeln:
for all (τ, σ) ∈ L(T (τ(C), σ(C))) do
C(τ, σ) := C(τ, σ) +R(τ(C),σ(C))→(τ,σ)(C ′);
if (τ, σ) ∈ Lz(T ) then
C(τ, σ) := Tk(C(τ, σ));
endfor;
3.3.3 C ist eine vollbesetzte Matrix
Die Berechnung des Produktes C := C + αAB fu¨r den Fall einer vollbesetzten Matrix C
erfolgt analog zu der Vorgehensweise bei einer R-Matrix, d.h. beim Auftreten zweier Block-
matrizen A und B wird die Multiplikation rekursiv fortgesetzt. Allerdings ist die hierarchische
Addition der dabei auftretenden Teilergebnisse nicht notwendig, da die direkte Aktualisie-
rung der Matrix C nicht mit Komplexita¨tseinbußen verbunden ist.
Das resultierende Verfahren entspricht somit Algorithmus 3.3.2, wobei der finale Ku¨rzungs-
schritt entfa¨llt. Die Berechnung des Produktes erfolgt hierbei ebenfalls direkt, falls einer der
Faktoren mit einem Blatt korrespondiert.
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Es sei allerdings bemerkt, dass ein rekursiver Aufruf der Multiplikationsroutine 3.3.4 nur
selten auftritt, da bei vollbesetzten Matrizen typischerweise mindestens ein Cluster des kor-
respondierenden Knotens (τ, σ) ein Blatt im Clusterbaum darstellt. Gilt dies fu¨r τ , so sind
nach Definition des Blockclusterbaumes alle Knoten (τ, σ′) ∈ T ebenfalls Bla¨tter. Gleiches
gilt fu¨r den Fall, dass σ keine So¨hne besitzt. Entsprechend ist mindestens ein Faktor A oder
B eine D- oder eine R-Matrix.
procedure mul dense ( α,A,B,C ) ;
if A,B sind Blockmatrizen then
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
C ′ sei R(k, τ ′, σ′)-Matrix;
for all τ ′′ ∈ S(τ(B)) do
mul( α,A(τ ′, τ ′′), B(τ ′′, σ′), C ′) );
C := C + P(τ ′,σ′)→(τ(C),σ(C))(C ′);
endfor;
else
C := C + αAB;
endif;
end;
mul dense( α,A,B,C );
Algorithmus 3.3.4: Rekursive Multiplikation bei einer D-Matrix
Lediglich fu¨r den, im allgemeinen ineffizienten Fall, dass sowohl τ als auch σ kein Blatt
darstellen, ist ein rekursiver Aufruf in Algorithmus 3.3.4 mo¨glich.
3.4 Matrix-Inversion
In diesem Abschnitt soll die Berechnung der Inversen A−1 einer H-Matrix A ∈ H(T, k)
untersucht werden. Auch in diesem Fall muss allerdings der Rang der zu berechnenden Ma-
trix begrenzt werden, um den hierbei entstehenden Aufwand im gewu¨nschten fast-linearen
Rahmen zu belassen. Somit wird anstelle der exakten Inversen lediglich eine Approxima-
tion C ∈ H(T, k) bestimmt. Die Existenz von A−1 und eine Approximierbarkeit durch eine
H-Matrix werden dafu¨r vorausgesetzt. Im allgemeinen ist diese Annahme nicht zwingend
erfu¨llt und muss gegebenenfalls gepru¨ft werden. Ein Existenzbeweis fu¨r das FEM-Beispiel
aus Abschnitt 2.4.2 ist z.B. in [BH03] nachzulesen.
Diskutiert werden an dieser Stelle zwei verschiedene Verfahren. In Abschnitt 3.4.1 wird
zuna¨chst der Gauß’sche Eliminationsalgorithmus verwendet. Auf der Newton-Iteration ba-




Als Grundlage fu¨r den Inversionsalgorithmus dient die Gauß-Elimination. Wie bei der Matrix-
Multiplikation wird auch in diesem Fall die Blockversion verwendet.
Um die Reihenfolge bei der Inversion zu beachten, seien die So¨hne eines Clusters τ im
folgenden angeordnet: S(τ) = {τ0, τ1, . . . , τq−1}. Desweiteren sei zu einer Matrix M ∈ Kτ×σ
mit S(τ, σ) 6= ∅ die Teilmatrix Mij definiert als
Mij =M(τi, σj).
Der Algorithmus zur Berechnung einer H-Inversion la¨sst sich anschließend wie folgt for-
mulieren:
procedure invert( A,C )
if v(A) ∈ Lnz(T ) then C = A−1;
else
{ Elimination der unteren Dreiecksmatrix }
for all i := 0, . . . , |S(τ(A))| − 1 do
{ Skalierung der aktuellen Zeile }
invert( Aii, Cii );
for all j := i+ 1, . . . , |S(σ(A))| − 1 do Aij := CiiAij ;
for all j := 0, . . . , i− 1 do Cij := CiiCij ;
{ Elimination der Spalte }
for all l := i+ 1, . . . , |S(τ(A))| − 1 do
for all j := i+ 1, . . . , |S(σ(A))| − 1 do
Alj := Alj −Ali ·Aij ;
for all l := i+ 1, . . . , |S(τ(A))| − 1 do
for all j := 0, . . . , i do
Clj := Clj −Ali · Cij ;
endfor;
{ Elimination der oberen Dreiecksmatrix }
for all i := |S(τ(A))| − 1, . . . , 0 do
for all l := i− 1, . . . , 0 do
for all j := 0, . . . , |S(σ(A))| − 1 do
Clj := Clj −Ali · Cij ;
endif;
end;
Algorithmus 3.4.1: Inversion einer H-Matrix
Man beachte, dass die Multiplikationen innerhalb von Algorithmus 3.4.1 alle vom Typ
(3.3.1) sind. Somit ko¨nnen die entsprechenden Berechnungen mit Hilfe von Algorithmus 3.3.1
durchgefu¨hrt werden.
In der Praxis ist die Implementierung des allgemeinen Gauß-Algorithmus fu¨r die Inversion
einer H- bzw. Block-Matrizen in der Regel nicht notwendig, da ha¨ufig Bina¨rba¨ume fu¨r den




















S = A11 −A10A−100 A01.
Unter Ausnutzung dieser Darstellung und Verwendung der Funktion mul aus Algorith-
mus 3.3.1 vereinfacht sich Algorithmus 3.4.1 zu
procedure invert bin ( A,C )
invert bin( A00, C00 );
mul( 1, C00, A01, 0, T01 );
mul( 1, A10, C00, 0, T10 );
mul( −1, A10, T01, 1, A11 );
invert bin( A11, C11 );
mul( −1, T01, C11, 0, C01 );
mul( −1, C11, T10, 0, C10 );
mul( −1, T01, C10, 1, C00 );
end;
Algorithmus 3.4.2: H-Matrix-Inversion fu¨r Bina¨rba¨ume
Vergleicht man die einzelnen Operationen in den Algorithmen 3.3.1 und 3.4.1, so erkennt
man weiterhin, dass bei der Gauß-Inversion die gleichen Multiplikationen bzw. Additionen
wie bei der Blockmultiplikation vorkommen. Lediglich bei den Diagonalelementen wird eine
Rekursion anstelle einer Multiplikation durchgefu¨hrt. Besonders deutlich wird dies bei einem
Vergleich der Matrix-Multiplikation fu¨r bina¨re Clusterba¨ume und Algorithmus 3.4.2. Per
Induktion la¨sst sich aus dieser Eigenschaft das folgende Resultat fu¨r die Komplexita¨t der
Inversion mittels Gauß-Elimination zeigen.
Lemma 3.4.1 (Aufwand der Gauß-Elimination) Sei A ∈ H(T, k). Dann betra¨gt der
Aufwand zur Berechnung der Inversion mittels Algorithmus 3.4.1:
WMI,Gauß(A) =WMM(A). (3.4.1)
Beweis: Siehe Satz 5.29 in [Gra01]. 
Um eine gewu¨nschte Genauigkeit bei der H-Matrix-Inversion zu erreichen ist der gewa¨hlte
Rang von entscheidender Bedeutung. Die Existenzaussage der Inversen von A im H-Matrix-
Format fu¨r das FEM-Beispiel in [BH03] gibt hierbei ebenfalls Aufschluss u¨ber die Abha¨ngig-




Ein zur Gauß-Elimination alternativer Inversionsalgorithmus stellt die Newton-Iteration (sie-
he [HK00]) dar. Zu der gegebenen Matrix A wird dabei die Matrix-Gleichung
X−1 −A = 0
betrachtet, welche sich durch die Iterationsvorschrift
Xi+1 = 2Xi −XiAXi (3.4.2)
lo¨sen la¨sst. Der Startwert X0 der Iteration ist hierfu¨r geeignet zu wa¨hlen.
Mit Hilfe der in Algorithmus 3.2.1 und Algorithmus 3.3.1 definierten Funktionen ergibt
sich somit das nachfolgende Verfahren. Hierbei stellen T1 = XiA und T2 = T1Xi tempora¨re
Matrizen dar, da die Faktoren wa¨hrend der Multiplikation nicht vera¨ndert werden du¨rfen.
procedure invert newton ( A,C,X0, ε )
X := X0;
while ‖I −AX‖ > ε do
mul( 1, X,A, 0, T1 );
mul( 1, T1, X, 0, T2 );
add( 2, X,−1, T2 );
endwhile;
end;
Algorithmus 3.4.3: Inversion mittels Newton-Iteration
In [Gra01] wurde die Konvergenz der Newton-Iteration untersucht, wobei sich im allge-
meinen ein negatives Resultat bei einem zu kleinen Rang oder einem ungeeigneten Startwert
X0 ergibt. Ist k dagegen hinreichend groß und befindet sich X0 im Konvergenzradius der
Newton-Iteration, so strebt Algorithmus 3.4.3 mit einer quadratischen Konvergenzrate zum
gesuchten Grenzwert.
Lemma 3.4.2 Sei A ∈ H(T, k) invertierbar und X0 ∈ H(T, k) mit
‖A‖F ‖X0 −A‖F = q < 19 .
Weiterhin sei B ∈ H(T, k) die Bestapproximation von A−1 im Raum der H-Matrizen. Es
gelte fu¨r B:
‖A−1 −B‖F ≤ εA ≤ 116‖A‖
−1
F .
Dann gilt fu¨r die Iterierten Xi in (3.4.2)
‖A−1 −Xi‖F ≤ cq2i‖A‖−1F + 2εA,
mit c > 0.
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Beweis: Siehe Beweis zu Lemma 4.22 in [Gra01]. 
Mit den Aufwandsabscha¨tzungen fu¨r die Matrix-Addition und -Multiplikation ergibt sich
ein fast optimales Ergebnis fu¨r die Komplexita¨t der Newton-Iteration.
Lemma 3.4.3 (Aufwand der Newton-Iteration) Unter den Annahmen von Lemma 3.4.2
besitzt die Berechnung der Inversen A ∈ H(T, k) bei einer vorgegebenen Genauigkeit von






Bis auf den zusa¨tzlichen schwach-logarithmischen Term stimmt der Aufwand der Newton-
Iteration mit der Komplexita¨t der Gauß-Elimination u¨berein. In der Praxis sind die beiden
Verfahren bezu¨glich der Laufzeit dagegen nur bedingt vergleichbar. Der Grund hierfu¨r liegt
in der Vielzahl von Multiplikationen, die typischerweise fu¨r die Newton-Iteration ausgefu¨hrt
werden mu¨ssen. Dagegen entspricht der Aufwand fu¨r eine Gauß-Elimination im wesentlichen
einer einzigen Multiplikation.
3.5 LU-Zerlegung
In vielen numerischen Algorithmen wird die explizite Repra¨sentation der Inversen eines Ope-
rators in der Regel nicht verlangt. Hier genu¨gt es ha¨ufig, wenn einige wenige Operationen,
z.B. die Matrix-Vektor-Multiplikation mit der Inversen durchgefu¨hrt werden ko¨nnen. In sol-
chen Fa¨llen bietet sich etwa die LU-Zerlegung
A = LU
mit der unteren Dreiecksmatrix L und der oberen Dreiecksmatrix U als Darstellung der
Inversen an. In L wird die Diagonale dabei auf 1 normiert. Die Auswertung von A−1x = y
geschieht in diesem Fall durch ein entsprechendes Ru¨ckwa¨rts- bzw. Vorwa¨rtseinsetzen der
Faktoren L und U mit den betrachteten Vektoren.
Analog zu den bisherigen Algorithmen dient auch in diesem Abschnitt die Blockversion
einer LU-Faktorisierung als Basis fu¨r die Berechnung der Matrizen L und U . Fu¨r die Be-
stimmung der Nichtdiagonalblo¨cke Lij , Uij mit i 6= j besteht hierbei die Mo¨glichkeit, auf die
entsprechenden Inversionsalgorithmen fu¨r H-Matrizen zuru¨ckzugreifen. Dieser Ansatz stellt
sich in der Praxis aber als nicht effizient heraus. Aufgrund der Dreiecksgestalt der betei-
ligten Matrizen Lii bzw. Uii ko¨nnen allerdings spezielle Faktorisierungsalgorithmen genutzt
werden, um so zu einem schnellen Verfahren zu gelangen.
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procedure lu( L,U,A )
if v(A) ∈ Lnz(T ) then
berechne LU = A; return ;
endif
for all i = 0, . . . , |S(τ(A))| − 1 do
6: lu( Lii, Uii, Aii );
{ Auflo¨sen der i-ten Zeile und Spalte }
8: for all j = i+ 1, . . . , |S(τ(A))| − 1 do lo¨se LjiUii = Aji;
9: for all j = i+ 1, . . . , |S(σ(A))| − 1 do lo¨se LiiUij = Aij ;
{ Aktualisieren der Restmatrix }
for all l = i+ 1, . . . , |S(τ(A))| − 1 do
for all j = i+ 1, . . . , |S(σ(A))| − 1 do
Alj := Alj − LliUij
endfor;
end;
Algorithmus 3.5.1: LU-Zerlegung einer H-Matrix
Betrachtet wird zuna¨chst der Fall in Zeile 8, wobei die Gleichung LjiUii = Aji, j > i, gelo¨st
werden soll. Die Matrix Uii wurde bereits in Zeile 6 berechnet und hat obere Dreiecksgestalt.
Das System hat damit die Form: L00 · · · L0,m−1... . . . ...
Lm−1,0 · · · Lm−1,m−1

U00 · · · U0,m−10 . . . ...
0 0 Um−1,m−1
 =
 A00 · · · A0,m−1... . . . ...
Am−1,0 · · · Am−1,m−1
 ,
wobei der Einfachheit halber eine m×m Blockstruktur angenommen wurde. Man beachte,
dass L in diesem Fall keine untere Dreiecksmatrix ist. Dieses System fu¨hrt zu Gleichungen
der Form




die, beginnend mit der ersten Spalte, sukzessive gelo¨st werden ko¨nnen:
procedure solve L( L,U,A )
if v(L) ∈ Lnz(T ) then
lo¨se LU = A direkt; return ;
endif
for all j = 0, . . . , |S(σ(L))| − 1 do
{ Auflo¨sen in der j-ten Spalte }
for all i = 0, . . . , |S(τ(L))| − 1 do solve L( Lij , Ujj , Aij );
{ Aktualisieren der rechten Restmatrix }
for all l = j + 1, . . . , |S(σ(L))| − 1 do
for all i = 0, . . . , |S(τ(L))| − 1 do
Ail := Ail − LijUjl
endfor;
end;
Algorithmus 3.5.2: Lo¨sen von LU = A bei gegebenem U und A
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Korrespondiert L mit einem Blatt, so kann die Gleichung LU = A direkt fu¨r jede Zeile
von L durch Vorwa¨rtseinsetzen mit UT gelo¨st werden.
Analog lo¨st man Gleichung LiiUij = Aij in Zeile 9 von Algorithmus 3.5.1, wobei in diesem
Fall die Elemente Uij zeilenweise, beginnend mit der ersten Zeile, berechnet werden.
procedure solve U( L,U,A )
if v(L) ∈ Lnz(T ) then
lo¨se LU = A direkt; return ;
endif
for all i = 0, . . . , |S(τ(U))| − 1 do
{ Auflo¨sen in der i-ten Zeile }
for all j = 0, . . . , |S(σ(U))| − 1 do solve U( Lii, Uij , Aij );
{ Aktualisieren der unteren Restmatrix }
for all l = i+ 1, . . . , |S(τ(U))| − 1 do
for all j = 0, . . . , |S(σ(L))| − 1 do
Alj := Alj − LliUij
endfor;
end;
Algorithmus 3.5.3: Lo¨sen von LU = A bei gegebenem L und A
Die Gleichung kann hierbei direkt durch Vorwa¨rtseinsetzen jeder Spalte von U in L gelo¨st
werden, falls U als R- bzw. als vollbesetzte Matrix vorliegt.
Bemerkung 3.5.1 Fu¨r den symmetrischen Fall A = AT genu¨gt die Berechnung von L in
Algorithmus 3.5.1, womit die Cholesky-Zerlegung
A = LLT
bestimmt wird (siehe auch [Lin02]). Die Aktualisierung der Restmatrix beschra¨nkt sich hierbei
auf die untere Dreiecksmatrix. Insgesamt ergibt sich ein halbierter Aufwand im Vergleich zur
LU-Zerlegung. Die auftretenden Multiplikationen sollten sich hierbei ebenfalls auf die untere
Dreiecksmatrix beschra¨nken, wofu¨r Algorithmus 3.3.1 entsprechend abzua¨ndern ist.
Fu¨r den einfacheren Fall von bina¨ren Clusterba¨umen lauten die entsprechenden Algorith-
men:
procedure lu bin( L,U,A )
if v(A) ∈ Lz(T ) then
berechne LU = A; return ;
endif;
lu bin( L00, U00, A00 );
solve U bin( L00, U01, A01 );
solve L bin( L10, U00, A10 );
mul( −1, L10, U01, 1, A11 );
lu bin( L11, U11, A11 );
end;




procedure solve L bin( L,U,A )
if v(L) ∈ Lz(T ) then
lo¨se LU = A direkt; return ;
endif;
solve L bin( L00, U00, A00 ); solve L bin( L10, U00, A10 );
mul( −1, L00, U01, 1.0, A01 ); mul( −1, L10, U01, 1.0, A11 );
solve L bin( L01, U11, A01 ); solve L bin( L11, U11, A11 );
end;
Algorithmus 3.5.5: Auflo¨sen nach L
und
procedure solve U bin( L,U,A )
if v(L) ∈ Lz(T ) then
lo¨se LU = A direkt; return ;
endif;
solve U bin( L00, U00, A00 ); solve U bin( L00, U01, A01 );
mul( −1, L10, U00, 1.0, A10 ); mul( −1, L10, U01, 1.0, A11 );
solve U bin( L11, U10, A10 ); solve U bin( L11, U11, A11 );
end;
Algorithmus 3.5.6: Auflo¨sen nach U
wobei die Funktion mul aus Algorithmus 3.3.1 genutzt wurde.
Wie auch bei der H-Matrix-Inversion bleibt bei der LU-Zerlegung die Frage nach der Exis-
tenz einer solchen Faktorisierung im H-Matrix-Format unbeantwortet. Fu¨r die Komplexita¨t
ergibt sich dagegen folgendes Resultat:
Lemma 3.5.2 (Aufwand der LU-Zerlegung) Sei A ∈ H(T, k). Dann betra¨gt der Auf-
wand zur Berechnung der LU-Zerlegung A = LU mit L,U ∈ H(T, k) mittels Algorith-
mus 3.5.1:
WLU(A) =WMI(A). (3.5.1)
Beweis: Siehe [GHK04]. 
Obwohl die Ordnung der Komplexita¨t identisch zur Matrixinversion ist, sind die auftreten-






Die Grundlage effizienter Algorithmen auf parallelen System bildet eine ada¨quate Lastvertei-
lung. In diesem Kapitel werden verschiedene Verfahren vorgestellt, die den Aufwand der im
Kontext der H-Matrix-Arithmetik entsteht, gleichma¨ßig auf alle Prozessoren verteilt. Diese
Verteilungsverfahren bilden hiermit die Basis der eigentlichen parallelen Algorithmen, welche
in Kapitel 6 beschrieben werden.
4.1 Zuteilung
Anstelle der eigentlichen Aufgaben aus dem Bereich der H-Matrizen werden im folgenden
allgemein n ”Jobs“ J = {j0, . . . , jn−1} betrachtet. Jede der Aufgaben ji beno¨tige hierbei die
Zeit t(i) = t(ji). Weiterhin werden p Prozessoren bzw. Maschinen M = {M0, . . . ,Mp−1} als
gegeben vorausgesetzt.
Definition 4.1.1 (Zuteilung) Eine Zuteilung oder Scheduling ist ein Paar Σ = (m, s) von
Funktionen m : J →M und s : J → R≥0, die jeder Aufgabe ji eine Maschine m(i) = m(ji)
und eine Startzeit s(i) = s(ji) zuordnet, so dass fu¨r alle j1, j2 ∈ J mit m(j1) = m(j2) und
s(j1) < s(j2) gilt: s(j2) ≥ s(j1) + t(j1). Die Gesamtzeit T (Σ), die die parallele Maschine fu¨r
die Bearbeitung beno¨tigt, ist T (Σ) = maxn−1i=0 (s(i) + t(i)).
Die Aufgabe beim Zuteilungs- bzw. Schedulingproblem besteht im folgenden darin, eine
Zuteilungsfunktion zu finden, so dass T (Σ) minimal wird. Die einzelnen Maschinen Mi wer-
den dabei als identisch angenommen. Leider ist dieses Problem im allgemeinen NP-schwer
(siehe [GJ79]). Damit ko¨nnen, unter der Annahme, dass P6=NP, nur approximative Lo¨sun-
gen in effizienter, also polynomialer Zeit berechnet werden. Fu¨r die Verwendung im Kontext
der H-Matrizen besteht außerdem die Forderung nach Algorithmen mit linearem Aufwand,
um fu¨r die Praxis taugliche Verfahren zu erhalten. Die na¨chsten Abschnitte stellen solche
Algorithmen vor.
In den parallelen Verfahren der Kapitel 6 und 7 spielt der genaue Zeitpunkt, wann eine
Aufgabe von einem Prozessor bearbeitet wird, nur eine untergeordnete Bedeutung. Wichtig
ist in der Regel nur die Zuordnung der Aufgaben zu den einzelnen Prozessoren, also die
Abbildung m. Deshalb beschra¨nken sich die nachfolgenden Verteilungsalgorithmen auch auf
die Angabe dieser Funktion.
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t(j) mit Jq = {j : m(j) = q} (4.1.1)
formulieren. Anstelle der Laufzeiten t(i) ko¨nnen somit auch a¨quivalent Kosten c(i) = c(ji)
verwendet werden. Hierbei ist das Ziel des Zuteilungsproblems, die maximalen Kosten pro
Prozessor zu minimieren. Je nach Verteilungsalgorithmus wird im folgenden auf eine der
beiden Formulierung zuru¨ckgegriffen.
Da alle Maschinen als identisch angenommen wurden, ist nicht die Menge M , sondern
lediglich die Anzahl der Prozessoren p entscheidend fu¨r das Scheduling. Entsprechend sei fu¨r
die gegebene Aufgabenmenge J und p Maschinen
Tmin = Tmin(J, p)
die Zeit, die mit einer optimalen Zuteilung erreicht werden kann.
4.1.1 List-Scheduling
Ein einfacher, approximativer Algorithmus zur Berechnung einer Zuteilung ist List-Sched-
uling. Hierbei werden die Aufgaben in eine beliebige Reihenfolge gebracht und jeder freien
Maschine der jeweils na¨chste Job der Liste zugewiesen.
procedure list scheduling( J, M )
s0, . . . , sp−1 = 0;
for 0 ≤ i < n do
sei j ∈ {0, . . . , p− 1} mit sj = minp−1l=0 sl;
setze m(ji) =Mj , s(ji) = sj ;




Die Analyse dieses Algorithmus ergibt:







Beweis: Siehe [Gra69]. 
Dass die obere Schranke aus (4.1.2) auch erreicht wird, zeigt das folgende Beispiel: Es
seien n = p(p − 1) + 1 Jobs mit t(0) = · · · = t(n − 2) = 1 und t(n − 1) = p gegeben. Dann
gilt: T (ΣLS) = (p − 1) + p = 2p − 1 und Tmin = p (siehe Abbildung 4.1.1). Somit folgt:














Abbildung 4.1.1: Scheduling fu¨r p = 4
Wie in diesem Beispiel deutlich wird, tritt die obere Schranke in (4.1.2) auf, falls sehr
teure Aufgaben zuletzt abgearbeitet werden. Vermeidet man dies und verteilt die Jobs nicht
in einer beliebigen Reihenfolge, sondern sortiert sie entsprechend der beno¨tigten Zeit, begin-
nend mit dem teuersten, so ergibt sich eine effizientere Variante des List-Schedulings. Dieser
modifizierte Algorithmus wird Longest-processing-Time- oder LPT- Scheduling genannt.
procedure lpt scheduling( J, M )
s0, . . . , sp−1 = 0;
while J 6= ∅ do
sei i ∈ J mit t(i) = maxn−1l=0 t(jl);
sei j ∈ {0, . . . , p− 1} mit sj = minp−1l=0 sl;
setze m(i) :=Mj , s(i) := sj ;




Die gro¨ßere Effizienz zeigt sich beim LPT-Scheduling in Form einer besseren Schranke bei
der Approximation einer optimalem Zuteilung:









Beweis: Siehe [Gra69]. 
Bemerkung 4.1.4 Die Komplexita¨t von Algorithmus 4.1.1 betra¨gt O (pn). Bei einer ein-
maligen Sortierung vor der Lastbalancierung ist der Aufwand des LPT-Scheduling durch




Ein anderer Zugang zum Zuteilungsproblem gelingt durch dessen duales Problem, dem (ein-
dimensionalen) Bin-Packing.
Definition 4.1.5 (Bin-Packing-Problem) Es seien J = {j0, . . . , jn−1}, t : J → R≥0 und
tmax > 0. Gesucht ist eine Aufteilung von J in eine minimale Anzahl von disjunkten Mengen
B0, . . . , Bp−1, so dass
∑
j∈Bi t(j) ≤ tmax, 0 ≤ i < p gilt.
Das Problem besteht somit darin, die gegebenen Gro¨ßen auf eine minimale Anzahl von
Beha¨ltern (”bin“) zu verteilen, wobei jeder der Beha¨lter eine maximale Aufnahmekapazita¨t
von tmax besitzt. Angewandt auf das Zuteilungsproblem lautet die Frage, wieviele Prozessoren
beno¨tigt werden, um die gegebenen Aufgaben in einer Zeit tmax zu bearbeiten. Umgekehrt
ließe sich bei Kenntnis der maximal zur Verfu¨gung stehenden Zeit tmax fu¨r eine gegebene
Anzahl von Prozessoren mittels eines Bin-Packing-Algorithmus eine entsprechend optimale
Verteilung konstruieren. Leider ist auch das Bin-Packing-Problem NP-schwer (siehe [GJ79]),
womit ein effizienter Lo¨sungsalgorithmus nicht zur Verfu¨gung steht.
Allerdings sind Approximationsalgorithmen bekannt, die das Bin-Packing-Problem in po-
lynomialer Zeit bis auf einen konstanten Faktor lo¨sen. Einer dieser Algorithmen ist First-Fit-
Decreasing (FFD). FFD arbeitet a¨hnlich zum LPT-Scheduling, wobei sukzessive jede Gro¨ße
j ∈ J der ersten Menge Bi zugewiesen wird, die genu¨gend Kapazita¨t besitzt (”first fit“). Die
Menge der Aufgaben wird hierbei der Gro¨ße nach sortiert, wobei mit dem gro¨ßten Element
begonnen wird (”decreasing“). Der Algorithmus lautet somit:
procedure ffd ( J, t, tmax )
p := 0;
for all j ∈ J do
f := false; i := 0;
while i < p ∧ f = false do
if ti + t(j) ≤ tmax then
ti := ti + t(j); Bi := Bi ∪ {j};
f := true;
endif;
i := i+ 1;
endwhile;
if f = false then
tp := t(j); Bp := {j};





Algorithmus 4.1.3: First Fit Decreasing fu¨r das Bin-Packing-Problem
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Die Gu¨te der Approximation von FFD (und auch die Komplexita¨t der entsprechenden
Beweise) konnte sukzessive reduziert werden. Die folgende Bemerkung gibt hierbei den ak-
tuellen Stand wieder (siehe auch [Hoc96]).
Bemerkung 4.1.6 Sei pFFD die Zahl von Mengen Bi, die von Algorithmus 4.1.3 fu¨r die
Verteilung einer gegebenen Zahl von Aufgaben beno¨tigt wird und pmin die minimal notwendige
Anzahl. Dann gilt:
pFFD ≤ 119 pmin + 1. (4.1.4)
Beweis: Siehe [Yue91]. 
In [CGJ78] wird nun die Frage untersucht, wie groß tmax sein muss, damit pFFD ho¨chstens
p ist. Dies wu¨rde eine Aussage u¨ber die Gu¨te der hierdurch erzielten Zuteilung im Vergleich
zur optimalen Zeit Tmin liefern. Beantwortet wird die Frage im folgenden Lemma.
Lemma 4.1.7 Sei fu¨r eine gegebene Menge J von Aufgaben und p Prozessoren
tmax ≥ 1.22Tmin(J, p). (4.1.5)
Dann gilt: pFFD ≤ p.
Beweis: Siehe [CGJ78, Kapitel 4 und 5]. 
Allerdings la¨sst sich dieser Wert fu¨r tmax nur bei genauer Kenntnis von Tmin(J, p) ausnut-
zen. Da letzteres im allgemeinen nicht zur Verfu¨gung steht bzw. zu dessen Berechnung eine
Lo¨sung des Zuteilungsproblems notwendig wa¨re, ist dieser direkte Zugang nicht mo¨glich. An-
stelle dessen wird eine Bina¨rsuche verwendet, um tmax zu minimieren. Das hierfu¨r beno¨tigte
Suchintervall la¨sst sich wie folgt definieren.















tmax < t` =⇒ pFFD > p und tmax ≥ tu =⇒ pFFD ≤ p.
Beweis: [CGJ78, Beweis zu Lemma 3.1 und 3.2]. 
Der endgu¨ltige Multifit-Scheduling-Algorithmus ist im folgenden aufgefu¨hrt, wobei d die
Tiefe der Bina¨rsuche beschreibt.
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procedure multifit ( J,M, d )
Setze t` und tu entsprechend (4.1.6); i := 0;
while i < d do
tmax = (t` + tu)/2;
if ffd( J, t, tmax ) ≤ p then tu = tmax;
else t` = tmax;
i := i+ 1;
endwhile;
{ Zuweisung der Zuteilung }
for all Bi do
s := 0;
for all j ∈ Bi do
m(j) :=Mi; s(j) := s;





Da tmax in diesem Fall lediglich approximiert wird, ist der Wert aus (4.1.5) in Abha¨ngigkeit
von d zu modifizieren. Das Resultat in [CGJ78] wurde in [Fri84] nach unten korrigiert und
lautet:
Lemma 4.1.9 Sei ΣMF die mittels Multifit-Scheduling berechnete Zuteilung. Dann gilt:
T (ΣMF) ≤ 1.2Tmin + 12d . (4.1.7)
Im Vergleich zum LPT-Scheduling la¨sst sich somit eine effizientere Zuteilung konstruie-
ren. Die Laufzeit des Multifit-Scheduling-Verfahrens ist hierbei a¨hnlich zur der von Algorith-
mus 4.1.2 und in der Praxis im wesentlichen durch n bestimmt. Die Suchtiefe wird u¨blicher-
weise als konstant angenommen, wobei Werte fu¨r d von 5 bis 10 ha¨ufig eine hinreichende
Genauigkeit garantieren.
4.1.3 Sequenzpartitionierung
Eine Modifikation des allgemeinen Zuteilungsproblems stellt die Sequenzpartitionierung dar.
Hierbei wird anstelle einer ungeordneten Menge eine Anordnung, oder Sequenz, der einzelnen
Aufgaben j0, . . . , jn−1 betrachtet. Man beachte, dass in diesem Fall die Gu¨te der resultieren-
den Zuteilung wesentlich von dieser Anordnung abha¨ngt.
Das zu lo¨sende Problem besteht im folgenden darin, diese Sequenz so aufzuteilen, dass die
teuerste Teilsequenz die geringsten Kosten verursacht.
Definition 4.1.10 (Sequenzpartitionierung) Sei C = {c0, c1, . . . , cn−1} mit ci ∈ R>0
und sei p ≤ n. Mit c(i, j) = ∑jl=i cl seien die Kosten der Teilsequenz ci, . . . , cj bezeichnet.
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Desweiteren sei R = {r0, . . . , rp} mit 0 = r0 ≤ r1 ≤ . . . ≤ rp = n, ri ∈ N, 0 ≤ i ≤ p, eine
Menge von Abgrenzungen fu¨r die Teilsequenzen von C. Dann heißt R Sequenzpartition von
(C, p).
R ist optimal bezu¨glich (C, p), falls es keine Partition R′ =
{
r′0, . . . , r′p
}






i+1 − 1) < max
0≤i<p
c(ri, ri+1 − 1).
Eine Partition in p Teilsequenzen wird auch als p-Partition bezeichnet.
Im folgenden wird fu¨r die Teilsequenz ci, . . . , cj auch die Intervallschreibweise [i, j] genutzt.
Anders als beim allgemeinen Scheduling-Problem la¨sst sich eine optimale Sequenzpartition
effizient berechnen. Da die Gu¨te der Zuteilung aber anordnungsabha¨ngig ist, lassen sich in
diesem Fall keine allgemeinen Aussagen wie (4.1.2), (4.1.3) oder (4.1.5) formulieren.
Fu¨r eine Sequenz C = {c0, c1, . . . , cn−1} sei cmax(i, k) der Aufwand fu¨r die teuerste Teilse-
quenz einer optimalen k-Partition des Intervalls [i, n− 1] von C. Bei Kenntnis von cmax(0, p)
ko¨nnen die einzelnen Teilsequenzen einer optimalen Sequenzpartition bestimmt werden, in-
dem man die Kosten ci summiert und beim U¨berschreiten von cmax(0, p) ein neues Intervall
beginnt:
procedure seq part( C, cmax(0, p), p )
s := 0; i := 1; r0 := 0;
for 0 ≤ j < n do
if s+ cj > cmax(0, p) then
ri := j; i := i+ 1; s := 0;
endif;
s := s+ cj ;
endfor;
ri+1 := . . . := rp := n;
end
Algorithmus 4.1.5: Sequenzpartitionierung
Die Lo¨sung des Partitionierungsproblems ist somit im wesentlichen durch die Suche nach
cmax(0, p) bestimmt. In [OM95] ist hierfu¨r ein Algorithmus angegeben, mit dem cmax(0, p)
effizient berechnet werden kann. Die Grundlage des Verfahrens bildet dabei die Rekursions-
formel aus [AF91] fu¨r cmax(i, k):
cmax(i, k) = min
i≤j≤n−k
max {c(i, j), cmax(j + 1, k − 1)} . (4.1.8)
Beachtet man, dass fu¨r die Partitionierung in ein einzelnes Intervall
cmax(i, 1) = c(i, n− 1) (4.1.9)
gilt und sich die Kosten der teuersten Teilsequenz bei einer maximalen Anzahl von nicht
leeren Intervallen durch das maximale Element der Sequenz ergeben:










Die Komplexita¨t der Berechnung kann reduziert werden, indem man die Monotonie von
c(i, j) und von cmax(i, k) ausnutzt:
Bemerkung 4.1.11 Seien i, i′ ∈ N mit 0 ≤ i ≤ i′ ≤ n. Dann gilt fu¨r 1 ≤ k ≤ p: cmax(i, k) ≥
cmax(i′, k).
Mit (4.1.8) und Bemerkung 4.1.11 la¨sst sich cmax(i, k) unter gewissen Bedingungen aus dem
ersten Intervall [i + 1, j] einer optimalen Partition von [i + 1] und dem Wert von cmax(j +
1, k − 1) berechnen:
Lemma 4.1.12 Sei [i + 1, j] das erste Intervall einer optimalen Sequenzpartition in k > 1
Teilsequenzen. Falls c(i, j) ≤ cmax(j + 1, k − 1), dann folgt:
cmax(i, k) = cmax(j + 1, k − 1).
Beweis: Siehe Beweis zu Lemma 2 in [OM95]. 
Weiterhin existieren charakteristische Punkte, sogenannte Ausgleichspunkte, innerhalb ei-
ner Partition, die einen wesentlichen Einfluss auf die Kosten der Teilintervalle haben.
Definition 4.1.13 Seien i, k ∈ N, mit 0 ≤ i < n und 2 ≤ k ≤ p. Sei si,k ∈ {i, . . . , n− 1}.
Falls c(i, si,k − 1) < cmax(si,k, k − 1) und c(i, si,k) ≥ cmax(si,k + 1, k − 1), dann nennt man
si,k einen Ausgleichspunkt.
Aus der Monotonie von c(i, j) und cmax(j, k) folgt, dass die Ausgleichspunkte wohldefiniert
und eindeutig sind (siehe Lemma 4 in [OM95]). Weiterhin erlauben sie die Berechnung von
cmax(i, k) fu¨r den Fall, dass sich Lemma 4.1.12 nicht anwenden la¨sst.
Lemma 4.1.14 Sei k ≥ 2. Dann gilt:
cmax(i, k) = min {c(i, si,k), cmax(si,k, k − 1)} .
Beweis: Siehe Beweis zu Theorem 5 in [OM95]. 
Die Kombination dieser beiden Lemmata erlaubt nun, den Wert von cmax(i, k) zu bestim-
men. Fu¨r die Berechnung werden hierbei das erste Intervall einer optimalen k-Partition von
[i + 1, n] und cmax(l, k − 1) fu¨r i < l ≤ j + 1 beno¨tigt. Durch die Verwendung des entspre-
chenden Intervalls ist somit auch dessen Berechnung wa¨hrend des Algorithmus notwendig.
Falls Lemma 4.1.12 anwendbar ist, d.h. c(i, j) ≤ cmax(j+1, k−1), folgt die Position dieses
ersten Intervalls direkt aus den Vorbedingungen. Das gleiche gilt fu¨r den Wert von cmax(i, k).
Anderenfalls gilt c(i, j) > cmax(j+1, k−1) und Lemma 4.1.14 wird zur Berechnung bemu¨ht.
Hierfu¨r muss der entsprechende Ausgleichspunkt si,k gesucht werden. Nach der Definition
von si,k genu¨gt hierfu¨r eine Suche im Intervall [i, j]. Dazu wird j solange verringert, bis
c(i, j − 1) < cmax(j, k − 1) gilt und somit si,k = j folgt. Die Position des ersten Intervalls in
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einer optimalen k-Partition von [i, n] ist [i, j] falls c(i, j) < cmax(j, k − 1) bzw. [i, j − 1] falls
c(i, j) ≥ cmax(j, k − 1).
procedure comp c max( C, p )
2: for i = n− 1, . . . , p− 1 do cmax(i, 1) = c(i, n− 1);
3: for k = 2, . . . , p do
4: cmax(n− k, k) = max {c(n− k, n− k), cmax(n− k + 1, k − 1)};
j = n− k;
6: for i = n− k − 1, . . . , p− k do
7: if c(i, j) ≤ cmax(j + 1, k − 1) then
cmax(i, k) = cmax(j + 1, k − 1);
else
10: if c(i, i) ≥ cmax(i+ 1, k − 1) then
cmax(i, k) = c(i, i); j = i;
else
13: while c(i, j − 1) ≥ cmax(j, k − 1) do j = j − 1;
cmax(i, k) = min {c(i, j), cmax(j, k − 1)};







Algorithmus 4.1.6: Berechnung von cmax(0, p)
In Algorithmus 4.1.6 sind diese Betrachtungen umgesetzt. Zuna¨chst werden hierbei in
Zeile 2 die Startwerte der Rekursion festgelegt, wobei (4.1.9) ausgenutzt wird. Anschließend
beginnt die Berechnung der Kosten fu¨r eine wachsende Anzahl von Teilsequenzen. Gleichung
(4.1.10) wird dabei in Zeile 4 als Rekursionsformel benutzt.
Die Anwendbarkeit von Lemma 4.1.12 wird in Zeile 7 getestet und entsprechend verzweigt.
Anderenfalls wird Lemma 4.1.14 genutzt und in Zeile 10 fortgefahren, wo nach dem Aus-
gleichspunkt gesucht wird. Zuna¨chst wird hier getestet, ob si,k = i gilt. Dies ist notwendig,
da cmax(i, k− 1) noch nicht berechnet wurde. Da aber stets c(i, i) ≤ cmax(i, k− 1) gilt, kann
Lemma 4.1.14 auch ohne diesen Wert angewandt werden. Falls i < si,k, wird die Suche in
Zeile 13 fortgesetzt.
Fu¨r die Analyse des Laufzeitverhaltens von Algorithmus 4.1.6 wird die Prozedur zuna¨chst
ohne die Schleife in Zeile 13 betrachtet. Die Initialisierung in Zeile 2 hat eine Komplexita¨t
von O (n− p). Dies gilt auch fu¨r die Schleife in Zeile 6. Zusammen mit der Iteration u¨ber
die verschiedenen Werte von k in Zeile 3 ergibt sich somit eine Laufzeit von
O (p · (n− p)) . (4.1.11)
Nun zuru¨ck zur innersten Schleife in Zeile 13. Die Suche nach si,k erfolgt nur im Intervall
[i, j]. Dieses ist aber identisch mit [p − k, n − k]. Folglich wird die Bedingung in Zeile 13,
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unabha¨ngig von i, ho¨chstens n − p − 1 mal erfu¨llt. Die Laufzeit der ”while“-Schleife tra¨gt
damit nur additiv und nicht multiplikativ zur Komplexita¨t der ”for“-Schleife aus Zeile 6 bei,
womit das Laufzeitverhalten insgesamt unvera¨ndert bleibt.
Bisher unbeachtet blieb die Berechnung von c(i, j). Um die Komplexita¨t von O (p(n− p))
von Algorithmus 4.1.6 zu erreichen, du¨rfen die Kosten hierfu¨r nur O (1) betragen. Dazu die
folgende Bemerkung:
Bemerkung 4.1.15 Sei Ci = c(0, i). Der Wert von c(i, j) ergibt sich durch c(i, j) = Cj −
Ci + ci. Durch eine Speicherung der n Werte Ci vor dem Aufruf von Algorithmus 4.1.6 kann
die Berechnung somit in O (1) erfolgen.
Ein anderer, approximativer Algorithmus zur Berechnung von cmax(0, p) ist in [Mr95]
beschrieben. Die Grundlage fu¨r dieses alternative Verfahren bildet eine Bisektion. Durch[
max
0≤i<n
ci , c(0, n− 1)
]
(4.1.12)
ist hierbei das Intervall fu¨r die Suche definiert.
procedure seq part bisection( C, p, ε )
cu = c(0, n− 1); cl = maxn−1i=0 ci;
do
cm = (cu + cl)/2;
seq part( C, cm, p ); { Algorithmus 4.1.5 }
if maxp−1i=0 c(ri, ri+1 − 1) ≤ cm then cu = cm;
else cl = cm;
while cl + ε ≥ cu
end;
Algorithmus 4.1.7: Sequenzpartitionierung mittels Bisektion
Das jeweils na¨chste Suchintervall in Algorithmus 4.1.7 ist dadurch bestimmt, ob die Se-
quenzpartitionierung bezu¨glich cm erfolgreich war, also p Teilsequenzen mit maximalen Kos-
ten von cm gefunden wurden. Waren die maximalen Kosten pro Teilintervall zu niedrig
angesetzt, ist das letzte Intervall zu teuer. Bei zu hohen Kosten kann diese Teilsequenz leer
bleiben (rp−1 = rp = n).
Abgebrochen wird Algorithmus 4.1.7, falls der Abstand der untere Schranke zur oberen
Schranke ein vorgegebenes ε ∈ R unterschreitet.
Die Laufzeit des Bisektionsalgorithmus ist unabha¨ngig von der Anzahl der Teilsequenzen,
dafu¨r aber abha¨ngig von den Kosten. Fu¨r cu = c(0, n − 1) und cl = maxn−1i=0 ci betra¨gt die
maximale Anzahl von Iterationen O (log((cu − cl)/ε)). Zusammen mit dem Aufwand fu¨r die
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Bemerkung 4.1.16 Fu¨r den Fall von ganzzahligen Kosten ci ∈ N berechnet Algorith-
mus 4.1.7 eine Lo¨sung fu¨r das Sequenzpartitionierungsproblem in der Zeit
O (n · log(cu − cl)) ,
wobei fu¨r die Abbruchbedingung ε = 1 zu wa¨hlen ist.
4.2 Lastbalancierung im Blockclusterbaum
Bei vielen Verfahren im Kontext der H-Matrizen sind die auftretenden Kosten mit den
Knoten des Clusterbaumes bzw. Blockclusterbaumes verbunden, etwa bei der Matrix-Vektor-
Multiplikation (siehe Abschnitt 3.1). Bisher wurden aber nur allgemeine Aufgaben mit Hilfe
der verschiedenen Zuteilungsalgorithmen auf die p Prozessoren verteilt. In diesem Abschnitt
sollen deshalb notwendige Anpassungen der Verteilungsverfahren beschrieben werden, die
sich aus der Baumdarstellung ergeben oder aber fu¨r Methoden u¨ber Ba¨umen von Vorteil
sind.
Eine wesentliche Eigenschaft bisheriger Verteilungsfunktionen war die explizite Zuweisung
einer Aufgabe zu einem Prozessor. Bei der Verteilung eines Cluster- bzw. Blockclusterbau-
mes entspricht dies der Kopplung von Knoten und Maschinen. Im folgenden wird dies aus
Gru¨nden der Einfachheit, aber auch der Effizienz modifiziert, wobei es auch mo¨glich sein
soll, einen Knoten mit allen Prozessoren zu assoziieren. Fu¨r diesen Fall wird das Symbol ⊥
genutzt. Allerdings ist diese erweiterte Kopplung beschra¨nkt auf innere Knoten eines Bau-
mes.
Definition 4.2.1 (Zula¨ssige Verteilungsfunktion) Eine Verteilungsfunktion m : T →
{⊥, 0, . . . , p− 1} u¨ber einem Baum T heißt zula¨ssig, falls fu¨r alle Bla¨tter v ∈ L(T ) gilt:
m(v) 6= ⊥.
Die Bedingung der Zula¨ssigkeit einer Verteilungsfunktion ist notwendig, damit die Arbeit,
die u¨blicherweise an die Bla¨tter gebunden ist, genau einem Prozessor zugewiesen wird.
In den folgenden Abschnitten wird zuna¨chst auf die Anwendung der Scheduling-Algo-
rithmen zur Verteilung der Bla¨tter im Blockclusterbaum eingegangen. Anschließend wer-
den Verfahren vorgestellt, die die Lokalita¨t der einem Prozessor zugeordneten Knotenmen-
ge erho¨hen. Hierdurch sollen ungu¨nstige Verteilungen bei parallelen Algorithmen, etwa der
Matrix-Vektor-Multiplikation in Abschnitt 6.3, verhindert werden. Abschließend wird die
Frage untersucht, wie die optimale Ausfu¨hrungsgeschwindigkeit der parallelen Algorithmen
im Kontext derH-Matrizen von der Zahl der Prozessoren abha¨ngt. In diesem Zusammenhang
werden einige Eigenschaften der Verteilungsverfahren im praktischen Einsatz untersucht.
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4.2.1 Lastbalancierung mittels List- und Multifit-Scheduling
Fu¨r die Verwendung des List-, LPT- und Multifit-Schedulings zur Lastbalancierung innerhalb
des Blockclusterbaumes T = T (I × J) mit den Indexmengen I und J genu¨gt es, die Knoten
v ∈ T mit Kosten zu assoziieren. Anschließend ko¨nnen die Algorithmen 4.1.1, 4.1.2 und 4.1.4
direkt aufgerufen werden, um eine entsprechende Verteilung zu berechnen.
In Abbildung 4.2.1 wurden die Bla¨tter eines Blockclusterbaumes aus dem Beispiel in Ab-
schnitt 2.4.2 mittels LPT-Scheduling auf unterschiedlich viele Prozessoren verteilt, wobei die
dem ersten Prozessor zugewiesene Knotenmenge markiert ist.
Abbildung 4.2.1: Knotenmenge eines Prozessors durch LPT-Scheduling mit 2 (links), 4 (mit-
te) und 8 (rechts) Prozessoren
Man erkennt deutlich, dass die prozessorlokalen Knoten im Blockclusterbaum nicht not-
wendigerweise benachbart sind. Diese fehlende ”Kompaktheit“ oder Datenlokalita¨t beim List-
/LPT- bzw. Multifit-Scheduling ergibt sich aus der im wesentlichen zufa¨lligen Verteilung der
einzelnen Knoten auf die Prozessoren (siehe Abschnitt 4.1.1). Diese Eigenschaft kann un-
ter Umsta¨nden zu einem ineffizienten Verhalten bei parallelen Algorithmen fu¨hren (siehe
Abschnitt 6.3).
In Abschnitt 4.2.3 werden Algorithmen vorgestellt, die dem entgegenwirken und die Da-
tenlokalita¨t beim List-/LPT- und Multifit-Scheduling erho¨hen.
4.2.2 Lastbalancierung mittels Sequenzpartitionierung
Notwendig fu¨r die Berechnung einer Sequenzpartitionierung war die Vorgabe einer Anord-
nung der einzelnen Aufgaben.
Betrachtet wird zuna¨chst das Problem der Anordnung der Bla¨tter eines Blockclusterbau-
mes. Sei T (I) ein bina¨rer Clusterbaum u¨ber der Indexmenge I. Hierbei wird fu¨r alle Knoten
von T (I) vorausgesetzt, dass die enthaltenen Indizes fortlaufend nummeriert sind. Durch die
bina¨re Struktur von T (I) ist ein hieru¨ber definierter Blockclusterbaum T (I × I) ein Quad-
baum. Die So¨hne der Knoten v ∈ V (T (I × I)) \ L(T (I × I)) seien v0, . . . , v3 und wie folgt
angeordnet:
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Eine rekursive Fortsetzung dieser Anordnung auf die So¨hne von v0, . . . , v3 ergibt die Num-
merierung aus Abbildung 4.2.2. Ordnet man schließlich die Bla¨tter von T (I × I) lexikogra-
phisch entsprechend ihrer Nummerierung an, ergibt sich eine charakteristische Kurve, die















001 010 011 100 101 110 111
002 003 012 013 102 103 112 113
020 021 030 031 120 121 130 131
022 023 032 033 122 123 132 133
200 201 210 211 300 301 310 311
202 203 212 213 302 303 312 313
220 221 230 231 320 321 330 331
222 223 232 233 322 323 332 333
Abbildung 4.2.2: Rekursive Anordnung
Die Z-Kurve stellt eine raumfu¨llende Kurve dar. Urspru¨nglich wurden diese Kurven als
Abbildungen von [0, 1] nach [0, 1]2 entworfen, wobei Peano (siehe [Pea90]) ein erstes Beispiel
hierfu¨r angab. Weitere Abbildungen stammen von Hilbert, Moore und Lebesgue (siehe auch
[Sag94]). Ihren Namen verdanken die raumfu¨llenden Kurven der Eigenschaft, dass sie im
Grenzfall jeden Punkt von [0, 1]2 durchlaufen und somit die Fla¨che (bzw. Raum) ausfu¨llen.
Die Anwendbarkeit der Kurven fu¨r die Lastbalancierung wurde zuna¨chst bei der Lo¨sung des
N -Ko¨rper-Problems in der Physik demonstriert (siehe [WS93]).
Abbildung 4.2.3: Z-Kurve (oben) und Lebesgue-Kurve (unten)
Analog zur Z-Kurve lassen sich auch alle anderen raumfu¨llenden Kurven verwenden, um
eine Anordnung der Bla¨tter des Blockclusterbaumes zu definieren. Im folgenden wird dies
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fu¨r die Hilbert-, die Moore- und die Lebesgue-Kurve beschrieben. Die Peanokurve basiert
auf einer 3× 3 Zerlegung von [0, 1]2 und wird deshalb nicht betrachtet.
Abbildung 4.2.4: Hilbert-Kurve (oben) und Moore-Kurve (unten)
Die Definition der Anordnung der Bla¨tter in T erfolgt konstruktiv, wobei das zugrundelie-
gende Verfahren eine Tiefensuche in T darstellt. Der wesentliche Unterschied zwischen den
einzelnen Kurven betrifft die Reihenfolge, in der dabei die So¨hne eines Knotens durchlaufen
werden.
Im Anordnungsalgorithmus wird jedem v ∈ T ein Typ t(v) ∈ {A,B, C,D, E} = T zuge-
wiesen, wobei fu¨r die Wurzel stets t(root(T )) = A gilt. Wa¨hrend der Tiefensuche definiert
der jeweilige Knotentyp neben der Reihenfolge der So¨hne von v auch deren Typ. Sei durch
r : V (T )×T → (V (T )×T )∗ mit r(v, t(v)) = (vi, t(vi))m−1i=0 ,m = |S(v)| eine solche Anordnung
definiert. Dann la¨sst sich die Reihenfolge der Bla¨tter in T rekursiv berechnen durch:
procedure order( v, t, S )
for i = 0, . . . , |S(v)| − 1 do
(v′, t(v′)) := r(v, t)i;
S := (S, v′);
order( v′, t(v′), S );
endfor;
end;
Algorithmus 4.2.1: Anordnung von L(T ) entsprechend raumfu¨llender Kurve
Hierbei bezeichne (S, v′) das Anfu¨gen des Knotens v′ an die Liste S.
Fu¨r einen Quadbaum ergeben sich die im folgenden beschriebenen Anordnungen fu¨r die
einzelnen Kurven, wobei stets fu¨r einen Knoten v ∈ T von einer Anordnung der So¨hne
v0, . . . , v3 ∈ S(v) wie in (4.2.1) ausgegangen wird.
Der einfachste und bereits beschriebene Fall ist die Z-Kurve:
rZ(v,A) = ((v0,A), (v1,A), (v2,A), (v3,A)).
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Da die Z-Kurve lediglich eine Variante der Lebesgue-Kurve darstellt, la¨sst sich letztere
durch eine modifizierte Anordnung konstruieren. Die Markierungen bleiben dabei erhalten:
rLebesgue(v,A) = ((v2,A), (v0,A), (v3,A), (v1,A)).
Die Definitionen der Hilbert- bzw. Moore-Kurve sind komplizierter, da die Kurven in den




((v2,B), (v0,A), (v1,A), (v3, C)), t = A
((v2,A), (v3,B), (v1,B), (v0,D)), t = B
((v1,D), (v0, C), (v2, C), (v3,A)), t = C
((v1, C), (v3,D), (v2,D), (v0,B)), t = D
.
Die Moore-Kurve la¨sst sich schließlich mit
rMoore(v, t) =

((v2,B), (v0,B), (v1, C), (v3, C)), t = A
((v3, E), (v2,B), (v0,B), (v1,D)), t = B
((v0,D), (v1, C), (v3, C), (v2, E)), t = C
((v0, C), (v2,D), (v3,D), (v1,B)), t = D
((v3,B), (v1, E), (v0, E), (v2, C)), t = E
erzeugen.
In Abbildung 4.2.5 sind Beispiele fu¨r die Sequenzpartitionierung mit den vorgestellten Kur-
ven aufgefu¨hrt. Hierbei wurden die Bla¨tter von T (I×J) jeweils auf 8 Prozessoren verteilt. Die
Kosten entsprechen dem Aufwand der Matrix-Vektor-Multiplikation (siehe Abschnitt 6.3).
Im Gegensatz zu den Verteilungen mittels List- bzw. LPT-Scheduling sind die Knoten
auf jedem Prozessor im Blockclusterbaum fast immer benachbart. Dies ergibt sich durch
die Nachbarschaftsbeziehung aneinander grenzender Teilintervalle der raumfu¨llenden Kurven
und dem Sequenzpartitionierungsalgorithmus. Lediglich bei der Z- und bei der Lebesgue-
Kurve kann es zu ”Spru¨ngen“ kommen. Diese sind bedingt durch den Verlauf der Kurve
(siehe Abbildung 4.2.3).
4.2.3 Lokalita¨t der prozessorlokalen Knotenmenge
Die bereits im vorherigen Abschnitt beobachtete Nachbarschaftsbeziehung von prozessorloka-
len Matrixblo¨cken ist bei vielen der in Kapitel 6 beschriebenen Algorithmen wu¨nschenswert.
Zum einen kann sich hierdurch eine geringere Komplexita¨t der Verfahren ergeben (siehe etwa
Abschnitt 6.3) und zum anderen kann die ho¨here Lokalita¨t in der Praxis zu Effizienzvorteilen
fu¨hren, da im Blockclusterbaum benachbarte Matrizen typischerweise auch im Arbeitsspei-
cher aneinander angrenzen. Diese Eigenschaft wird in vielen Prozessoren oder Programmen





Abbildung 4.2.5: Sequenzpartitionierung mittels raumfu¨llender Kurven
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Eine in diesem Zusammenhang sehr ungu¨nstige Verteilung wird durch das List-/LPT-
und Multifit-Scheduling berechnet, welche praktisch keine Lokalita¨t aufweisen. Die Ursache
hierfu¨r liegt darin, dass innerhalb der Zuteilungsalgorithmen nur die Kosten, nicht aber die
Position der Blo¨cke betrachtet wird. Das Ziel ist also, die Wahlmo¨glichkeiten einzuschra¨nken
ohne dabei die Gu¨te der Zuteilung zu verschlechtern.
Als Motivation fu¨r die folgenden Algorithmen sei das folgende Beispiel betrachtet: T (I×I)
sei ein vollsta¨ndiger Quadbaum und c : V (T )→ R eine Kostenfunktion mit c(v) = 1 fu¨r alle




1 , v ∈ L(T )
1 +
∑
w∈S(v) c(w) , sonst
.
Damit gilt fu¨r alle So¨hne v0, . . . , v3 von root(T ): c(v0) = c(v1) = c(v2) = c(v3). Ein optimales
Scheduling fu¨r 4 Prozessoren besteht somit darin, die Knoten vi auf jeweils einen Prozessor
0 ≤ i ≤ 3 zu verteilen.
Anstatt die Bla¨tter von T (I × I) zu betrachten, genu¨gt es also, lediglich die So¨hne von
root(T ) in die Zuteilung einzubeziehen. Die Lastbalancierung kann somit auch direkt auf
inneren Knoten aufsetzen. Da die kompletten Teilba¨ume mit den Wurzeln v0, . . . , v3 jeweils
auf einen Prozessor verteilt wurden, ergibt sich eine große Lokalita¨t aller prozessorlokalen
Matrizen.
In diesem Beispiel wurden die Knoten in T (1) betrachtet, um L(T ) auf 4 CPUs zu verteilen.
Fu¨r eine Verteilung fu¨r p = 16 genu¨gt entsprechend ein Scheduling der Knoten in T (2), fu¨r
p = 64 die Knoten in T (3) usw.
Dieses stufenweise Vorgehen la¨sst sich fu¨r beliebige Blockclusterba¨ume T und Prozes-
sorzahlen p verallgemeinern. Der Start hierzu erfolgt stets auf der Stufe 0 von T . In jedem
Schritt i des Algorithmus werden die Knoten in T (i) und die Bla¨tter auf den Stufen 1 ≤ j < i
betrachtet. Ist die Anzahl der zu verteilenden Knoten mindestens so groß wie die Zahl der
Prozessoren, wird ein Scheduling fu¨r die Knotenmenge berechnet. Hierfu¨r ko¨nnen die Al-
gorithmen aus den Abschnitten 4.1.1, 4.1.2 und 4.1.3 eingesetzt werden. Die Iteration wird
solange fortgesetzt, bis die betrachtete Knotenmenge der Blattmenge von T entspricht oder
eine hinreichende Lastbalancierung erreicht wurde. Hierzu lassen sich z.B. die kleinsten und














mit ε ≥ 0, zwischen beiden Werte gering genug, wird der Algorithmus abgebrochen, anderen-
falls die Iteration fortgesetzt. Das vollsta¨ndige Verfahren ist in Algorithmus 4.2.2 aufgefu¨hrt.
57
4 Lastbalancierung
Hierbei steht die Funktion ”schedule“ stellvertretend fu¨r die Verteilungsalgorithmen aus Ab-
schnitt 4.1.
procedure distribute lvl()
i = 0;S = root(T );
while i ≤ p(T ) do
if |S| ≥ p then
schedule( S );
if (4.2.2) erfu¨llt then return ;
endif;
i = i+ 1;
S = T (i) ∪⋃i−1j=0 L(T, i);
endwhile;
end;
Algorithmus 4.2.2: Stufenweise Lastbalancierung
Wann das Abbruchkriterium erreicht wird, ha¨ngt sehr stark der Anzahl der Prozessoren ab.
Insbesondere bei einem großen p und einer niedrigen Stufe von T , d.h. einer kleinen Anzahl
von zu verteilenden Knoten, wird u¨blicherweise nur ein ineffizientes Scheduling berechnet.
Auch der Wert von ε spielt eine entscheidende Rolle. In den praktischen Experimenten wurde
hierfu¨r typischerweise ein Wert von 5 – 10% gewa¨hlt. Eine wesentlich kleinere Schranke ist in
der Praxis nur selten sinnvoll, da ha¨ufig auch Parameter wie eine ungenaue Kostenfunktion
(siehe Abschnitt 4.3.2) oder der Einfluss des Computersystems (siehe Kapitel 5) die Gu¨te
der Zuteilung bestimmen.
In Abbildung 4.2.6 ist ein Beispiel fu¨r die Anwendung von direktem LPT-Scheduling im
Vergleich zum stufenweisem LPT-Scheduling dargestellt. Deutlich erkennbar ist die gro¨ßere
Lokalita¨t der Blockcluster.
Abbildung 4.2.6: LPT-Scheduling und stufenweises LPT-Scheduling fu¨r p = 4
Bemerkung 4.2.2 Im Iterationsschritt p(T ) von Algorithmus 4.2.2 gilt fu¨r die Menge S:
S = L(T ). Das erzeugte Scheduling ist somit identisch zu der Verteilung, die vom zugrunde-
liegenden Scheduling-Algorithmus berechnet wird. Dieser Fall tritt auch ein, falls ε in (4.2.2)
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zu klein gewa¨hlt wurde und somit auf den kleineren Stufen keine hinreichend gute Zuteilung
berechnet werden konnte.
Bemerkung 4.2.3 Nach Lemma 2.1.5 ist die Zahl der inneren Knoten durch die Anzahl der
Bla¨tter im Blockclusterbaum beschra¨nkt. Somit ist auch der Aufwand von Algorithmus 4.2.2
bestimmt durch die Komplexita¨t der Berechnung einer Verteilung der Bla¨tter, d.h. O (|L(T )|).
In der Praxis ist die Ausfu¨hrungszeit typischerweise geringer, da oft bereits auf kleinen Stufen
ein hinreichend gutes Scheduling gefunden wird.
Ein mo¨glicher Nachteil von Algorithmus 4.2.2 besteht darin, dass keine Unterscheidung
zwischen unterschiedlich teuren Knoten erfolgt, sondern wa¨hrend der Iteration stets alle
inneren Knoten durch ihre So¨hne ersetzt werden. In Algorithmus 4.2.3 wird demgegenu¨ber
ein adaptives Verfahren eingesetzt, bei dem lediglich der Knoten mit den gro¨ßten Kosten
betrachtet wird.
procedure distribute ada()
S = root(T );
while S 6= L(T ) do
if |S| ≥ p then
schedule( S );
if (4.2.2) erfu¨llt then return ;
endif;
Sei τ ∈ S \ L(T ) mit c˜(τ) = maxσ∈S\L(T ) c˜(σ);
S = (S ∪ S(τ)) \ {τ};
endwhile;
end;
Algorithmus 4.2.3: Adaptive Lastbalancierung
Die Anzahl der Iterationen in Algorithmus 4.2.3 ist allerdings durch die Zahl der Knoten
bzw. Bla¨tter in T bestimmt. Fu¨r die Komplexita¨t ergibt sich damit O (|L(T )|2), womit das
Verfahren im allgemeinen ungeeignet ist. Auch zeigten sich in praktischen Experimenten
keine Vorteile einer solchen adaptiven Verteilung.
Wie bereits angedeutet erzeugen sowohl die stufenweise, als auch die adaptive hierarchi-
sche Lastbalancierung eine Verteilungsfunktion m, die jeweils komplette Unterba¨ume einem
Prozessor zuweisen.
Definition 4.2.4 (Konsistente Verteilungsfunktion) Eine Verteilungsfunktion m u¨ber
einem Baum T heißt konsistent, falls fu¨r alle v, v′ ∈ T gilt:(
m(v) 6= ⊥ ∧ v ∗−→ v′
)
=⇒ (m(v′) = m(v)) .
Eine konsistente Verteilungsfunktion fu¨hrt somit auch zu der gewu¨nschten Lokalita¨t der
prozessorlokalen Blockcluster. Diese Eigenschaft hat außerdem einen wesentlichen Einfluss
auf die Arbeitsweise und die Komplexita¨t vieler der parallelen Algorithmen in Kapitel 6.
59
4 Lastbalancierung
4.3 Gu¨te der Zuteilung
Gegenstand dieses Abschnittes sind zwei Probleme im Zusammenhang mit den betrachte-
ten Lastbalancierungsverfahren. Zuna¨chst wird die Frage untersucht, ob die Ausfu¨hrungs-
zeit Tmin einer optimalen Zuteilung, welche die Grundlage in den bisherigen Abscha¨tzungen
bildete, bei H-Matrix-Algorithmen von der Ordnung O (1/p) ist. Desweiteren soll auf das
Problem von ungenauen Kostenfunktionen in realen Anwendungen der Zuteilungsverfahren
eingegangen werden.
4.3.1 Optimale Zuteilung und optimale Komplexita¨t
Die Abscha¨tzungen (4.1.2) und (4.1.3) fu¨r das List- bzw. LPT-Scheduling bzw. (4.1.7) fu¨r
das Multifit-Scheduling beziehen sich stets auf die Zeit, die minimal von einem parallelen
Algorithmus beno¨tigt wird, um die gegebene Menge von Aufgaben abzuarbeiten. In den
spa¨teren Komplexita¨tsabscha¨tzungen ist es hierbei aber wichtig, dass diese Zeit von der
Gro¨ßenordnung Tmin(J, 1)/p ist, um die gewu¨nschten Aussagen u¨ber die die parallele Laufzeit
zu gewinnen.
Leider ist dieses Ergebnis im allgemeinen nicht mo¨glich. Zum Beispiel ist bei gegebenen
n−1 Aufgaben mit jeweils Kosten von c = 1 und einer Aufgabe mit Kosten von c = n′  n,
die Ausfu¨hrungszeit stets von diesem teuren Job bestimmt, und zwar unabha¨ngig von der
Zahl der Prozessoren.
Das gleiche Resultat ergibt sich auch fu¨r eine Verteilung mittels Sequenzpartitionierung.
Eine optimale Zerlegung in Teilsequenzen garantiert auch in diesem Fall keine optimale
parallele Komplexita¨t.
Allerdings variieren die Kosten im Kontext der H-Matrizen nicht willku¨rlich, sondern sind
durch die hierarchische Zerlegung bestimmt. Betrachtet man die Verteilung der zula¨ssigen
Knoten in einem typischen Blockclusterbaum, so nimmt der Aufwand pro Knoten typischer-
weise mit steigender Stufe im Blockclusterbaum um einen festen Faktor ab. Um den gleichen
oder einen a¨hnlichen Faktor steigt dagegen die Anzahl der Aufgaben pro Stufe. In Abbil-
dung 4.3.1 ist dies graphisch dargestellt. Ein entsprechendes Modellproblem soll im folgenden
genutzt werden, um zu untersuchen, ob die Annahme






im Kontext der H-Matrizen als erfu¨llt gelten kann.
Sei L ≥ 0 und n = 2L. Fu¨r i ≤ L sei Ji eine Menge von Aufgaben mit |Ji| = 2i und
Kosten von c(j) = 2L−i fu¨r alle j ∈ Ji. Die Menge aller Aufgaben sei J = ∪0≤i≤LJi. Man
beachte, dass die Arbeit pro Menge Ji konstant ist: c(Ji) =
∑
j∈Ji c(j) = n fu¨r alle 0 ≤ i ≤ L.
Weiterhin sei fu¨r die Prozessorzahl p = 2m mit m ≥ 0 angenommen.
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Abbildung 4.3.1: H-Matrix und Matrizen bei der Matrix-Vektor-Multiplikation
Lemma 4.3.1 Es gelte t(i) = c(i). Die minimal notwendige Zeit zur Ausfu¨hrung der Auf-











Beweis: Zuerst der Fall n ≤ 2p. Es gilt L ≤ p. Da der Aufwand pro Level n betra¨gt, lassen
sich die L ≤ p Mengen Ji auf L Prozessoren aufteilen, wobei T (Σ) = n ist. Da J0 mit einem
Element bereits Aufwand n besitzt, ist auch keine ku¨rzere Ausfu¨hrungszeit mo¨glich.
Fu¨r n > 2p ergibt sich aus der vorherigen Betrachtung, dass sich die Mengen Ji, i ≤ p
optimal auf die p Prozessoren verteilen lassen. Fu¨r die Mengen Jp+1, . . . , JL gilt: |Ji| ist ein
ganzzahliges Vielfaches von p. Somit ko¨nnen diese Mengen jeweils optimal auf alle Prozes-
soren aufgeteilt werden. Insgesamt folgt somit die Behauptung. 
Fu¨r ein hinreichend großes n bzw. kleines p liefern das List-, das LPT- und das Multifit-
Scheduling somit effiziente Lastbalancierungen. Allerdings ist die Bedingung n ≥ 2p in der
Praxis nur fu¨r kleine Prozessorzahlen realistisch. Wa¨hrend z.B. ein System mit 16 Prozessoren
eine minimale Problemgro¨ße von n = 65536 erfordert, fu¨hrt ein Rechnersystem mit 128
Prozessoren bereits zu einem n in der Gro¨ßenordnung von 1038.
Bemerkung 4.3.2 Die Verteilung im Beweis zu Lemma 4.3.1 erfolgt analog zur Vorge-
hensweise beim Multifit-Scheduling. Somit entspricht auch (4.3.2) der Zeit, die durch eine
Lastbalancierung mittels Multifit-Scheduling beno¨tigt wird.
In dem Modellproblem wurde allerdings eine Eigenschaft der H-Matrizen nicht beru¨ck-
sichtigt, die diese Schwierigkeit beseitigt. Es wurde angenommen, dass auf der Stufe 0 be-
reits Arbeit geleistet werden muss. Vergleicht man aber z.B. die Kosten der Matrix-Vektor-
Multiplikation (siehe Abschnitt 3.1) fu¨r das Beispiel der H-Matrix in Abbildung 4.3.1, so
stellt man fest, dass die ersten zu berechnenden Probleme erst auf der Stufe Lmin = 1 auf-
treten. Der hierbei dargestellte Fall entspricht einer H-Matrix zu einem 1-dimensionalen
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Problem mit schwacher Zula¨ssigkeitsbedingung (siehe [HKK03]). Bei u¨blicher Zula¨ssigkeits-
bedingung, wie sie auch in den Beispielen in Abschnitt 2.4.1 und 2.4.2 verwendet wurden,
gilt sogar Lmin = 2 oder Lmin = 3.
Die Mengen Ji, i ≥ Lmin lassen sich somit in p′ = p/2Lmin disjunkte Teilmengen Jqi ,
0 ≤ q < p mit |Jqi | = 1p′ |Ji| aufteilen (siehe Abbildung 4.3.2). Die hierdurch entstehenden
Teilprobleme sind identisch mit dem reduzierten Ausgangsproblem fu¨r n = n′ = 2p′ und
p = p′. Fu¨r das obige Beispiel mit p = 128 wird bei einem Lmin = 3 lediglich ein n =
8 · 2128/8 = 524 288 beno¨tigt, um eine optimale Lastbalancierung zu erhalten.















Abbildung 4.3.2: Modellproblem mit Lmin = 0 und Lmin = 2
Weiterhin nimmt die Schwachbesetztheitskonstante csp auf tieferen Stufen ha¨ufig gro¨ßere
Werte an als auf den oberen Stufen des Blockclusterbaumes. Dies fu¨hrt im Modellproblem
zu einem ho¨heren Anteil von ”kleinen“ Aufgaben, womit die Dominanz der großen Blo¨cke
reduziert wird.
Wird außerdem die stufenweise oder adaptive Lastbalancierung (Algorithmus 4.2.2 bzw.
4.2.3) verwendet und eine Verteilung berechnet, die Kriterium (4.2.2) mit einem hinreichend
kleinen ε erfu¨llt, ist die so ermittelte Zuteilung bis auf den Faktor 1 + ε optimal und ein
darauf aufbauender paralleler Algorithmus somit effizient.
Diese Diskussion gibt somit Anlass zu der folgenden Vermutung, deren Gu¨ltigkeit in den
nachfolgenden Kapiteln vorausgesetzt wird.
Vermutung 4.3.3 Sei A ein Algorithmus u¨ber einer H-Matrix A. Die sequentielle Kom-
plexita¨t dieses Algorithmus sei mit WA bezeichnet. Desweiteren lasse sich A in eine Menge
J voneinander unabha¨ngiger Aufgaben mit |J |  p zerlegen. Dann betra¨gt die Komplexita¨t






Beispiele fu¨r solche Algorithmen sind der Aufbau, die Addition sowie Multiplikation von
H-Matrizen. Nicht dazu geho¨ren dagegen die Matrix-Vektor-Multiplikation in der blockori-
entierten Form aus Abschnitt 3.1 (siehe Abschnitt 6.3.1) und die Matrix-Inversion mittels
Gauß-Elimination (siehe Abschnitt 6.6.1).
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4.3.2 Verhalten bei abweichenden Kosten
Bisher wurde bei der Lastverteilung stets davon ausgegangen, dass die verwendete Kosten-
funktion exakt dem realen Aufwand entspricht. Diese Annahme ist in der Praxis aber nicht
immer gegeben. Insbesondere bei der Verwendung von Softwarebibliotheken ko¨nnen nicht
alle Aspekte der fremden Implementierung in der Kostenfunktion beru¨cksichtigt werden.
Desweiteren ergeben sich durch Cachehierarchien in modernen Prozessoren Laufzeiten, die
nicht den theoretischen Vorhersagen entsprechen. Insbesondere kleine Probleme werden hier-
bei besonders schnell bearbeitet, sofern sie vollsta¨ndig in einen CPU-nahen, und somit sehr
schnellen Zwischenspeicher passen.
Aus diesem Grund ist der Einfluss einer solchen abweichenden Kostenfunktion auf die
von einem Scheduling-Algorithmus berechnete Verteilung entscheidend fu¨r das parallele Ver-
halten. Das synthetische Beispiel aus dem vorherigen Kapitel wird im folgenden genutzt,
um diesen Einfluss zu untersuchen. Dabei werden die angesetzten Kosten mit einem zufa¨lli-
gen Fehler versehen. Die resultierende Menge von Aufgaben wurde anschließend mittels List-,
LPT-, Multifit-Scheduling und Sequenzpartitionierung auf die einzelnen Prozessoren verteilt,
wobei der Lastbalancierung die originalen Kosten zugrundelagen.
Die folgende Tabelle zeigt die Laufzeiten fu¨r p = 16, n = 524 288 und Lmin = 3. Daneben
ist auch der prozentuale Unterschied zum jeweils besten Ergebnis angegeben.
Fehler List LPT Multifit Sequenzpart.
0% 40.78 s 0.0% 40.95 s 0.4% 41.32 s 1.3% 43.16 s 5.8%
5% 41.88 s 0.0% 41.98 s 0.2% 42.76 s 2.1% 44.52 s 6.3%
10% 42.96 s 0.0% 43.01 s 0.1% 44.20 s 2.9% 45.88 s 6.8%
20% 45.13 s 0.1% 45.09 s 0.0% 47.08 s 4.4% 48.60 s 7.8%
50% 51.60 s 0.7% 51.23 s 0.0% 55.73 s 8.8% 56.76 s 10.8%
Bereits bei exakten Kosten ergeben sich leichte Unterschiede der Laufzeit. Insbesondere
die Sequenzpartitionierung fu¨hrt zu einer bemerkenswert hohen Dauer. Hierbei kommt die
große Abha¨ngigkeit dieses Algorithmus von der Anordnung der Aufgaben zum Tragen. Diese
sollte deshalb entsprechend gewa¨hlt werden.
Mit wachsendem Unterschied zwischen angenommenen und realen Kosten vergro¨ßert sich
der relative Unterschied zwischen List- und LPT-Scheduling auf der einen und Multifit-
Scheduling bzw. Sequenzpartitionierung auf der anderen Seite. Das LPT-Verfahren offenbart
hierbei seine Na¨he zum List-Scheduling und damit eine gewisse Unabha¨ngigkeit von den
Kosten.
In der Praxis sind neben diesen zufa¨lligen Abweichungen allerdings ha¨ufiger systematische
Fehler anzutreffen. Fu¨r diesen Fall wurden im folgenden Experiment die realen Kosten fu¨r
kleine Aufgaben mit einem Aufwand unterhalb eines festen n0 jeweils halbiert. Dies entspricht
dem eingangs beschriebenen Verhalten in modernen Prozessoren. Die zu verteilenden Kosten
blieben auch hierbei unvera¨ndert.
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n0 List LPT Multifit Sequenzpart.
4 37.89 s 0.0% 38.07 s 0.5% 41.31 s 9.0% 43.16 s 13.9%
8 36.91 s 0.0% 37.10 s 0.5% 41.31 s 11.9% 43.16 s 16.9%
16 36.76 s 1.8% 36.10 s 0.0% 41.33 s 14.5% 43.16 s 19.6%
32 36.76 s 4.7% 35.11 s 0.0% 41.32 s 17.7% 43.16 s 22.9%
64 36.76 s 7.8% 34.11 s 0.0% 41.32 s 21.1% 43.16 s 26.5%
BeimMultifit-Scheduling und bei der Sequenzpartitionierung vera¨ndert sich in diesem Bei-
spiel die Laufzeit im gesamten Testbereich nicht. Auch List-Scheduling erreicht eine minimale
Ausfu¨hrungsdauer. Dagegen sinkt die Laufzeit beim LPT-Scheduling je mehr Aufgaben von
der Kostenhalbierung betroffen sind.
p=0 p=1 p=2 p=0 p=1 p=2
Multifit LPT
Abbildung 4.3.3: Unterschied zwischen Multifit- und LPT-Scheduling
Die Ursache fu¨r die Konstanz der Laufzeit ist eine Anha¨ufung von teuren Aufgaben auf
einem Prozessor. Im Multifit-Scheduling wird dies durch den Algorithmus hervorgerufen,
welcher zuna¨chst Jobs so lange einer CPU zuweist, bis die Kosten einen gegebenen Betrag
u¨bersteigen (siehe Abbildung 4.3.3). Aus dem gleichen Grund ko¨nnen sich billige Aufgaben,
deren Kosten reduziert werden, ebenfalls in einem Prozessor konzentrieren. Die Ha¨ufung in-
nerhalb des List-Schedulings bzw. der Sequenzpartitionierung ist dagegen durch die gegebene
Anordnung bestimmt.
Einzig LPT-Scheduling fu¨hrt zu einer Reduktion der Laufzeit bei verminderten Kosten.
Auch dies ist durch die Art der Verteilung innerhalb dieses Lastbalancierungsalgorithmus
bestimmt. Hierbei werden die Aufgaben jeweils nacheinander dem na¨chsten Prozessor zu-
gewiesen. Hierdurch wird die Anha¨ufung von Aufgaben einer bestimmten Gro¨ße auf einem
Prozessor vermieden.
Insgesamt erscheint das LPT-Scheduling als das robusteste Verfahren, weshalb es im fol-
genden auch in der Regel genutzt wird. Lediglich in Einzelfa¨llen, in denen bestimmte Eigen-




Eine entscheidende aber oftmals wenig beachtete Gro¨ße beim Algorithmenentwurf stellt die
genaue Funktionsweise des betrachteten Rechnersystems dar. Basiert hierbei ein Verfahren
auf falschen Annahmen, so fu¨hrt dies in der Regel zu unerwarteten Laufzeiten und Komple-
xita¨ten.
Aus diesem Grund sollen in diesem Kapitel Fragen des Entwurfs und der Implementie-
rung von Programmen im Zusammenhang mit dem jeweils betrachten Rechnermodell disku-
tiert werden. Fu¨r einen umfassenden U¨berblick u¨ber die verschiedenen Architekturen sei auf
[ST98], [Cam94] oder [MMT95] verwiesen.
5.1 Sequentielle Rechner
Die meisten sequentiellen Rechner folgen der von-Neumann-Architektur, welche bereits bei
den ersten Computern in den 1940er Jahren entwickelt wurde. Hierbei ist der Rechner in ein
zentrales Rechenwerk, die CPU (von engl. Central Processing Unit), ein Kontrollwerk, den




Eine wesentliche Eigenschaft dieser Architektur ist, dass im Speicher des Rechners Daten
und Instruktionen gemeinsam gespeichert werden. Im Gegensatz dazu erfolgt die Speiche-
rung von Daten und Instruktionen bei der Harvard -Architektur getrennt voneinander. Je-
der Speichertyp besitzt hierbei eine eigene Schnittstelle zum Kontrollwerk. Obwohl moderne
Rechner im wesentlichen dem von-Neumann-Modell folgen, findet in ihnen auch die Harvard-
Architektur Anwendung, da innerhalb der CPU ha¨ufig getrennte Zwischenspeicher (Caches)











Abbildung 5.1.2: Harvard-Architektur in modernen Prozessoren
In der Theorie lassen sich beide Modelle durch eine Random Access Machine (RAM) (siehe
[CR73]) beschreiben. Eine RAM besteht, a¨hnlich zu einer Turing-Maschine (siehe [Tur37]),
aus einem unendlich großen Speicher. Allerdings ist bei einer RAM dieser Speicher direkt
adressierbar, d.h. auf jede Speicherzelle kann in O (1) zugegriffen werden. Der Inhalt einer
solchen Zelle besteht aus einem Wort u¨ber einem festen Alphabet. Weiterhin entha¨lt die
Maschine eine endliche Menge von Registern, in welche Daten, oder Adressen von Daten bzw.
Instruktionen abgelegt werden. Die Menge der Instruktionen ist in diesem Modell ebenfalls
endlich. Das Modell der RAM ist nicht ma¨chtiger als das Turingmodell (siehe [HU79]),
entspricht aber eher der Arbeitsweise eines modernen Rechners.
Die Beschreibung eines Rechnersystems durch das von-Neumann- bzw. das RAM-Modell
erlaubt eine Implementierung oder Komplexita¨tsanalyse von Algorithmen, unabha¨ngig vom
speziellen Aufbau des Systems. Aufgrund der identischen Architektur der sequentiellen Rech-
ner gelingt es somit, Programme zu entwerfen, fu¨r die sich die Laufzeit auf verschiedensten
Systemen vorhersagen la¨sst. Wesentliche Parameter fu¨r solche Vorhersagen sind die Ge-
schwindigkeit der CPU und des Speichersystems. Fu¨r die theoretische Komplexita¨t der Al-
gorithmen in Kapitel 3 bedeutet dies z.B., dass sie sich direkt auf die Laufzeit einer entspre-
chenden Implementierung auf einem realen Rechnersystem u¨bertragen la¨sst.
5.2 Parallele Rechner
Ein einfaches und elegantes Modell fu¨r die Beschreibung des Rechners wie im sequentiellen
Fall durch das von-Neumann-Modell steht fu¨r parallele Systeme bisher nicht zur Verfu¨gung.
Hierdurch ist die Implementierung und Analyse von parallelen Algorithmen derzeit stark
abha¨ngig von der Maschine, auf der die Implementierung erfolgt.
Einige der Versuche ein solches Modell zu definieren, sollen in diesem Abschnitt diskutiert
werden. Insbesondere geht es dabei um die Anwendbarkeit bei der Algorithmenentwicklung




Die Parallel Random Access Machine (PRAM) (siehe [FW78]) ist die Erweiterung der nor-
malen RAM auf mehrere Prozessoren. Eine PRAM besteht aus p Prozessoren, wobei jeder
Prozessor eine RAM darstellt. Alle Prozessoren teilen sich einen gemeinsamen, globalen
Speicher (siehe Abbildung 5.2.1). Sa¨mtliche Kommunikation zwischen den Prozessoren fin-
det u¨ber diesen Speicher statt. Wesentlich hierbei ist, dass der Zugriff auf alle Speicherzellen
den gleichen Aufwand erfordert.
CPU CPU CPU. . .CPU
Speicher
Abbildung 5.2.1: PRAM-Architektur
Ein Vorteil dieses Modells, sowohl beim Algorithmenentwurf als auch bei deren Imple-
mentierung, ist ihre Einfachheit. Die meisten Aspekte der sequentiellen Algorithmen ko¨nnen
einfach auf die PRAM u¨bertragen werden. Insbesondere fließt keine explizite Betrachtung der
Kommunikation in den Algorithmenentwurf ein. Dies ermo¨glicht eine Herangehensweise, bei
der ein hohes Maß der in dem Algorithmus vorhandenen Parallelita¨t freigesetzt werden kann
(siehe [MMT95]). Ebenso beschra¨nkt sich die Analyse der Komplexita¨t eines Algorithmus
auf einer PRAM auf den Aufwand, der durch die Berechnung hervorgerufen wird. Terme,
die die Kommunikation betreffen, sind dementsprechend nicht vorhanden.
Auf der anderen Seite la¨sst sich die Laufzeit derart entwickelter Algorithmen in der Praxis
nur in seltenen Fa¨llen abscha¨tzen. Der Grund hierfu¨r liegt darin, dass reale parallele Rech-
nersysteme durch eine PRAM nur unzureichend modelliert werden. Insbesondere die Kosten
fu¨r die Kommunikation, die bei der PRAM nicht existent sind, gehen hierbei maßgeblich in
die Komplexita¨t der Algorithmen ein.
Am ehesten vergleichbar mit einer PRAM sind Rechnersysteme mit gemeinsamem Spei-
cher. Bei diesen Systemen ist die Anzahl der Prozessoren vergleichsweise klein, mit Werten
fu¨r p etwa zwischen 2 und 128. Hierdurch kann das Verbindungsnetzwerk, welches die Kom-
munikation zwischen den Prozessoren u¨bernimmt, sehr effizient implementiert werden. Im
Idealfall gelingt somit eine sehr gute Simulation einer PRAM. Allerdings zeigt die Praxis,
dass dieser Idealfall nur von wenigen Computersystemen erreicht wird (siehe etwa [KBK03]).
Es existieren verschiedene Modifikationen des PRAM-Modells, die z.B. die gleichzeitigen
Zugriffsmo¨glichkeiten auf Speicherzellen von verschiedenen Prozessoren aus behandeln. Im
Einzelnen handelt es sich hierbei um exklusiven, beschra¨nkten oder unbeschra¨nkten Zugriff
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beim Schreiben bzw. Lesen aus dem Speicher.
Diese Betrachtungen der Zugriffsmo¨glichkeiten sind insbesondere bei den schon erwa¨hnten
Rechnersystemen mit gemeinsamem Speicher wichtig. Bei modernen Prozessoren, die auch in
solchen Rechnern zum Einsatz kommen, erfolgt der Speicherzugriff u¨ber unterschiedlich tiefe
Cache-Hierarchien, wobei jeder Zelle in diesem Zwischenspeicher mit einer Zelle im globalen
Speicher korrespondiert. Somit sind spezielle Protokolle notwendig, die die Koha¨renz der
Daten in den Zwischenspeichern auf verschiedenen Prozessoren sicherstellen. Vera¨ndert zum
Beispiel ein Prozessor ein Datum in seinem lokalen Cache, muss das Verbindungsnetzwerk
dafu¨r Sorge tragen, dass diese Vera¨nderung sowohl in der korrespondierenden Speicherzelle
als auch in allen Prozessoren, die diese Speicherzelle in ihren Zwischenspeichern enthalten,
bemerkt wird. Die hierfu¨r notwendige Kommunikation verla¨uft unbemerkt vom Entwickler
und kann entscheidenden Einfluss auf die Laufzeit eines parallelen Programms haben (siehe
auch Abschnitt 8.1.1).
All diese Eigenschaften werden von einer PRAM nicht modelliert, wodurch die Tauglichkeit
dieses Modells beschra¨nkt ist. Trotzdem findet diese Architektur eine vergleichsweise breite
Anwendung, nicht zuletzt auch durch seine Einfachheit. Wird insbesondere ein Computer
mit gemeinsamem Speicher verwendet, so lassen sich in der Regel effiziente Algorithmen
entwickeln und implementieren.
5.2.1.1 Programmieren von Rechnern mit gemeinsamem Speicher
Da sich, wie bereits beschrieben, das PRAM-Modell besonders gut fu¨r die Beschreibung von
Rechnern mit gemeinsamem Speicher eignet und diese Systeme in der Praxis eine bedeutende
Rolle spielen, etwa als Arbeitsplatzrechner mit 2 bis 4 Prozessoren oder als Server mit 16
oder 32 CPUs, soll in diesem Abschnitt auf die Programmierung dieser Art von Computern
eingegangen werden.
Der gemeinsame Speicher, den diese Rechner allen Prozessoren zur Verfu¨gung stellen,
kann allerdings von mehreren Programmen bzw. Prozessen, die typischerweise jeweils nur
eine CPU verwenden, nicht genutzt werden. Der Grund hierfu¨r liegt in der Absicherung der
Programme vor unerlaubter Vera¨nderung ihrer Daten durch fremde Applikationen. Sollen die
einzelnen Prozesse trotzdem Daten austauschen, so ist hierfu¨r eine explizite Kommunikation
notwendig.
Um auch innerhalb eines Programms mehrere Prozessoren zu nutzen und dabei einen
gemeinsamen Speicher ansprechen zu ko¨nnen, wurde das Konzept von Threads eingefu¨hrt.
Hierbei handelt es sich um parallele Ausfu¨hrungspfade bzw. -fa¨den (von engl. threads) ei-
nes einzelnen Prozesses. Alle Threads teilen sich den gesamten Adressraum und somit den
Speicher des Prozesses, d.h. jeder Thread kann uneingeschra¨nkt auf alle Daten der anderen
Threads zugreifen.
Fu¨r die meisten aktuellen Rechnersysteme haben sich die POSIX Threads oder kurz
PThreads (siehe [But97]) als einheitlicher Standard fu¨r die Verwendung von Threads in
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Programmiersprachen durchgesetzt. Allerdings ist die Benutzung der PThread-Funktionen,
bis auf wenige einfache Beispiele, vergleichsweise umsta¨ndlich. Der Grund hierfu¨r liegt in der
Fu¨lle von Optionen, die die Verwaltung von Threads innerhalb eines Betriebssystems bietet.
Beim praktischen Einsatz ist man aber an einer einfachen Schnittstelle interessiert, die die
Konzentration auf das eigentliche Problem, etwa den parallelen Algorithmus, und nicht auf
die Threadverwaltung erlaubt.
Ein Konzept, welches die niederen PThread-Funktionen vor dem Benutzer versteckt und
mit einer kleinen Menge von eigenen Funktionen die Verwaltung von nebenla¨ufigen Aufgaben
ermo¨glicht, sind Threadpools. Ein Threadpool besteht aus einer festen Anzahl von Threads.
Der Benutzer u¨bergibt dem Threadpool eine bestimmte Aufgabe, welche einem freien Thread
zugewiesen und anschließend ausgefu¨hrt wird. Steht kein freier Thread zur Verfu¨gung, blo-
ckiert der Threadpool die aufrufende Prozedur solange, bis ein Thread die Bearbeitung einer
Aufgabe beendet hat. Der Benutzer hat weiterhin die Mo¨glichkeit, das Programm mit dem
Beenden einer Aufgabe zu synchronisieren, d.h. die Ausfu¨hrung so lange zu blockieren, bis
eine vom Threadpool bearbeitete Aufgabe beendet wurde.
Die Schnittstelle eines solchen Threadpools kann auf die folgenden Funktionen beschra¨nkt
werden:
• tp init( p ) : initialisiert den Threadpool mit p Threads,
• tp run( j ) : fu¨hrt die Aufgabe j im Threadpool aus,
• tp sync( j ) : synchronisiert das Programm mit dem Beenden der Aufgabe j und
• tp sync all(): synchronisiert das Programm mit dem Beenden aller ausgefu¨hrten Auf-
gaben.
Neben der einfacheren Benutzbarkeit eines Threadpools im Vergleich zu den PThread-
Funktionen ergibt sich durch die Verwendung von festen Threads ein Geschwindigkeitsge-
winn, da das Starten von Threads durch das Betriebssystem unter Umsta¨nden einen hohen
Aufwand besitzt. Innerhalb des Threadpools ist der Aufwand dagegen nur durch die Kopp-
lung von Thread und Aufgabe bestimmt. Hierdurch lassen sich Algorithmenkonzepte, wie
etwa das Online-Scheduling realisieren.
Die Lastbalancierungsalgorithmen in Abschnitt 4 berechnen die Verteilungsfunktion fu¨r
die einzelnen Aufgaben vor der eigentlichen Ausfu¨hrung. Diese Vorgehensweise wird des-
halb auch Oﬄine-Scheduling genannt. Im Gegensatz hierzu erfolgt die Zuweisung der Auf-
gaben zu den Prozessoren beim Online-Scheduling wa¨hrend des Ablaufs des auszufu¨hren-
den Algorithmus. Ein Verteilungsalgorithmus, welcher sich hierfu¨r besonders gut eignet,
ist das List-Scheduling (siehe Abschnitt 4.1.1). Die Grundidee dieser Art der Verteilung
war, die erste noch nicht bearbeitete Aufgabe dem ersten freien Prozessor zuzuweisen. In
einen Online-Scheduling-Algorithmus umgesetzt, ergibt sich fu¨r eine Menge von Aufgaben
J = {j0, . . . , jn−1} somit folgendes Verfahren:
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for all j ∈ J do
sei q der erste freie Prozessor;
berechne j auf q;
endfor;
Der Vorteil dieser Methode ist, dass kein Wissen u¨ber die Kosten der zu bearbeitenden







aus Lemma 4.1.2 fu¨r die Gu¨te des List-Scheduling im Vergleich zu einer optimalen Verteilung
bleibt dabei bestehen. Die Verwendung eines Threadpools vereinfacht hierbei lediglich die
Identifikation eines freien Prozessors. In der Funktion tp run() wird die u¨bergebene Auf-
gabe dem ersten freien Thread zugewiesen bzw. die Ausfu¨hrung solange blockiert, bis ein
solcher zur Verfu¨gung steht. Der Online-Scheduling-Algorithmus la¨sst sich somit wie folgt
umformulieren:
for all j ∈ J do
tp run( j );
tp sync all();
Algorithmus 5.2.1: Online-Scheduling mittels Threadpool
Einige der in Abschnitt 6 vorgestellten parallelen Algorithmen machen von diesem einfa-
chen Schema Gebrauch, um effiziente Verfahren zu implementieren.
Die vollsta¨ndige Implementation eines Threadpools mit einer weitergehenden Diskussion
der Vorteile gegenu¨ber den nativen PThread-Funktionen ist z.B. in [Kri03] nachzulesen.
Wegen des gemeinsamen Speichers und des uneingeschra¨nkten Zugriffs aller Threads auf
eine Speicherzelle sind zusa¨tzliche Vorkehrungen zu treffen, um die Sicherheit der Daten zu
gewa¨hrleisten. Eine Mo¨glichkeit besteht in der Verwendung von Mutices. Ein Mutex ist ei-
ne Variable, die sich entweder im Zustand GESPERRT oder FREI befindet. Hierdurch lassen
sich Bereiche eines Programms vor gleichzeitigem Zugriff durch mehrere Threads schu¨tzen.
Beim Betreten des kritischen Bereiches blockiert ein Thread solange, bis ein entsprechend
vorhandener Mutex den Zustand FREI annimmt. Anschließend setzt der Thread den Zu-
stand GESPERRT, so dass alle weiteren konkurrierenden Threads blockieren. Nachdem der
entsprechende Bereich verlassen wurde, kann der Zustand des Mutex wieder in FREI gea¨ndert
werden. Auch fu¨r Mutices sind Funktionen lock(m) und unlock(m) im PThread-Standard
vorgesehen, die den Mutex m jeweils in den Zustand GESPERRT bzw. FREI u¨berfu¨hren.
Eine alternativer Programmierzugang zu Rechnersystemen mit gemeinsamem Speicher
gelingt u¨ber den OpenMP Standard (siehe [DM98]). Dieser definiert Erweiterungen von
Sprachen wie C oder Fortran, um Programmteile parallel auszufu¨hren. Hierbei spezifiziert
der Programmierer die jeweiligen, parallel abzuarbeitenden Abschnitte und der Compiler
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Abbildung 5.2.2: ”fork-join“ Modell von OpenMP
U¨blicherweise wird dabei auf Threads zuru¨ckgegriffen. Auf diese Weise vereinfacht sich der
Umgang mit einem parallelen System entscheidend.
Allerdings basiert der OpenMP Standard auf einem sogenannte ”fork-join“-Modell (siehe
Abbildung 5.2.2), d.h. es wird davon ausgegangen, dass die einzelnen Threads zu einem
bestimmten Zeitpunkt gestartet werden (”fork“) und spa¨ter gemeinsam beendet werden
(”join“). Der Hauptthread, welcher bereits beim Start des Programms aktiv ist, bleibt hier-
bei stets erhalten. Besonders gut ist diese Arbeitsweise fu¨r die Parallelisierung von langen
Schleifen geeignet, welche etwa bei der Bearbeitung von großen Vektoren entstehen. Dagegen
ist das Starten von einzelnen Threads zu beliebigen Zeitpunkten nicht mo¨glich. Hierdurch
ist die Umsetzung eines allgemeinen Online-Scheduling Verfahrens, bei welchem die zu be-
arbeitenden Aufgaben erst wa¨hrend des Algorithmus entstehen, schwieriger als bei direkter
Verwendung von PThreads.
Ein Beispiel hierfu¨r bildet eine Baumstruktur, bei welcher die Aufgaben an die Bla¨tter ge-
bunden sind. Ein Online-Scheduling Verfahren ko¨nnte den Baum mittels Tiefensuche durch-
laufen und beim Antreffen eines Blattes den entsprechenden Job an einen freien Thread
koppeln. Man beachte, dass der Baumdurchlauf sequentiell erfolgt. Bei Verwendung von
OpenMP ist das Starten von Threads wa¨hrend eines sequentiellen Algorithmus nicht mo¨glich.
Hierfu¨r sind die Aufgaben zuna¨chst zu identifizieren. Dies erfolgt durch die erwa¨hnte Tie-
fensuche. Anschließend ko¨nnen die Aufgaben dann innerhalb einer Schleife parallel bearbei-
tet werden. Zwar haben beide Ansa¨tze den Baumdurchlauf gemein, allerdings tritt bei der
OpenMP-Variante ein zusa¨tzlicher sequentieller Aufwand fu¨r das Abarbeiten der Schleife
auf.
Es sei allerdings darauf hingewiesen, dass in der Regel die Zeit zum Bearbeiten der ein-
zelnen Aufgaben dominiert und somit sequentiellen Anteile vernachla¨ssigt werden ko¨nnen.
Deshalb gelingt auch mittels OpenMP ein Zugang zur effizienten Parallelisierung. In dieser
Arbeit wurde dennoch auf die direkte Verwendung von PThreads mittels eines Threadpool
zuru¨ckgegriffen, da sich Online-Scheduling Verfahren hierdurch einfacher implementieren las-
sen. Zudem muss der eingesetzte Compiler eine OpenMP-Unterstu¨tzung bereitstellen, was




5.2.1.2 Reale Rechnersysteme mit gemeinsamem Speicher
Das in dieser Arbeit fu¨r die numerischen Experimente von PRAM-basierten Algorithmen in
Kapitel 6 eingesetzte System ist eine HP 9000 Superdome der Firma Hewlett-Packard. Die-
ser Rechner besteht aus einzelnen Platinen, welche jeweils 4 Prozessoren aufnehmen ko¨nnen.
Der Zugriff dieser CPUs auf den Arbeitsspeicher sowie die Ein- und Ausgabe-Schnittstellen
erfolgt u¨ber einen sogenannten Cell Controller. Hierbei wird zwischen lokalem Speicher, d.h.
auf der gleichen Platine, und entferntem Speicher, also Adressen auf fremden Platinen un-
terschieden. Im letzteren Fall erfolgt die Verbindung zuna¨chst u¨ber eine zusa¨tzliche Logik,
die Crossbar. Diese fasst maximal 4 Platinen zusammen. Bei mehr als 16 Prozessoren er-
folgt die Verknu¨pfung u¨ber eine weitere Zwischenebene (siehe auch Abbildung 5.2.3). Der







Abbildung 5.2.3: HP 9000 Superdome
Auf diese Weise erfolgt der Zugriff auf verschiedene Speicherzellen mit unterschiedlicher
Geschwindigkeit. Fu¨r den lokalen Speicher betra¨gt die Zugriffszeit 174 ns, u¨ber eine Crossbar
240 ns und u¨ber zwei Crossbars 300 ns (siehe [Hew02]). Somit na¨hert dieses System eine
PRAM lediglich an. Man spricht auch von non-uniform memory access. Allerdings zeigen
sich die Auswirkungen dieser Architektur nur in einzelnen Fa¨llen (siehe [KBK03]).
Die verwendeten Prozessoren sind vom Typ PA-8700+ mit 875 MHz. Sie verfu¨gen u¨ber
einen Zwischenspeicher von 1.5 MB fu¨r Daten und 0.75 MB fu¨r Instruktionen und folgen
damit der Harvard-Architektur.
Aufgrund der zur Verfu¨gung stehenden Software wurde fu¨r die Experimente in Kapitel 8 ein
anderes Rechnersystem eingesetzt. Dabei handelt es sich um eine SunFire 6700 der Firma
Sun. Der Aufbau dieses Rechers ist a¨hnlich zu dem der HP 9000 Superdome, allerdings
wird lediglich eine Crossbar verwendet (siehe [Sun02]). Hierdurch ist der Unterschied in
der Zugriffzeit zwischen lokalem Speicher (180 ns) und entferntem Speicher (240 ns) im
Durchschnitt geringer. Auch fa¨llt der lokale Zwischenspeicher der eingesetzten UltrasparcIII -
Prozessoren mit 8 MB gro¨ßer aus und wird sowohl fu¨r die Speicherung von Daten wie auch
Instruktionen genutzt. Die Geschwindigkeit der CPUs betra¨gt 900 MHz.
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Insgesamt ist der Aufbau dieses Systems im Vergleich zur HP 9000 Superdome enger an
der Definition einer PRAM ausgerichtet, wobei sich in der Praxis aber nur bedingt Vorteile
ergeben.
5.2.2 Das BSP-Modell
Wie schon bei der Beschreibung der Systeme im letzten Abschnitt deutlich wurde, erfolgt die
Kommunikation zwischen verschiedenen Prozessoren in realen Rechnern typischerweise nicht
u¨ber einen gemeinsamen Speicher. Vielmehr sind diese Systeme aus einzelnen, eigensta¨ndigen
Rechnereinheiten aufgebaut, die u¨ber ein Kommunikationsnetzwerk verbunden sind. Jede
Rechnereinheit stellt hierbei eine RAM dar, d.h. sie verfu¨gt u¨ber einen Prozessor und u¨ber
einen lokalen Speicher (siehe Abbildung 5.2.4). Man spricht in diesem Zusammenhang auch
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Abbildung 5.2.4: Rechnerarchitektur mit verteiltem Speicher
Im Gegensatz zu der PRAM-Architektur ist der Aufwand fu¨r den Zugriff auf entfernten
Speicher, d.h. Speicher eines anderen Prozessors u¨ber das Kommunikationsnetzwerk, gro¨ßer
als der Zugriff auf lokalen Speicher. Somit ist es notwendig, die Kommunikation in das
Rechnermodell mit einfließen zu lassen.
Ein solches Modell mit Kommunikation ist die bulk-synchronous parallel machine oder
BSP-Maschine, wie sie in [Val90] beschrieben wird. Drei Parameter beschreiben eine solche
BSP-Maschine: p, g und l. Die Anzahl der Prozessoren ist hierbei wieder durch p definiert.
Der Parameter g beschreibt das Verha¨ltnis der Gesamtzahl aller lokalen Operationen (Ad-
dition, Multiplikation etc.) in allen Prozessoren zu der Anzahl der Daten, die durch das
Kommunikationsnetzwerk transferiert werden ko¨nnen. Er gibt somit ein Maß, wie hoch die
Kosten fu¨r das Ausliefern eines Datums im Netzwerk sind. Die Zeit, die fu¨r eine globale
Synchronisation aller Prozessoren beno¨tigt wird, ist durch den letzten Parameter l definiert.
Implizit existiert noch ein vierter Parameter s fu¨r die Geschwindigkeit, etwa die Anzahl
von Fließkommaoperationen pro Sekunde, der einzelnen Prozessoren. Da aber g und l stets




Eine Berechnung innerhalb einer BSP-Maschine ist in einzelne Schritte unterteilt. Jeder
Schritt ist gekennzeichnet durch eine Berechnungsphase, bei der nur auf Daten im lokalen
Speicher zugegriffen wird und durch eine Kommunikationsphase, bei der Daten versendet und
empfangen werden. Anschließend erfolgt eine globale Synchronisation, wobei sichergestellt
wird, dass nach der Synchronisation alle fu¨r den nachfolgenden Schritt beno¨tigten Daten auf
den jeweiligen Prozessoren vorhanden sind. Eine solche Berechnung ist in Abbildung 5.2.5
graphisch dargestellt.
















Abbildung 5.2.5: BSP-Berechnung durch einzelne Schritte
Der Vorteil dieser Art der parallelen Berechnung liegt in seiner Einfachheit. Innerhalb der
Berechnungsphase eines BSP-Schrittes entspricht das parallele Programm seinem sequentiel-
len Pendant, da lediglich lokale Daten verarbeitet werden. Die Art der Berechnung innerhalb
dieser Phase ist außerdem asynchron, d.h. jeder Prozessor kann unterschiedliche Algorithmen
ausfu¨hren, ohne auf die Berechnung der anderen Prozessoren zu achten. Die Kommunikation
und damit der schwer zu modellierende parallele Anteil wird dagegen von der Berechnung
getrennt. Man beachte auch, dass in BSP-Algorithmen nicht die Gefahr eines Dead-Locks
existiert, bei dem z.B. zwei CPUs gleichzeitig auf das Versenden eines Datums des jeweils
anderen Prozessors warten.
Auf der anderen Seite la¨sst sich innerhalb des BSP-Modells eine Lastbalancierung mittels
Online-Scheduling nur sehr schwer implementieren. Der Grund hierfu¨r liegt in den erzwunge-
nen Synchronisationspunkten. Beim List-Scheduling, als Beispiel fu¨r ein Online-Verfahren,
existieren diese Stellen innerhalb des Algorithmus nicht und mu¨ssen somit ku¨nstlich defi-
niert werden. Gleichzeitig ist es hierbei aber schwierig, die gewu¨nschte parallele Komple-
xita¨t aufrechtzuerhalten. Keine Probleme bereiten dagegen die Algorithmen, welche Oﬄine-
Scheduling verwenden, weshalb diese Methode im BSP-Modell favorisiert wird.
Ein weiterer Vorteil ist die Analyse des Laufzeitverhaltens eines BSP-Algorithmus, welche
sich als vergleichsweise einfach gestaltet. Es genu¨gt, jeden Schritt einzeln zu untersuchen.
Hierbei sei wji die Anzahl der Operationen, die Prozessor i in einem Schritt Sj ausfu¨hrt und






wji + g · max0≤i<ph
j
i + l.
Summiert man die Kosten fu¨r jeden einzelnen Schritt, so ergibt sich fu¨r den gesamten Algo-
rithmus ein Aufwand der Form:













und der Anzahl der Schritte S. Somit la¨sst sich allein durch den Vergleich der Parameter
g und l realer Rechnersysteme die Laufzeit eines bestimmten Algorithmus vorhersagen. Der
Algorithmenentwurf ist dementsprechend nicht abha¨ngig von einem bestimmten Computer.
Das BSP-Modell beschreibt leider nicht alle Eigenschaften eines realen Rechners. So wurde
z.B. im BSP∗-Modell (siehe [BDadH95]) ein zusa¨tzlicher Parameter eingefu¨gt, welcher eine
minimale Datengro¨ße angibt, ab der das Kommunikationsnetzwerk die dem Parameter g
entsprechende Leistung liefert. Dies entspricht der Eigenschaft, dass ein großes Datenpaket
typischerweise schneller versandt werden kann, als viele kleine Datenblo¨cke. In [SHM97] wird
eine Lo¨sung fu¨r das gleiche Problem u¨ber eine Modifikation von g beschrieben und getestet.
In der Praxis zeigen sich solche Pha¨nomene allerdings eher selten, da die eigentliche Kom-
munikation, d.h. das Verschicken der Nachrichten, durch eine BSP-Laufzeitumgebung erfolgt.
Hierbei werden ha¨ufig kleine Nachrichten automatisch zu einem großen Datenpaket zusam-
mengefasst.
Beispiele fu¨r verschiedene numerische und andere BSP-Algorithmen sind z.B. in [McC95b],
[McC95a], [GV94] und [Bis04] zu finden.
5.2.2.1 Programmieren von BSP-Maschinen
Aufgrund der Arbeitsweise einer BSP-Maschine werden im wesentlichen 4 Funktionen beno¨-
tigt:
• bsp sync(): fu¨hrt die globale Synchronisation durch und beendet damit einen BSP-
Schritt,
• bsp send( i,m ) : sendet die Nachricht m an den Prozessor i,
• m := bsp recv(): empfa¨ngt eine Nachricht m, die bei der letzten Synchronisation an
den jeweiligen Prozessor u¨bertragen wurde und




Der eigentliche Empfang der Nachrichten erfolgt allerdings bereits im vorherigen Schritt.
Somit dient die Funktion bsp recv() lediglich der U¨berfu¨hrung der Daten von der BSP-
Laufzeitumgebung zum Benutzer. Die Funktion bsp nmsgs() ist im allgemeinen nicht not-
wendig. Allerdings hat sie sich bei der praktischen Verwendung als sehr vorteilhaft erwiesen.
Es existieren verschiedene Softwarebibliotheken, die diese Funktionalita¨t bieten und so-
mit das Programmieren eines BSP-Programms unterstu¨tzen, z.B. BSPlib ([HMS+98]), PUB
([BJvOR03]) und GreenBSP. Diese Bibliotheken wurden fu¨r eine Vielzahl von unterschied-
lichen Rechnersystemen implementiert und bieten damit die Mo¨glichkeit eines breiten Ein-
satzspektrums fu¨r das jeweilige Programm.
Einige Implementierungen (BSPlib und PUB) ermo¨glichen neben einer auf Nachrichten
basierenden Funktionalita¨t auch den direkten Zugriff auf Daten in entfernten Speichern. Da
sich diese Kommunikationsform aber auch mittels Nachrichten simulieren la¨sst und außerdem
besondere Sorgfalt notwendig ist, um die Konsistenz der Daten zu gewa¨hrleisten, soll hierauf
nicht na¨her eingegangen werden. Die spa¨teren BSP-Algorithmen verwenden stets nur die
eingangs beschriebenen Funktionen.
Man beachte, dass auch eine PRAM eine BSP-Maschine darstellt. Somit kann bei der
Programmierung von Rechnern mit gemeinsamem Speicher anstelle des Thread-Ansatzes
aus Abschnitt 5.2.1.1 auch eine BSP-Bibliothek verwendet werden. Die genannten Software-
bibliotheken unterstu¨tzen in der Regel diese Mo¨glichkeit.
Als Beispiel fu¨r einen BSP-Algorithmus wird im folgenden auf einer BSP-Maschine mit p
Prozessoren die Summation von p Zahlen, mit jeweils einer Zahl pro Prozessor durchgefu¨hrt.
Das Ergebnis der Addition soll nach Beendigung des Verfahrens auf allen Prozessoren vor-
liegen. In der einfachsten Variante senden alle Prozessoren das lokale Datum an Prozessor
0, welcher anschließend die Summation durchfu¨hrt und das Ergebnis an alle anderen CPUs
versendet. Der Aufwand dieses Ansatzes betra¨gt
O (p+ g · p+ l · 3) .
Ein solches Verfahren ist somit weder in Bezug auf den Berechungs- noch auf den Kommu-
nikationsaufwand optimal. Lediglich die Zahl der BSP-Schritte ist konstant.
Alternativ lassen sich die Zahlen auch baumartig aufsummieren (siehe Abbildung 5.2.6).
Das Ergebnis befindet sich am Ende der Summation ebenfalls in Prozessor 0. Das Versenden
erfolgt im Anschluss an das Aufaddieren, wobei jede CPU, welche das Datum bereits emp-
fangen hat, dieses an einen weiteren Prozessor sendet. Die hierdurch entstehenden Kosten
lauten
O (dlog2 pe(1 + l + g))
und sind somit bezu¨glich der Berechnung und der Kommunikation geringer als im direkten
Fall. Allerdings ist die Anzahl der BSP-Schritte nun abha¨ngig von p.
























Abbildung 5.2.6: Baumartiges Aufsummieren und Versenden
procedure tree sum ( i, d )
s := 2; a := true;
for i = 0, . . . , dlog2 pe do
if a = true then
{ Summation der empfangenen Daten }
while bsp nmsgs() > 0 do d := d+ bsp recv();
{ Versenden des lokalen Datums }
if i mod s 6= 0 then
bsp send( bi÷ sc · s, d ); a := false;
endif;
endif;
bsp sync(); s := 2 · s;
endfor;
end;
Algorithmus 5.2.2: Summation eines Datums
Hierbei sind in jedem Schritt nur die Prozessoren aktiv (a = true), die das jeweilige lokale
Ergebnis noch nicht versendet haben.
Das entsprechende Pendant zum Verteilen des Ergebnisses lautet:
procedure tree broadcast ( i, d )
m := 1;
while m < p do
if i < m ∧ m+ i < p then
bsp send( m+ i, d )
bsp sync();
if bsp nmsgs() > 0 then
d := bsp recv();
m := 2 ·m;
endwhile;
end;
Algorithmus 5.2.3: Versenden des Ergebnisses
77
5 Rechnerarchitekturen
Beide Algorithmen werden in den spa¨teren BSP-Verfahren genutzt, um eine effiziente
Summation durchzufu¨hren. Da in diesen Fa¨llen in der Regel große Daten addiert werden, ist
die baumartige Summation aufgrund der gu¨nstigeren Komplexita¨t dem direkten Verfahren
vorzuziehen.
5.2.2.2 Reales Rechnersystem mit verteiltem Speicher
Als Beispiel fu¨r ein System mit verteiltem Speicher, welches auch fu¨r die numerischen Expe-
rimente dieser Arbeit genutzt wurde, dient ein Rechner bestehend aus 16 PCs. Jeder einzelne
Knoten verfu¨gt u¨ber einen Prozessor vom Typ Athlon der Firma AMD, welcher mit 900 MHz
getaktet wird. Weiterhin stehen den CPUs jeweils 768 MB an Arbeitsspeicher zur Verfu¨gung.
Die Verbindung zwischen den Knoten erfolgt u¨ber ein FastEthernet-Netzwerk mit einer
maximalen Transferrate von 100 MBit pro Sekunde. Dabei betra¨gt die minimale Zeit fu¨r das
Senden eines Datenelementes etwa 60 bis 80 µs und liegt somit etwa um den Faktor 200 bis
400 ho¨her als bei den Rechnersystemen mit gemeinsamem Speicher (siehe Abschnitt 5.2.1.2).
5.2.3 Das LogP -Modell
Ausgehend von einer BSP-Maschine versucht das LogP -Modell (siehe [CKP+93]) reale Rech-
nersysteme noch genauer zu beschreiben. Hierbei wird insbesondere die Modellierung der
Kommunikation im Gegensatz zum BSP-Modell verfeinert. Der Parameter L beschreibt hier-
bei die Latenzzeit des Netzwerks, d.h. die Zeit, die das Versenden und Empfangen einer sehr
kleinen Nachricht beno¨tigt. Dies ist vergleichbar mit dem Parameter l im BSP-Modell, al-
lerdings wird im LogP -Modell keine globale Synchronisation durchgefu¨hrt.
Desweiteren beschreibt o die Zeit, die das Einfu¨gen bzw. Empfangen von Nachrichten
aus dem Kommunikationsnetzwerk beno¨tigt, d.h. den durch jeden Kommunikationsaufruf
verursachten zusa¨tzlichen Aufwand oder ”Overhead“. Die minimale Zeit zwischen aufeinan-
derfolgenden U¨bertragungen wird mit g bezeichnet. Der Kehrwert von g entspricht damit
der Kommunikationsbandbreite, die das Netzwerk jedem Prozessor bietet.
Vervollsta¨ndigt wird das Modell (und der Name) durch den Parameter P , welcher die
Anzahl der Prozessoren im Rechnersystem bestimmt.
Eine weitere wichtige Eigenschaft im LogP -Modell ist eine beschra¨nkte Kapazita¨t des
Netzwerks. Diese ist durch dL/ge definiert. U¨berschreitet ein Prozessor bei der Nachrich-
tenu¨bertragung diese Schranke, so blockiert er so lange, bis genu¨gend Kapazita¨t im Netzwerk
zur Verfu¨gung steht.
Das LogP -Modell lenkt somit beim Algorithmenentwurf eine gro¨ßere Aufmerksamkeit auf
die Parameter des eigentlichen Rechnersystems, womit realistischere Vorhersagen u¨ber die
Laufzeit als beim BSP-Modell mo¨glich sind. Asymptotisch sind die beiden Modelle allerdings
a¨quivalent, wie in [BHP+99] gezeigt wird. Desweiteren ist die Programmierung von BSP-
Algorithmen durch die gro¨ßere Abstraktion des Kommunikationsnetzwerks und durch die
Synchronisation deutlich leichter als die von LogP -Programmen.
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5.2.4 Direkte Parallelisierung mit MPI oder PVM
Die in den letzten Jahren in der Praxis am ha¨ufigsten eingesetzten Schnittstellen fu¨r die
Parallelisierung basieren auf dem direkten Austausch von Nachrichten. Die bekanntesten
Vertreter sind das Message Passing Interface (MPI, siehe [GNL98]) und die Parallel Virtual
Machine (PVM, siehe [GBD+94]).
Im Gegensatz zu den bisherigen Architekturbeschreibungen handelt es sich hierbei nicht
um Rechnermodelle, sondern um Definitionen von Funktionsschnittstellen fu¨r das U¨bertragen
von Daten. Hierin enthalten sind Funktionen fu¨r Punkt-zu-Punkt-Kommunikation, kollek-
tive Kommunikation, globale Synchronisation und viele ho¨here Methoden fu¨r die direkte
Verarbeitung von Daten. Diese Standards sind damit ma¨chtiger als das PRAM-, BSP- oder
LogP -Modell. Die BSP-Softwarebibliotheken BSPlib und PUB (siehe Abschnitt 5.2.2.1) bie-
ten etwa die Mo¨glichkeit, die Laufzeitumgebung fu¨r BSP-Programme auf MPI-Funktionen
aufzusetzen.
Allerdings ist der Entwurf von Programmen, z.B. im Vergleich zu BSP-Algorithmen, deut-
lich komplizierter und anfa¨llig gegenu¨ber Dead-Locks (siehe Abschnitt 5.2.2). Auch ist die
Analyse der Laufzeit von Programmen im allgemeinen schwieriger, da Kommunikation und
Berechnung typischerweise parallel erfolgen.
Anhand des Skalarprodukts zwischen zwei Vektoren x, y ∈ Rn soll der grundsa¨tzliche
Unterschied zwischen einem BSP-Programm und einer Implementierung mittels des MPI-
Standards verdeutlicht werden. In beiden Programmen ha¨lt jeder der p Prozessoren n/p
Koeffizienten von x bzw. y. Diese lokalen Vektoren seien mit xi und yi bezeichnet. Das
Ergebnis der Berechnung soll am Ende des Algorithmus in allen Prozessoren zur Verfu¨gung
stehen. Die hierbei verwendeten Funktionen MPI send und MPI recv senden eine Nachricht
an bzw. empfangen eine Nachrichten von einem entsprechend angegebenen Prozessor.
BSP-Programm MPI-Programm
procedure skp bsp( i, xi, yi )
f = 〈xi, yi〉;
bsp send( 0, f );
bsp sync();
if i = 0 then
g := 0;
while bsp nmsgs() > 0 do
f := bsp recv();
g := g + f ;
endwhile;
for i = 1, . . . , p− 1 do
bsp send( i, g );
endif;
bsp sync();
if i > 0 then g := bsp recv();
end;
procedure skp mpi( i, xi, yi )
f = 〈xi, yi〉;
if i > 0 then
MPI send( 0, f );
MPI recv( 0, g );
else
g := f ;
for i = 1, . . . , p− 1 do
MPI recv( i, f );
g := g + f ;
endfor;
for i = 1, . . . , p− 1 do





Typisch fu¨r ein MPI-Programm ist die enge Kopplung zwischen dem Senden und Emp-
fangen einer Nachricht. Hierbei wurde die blockierende Kommunikation von MPI verwen-
det, d.h. der sendende Prozessor kann die Funktion MPI send erst verlassen, nachdem die
Routine MPI recv auf der Empfangsseite aufgerufen wurde. Durch diese Bedingung ist die
Gefahr eines Dead-Locks sehr groß, falls eine zyklische Abha¨ngigkeit zwischen den Prozes-
soren besteht. Im BSP-Programm wird die Abha¨ngigkeit dagegen aufgelo¨st. Dies entspricht
der nicht-blockierenden Kommunikation von MPI, d.h. das Senden einer Nachricht wird von
einem Prozessor initiiert, ohne dass auf die Empfangsbesta¨tigung gewartet wird. Diese wird
erst zu einem spa¨teren Zeitpunkt gepru¨ft. Innerhalb des BSP-Programms ist dieser Zeitpunkt
a¨quivalent mit der Synchronisation des BSP-Rechners.
Ein großer Vorteil von MPI im Vergleich zu BSP besteht darin, dass fu¨r viele Rechnersys-
teme optimierte Implementierungen erha¨ltlich sind, wodurch insbesondere die Effizienz von
Applikationen gesteigert werden kann. Durch eine Simulation von BSP mittels MPI lassen
sich somit ha¨ufig die positiven Eigenschaften der beiden Modelle verbinden.
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In diesem Kapitel sollen zu den sequentiellen H-Matrix-Algorithmen aus Kapitel 3 parallele
Verfahren eingefu¨hrt werden. Die einzelnen Verfahren werden dabei sowohl fu¨r Rechnersyste-
me mit verteiltem Speicher in Form einer BSP-Maschine als auch fu¨r Computer mit gemein-
samem Speicher vorgestellt, wie sie im letzten Kapitel beschrieben wurden (Abschnitt 5.2.2
bzw. 5.2.1). Dabei werden die verschiedenen Eigenschaften beider Systeme explizit ausge-
nutzt, um eine hohe oder maximale parallele Leistung (siehe Abschnitt 6.1) zu erhalten.
Daneben gilt ein besonderes Augenmerk Algorithmen, die sich auf einfache Art und Wei-
se aus den sequentiellen Verfahren ableiten, wodurch ein Großteil der bisher verwendeten
Funktionen erhalten bleibt.
Analog zur Konvention in Kapitel 3 seien auch im folgenden I, J Indexmengen mit |I| = n
und |J | = m. Weiterhin seien T (I) und T (J) Clusterba¨ume u¨ber I und J . Mit T = T (I×J)
wird der Blockclusterbaum u¨ber T (I) und T (J) bezeichnet. Um genu¨gend Aufgaben fu¨r eine
Parallelisierung zur Verfu¨gung zu haben, und damit die Voraussetzung von Vermutung 4.3.3
zu erfu¨llen, sei desweiteren neben n,m p auch |L(T )|  p angenommen.
6.1 Parallele Effizienz
Wesentlich fu¨r die Bewertung eines parallelen Verfahrens ist die Abha¨ngigkeit der Lauf-
zeit von der Zahl der Prozessoren. Im Idealfall, d.h. bei einem vollsta¨ndig parallelen Pro-
gramm ohne sequentielle Anteile und einer optimalen Lastverteilung, stellt sich dabei ein
1/p-Verhalten ein. Reale Algorithmen weichen hiervon allerdings oftmals ab. Fu¨r eine ge-
nauere Quantifizierung lassen sich die beiden folgenden Begriffe verwenden.










p · t(p) (6.1.1)
die parallele Skalierung oder Speedup bzw. die parallele Effizienz von A.
Der Speedup ist somit bei dem beschriebenen Idealfall identisch zu p, wa¨hrend die par-
allele Effizienz einen Wert von 100% annimmt. In der Praxis sind diese beiden Werte in
der Regel kleiner, da etwa nicht parallelisierte Anteile oder im Vergleich zum sequentiellen
Verfahren zusa¨tzlich durchzufu¨hrende Berechnungen eine perfekte Skalierung verhindern. In
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Einzelfa¨llen kann aber auch, bedingt durch Eigenschaften des Rechnersystems, wie etwa
Cache-Architekturen, die im Mehrprozessorbetrieb besser ausgenutzt werden ko¨nnen, eine
Effizienz von mehr als 100% erreicht werden. Hierbei spricht man auch von einem superline-
aren Speedup oder Superskalierung.
Untersucht man den Einfluss des sequentiellen Anteils auf das Skalierungsverhalten, so






Hierbei beschreibt 0 ≤ cs ≤ 1 den nicht parallelisierten Anteil am Gesamtaufwand. Fu¨r
wachsendes p ergibt sich somit ein beschra¨nkter Speedup bzw. eine gegen Null tendierende
parallele Effizienz des Verfahrens. Der Einsatz von weiteren Prozessoren fu¨hrt in diesem Fall
zu keiner wesentlichen Reduktion der Laufzeit.
Sowohl der sequentielle Anteil eines Verfahrens, als auch ein zusa¨tzlicher Aufwand im
parallelen Algorithmus, hervorgerufen z.B. durch Kommunikation, lassen sich allgemein als
Overhead zusammenfassen. Formal ist dieser definiert als die Differenz der parallelen Laufzeit
aller Prozessoren und des sequentiellen Aufwands:
to(p) = pt(p)− t(1).













La¨sst sich nun zu einer gegebenen Effizienz 0 < E ≤ 1 stets ein Paar aus Problemgro¨ße,
und damit sequentieller Laufzeit, und Anzahl von Prozessoren finden, so dass das Verha¨ltnis
to(p)/t(1) den Wert (1/E)− 1 annimmt, so spricht man von Isoeffizienz (siehe auch [KR87]
und [GGKK03]). Dieses Konzept erlaubt eine allgemeinere Charakterisierung von parallelen
Algorithmen. Dabei wird ein Verfahren effizient bzw. skalierbar genannt, falls ein solcher
konstanter Quotienten in (6.1.3) erzielt werden kann.
Als Konsequenz aus dieser Definition folgt fu¨r alle skalierbaren Algorithmen ein Anwachsen
der parallelen Effizienz bei steigender Problemgro¨ße und konstanter Prozessoranzahl. Bei
Verfahren mit einer Komplexita¨t in O (1/p) ist diese Eigenschaft offensichtlich erfu¨llt. Aber
auch Algorithmen mit sequentiellen Anteilen ko¨nnen effizient sein, falls letztere bei steigender
Problemdimension geringer werden.
Fu¨r die Beurteilung der Skalierbarkeit erfolgt in den nachfolgenden numerischen Beispie-
len stets die Angabe der parallelen Effizienz fu¨r gegebene Paare von Prozessoranzahl und
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Problemdimension. Bei einem Rechnersystem mit verteiltem Speicher lassen sich einige Pro-
bleme allerdings nur mit einer hinreichend großen Anzahl von Prozessoren und dem damit
zur Verfu¨gung stehenden Speicher lo¨sen. In solchen Fa¨llen gelingt es somit, in Ermangelung
von Ergebnissen fu¨r p = 1, nicht, eine geeignete parallele Effizienz bzw. Skalierung zu defi-
nieren. Auf der anderen Seite la¨sst sich die Definition von S(p) und E(p) verallgemeinern,




p · t(p) . (6.1.4)
bezeichne dann die parallele Effizienz bezu¨glich p′. Die Untersuchung der Isoeffizienz erfolgt
hierbei analog.
6.2 Aufbau der Matrix
Eine Parallelisierung des Aufbaus der H-Matrix ist aus verschiedenen Gru¨nden sinnvoll.
Zum einen ist z.B. die Konstruktion der Matrixblo¨cke im Fall von BEM-Anwendungen
sehr aufwa¨ndig, da Auswertungen von komplexen Kernfunktionen oder Quadraturformeln
notwendig sind (siehe Abschnitt 2.4.1). Zum anderen la¨sst sich durch eine Verteilung der
H-Matrix in der Aufbauphase eine fu¨r spa¨tere Algorithmen, wie z.B. der Matrix-Vektor-
Multiplikation, optimale Lastverteilung realisieren.
Die Art und Weise, in der die H-Matrix aufgebaut wird, ha¨ngt zudem von den spa¨ter
verwendeten Algorithmen ab. So genu¨gt es z.B. fu¨r die Matrix-Vektor-Multiplikation, wenn
lediglich die Matrixblo¨cke konstruiert werden, die mit Bla¨ttern im Blockclusterbaum kor-
respondieren. Hingegen empfiehlt sich fu¨r die Matrix-Inversion der Aufbau der gesamten
Hierarchie, d.h. auch von Blockmatrizen fu¨r die inneren Knoten.
Im ersten Fall bildet die sequentielle Vorschrift
for all b ∈ L(T ) do
konstruiere den Matrixblock zu b;
die Basis fu¨r ein paralleles Verfahren. Der Vergleich mit Algorithmus 5.2.1 offenbart eine
große A¨hnlichkeit zu einer Online-Scheduling-Methode, weshalb diese Variante unter Ver-
wendung eines Threadpools beschrieben wird.
Der allgemeine Fall entspricht dagegen einem Graphendurchlauf durch den Blockcluster-
baum T , wobei fu¨r jeden Knoten eine entsprechende Matrix erzeugt wird. In beiden Fa¨llen
ist die Generierung der Matrizen zu einem gegebenen Knoten in der Regel unabha¨ngig von





Aufgrund der Arbeitsweise eines BSP-Rechners (siehe Abschnitt 5.2.2) empfiehlt sich die
Verwendung eines Oﬄine-Scheduling-Verfahrens. Die hierfu¨r notwendige Verteilungsfunkti-
on u¨ber dem Blockclusterbaum m sei als zula¨ssig und konsistent vorausgesetzt (siehe Ab-
schnitt 4.2). Fu¨r die Definition von m kann jeder der in Abschnitt 4 beschriebenen Algorith-
men zur Lastbalancierung genutzt werden.
Da fu¨r die Konstruktion einer H-Matrix mit konstanter Genauigkeit keine Kenntnisse u¨ber
die auftretenden Kosten vorliegen, beschra¨nkt sich die folgende Diskussion auf den Aufbau
von H-Matrizen mit einem festen Rang k. Die Kosten sind hierbei bestimmt durch den
Aufwand zur Berechnung einer Matrix u¨ber einem Knoten v:
cMB(v, k) =

cMB,z(v, k), v ∈ Lz
cMB,nz(v), v ∈ Lnz
c, sonst
.
Die Funktionen cMB,z und cMB,nz stellen applikationsabha¨ngige Kostenfunktionen zur Be-
rechnung eines Matrixblockes u¨ber zula¨ssigen bzw. nichtzula¨ssigen Blockclustern dar. Fu¨r das
BEM-Beispiel aus Abschnitt 2.4.1 ergeben sich z.B. unter Verwendung des ACA-Algorithmus:
cMB,z(τ, σ, k) = c1k2(|τ |+ |σ|) und cMB,nz(τ, σ) = c2|τ | · |σ|.
Die Konstante c ∈ R≥0 repra¨sentiert den Aufwand zum Aufbau der Datenstrukturen einer
Blockmatrix zur Darstellung von inneren Knoten in der H-Matrix. Abha¨ngig von der jewei-
ligen Implementierung und dem verwendeten Rechnersystem sind außerdem die Konstanten
c1 und c2 entsprechend anzupassen.
Der Graphendurchlauf zur Konstruktion derH-Matrix erfolgt rekursiv und entspricht einer
Tiefensuche. Die Rekursion stoppt, sobald ein Knoten erreicht wird, welcher nicht dem lo-
kalen Prozessor zugewiesen wurde. Durch die Konsistenzeigenschaft der Verteilungsfunktion
ist hierbei sichergestellt, dass alle lokalen Matrizen erzeugt werden.
procedure build (v, q)
if m(v) 6= ⊥ ∧ m(v) 6= q then
return ;
if v ∈ L(T ) then
konstruiere Matrixblock zu v;
else
konstruiere Blockmatrix zu v;
for all v′ ∈ S(v) do




Algorithmus 6.2.1: Paralleler H-Matrixaufbau mit Hierarchie
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Fu¨r die Komplexita¨t dieses Algorithmus ergibt sich mit obiger Kostenfunktion das folgende
Resultat:
Lemma 6.2.1 Sei M ∈ H(T, k) und sei WH,MB(M) der sequentielle Aufwand zur Kon-
struktion von M . Dann lautet die Komplexita¨t zur parallelen Konstruktion mit Hierarchie
von M durch Algorithmus 6.2.1:
WH,MB(M,p) = O (|V (T )| − |L(T )|) + WH,MB(M)
p
+ l. (6.2.1)
















Da jeder Prozessor ho¨chstens fu¨r alle inneren Knoten von T Blockmatrizen generieren muss,
folgt ein Gesamtaufwand von
1
p
pO (|V (T )| − |L(T )|) + ∑
v∈L(T )
cMB(v, k)




Das Ergebnis (6.2.1) impliziert einen sequentiellen Anteil des parallelen Algorithmus, wo-
mit ein optimaler paralleler Speedup nicht mo¨glich ist. Allerdings ist c im Vergleich zum
Aufwand fu¨r die Berechnung eines Matrixblocks verschwindend klein, weshalb die parallele
Effizienz von Algorithmus 6.2.1 praktisch optimale Werte erreicht.
6.2.1.1 Numerische Beispiele
Die Basis fu¨r die Beispiele in diesem Abschnitt bildet das BEM-Beispiel aus Abschnitt 2.4.1.
Der Parameter η der Zula¨ssigkeitsbedingung (2.4.4) besitzt dabei zuna¨chst den Wert η = 1.
Aufgrund des begrenzten Speichers des Parallelrechners konnte bei der gro¨ßten Problemdi-
mension nur mit minimal 4 CPUs gerechnet werden. In diesem Fall ist die parallele Effizienz
bezu¨glich p = 4 angegeben.
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Matrix-Aufbau, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 14.1 3.6 98.1 1.8 96.0 1.3 93.7 1.0 91.5
7 920 34.7 8.9 97.8 4.4 97.6 3.1 94.1 2.4 92.2
19 320 103.8 26.4 98.3 13.3 97.4 9.2 94.3 7.1 91.7
43 680 278.4 70.2 99.1 36.5 95.4 24.5 94.7 18.9 91.9
89 400 655.4 168.8 97.1 83.6 98.0 56.8 96.1 44.6 91.9
184 040 – 390.3 – 198.3 98.4 132.9 97.9 104.2 93.7
Obwohl eine leichte Abha¨ngigkeit von der Prozessoranzahl festzustellen ist, gelingt eine
effiziente Lastbalancierung. Somit stimmt die gewa¨hlte Kostenfunktion mit dem in der Pra-
xis auftretenden Aufwand im wesentlichen u¨berein. Der Verlust an paralleler Effizienz bei
steigendem p ist zum einen auf kleine Abweichungen der Kosten fu¨r den Aufbau vollbesetz-
ter bzw. R-Matrizen zuru¨ckzufu¨hren, etwa durch eine Abha¨ngigkeit von c1 und c2 von der
Blockgro¨ße (siehe auch Abschnitt 4.3.2). Zum anderen ergibt sich durch das gewa¨hlte Ab-
bruchkriterium (4.2.2) aus Abschnitt 4.2.3 eine geringe Ineffizienz. Der Aufwand zum Aufbau





































η = 1   
η = 2   
Abbildung 6.2.1: Abha¨ngigkeit der parallelen Effizienz von k (links) und η (rechts)
In Abbildung 6.2.1 ist parallele Effizienz des Matrixaufbaus bei einer Problemdimensi-
on von n = 19 320 fu¨r verschiedene Ra¨nge bzw. Werte von η aufgetragen. Aufgrund von
Beschra¨nkungen des verwendeten Rechnersystems konnte fu¨r diesen Test keine gro¨ßere Pro-
blemdimension genutzt werden.
Man erkennt nur eine geringe Abha¨ngigkeit der Effizienz von diesen beiden Variablen,
wobei die Schwankungen im wesentlichen durch Eigenschaften des Parallelrechners hervor-
gerufen werden. Insbesondere bei η = 2 fu¨hrt die kleine Problemgro¨ße zu sehr geringen
Laufzeiten und damit zu entsprechenden Messungenauigkeiten.
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6.2.2 Aufbau einer H-Matrix mittels Threadpool
Wie eingangs bereits angedeutet, eignet sich das Online-Scheduling besonders gut zur Kon-
struktion einer H-Matrix ohne Hierarchie. Unter Verwendung der in Abschnitt 5.2.1.1 defi-
nierten Funktionen lautet der entsprechende parallele Algorithmus:
procedure build tp( T )
procedure build leaf ( v )
konstruiere Matrixblock zu v;
for all v ∈ L(T ) do
tp run( build leaf( v ) );
tp sync all();
end;
Algorithmus 6.2.2: Paralleler Aufbau einer H-Matrix ohne Hierarchie





Online-Scheduling eignet sich aber auch zur Konstruktion einer H-Matrix mit Hierarchie.
Da hierbei allerdings die Verteilungsfunktion nicht explizit gegeben ist, kann eine entspre-
chende Rekursion nur bei den Bla¨ttern von T beendet werden, d.h. der Aufbau der Hier-
archieinformation erfolgt sequentiell. Im allgemeinen fu¨hrt dies zu einem, im Vergleich zu
Algorithmus 6.2.1 leicht erho¨hten Aufwand. Insgesamt la¨ßt sich die Komplexita¨t dieses Ver-
fahrens aber weiterhin durch (6.2.1) beschreiben.
Der so definierte, parallele Matrixaufbau mit Hierarchie ist in Algorithmus 6.2.3 zusam-
mengefaßt.
6.2.2.1 Numerische Beispiele
Das gleiche Beispiel wie im Falle eines BSP-Rechners wurde auch fu¨r die Berechnung auf einer
PRAM gewa¨hlt. Durch das Online-Scheduling und die damit verbundene Unabha¨ngigkeit von




procedure build tp hier( T )
procedure build leaf ( v )
konstruiere Matrixblock zu v;
end;
procedure build ( v )
if v ∈ L(T ) then tp run( build leaf( v ) );
else
konstruiere Blockmatrix zu v;
for all v′ ∈ S(v) do build( v′ );
endif;
end;
build( root(T ) );
tp sync all();
end;
Algorithmus 6.2.3: Paralleler Aufbau einer H-Matrix mit Hierarchie
Zuna¨chst sind aber in der nachfolgenden Tabelle die Laufzeiten des Matrixaufbaus fu¨r
einen festen Rang von k = 10 und dem Zula¨ssigkeitsparameter η = 1 dargestellt.
Matrix-Aufbau, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 10.3 2.6 97.9 1.4 95.0 0.9 95.7 0.7 95.0
7 920 25.3 6.4 98.3 3.2 97.7 2.2 96.8 1.7 95.9
19 320 75.5 19.4 97.5 9.7 97.6 6.5 97.1 4.9 96.3
43 680 202.3 51.0 99.1 25.7 98.5 17.2 97.8 13.0 97.6
89 400 481.7 120.0 100.3 61.7 99.8 41.2 99.1 30.6 98.4
184 040 1146.4 282.1 101.6 141.5 101.3 94.8 100.7 71.6 100.1
Bei allen Problemdimensionen ist eine sehr hohe parallele Effizienz zu beobachten. Deswei-
teren ist nur eine sehr kleine Abha¨ngigkeit der Effizienz von der Prozessoranzahl, verursacht
durch den sequentiellen Aufbau der Hierarchie, festzustellen. In einzelnen Fa¨llen tritt sogar
ein superlinearer Speedup auf.
Die Ergebnisse fu¨r das gleiche Beispiel bei Verwendung einer konstanten Genauigkeit von
ε = 10−4 lauten:
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Matrix-Aufbau, konstante Genauigkeit ε = 10−4
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 14.6 3.7 97.9 1.9 97.1 1.3 96.6 1.0 96.1
7 920 35.6 9.1 97.9 4.6 97.0 3.1 97.0 2.3 96.8
19 320 109.0 27.8 98.0 13.9 97.8 9.3 97.5 7.1 95.4
43 680 299.8 76.0 98.6 38.2 98.0 25.6 97.5 19.5 96.2
89 400 707.5 179.1 98.8 89.9 98.3 60.1 98.1 45.3 97.6
184 040 1747.6 426.8 102.4 213.9 102.1 143.1 101.8 108.1 101.0
Hierbei ergibt sich ein a¨hnliches Bild wie im Falle eines konstanten Ranges. Insbesondere
die hohe parallele Effizienz und die Unabha¨ngigkeit von der Anzahl der Prozessoren wird
auch mit einer festen Genauigkeit erreicht.
Der Einfluss des Ranges und der Genauigkeit auf die Effizienz des Algorithmus wird in
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Abbildung 6.2.2: Abha¨ngigkeit der parallelen Effizienz von k (links) und ε (rechts)
In beiden Fa¨llen ergeben sich a¨hnliche Ergebnisse, wobei mit steigendem Rang bzw. ho¨her-
er Genauigkeit auch die Effizienz wa¨chst. Allerdings sind die Unterschiede vergleichsweise
gering.
6.3 Matrix-Vektor-Multiplikation
In der Praxis wird die Matrix-Vektor-Multiplikation y = Ax mit A ∈ H(T ) und x ∈ RJ ,
y ∈ RI ha¨ufig in Verbindung mit einer Vektoraddition und Vektorskalierung benutzt. Aus
diesem Grund wird, wie auch im sequentiellen Fall im folgenden die erweiterte Matrix-Vektor-
Multiplikation
y := α ·A · x+ β · y (6.3.1)
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mit α, β ∈ R betrachtet. Um Vektoroperationen wie eine Addition oder ein Skalarprodukt
mit einer optimalen parallelen Komplexita¨t berechnen zu ko¨nnen, wird fu¨r die Vektoren x
und y eine gleichma¨ßige Verteilung u¨ber den p Prozessoren angenommen. Die entsprechenden




















definiert. Der Einfachheit halber wird hierbei angenommen, dass n bzw. m Vielfache von p
sind. Die lokalen Vektoren seien mit xq = x|Jq und yq = y|Iq bezeichnet.
In den folgenden Kapiteln werden verschiedene Algorithmen fu¨r die Matrix-Vektor-Multi-
plikation vorgestellt. Den Anfang macht dabei in Abschnitt 6.3.1 ein Verfahren, welches den
sequentiellen Algorithmus als Ausgangspunkt verwendet. Obwohl die resultierende parallele
Methode keine optimale parallele Effizienz garantiert, ist sie fu¨r viele Anwendungszwecke
hinreichend. Außerdem gestattet der Algorithmus die Verwendung einer existierenden se-
quentiellen Implementierung.
Ein anderer Zugang wird in Abschnitt 6.3.2 gewa¨hlt, um die Schwierigkeiten des ersten
Verfahrens zu u¨berwinden und einen Algorithmus zu konstruieren, der eine optimale Effizienz
ermo¨glicht.
In beiden Algorithmen kommen Oﬄine-Scheduling-Verfahren bei der Lastbalancierung
zum Einsatz. Deshalb werden die Methoden prima¨r fu¨r den allgemeineren Fall eines BSP-
Computers beschrieben. Die Angabe von Algorithmen fu¨r eine PRAM erfolgt nachtra¨glich
als entsprechend modifizierte Verfahren.
Aufgrund des Oﬄine-Schedulings wird fu¨r alle vorgestellten Algorithmen eine Kostenfunk-
tion beno¨tigt. Hierbei bilden die in Abschnitt 2.3 beschriebenen Darstellungen der Nied-
rigrangmatrizen als R(k)-Matrix und die D-Repra¨sentation fu¨r vollbesetzte Matrizen die
Grundlage. Damit ergibt sich die folgende Funktion fu¨r den Aufwand der Matrix-Vektor-
Multiplikation in jedem Matrixblock:
cMV(τ, σ, k) =
{
c1k · (|τ |+ |σ|), (τ, σ) ∈ Lz(T )
c2|τ | · |σ|, (τ, σ) ∈ Lnz(T )
. (6.3.3)
Auch hierbei gilt es, die Konstanten c1 und c2 je nach Rechnersystem anzupassen.
Bei hierarchischen Verteilungsalgorithmen, wie sie in Abschnitt 4.2.3 vorgestellt wurden,
ist diese Funktion ebenfalls fu¨r Blockmatrizen zu definieren:
cMV,h(τ, σ, k) =
{
cMV(τ, σ, k), (τ, σ) ∈ L(T )∑
b∈S(τ,σ) cMV(b, k), sonst
. (6.3.4)
6.3.1 Matrix-Vektor-Multiplikation ohne Blockaufteilung
Der erste und zugleich einfachere Algorithmus geht auf die vollbesetzte Matrix-Vektor-
Multiplikation zuru¨ck, wie sie in [McC95b] beschrieben wird. Hierbei ist die MatrixD ∈ RI×J
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in p Blo¨cke der Dimension n√p × m√p aufgeteilt, wobei Jq,mat und Iq,mat die Blockindexmen-











Abbildung 6.3.1: Aufteilung von x, y und D bei der vollbesetzten Multiplikation
Die Multiplikation erfolgt in 3 BSP-Schritten. Zuna¨chst wird yi, 0 ≤ i < p, mit β
multipliziert und xi an alle Prozessoren gesendet, die diesen fu¨r die lokale Matrix-Vektor-
Multiplikation beno¨tigen. Die Kosten fu¨r diesen Schritt betragen O (n/p) fu¨r die Skalierung
von y, g · n/p fu¨r das Versenden und g ·m/√p fu¨r Empfangen von x.
Im zweiten BSP-Schritt erfolgt die eigentliche Multiplikation mit einen Aufwand von
O (nm/p). Die Elemente des lokalen Ergebnisvektor y′i werden anschließend an die jewei-
ligen Prozessoren versandt. Hierbei entstehen g · n/√p Kosten.
Der letzte BSP-Schritt besteht darin, die lokalen Ergebnisse in den einzelnen Prozessoren
auf yi aufzuaddieren. Fu¨r jedes Element von yi ergeben sich hierbei
√
p Summanden, womit
Kosten von O (n/√p) resultieren.
Bemerkung 6.3.1 Die Berechnung des Produktes (6.3.1) mit einer vollbesetzten Matrix
A ∈ RI×J auf einem BSP-Rechner mit p Prozessoren besitzt eine Komplexita¨t von










+ l · 3. (6.3.5)
Der gleiche Algorithmus la¨sst sich fu¨r die Matrix-Vektor-Multiplikation von H-Matrizen
nutzen. Der einzige Unterschied besteht in der Verteilung der Matrix, da die n√p × m√p




procedure dense mul( i, α,Di, xi, β, yi )
{ Schritt 1 }
yi := β · yi;
for all 0 ≤ q < p mit Ji ∩ Jq,mat 6= ∅ do
bsp send( q, xi|Ji∩Jq,mat );
bsp sync();
{ Schritt 2 }
while bsp nmsgs() > 0 do
xq := bsp recv(); Xi := Xi ∪ {xq};
endwhile;






for all 0 ≤ q < p mit Ii ∩ Iq,mat 6= ∅ do
bsp send( q, y′i|Ii∩Iq,mat );
bsp sync();
{ Schritt 3 }
while bsp nmsgs() > 0 do
yq := bsp recv(); Yi := Yi ∪ {yq};
endwhile;





Algorithmus 6.3.1: Vollbesetzte Matrix-Vektor-Multiplikation
Außerdem ist die Verteilung der H-Matrix entscheidend fu¨r die Kommunikationskosten
wa¨hrend der Multiplikation. Als Beispiel seien die beiden Verteilungen in Abbildung 6.3.2
genannt. Beide Darstellungen zeigen die Matrixblo¨cke, die einem Prozessor zugewiesen wur-
den und bzgl. der Multiplikation identische Kosten verursachen.
(I) (II)
Abbildung 6.3.2: Unterschiedliche Verteilungen fu¨r H-Matrizen
Der wesentliche Unterschied zwischen beiden Verteilungen besteht in der ”Kompaktheit“
der Menge der lokalen Matrizen. Wa¨hrend in der Verteilung (I) Matrizen aus allen Teilen der
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Produktindexmenge I×J auftreten, bilden die Matrizen in der Verteilung (II) eine kompakte
Menge. Dies hat Auswirkungen auf die bei der Multiplikation auftretende Kommunikation.
Im Fall (I) ist u¨blicherweise der lokale Vektor xi an alle anderen Prozessoren zu senden. A¨hn-
liches gilt fu¨r den Ergebnisvektor y′i, welcher im allgemeinen eine Dimension von O (n) hat.
Die Summation im letzten Schritt von Algorithmus 6.3.1 erfolgt schließlich u¨ber O (p) Sum-
manden und erzeugt damit einen Aufwand von O (pn/p) = O (n). Die Gesamtkomplexita¨t
der Multiplikation bela¨uft sich damit auf





+ g · O (max {n,m}) + l · 3.
Hierbei wurde von Vermutung 4.3.3 Gebrauch gemacht, da die eigentliche Multiplikation
in den Matrixblo¨cken vo¨llig unabha¨ngig voneinander stattfinden kann, wodurch sich ein
Aufwand von WMV(A)/p ergibt. Die Gesamtkomplexita¨t der Matrix-Vektor-Multiplikation
ist allerdings weder bezu¨glich der Berechnung noch der Kommunikation optimal.
Bei der Verteilung (II) ist der Anteil des Vektors x, der fu¨r die lokale Multiplikation
beno¨tigt wird, wesentlich geringer. Gleiches gilt fu¨r die Dimension des lokalen Ergebnis-
vektors und somit fu¨r die Anzahl der Summanden im finalen Schritt. Folglich ist auch die
Komplexita¨t der Matrix-Vektor-Multiplikation kleiner als bei Verteilung (I).
6.3.1.1 Teilungsgrad und Verteilungsdurchmesser
Der bisher nur anschaulich definierte Begriff der Kompaktheit von Knotenmengen soll im
folgenden pra¨zisiert werden. Dies bezieht sich dabei insbesondere auf die prozessorlokalen
Knotenmengen, wie sie durch verschiedene Verteilungen bestimmt sind.
Betrachtet man einen einzelnen Index i ∈ I, so ist der Aufwand fu¨r das Versenden des
Vektors x, das Empfangen der Vektoren y′q und die Vektorsummation bzgl. i definiert durch
die Anzahl von Prozessoren, die diesen Index in einem Matrixblock beinhalten. Dies gibt
Anlass zu folgender Definition.
Definition 6.3.2 Es bezeichne L(T, q) die Bla¨tter von T , die Prozessor q zugewiesen wur-
den. Dann ist der Teilungsgrad dsh(i) des Index i ∈ I ∪ J wie folgt definiert:
dsh(i) = max {dzsh(i), dssh(i)} , (6.3.6)
mit
dzsh(i) = | {q | ∃(τ, σ) ∈ L(T, q) : i ∈ τ} | und
dssh(i) = | {q | ∃(τ, σ) ∈ L(T, q) : i ∈ σ} |.
Weiterhin sei dsh = maxi∈I dsh(i) der Teilungsgrad der Indexmenge I.
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d   = 3shz
shd   = 3s
I(T,q)
J(T,q)
Abbildung 6.3.3: Teilungsgrad und Verteilungsdurchmesser
Im Falle einer vollbesetzten Matrix ergibt sich ein Wert von dsh =
√
p, womit sich die
Komplexita¨t (6.3.5) umformulieren la¨sst zu













+ l · 3.
Bemerkung 6.3.3 Bei einer schwachbesetzten Matrix, wie sie im FEM-Beispiel in Ab-
schnitt 2.4.2 auftritt, ist die Anzahl von Matrixkoeffizienten pro Index beschra¨nkt durch eine
Konstante c. Somit gilt in diesem Fall auch fu¨r den Teilungsgrad: dsh ≤ c.
Fu¨r H-Matrizen ist dagegen die Angabe von dsh nicht ausreichend, um die Komplexita¨t
vollsta¨ndig zu formulieren, da sich die Gro¨ße des empfangenen Anteils von x und des lokalen
Ergebnisvektors hierdurch nicht beschreiben la¨sst. Beide Gro¨ßen sind ausschließlich von der
Menge der prozessorlokalen Blo¨cke abha¨ngig. Dies fu¨hrt zuru¨ck zu dem oben genannten
Kompaktheitsbegriff, welcher nun pra¨zisiert wird.
Definition 6.3.4 Fu¨r einen Blockclusterbaum T = T (I × J) und einen Prozessor q, 0 ≤
q < p, seien I(T, q) bzw. J(T, q) definiert als:
I(T, q) = {i ∈ I | ∃(τ, σ) ∈ L(T, q) : i ∈ τ} und
J(T, q) = {i ∈ J | ∃(τ, σ) ∈ L(T, q) : i ∈ σ} .
Seien weiterhin
diamz(T ) = max
0≤q<p
|I(T, q)| und diams(T ) = max
0≤q<p
|J(T, q)|.
Dann wird diam(T ) = max {diamz(T ),diams(T )} Verteilungsdurchmesser von T genannt.
Die Werte diamz(T ) und diams(T ) heißen auch Zeilen- bzw. Spaltendurchmesser von T .
Der Spaltendurchmesser entspricht der Dimension des Anteils von x, der fu¨r die Multi-
plikation notwendig ist. Die Gro¨ße des lokalen Ergebnisvektors y′i wird dagegen durch den
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Zeilendurchmesser definiert. Der Aufwand fu¨r die Kommunikation, d.h. das Empfangen von
x und Senden von yi im zweiten Schritt von Algorithmus 6.3.1 ist somit durch diam(T )
bestimmt.
Mit Hilfe von Definition 6.3.4 la¨sst sich Algorithmus 6.3.1 an die vera¨nderten Indexmengen
anpassen. Das Ergebnis ist der parallele Matrix-Vektor-Multiplikations-Algorithmus 6.3.2
fu¨r H-Matrizen. Dessen Komplexita¨t kann durch dsh(T ) und diam(T ) wie folgt formuliert
werden:
Bemerkung 6.3.5 Die Matrix-Vektor-Multiplikation (6.3.1) mit einer H-Matrix A ∈ H(T )
mittels Algorithmus 6.3.2 auf p Prozessoren hat einen Aufwand von













+ l · 3. (6.3.7)
Das Ziel eines Algorithmus zur Lastbalancierung der Matrix-Vektor-Multiplikation muss
es somit sein, die Werte von dsh(T ) und diam(T ) zu minimieren.
procedure mv mul( i, α,Ai, xi, β, yi )
{ Schritt 1 }
yi := β · yi;
for all 0 ≤ q < p mit Ji ∩ J(T, q) 6= ∅ do
bsp send( q, xi|Ji∩J(T,q) );
bsp sync();
{ Schritt 2 }
while bsp nmsgs() > 0 do
xq := bsp recv(); Xi := Xi ∪ {xq};
endwhile;






for all 0 ≤ q < p mit Ii ∩ I(T, q) 6= ∅ do
bsp send( q, y′i|Ii∩I(T,q) );
bsp sync();
{ Schritt 3 }
while bsp nmsgs() > 0 do
yq := bsp recv(); Yi := Yi ∪ {yq};
endwhile;





Algorithmus 6.3.2: Parallele Matrix-Vektor-Multiplikation fu¨r H-Matrizen
6.3.1.2 Lastbalancierung ohne Kommunikation
Fu¨r die Lastbalancierung der Matrix-Vektor-Multiplikation wird zuna¨chst davon ausgegan-
gen, dass die Kosten der eigentlichen Multiplikation gegenu¨ber dem Kommunikationsaufwand
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dominieren. Die verwendeten Algorithmen beru¨cksichtigen deshalb nicht direkt den Aufwand
fu¨r das Versenden oder Empfangen eines Vektorelements. Das Hauptaugenmerk liegt somit
auf der Reduktion von dsh(T ).
Eine Bedingung fu¨r die Minimierung von dsh(T ) sind mo¨glichst ”kompakte“ MengenL(T, q), d.h. eine große Na¨he der prozessorlokalen Matrizen (vgl. Verteilung (II) in Abbil-
dung 6.3.2). Dies erinnert an die Eigenschaften von raumfu¨llenden Kurven im Zusammenhang
mit Sequenzpartitionierung, wie diese in Abschnitt 4.2.2 diskutiert wurden. Dort kam die
Eigenschaft raumfu¨llender Kurven zum Tragen, bei der aneinandergrenzende Teilintervalle
im allgemeinen auf benachbarte Fla¨chenelemente abgebildet werden. Die Teilsequenzen, die
sich durch die Sequenzpartitionierung ergeben, fu¨hrten damit auch zu kompakten Mengen
von Blockclustern.
Der sich hierdurch ergebende Vorteil fu¨r dsh(T ) ist in Abbildung 6.3.4 dargestellt. Hierbei
wurden sowohl LPT-Scheduling als auch Sequenzpartitionierung genutzt, um eine Lastbalan-



















Abbildung 6.3.4: Teilungsgrad fu¨r LPT-Scheduling und Hilbert-Kurve
Deutlich erkennbar ist die lineare Abha¨ngigkeit des Teilungsgrades von der Anzahl der
Prozessoren bei Verwendung des LPT-Algorithmus. Lediglich fu¨r vergleichsweise große Wer-
te von p reduziert sich die Ordnung von dsh(T ). Der Grund hierfu¨r liegt in den mit wachsen-
dem p kleiner werdenden Mengen L(T, q). Hierdurch sinkt die Wahrscheinlichkeit, dass ein
Index von allen Prozessoren geteilt wird. Dagegen nimmt der Teilungsgrad der mittels Se-
quenzpartitionierung bestimmten Verteilung bereits bei kleinem p deutlich reduzierte Werte
an.
Eine genauere Untersuchung des Teilungsgrades fu¨r die verschiedenen, in Abschnitt 4.2.2
vorgestellten Kurven ergibt einO (√p)-Verhalten fu¨r dsh(T ). Die jeweils gefitteten Ergebnisse
fu¨r die einzelnen Kurven sind in den Abbildungen 6.3.5 und 6.3.6 dargestellt. Hierbei ergibt
sich ein leichter Vorteil bei Verwendung der Hilbert- bzw. der zu dieser a¨hnlichen Moore-
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Kurve. Die Ursache hierfu¨r ist in der gro¨ßeren Lokalita¨t der jeweils abgebildeten Intervalle
bei diesen Kurventypen zu finden, welche bei der Z- und der Lebesgue-Kurve durch Spru¨nge












































































Abbildung 6.3.6: Teilungsgrad fu¨r Z- und Lebesgue-Kurve
Leider fu¨hrt Sequenzpartitionierung mit raumfu¨llenden Kurven nicht gleichzeitig auch zu
einer Reduktion des Durchmessers diam(T ). Der Grund hierfu¨r liegt darin, dass stets ganze
Blockcluster bzw. Matrizen auf die einzelnen Prozessoren verteilt werden. Somit ist diam(T )
durch die Dimension des gro¨ßten zula¨ssigen Blockes beschra¨nkt, wobei bei den H-Matrizen
u¨blicherweise Blockgro¨ßen der Ordnung n angestrebt werden. Diese Eigenschaft ist prinzi-
pieller Natur und liegt somit bei allen Algorithmen zur Lastbalancierungen vor, sofern die
Matrizen selbst nicht geteilt werden.
Der durch diam(T ) induzierte Kommunikationsaufwand von max {n,m} dominiert folglich
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den entsprechenden Term in (6.3.7). Werden desweiteren die experimentell ermittelten Werte
fu¨r dsh verwendet, so la¨sst sich die Komplexita¨t der parallelen Matrix-Vektor-Multiplikation
wie folgt angeben:
Bemerkung 6.3.6 Unter der Annahme, dass dsh ∼ √p, besitzt Algorithmus 6.3.2 fu¨r H-
Matrizen A ∈ H(T ) eine Komplexita¨t von







+ g · O (max {n,m}) + l · 3. (6.3.8)
6.3.1.3 Lastbalancierung mit Kommunikation
In dem Beispiel in Abbildung 6.3.7 wurde eine Verteilung der Matrizen fu¨r die Matrix-Vektor-
Multiplikation mittels Sequenzpartitionierung und Hilbert-Kurven berechnet. Dabei ergibt
sich durch die stark variierenden Kosten von Matrizen nahe der Diagonalen und von Blo¨cken
entfernt davon ein Zeilendurchmesser, welcher im wesentlichen n gleicht. Analog lassen sich
Beispiele konstruieren, in denen der Spaltendurchmesser m entspricht. Auch wenn, wie im
letzten Abschnitt beschrieben, sich die Ordnung des Verteilungsdurchmessers nicht verrin-
gern la¨sst, so besteht doch die Mo¨glichkeit, den absoluten Wert von diam(T ) zu reduzieren.
I  (T,0)z
Abbildung 6.3.7: Zeilendurchmesser fu¨r Sequenzpartitionierung mit Hilbert-Kurven
Im letzten Abschnitt wurden die Kommunikationskosten fu¨r das Versenden eines Vek-
torelementes nicht bei der eigentlichen Lastbalancierung beru¨cksichtigt. Die Annahme war,
dass sie im Vergleich zur Multiplikation vernachla¨ssigbar sind. Trifft dies jedoch nicht zu,
fu¨hrt die ungleichma¨ßige Verteilung wie in Abbildung 6.3.7 zu einem sehr großen Aufwand
bei der Kommunikation. Gesucht ist deshalb ein Algorithmus, welcher die beiden Aspekte
gleichzeitig beru¨cksichtigt.
Eine Mo¨glichkeit hierzu besteht in einem modifizierten Sequenzpartitionierungsalgorith-
mus. Die Grundlage bildet dabei das Bisektionsverfahren 4.1.7 aus Abschnitt 4.1.3, da der
Lo¨sungsalgorithmus 4.1.6 fu¨r das Sequenzpartitionierungsproblem nicht auf die hier vorge-
stellte Art vera¨ndert werden kann.
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Wa¨hrend des Ablaufs des Bisektionsalgorithmus 4.1.7 werden Blockcluster entsprechend
der Reihenfolge, wie sie die verwendete raumfu¨llende Kurve definiert, zu L(T, q) hinzugefu¨gt.
Eine neue Sequenz wird begonnen, sobald
∑
b∈L(T,q) c(b) die Kosten der maximalen Teilse-
quenz der Partition u¨bersteigen. Die Modifizierung besteht nun darin, in diesen Vergleich
auch den Aufwand fu¨r die Kommunikation mit einzubeziehen.
Sei im folgenden ccom > 0 der Aufwand fu¨r das Versenden und Empfangen eines Vektor-
elements. Die Kommunikationskosten eines einzelnen Prozessors q sind somit durch
ccom · (diamz(T, q) + diams(T, q))
bestimmt. Die Gesamtkosten der Matrix-Vektor-Multiplikation, die Prozessor q verursacht,
lauten entsprechend




Dieser Aufwand definiert damit auch das Abbruchkriterium innerhalb des Bisektionsverfah-
rens. Die vollsta¨ndige Partitionierung ist im folgenden Algorithmus dargestellt.
procedure partition com( L(T ), cmax, ccom )
c := 0; p := 0;
for all (τ, σ) ∈ L(T ) do
c′ := cMV,k(τ, σ);
if c+ c′ + ccom · (diamz(T, p) + diams(T, p)) > cmax then
p := p+ 1; c := c′;
else
c := c+ c′;




Algorithmus 6.3.3: Sequenzpartitionierung mit Kommunikation
Notwendig fu¨r die Bisektion ist weiterhin die Angabe des Suchintervalls. Nach unten ist die-
ses Intervall nur durch 0 beschra¨nkt. In diesem Fall verrichtet ein Prozessor keinerlei Arbeit.
Wird dagegen die gesamte Matrix-Vektor-Multiplikation auf nur einem einzigen Prozessor
ausgefu¨hrt, ergeben sich die nachfolgend beschriebenen minimalen und maximalen Kosten.
Letztere setzen sich hierbei aus der Multiplikation und dem Versenden des Ergebnisses an
alle anderen Prozessoren zusammen.
cmin = 0 und cmax =
∑
b∈L(T )
c(b) + ccom ·max {n,m} . (6.3.9)




procedure greedy seq part com( L(T ), p, ccom )
Setze cmin und cmax entsprechend zu (6.3.9);
while cmin 6= cmax do
cavg = 12 (cmin + cmax);
p′ = partition com( L(T ), cavg, ccom );
if p′ < p then cmax = cavg;
else cmin = cavg;
if p′ = p and |1− c/C| < ε then return
endwhile;
end;
Algorithmus 6.3.4: Bisektion mit Kommunikation
Algorithmus 6.3.4 kann ebenfalls innerhalb der hierarchischen Verteilungsalgorithmen aus
Abschnitt 4.2 verwendet werden.
Der Aufwand fu¨r das urspru¨ngliche Bisektionsverfahren ist bestimmt durch den Unter-
schied der Kosten fu¨r das maximale Element der Sequenz und die Gesamtkosten (siehe
(4.1.13)). In der modifizierten Variante gehen dagegen allein die maximalen Kosten cmax ein.
Da cmax dem Aufwand der Matrix-Vektor-Multiplikation plus Kommunikation entspricht,
ergibt sich das folgende Resultat.
Lemma 6.3.7 Sei T (I×J) ein Blockclusterbaum und fu¨r alle v ∈ V (T )\L(T ) gelte: d(v) ≥
2. Dann besitzt Algorithmus 6.3.4 eine Komplexita¨t von
O (cspmax {n,m} log (csp(T )p(T )max {n,m})) .
Beweis: Nach Bemerkung (2.1.1) gilt fu¨r die Kardinalita¨t der Knotenmenge in T : |V (T )| =
O (cspmax {n,m}). Die La¨nge des Suchintervalls wird durch die maximalen Kosten be-
schra¨nkt, welche nach Lemma 3.1.2 durch O (csp(T )p(T )max {n,m}) gegeben sind. Damit
folgt die Behauptung. 
6.3.1.4 Matrix-Vektor-Multiplikation mittels Threadpool
Unter Verwendung eines Threadpools (siehe Abschnitt 5.2.1.1) vereinfacht sich Algorith-
mus 6.3.2, da die Kommunikation auf einem Rechner mit gemeinsamem Speicher entfa¨llt.
Hierdurch ko¨nnen die ersten beiden BSP-Schritte zusammengefasst werden. Lediglich die
Summation der lokalen Teilergebnisse muss in einem einzelnen Schritt erfolgen, da hierfu¨r
zuna¨chst die Berechnung sa¨mtlicher Matrix-Vektor-Produkte notwendig ist.
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procedure mv mul tp( α,A, x, β, y )
procedure mat vec ( i, β, yi, Ai, x )
yi := β · yi; y′i := αAix;
end;
procedure sum ( i, yi )
Yi :=
{
y′j | Ii ∩ I(T, j) 6= ∅
}
;






for 0 ≤ i < p do tp run( mat vec( i, β, yi, Ai, xi ) );
tp sync all();
for 0 ≤ i < p do tp run( sum( i, yi ) );
tp sync all();
end;
Algorithmus 6.3.5: Parallele Matrix-Vektor-Multiplikation mit Threadpool
Da keine Kommunikation bei der Analyse von Algorithmus 6.3.5 zu beachten ist, la¨sst sich
auch die Abscha¨tzung der Komplexita¨t entsprechend vereinfachen.
Bemerkung 6.3.8 Die Berechnung des Matrix-Vektor-Produktes (6.3.1) fu¨r eine H-Matrix
A ∈ H(T ) auf einem Rechner mit gemeinsamem Speicher und p Prozessoren hat einen
Aufwand von








Mit dem experimentellen Ergebnis dsh ∼ √p ergibt sich damit








Da die Anzahl der Prozessoren auf einem Rechnersystem mit gemeinsamem Speicher be-
grenzt ist (siehe Abschnitt 5.2.1), dominiert u¨blicherweise der erste Term in dieser Abscha¨tz-
ung. Aus diesem Grund besteht in der Praxis die Mo¨glichkeit, dass eine andere, bessere Last-
verteilung, etwa mittels LPT- oder Multifit-Scheduling zu einer geringeren Laufzeit fu¨hrt,
obwohl der Teilungsgrad von gro¨ßerer Ordnung ist.
6.3.1.5 Numerische Beispiele
Das Modellproblem fu¨r die nachfolgenden numerischen Tests bildet das BEM-Beispiel aus
Abschnitt 2.4.1, wobei zuna¨chst in der Zula¨ssigkeitsbedingung (2.4.4) η = 1 gewa¨hlt wird. Da
bei der auftretenden Systemmatrix die einzelnen Matrixkoeffizienten typischerweise ungleich
0 sind, entspricht die angenommene Kostenfunktion (6.3.3) den realen Kosten.
In der folgenden Tabelle sind die Laufzeiten und die parallele Effizienz von Algorith-
mus 6.3.2 mittels der in Abschnitt 6.3.1.2 beschriebenen Lastverteilung, d.h. ohne explizite
Beru¨cksichtigung der Kommunikationskosten, angegeben.
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100× Matrix-Vektor-Multiplikation, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 6.7 2.2 74.7 1.5 57.4 1.3 44.4 0.9 44.8
7 920 16.3 5.1 80.2 3.4 59.4 2.4 56.0 2.0 51.1
19 320 48.0 14.1 84.9 8.0 74.8 6.2 64.2 5.1 58.4
43 680 128.0 35.9 89.1 21.6 73.9 16.4 65.0 13.5 59.1
89 400 303.6 86.5 87.7 45.6 83.3 34.5 73.4 28.0 67.9
184 040 – 198.2 – 113.0 87.7 81.8 80.8 63.0 78.7
Deutlich erkennbar ist die große Abha¨ngigkeit der Effizienz von der Zahl der Prozesso-
ren, im wesentlichen hervorgerufen durch den Kommunikationsaufwand. Insbesondere bei
kleinen Problemdimensionen ergibt sich hierdurch eine sehr geringe parallele Skalierung.
Aufgrund der wachsenden und schließlich dominierenden Kosten der eigentlichen Multipli-
kation wa¨chst die Effizienz aber mit n, was auf einen skalierbaren Algorithmus hindeutet
(siehe Abschnitt 6.1).
Motiviert durch den beobachteten Einfluss der Kommunikation auf die parallele Effizi-
enz stellt sich die Frage nach einer Optimierung der Multiplikation unter einer expliziten
Einbeziehung der Kommunikationskosten wie sie mittels Algorithmus 6.3.3 vorgenommen
wird.
100× Matrix-Vektor-Mult. ohne/mit Kommunikation, n = 184 040
p = 8 p = 12 p = 16
k ccom = 0 ccom = 20 ccom = 0 ccom = 20 ccom = 0 ccom = 20
1 46.9 41.6 33.5 31.0 30.5 28.2
3 57.7 54.2 44.8 39.5 36.4 31.1
5 76.6 71.2 57.8 51.6 44.3 39.8
7 90.2 88.5 66.4 62.8 51.8 46.0
10 113.0 111.5 81.8 77.5 63.0 58.6
15 152.9 147.6 109.1 105.0 82.3 77.0
Je nach Rang und Prozessorzahl sind teilweise deutliche Reduktionen der Laufzeit und da-
mit Steigerungen der Effizienz zu verzeichnen. Allerdings la¨sst sich keine allgemeine Aussage
daru¨ber treffen, unter welchen Bedingungen der Effekt am gro¨ßten ist. Aus theoretischen
U¨berlegungen heraus sollte sich bei einem kleinen Rang die gro¨ßte Effizienzsteigerung zei-
gen, da der Anteil der eigentlichen Multiplikation am Gesamtaufwand in diesem Fall am
geringsten ist.
In Abbildung 6.3.8 ist die Effizienz bei unterschiedlichem Rang und Zula¨ssigkeitsparameter
dargestellt. Um die Skalierung bezu¨glich einem Prozessor berechnen zu ko¨nnen, wurde die
Problemdimension hierbei bei einem vergleichsweise kleinen Wert von n = 19 320 festgesetzt.
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Abbildung 6.3.8: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. η (rechts)
kleiner Wert fu¨r csp, zu einer relativ geringen parallelen Effizienz fu¨hren. Hierbei sei allerdings
erwa¨hnt, dass die Laufzeiten in diesen Fa¨llen bei dem gewa¨hlten Beispiel sehr kurz sind und
somit die Kommunikation dominiert. Ist die H-Matrix dagegen datenstark, d.h. sie besitzt
einen großen Rang oder ein großes csp, so tritt die Kommunikation in den Hintergrund und
die Effizienz steigt an.
Die Berechnung des gleichen Problems erfolgt nun auf einem Rechnersystem mit gemeinsa-
mem Speicher. Die Laufzeiten und parallele Effizienz des hierfu¨r genutzten Algorithmus 6.3.5
sind in der folgenden Tabelle aufgefu¨hrt.
100× Matrix-Vektor-Mult., konstanter Rang k = 10 (PRAM)
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 4.4 1.3 82.4 0.7 75.5 0.5 69.7 0.4 63.2
7 920 10.3 3.0 85.2 1.6 81.2 1.1 79.0 0.9 73.4
19 320 29.4 8.2 89.7 4.4 84.3 3.0 80.9 2.4 76.9
43 680 74.5 20.7 89.8 10.8 85.9 7.5 83.3 5.8 80.0
89 400 168.1 47.3 88.8 24.2 86.7 16.6 84.5 13.1 80.2
184 040 382.6 105.1 91.0 54.6 87.6 37.6 84.7 29.6 80.7
Im Falle einer PRAM ergibt sich ein zu einer BSP-Berechnung a¨hnliches Bild der Matrix-
Vektor-Multiplikation. Die parallele Effizienz steigt mit der Problemdimension an. Allerdings
ergeben sich ob der fehlenden Kommunikation bessere Effizienzwerte.
Neben der Multiplikation mit einer H-Matrix bei konstantem Rang besteht auf einer
PRAM ebenfalls die Mo¨glichkeit, die H-Matrix mit konstanter Genauigkeit und somit va-




100× Matrix-Vektor-Mult., konstante Genauigkeit ε = 10−4 (PRAM)
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 5.8 1.7 84.1 1.0 76.6 0.7 68.3 0.6 65.0
7 920 13.9 4.0 88.1 2.2 80.9 1.5 75.3 1.2 71.9
19 320 39.2 11.2 87.2 5.9 83.4 4.3 76.4 3.3 74.8
43 680 101.9 29.3 86.9 15.2 83.9 10.8 78.9 8.2 77.7
89 400 231.9 65.6 88.3 34.4 84.1 23.6 81.9 18.7 77.7
184 040 534.4 147.1 90.8 76.6 87.2 53.2 83.7 41.7 80.0
Die parallele Effizienz entspricht dabei im wesentlichen den Werten, die mit einem konstan-
ten Rang erzielt wurden. Die Abweichungen lassen sich durch den Einfluss des eingesetzten
Zuteilungsverfahrens bzw. des Abbruchkriteriums (4.2.2) erkla¨ren.
Ebenfalls untersucht wurde der Einfluss des Ranges und der Genauigkeit auf die parallele
































Abbildung 6.3.9: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. ε (rechts)
Man erkennt deutlich, dass die Effizienz der parallelen Matrix-Vektor-Multiplikation auf
einer PRAM praktisch unabha¨ngig von k und ε ist. Bis auf kleine Schwankungen, die durch
das Rechnersystem verursacht sind, zeigen alle Kurven das gleiche Verhalten.
6.3.2 Matrix-Vektor-Multiplikation mit Blockaufteilung
Im letzten Abschnitt war die Effizienz des Matrix-Vektor-Multiplikationsalgorithmus be-
schra¨nkt durch die maximale Gro¨ße der Bla¨tter im Blockclusterbaum. Weiterhin skaliert der
Algorithmus nur bzgl.
√
p, da der Teilungsgrad dsh(T ) nicht konstant ist.
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In diesem Abschnitt wird ein alternativer Algorithmus vorgestellt, der diese Beschra¨nkun-
gen u¨berwindet. Im Gegensatz zur blockorientierten Verteilung wird die Last in diesem Fall
bezu¨glich der Indexmengen bzw. der Clusterba¨ume balanciert.
Definition 6.3.9 Sei I eine Indexmenge und T (I) ein Clusterbaum u¨ber I und sei m :
L(T (I))→ {0, . . . , p− 1} eine Verteilungsfunktion bezu¨glich der Bla¨tter in T (I). Dann sei





die durch m(q) induzierte Indexmenge.
Anstelle der Bla¨tter in T (I) lassen sich die Indizes auch direkt verteilen. Man beachte
aber, dass fu¨r nmin = 1 die jeweils induzierten Mengen I(q) identisch sind.
Eine gegebene Verteilung der Indizes la¨sst sich auch auf die Bla¨tter des Blockclusterbaumes
u¨bertragen.
Definition 6.3.10 Sei T = T (I×J) ein Blockclusterbaum u¨ber T (I) und T (J) und mI und
mJ Verteilungsfunktionen bzgl. L(T (I)) bzw. L(T (J)). Dann seien die Mengen Lz(T, q) und
Ls(T, q) wie folgt definiert:
Lz(T, q) = {(τ, σ) ∈ L(T ) | τ ∩ I(mI , q) 6= ∅} und
Ls(T, q) = {(τ, σ) ∈ L(T ) |σ ∩ J(mJ , q) 6= ∅}
Die Indizes z und s stehen hierbei fu¨r Zeilen bzw. Spalten und deuten die zeilen- bzw.
spaltenorientierte Verteilung von L(T ) an. Ein Beispiel hierfu¨r ist in Abbildung 6.3.10 zu
sehen. Dargestellt sind dort die einzelnen Teilmatrizen der R- bzw. D-Matrizen, die einem
Prozessor zugeordnet werden.
6.3.2.1 Einfacher Fall ohne Blockteilung
Zuna¨chst soll eine einfache Version des Algorithmus dazu dienen, die wesentlichen Techniken
zu illustrieren. Betrachtet wird hierzu die H-Matrix aus Abbildung 6.3.10. Fu¨r die Vektoren
x und y findet die bereits beschriebene Aufteilung in Blo¨cke der Dimension n/p Verwendung.




















Der Einfachheit halber wird zuna¨chst davon ausgegangen, dass kein Blockcluster auf zwei
verschiedenen Prozessoren vorhanden ist und somit Lz(T, q) ∩ Lz(T, q′) = ∅ fu¨r q 6= q′ gilt.
Analoges sei fu¨r Ls(T, q) vorausgesetzt. In der Praxis ist dies nur bei kleinen Prozessorzahlen
erfu¨llt. Fu¨r die Anzahl von Blockclustern in den Mengen Lz(T, q) und Ls(T, q) ergibt sich





Abbildung 6.3.10: H-Matrix (links) und Datenblo¨cke auf Prozessor 1 (rechts)
Bemerkung 6.3.11 Da |I(q)| = n/p und |J(q)| = m/p gilt und somit die Zahl der Knoten
in den Clusterba¨umen bzgl. I(q) und J(q) durch O (n/p) bzw. O (m/p) bestimmt ist, folgt:











Wichtigstes Merkmal des folgenden Multiplikationsalgorithmus ist die Aufspaltung der
Multiplikation x = Ry mit R(k, τ, σ)-Matrizen R = ARBTR ∈ Rτ×σ in die Produkte y′ = BTRy
und x = ARy′. Hierfu¨r wird R nicht vollsta¨ndig auf einem Prozessor gespeichert, sondern
die Matrix AR wird q mit (τ, σ) ∈ Ls(T, q) zugewiesen. Analog wird BR auf Prozessor q′
gespeichert, falls (τ, σ) ∈ Lz(T, q′). Letzteres gilt auch fu¨r vollbesetzte Matrizen D ∈ Rτ×σ.
Die eigentliche Matrix-Vektor-Multiplikation erfolgt in zwei Schritten. Zuna¨chst werden
die Produkte BTRx|σ berechnet. Das Ergebnis sind Vektoren y′q der Dimension k. Außerdem
werden alle Produkte mit vollbesetzten Matrixblo¨cken ermittelt, jeweils mit Ergebnisvekto-
ren der Gro¨ße nmin.
Anschließend erfolgt der Austausch der Daten. Das Produkt y′ = BTRx|σ wird an den Pro-
zessor q′ mit τ ∈ Iq′ gesendet. Analoges gilt fu¨r das Produkt Dx|σ. Nach der anschließenden
globalen Synchronisation des BSP-Rechners erfolgt die Berechnung der Produkte Ay′ mit
den zu Blockclustern (τ, σ) ∈ Lz(T, q) korrespondierenden R(k, τ, σ)-Matrizen. Die hierbei
entstehenden Vektoren ko¨nnen direkt auf den lokalen Vektor yi addiert werden.
Der vollsta¨ndige BSP-Algorithmus lautet somit:
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procedure mv mul2( A, x, y, q )
{ Schritt 1 }
yi := β · yi;
for all b = (τ, σ) ∈ Ls(T, q) do




bsp send( y(b) zu q mit τ ∈ Iq );
endfor;
bsp sync();
{ Schritt 2 }
for all b = (τ, σ) ∈ Lz(T, q) do
if M(b) ist R(k, b)-Matrix then
yi|τ := yi|τ + αA(M(b))y(b);
else




Algorithmus 6.3.6: Algorithmus zur Matrix-Vektor-Multiplikation
Der große Vorteil der beschriebenen Aufteilung liegt darin, dass bzgl. der Vektoren x und
y keine Kommunikation notwendig ist. Im ersten Schritt wird lediglich der lokale Anteil xi
beno¨tigt, wa¨hrend die Ergebnisse des zweiten Schrittes direkt auf yi addiert werden ko¨nnen.
Die eigentliche Kommunikation ist dagegen nur von der Zahl der lokalen Blockcluster und
vom Rang bzw. der minimalen Blockgro¨ße nmin abha¨ngig.
Fu¨r einfache H-Matrizen, bei denen die Kosten der eigentlichen Matrix-Vektor-Multipli-
kation fu¨r jeden Prozessor gleich sind, ergibt sich folgende Abscha¨tzung der Komplexita¨t von
Algorithmus 6.3.6.
Lemma 6.3.12 Seien Cs(q) und Cz(q) die Kosten pro Prozessor q, die durch die Matrix-
Vektor-Multiplikation der zu Ls(T, q) bzw. Lz(T, q) korrespondierenden Matrizen hervorge-
rufen werden. Es gelte: Cs(q) = Cs(q′) und Cz(q) = Cz(q′) fu¨r q 6= q′. Dann folgt fu¨r die
Komplexita¨t von Algorithmus 6.3.6:




+ g · O
(




+ l · 2.
Beweis: Die Berechnung der Vektoren y(b) fu¨r b ∈ Ls(T, q) in Schritt 1 entspricht einer
Matrix-Vektor-Multiplikation und besitzt den Aufwand (3.1.5). Dies gilt ebenfalls fu¨r die
Berechnung im zweiten Schritt.
107
6 Parallele H-Arithmetik
Nach Bemerkung 6.3.11 werden in Schritt 1 O (cspmax {n,m} /p) Vektoren y(b) der Di-
mension k, falls b ∈ Lz(T ), bzw. nmin, falls b ∈ Lnz(T ) erzeugt. Damit folgt ein Kommunika-
tionsaufwand von g · O
(
1
pcspmax {k, nmin}max {n,m}
)




pcspmax {k, nmin}max {n,m}
)
viele Daten.
Die Summation der einzelnen Kosten ergibt schließlich (6.3.11). 
Bei einer gleichma¨ßigen Verteilung der Multiplikationskosten u¨ber die Indexmenge I zeigt
Algorithmus 6.3.6 somit eine optimale Komplexita¨t und parallele Effizienz.
6.3.2.2 Der allgemeine Fall
Nachdem im vorigen Abschnitt die grundlegenden Techniken anhand eines Spezialfalles ein-
gefu¨hrt wurden, soll nun der allgemeine Fall untersucht werden, bei dem die Kosten der
Multiplikation nicht notwendigerweise gleichma¨ßig u¨ber I bzw. J verteilt sind und ein belie-
biges p erlaubt ist. Allerdings wird weiterhin min {n,m}  p vorausgesetzt.
Betrachten wir zuna¨chst Schritt 1 von Algorithmus 6.3.6, d.h. die Berechnung des Matrix-
Vektor-Produktes aller vollbesetzten Matrizen und von BTx aller R-Matrizen. Fu¨r die Auf-
teilung der Multiplikation wird die Menge L(T (J)) betrachtet, welche fu¨r nmin = 1 der
Indexmenge J entspricht. Sei mJ eine konsistente Verteilungsfunktion u¨ber T (J) (siehe Ab-
schnitt 4.2).
0 1 2 3
Abbildung 6.3.11: Verfeinerung der Blattmenge bezu¨glich T (J) und mJ
Die Aufteilung von T (J) durch mJ fu¨hrt im allgemeinen zu einer Spaltung gro¨ßerer Block-
cluster in T , d.h. ein Blockcluster (τ, σ) ∈ L(T ) mitmJ(σ) = ⊥ wird mindestens zwei Prozes-
soren zugewiesen. Dies wu¨rde dazu fu¨hren, dass die Multiplikation eines solchen Blockes von
allen beteiligten Prozessoren durchgefu¨hrt wird. Um die damit korrespondierende parallele
Ineffizienz zu vermeiden werden die Bla¨tter in T bezu¨glich T (J) so lange verfeinert, bis der
entsprechende Cluster auf genau einen Prozessor verteilt ist. In Abbildung 6.3.11 ist dies in
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mJ(σ) 6= ⊥ ∧
(∃σ′ ∈ T (J) : (τ, σ′) ∈ L(T ) ∧ σ′ ∗−→ σ ∧
¬∃σ′′ ∈ T (J) : (mJ(σ′′) 6= ⊥ ∧ σ′′ → σ))
 .
Aufgrund der Definition ist die Menge Ls(T ) eindeutig. Die Berechnung von Ls(T ) erfolgt
analog zur Konstruktion des Blockclusterbaumes mittels Algorithmus 2.2.1 in Abschnitt 2.2,
wobei in diesem Fall nur der Cluster σ verfeinert wird:
procedure build L s( τ, σ,mJ )
if (τ, σ) ∈ L(T ) ∧ mJ(σ) 6= ⊥ then return ;
else
for all σ′ ∈ S(σ) do
S(τ, σ) = S(τ, σ) ∪ {(τ, σ′)};




Algorithmus 6.3.7: Aufbau von Ls(T )
Man beachte, dass im allgemeinen nur zula¨ssige Blockcluster aufgeteilt werden, da nicht-
zula¨ssige Blo¨cke u¨blicherweise nur auf der untersten Stufe des Blockclusterbaumes auftreten
und somit die atomaren Elemente der Clusterbaum- bzw. Indexverteilung darstellen.
Die Matrix-Vektor-Multiplikation im ersten Schritt von Algorithmus 6.3.6 erfolgt bezu¨glich
der Knoten in L(T )s, d.h. fu¨r eine R(k)-Matrix R = ABT ∈ Rτ×σ, (τ, σ) ∈ L(T ), mit
σ ∩ J(q) 6= ∅, wird das Produkt (Bx|σ)|σ∩J(q) berechnet. Ein Beispiel fu¨r die Aufteilung
der Daten durch die Verfeinerung der Blattmenge ist in Abbildung 6.3.12 zu sehen. Man
beachte, dass sich die Menge der Daten durch die Aufteilung nicht a¨ndert, der Aufwand zur
Speicherung der Matrix somit konstant bleibt.
p=1 p=2p=0
Abbildung 6.3.12: Beispiel fu¨r die Aufteilung der Daten von R-Matrizen
Analog zur Aufteilung in Schritt 1 erfolgt die Verteilung der Blo¨cke im zweiten Schritt
von Algorithmus 6.3.6 bezu¨glich einer konsistenten Verteilungsfunktion mI u¨ber T (I). Die
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mI(τ) 6= ⊥ ∧
(∃ τ ′ ∈ T (I) : (τ ′, σ) ∈ L(T ) ∧ τ ′ ∗−→ τ ∧
¬∃ τ ′′ ∈ T (I) : (mI(τ ′′) 6= ⊥ ∧ τ ′′ → τ))
 .
Der Konstruktion von Lz(T ) und die Matrix-Vektor-Multiplikation in Schritt 2 erfolgen
analog zu Algorithmus 6.3.7 bzw. dem ersten Schritt.
Im letzten Abschnitt basierte die Komplexita¨tsangabe (6.3.11) auf der Kardinalita¨t der
lokalen Blattmengen Ls(T, q) und Lz(T, q) aus Bemerkung 6.3.11. Dort konnte ausgenutzt
werden, dass nur Blockcluster unterhalb einer Gro¨ße von (n/p)2 einem Prozessor zugewiesen
wurden. Im allgemeinen Fall ist diese Gro¨ße dagegen durch maxp−1q=0 {|I(q)|, |J(q)|} bestimmt.
Weiterhin mu¨ssen Blockcluster oberhalb dieser Grenze dazugerechnet werden, da auch gro¨ße-
re Blo¨cke durch Aufteilung einen Beitrag zum lokalen Ergebnis leisten ko¨nnen.
Lemma 6.3.13 Sei nmax = max
p−1
q=0 {|I(q)|, |J(q)|}. Dann gilt fu¨r die Ma¨chtigkeit der Men-
gen Lz(T, q) und Ls(T, q):
|Lz(T, q)|, |Ls(T, q)| = O (cspp(T )nmax) .
Beweis: Die Zahl von Knoten mit einer Gro¨ße unterhalb von nmax la¨sst sich nach (2.2.4)
mit O (cspnmax) abscha¨tzen. Fu¨r jedes Blatt dieser Menge ist die Zahl der Vorga¨nger durch
p(T ) beschra¨nkt. Somit folgt fu¨r die Gesamtzahl der Knoten, die gro¨ßer als nmax sind eine
obere Schranke in O (cspp(T )nmax). Zusammen ergibt sich die Behauptung. 
Fu¨r den optimalen Fall nmax ∼ max{n,m}p folgt demnach eine Knotenzahl von













Zusammenfassend la¨sst sich nun die Komplexita¨t der Matrix-Vektor-Multiplikation 6.3.6
fu¨r den allgemeinen Fall beschreiben, wobei sich ein a¨hnliches Resultat zu Lemma 6.3.12
ergibt.
Bemerkung 6.3.14 Nach Lemma 6.3.13 folgt fu¨r die Komplexita¨t von Algorithmus 6.3.6:
WMV(A, p) = O
(
csp(T )p(T )max {k, nmin}max {n,m}
p
)
+ g · O (cspmax {k, nmin} p(T )nmax) (6.3.12)
+ l · 2.
Das Ergebnis (6.3.12) ist sehr stark von der Verteilung der Last innerhalb der H-Matrix





Bisher offen blieb die Definition der Funktionm, durch die die Verteilung der einzelnen Matri-
zen derH-Matrix bestimmt ist. Bei allen bisherigen Betrachtungen wurde dabei stets implizit
angenommen, dass die Mengen I(q) und J(q) zusammenha¨ngend sind, um die Kompaktheit
der daraus resultierenden Blockclustermengen zu gewa¨hrleisten und somit die Anzahl der zu
teilenden Blockcluster so gering wie mo¨glich zu halten. Mit einem Zuteilungsalgorithmus auf
Basis der Sequenzpartitionierung aus Abschnitt 4.1.3 kann diese Eigenschaft erreicht werden.
Notwendig fu¨r die Anwendbarkeit der Sequenzpartitionierung ist eine Kostenfunktion fu¨r
die Bla¨tter des Clusterbaumes. Hierbei wird jeweils eine Funktion fu¨r die unterschiedlichen
Phasen der Multiplikation angegeben, wobei zuna¨chst der erste Schritt von Algorithmus 6.3.6
diskutiert wird.
Die Grundlage bildet dabei die Kostenfunktion (6.3.3). Eingeschra¨nkt auf die beteiligten
Matrixanteile folgt fu¨r den Aufwand:
cs((τ, σ), k) =
{
|τ | · |σ|, (τ, σ) ∈ Lnz(T )
k · |σ|, (τ, σ) ∈ Lz(T )
.
Die Summation aller Beitra¨ge der einzelnen Blockcluster pro Knoten des Clusterbaumes







Sei τ0, τ1, . . . , τt die Liste der Bla¨tter von T (I) entsprechend der Reihenfolge, wie sie
bei einer klassischen Tiefensuche entsteht. Die von Algorithmus 4.1.5 berechnete Partition
R = {r0, . . . , rp} der Sequenz cMV,s(τ0), cMV,s(τ1), . . . , cMV,s(τt) definiert dann die Vertei-
lungsfunktion m, d.h.
m(τi) = q ⇐⇒ rq ≤ i < rq+1.
In Abbildung 6.3.13 ist ein Beispiel fu¨r das Resultat dieser Form der Lastbalancierung dar-
gestellt.
Fu¨r den zweiten Schritt erha¨lt man analog
cz((τ, σ), k) =
{
nmin, (τ, σ) ∈ Lnz(T )
k · |τ |, (τ, σ) ∈ Lz(T )
,
wobei in diesem Fall fu¨r vollbesetzte Blo¨cke nur die Kosten zum Aufaddieren des Ergebnis-
vektors aus dem ersten Schritt entstehen. Die endgu¨ltige Kostenfunktion lautet:
cMV,z(τ) =
∑
(τ ′,σ)∈L(T ),τ⊆τ ′
cz((τ ′, σ), k)
|τ |
|τ ′| .




Abbildung 6.3.13: Lastbalancierung im Clusterbaum mittels Sequenzpartitionierung
6.3.2.4 Matrix-Vektor-Multiplikation mittels Threadpool
Auch in diesem Fall la¨sst sich der Multiplikationsalgorithmus vereinfachen, wenn man die
Eigenschaften einer PRAM fu¨r die Implementierung zugrundelegt. Zum einen steht der Vek-
tor x allen Prozessoren zur Verfu¨gung, womit die Zerlegung bezu¨glich T (J) u¨berflu¨ssig ist,
und zum anderen ist der Transfer der Produkte BTx|σ fu¨r alle R(k)-Matrizen ABT ∈ Rτ×σ
nicht notwendig.
Somit genu¨gt die Verteilung bezu¨glich T (I) und auch die Verfeinerung von T hinsicht-
lich der hierdurch definierten Menge Lz(T ). Eine weitere Vereinfachung betrifft Matrizen
M , deren korrespondierender Blockcluster (τ, σ) nicht verfeinert wurde, d.h. (τ, σ) ∈ L(T ).
Da keine Kommunikation stattfindet, kann das Produkt Mx|σ direkt ausgefu¨hrt werden,
unabha¨ngig davon, ob M eine R-Matrix oder eine D-Matrix ist.
Fu¨r alle R-Matrizen ABT u¨ber einem Blockcluster (τ, σ) ∈ Lz(T ) \ L(T ) ist dagegen das
Produkt wieder getrennt zu behandeln. Allerdings liegt der Grund hierfu¨r nicht in der Kom-
munikation des Teilergebnisses BTx|σ, sondern in einer optimalen Verteilung der Kosten. Sei
(τ ′, σ′) ∈ L(T ) der kleinste Blockcluster mit (τ, σ) ∈ (τ ′, σ′) und M ′ = M ′(τ ′, σ′) = A′B′T
der korrespondierende Matrixblock. Da lediglich bezu¨glich T (I) balanciert wurde und somit
nur die Multiplikation von A′ verteilt wurde, tritt das Produkt BTx|σ bei mehr als einem








Abbildung 6.3.14: Verteilung der Matrizen A und B einer R-Matrix
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Um hierbei eine Verteilung der Kosten zu gewa¨hrleisten, muss die Menge aller entspre-
chenden Produkte BTx ebenfalls verteilt werden. Da aber in diesem Fall keine zusa¨tzli-
chen Eigenschaften gefordert werden, etwa Lokalita¨t der Blockcluster, genu¨gt ein LPT- oder
Multifit-Scheduling (siehe Abschnitt 4.1.1 bzw. 4.1.2).
Der Grund, warum nicht alle R-Matrizen auf diese Art und Weise behandelt werden, liegt
darin, dass u¨blicherweise nur wenige Matrizen von einer Verfeinerung betroffen sind und sich
in der Praxis Vorteile bei der Laufzeit, insbesondere den Verwaltungsaufwand betreffend
gezeigt haben. Unabha¨ngig davon, ob die partielle Multiplikation aller oder nur der jeweils
verfeinerten R-Matrizen verteilt werden, ergibt sich die gleiche Komplexita¨t. Diese ist nach
(6.3.12) durch
WMV(A, p) = O
(
csp(T )p(T )max {k, nmin}max {n,m}
p
)
definiert ist und somit optimal bezu¨glich der Anzahl der Prozessoren.
Fu¨r den Algorithmus sei PB = {M(b) | b ∈ Lz(T ) \ L(T ) ∧ M(b) ist R−Matrix} die Men-
ge aller R-Matrizen u¨ber verfeinerten Blockclustern und PB,q ⊆ PB die Menge der Matrizen,
die Prozessor q zugeteilt wurde. Dann la¨sst sich die parallele Matrix-Vektor-Multiplikation
in zwei Schritten durchfu¨hren:
procedure mv mul ( i, α,A, x, β, y )
procedure step 1 ( i, β, y, A )
yi = β · yi;
for all M = ABT ∈ PB,q do berechne BTx|σ(M);
end;
procedure step 2 ( i, α,A, x, y )
yi = yi + αAxi;
end;
for 0 ≤ i < p do tp run( step 1( i, β, y, A ) );
tp sync all();
for 0 ≤ i < p do tp run( step 2( i, α,A, x, y ) );
tp sync all();
end;
Algorithmus 6.3.8: Parallele Matrix-Vektor-Multiplikation mittels Threadpool
Bei der Multiplikation in Schritt 2 von Algorithmus 6.3.8 werden die in Schritt 1 berech-
neten Teilergebnisse genutzt.
6.3.2.5 Numerische Beispiele
Auch fu¨r den Test des Multiplikationsalgorithmus in diesem Abschnitt dient das BEM-
Beispiel aus Abschnitt 2.4.1. Zuna¨chst soll hierbei die BSP-Variante der Matrix-Vektor-
Multiplikation untersucht werden. Die folgende Tabelle gibt die Ergebnisse fu¨r Berechnungen
mit einem konstanten Rang von k = 10 und η = 1 in (2.4.4) wieder.
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100× Matrix-Vektor-Mult., konstanter Rang k = 10 (BSP)
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 6.7 2.9 58.4 2.1 39.1 2.3 24.6 2.1 20.0
7 920 16.3 6.0 67.5 5.1 40.2 4.2 32.3 3.4 30.0
19 320 48.0 16.2 74.0 11.8 50.9 9.7 41.1 9.2 32.7
43 680 128.0 41.3 77.4 26.6 60.1 20.4 52.2 22.3 35.9
89 400 303.6 89.8 84.5 57.4 66.1 46.8 54.1 45.7 41.5
Im Vergleich zur parallelen Effizienz von Algorithmus 6.3.2 sind deutlich geringere Werte
zu beobachten. Der Grund hierfu¨r liegt in dem wesentlich ho¨heren Verwaltungsaufwand, der
bei der Matrix-Vektor-Multiplikation 6.3.6 notwendig ist. Verdeutlicht man zusa¨tzlich die
geringe Ausfu¨hrungsdauer einer einzelnen Multiplikation, z.B. von weniger als 0.5 Sekunden
bei n = 89 400 und p = 16, so wird der große Einfluss des hierfu¨r beno¨tigten Aufwandes
deutlich.
Auf der anderen Seite zeigen die Werte fu¨r die Effizienz eine einheitliche Tendenz. So ist
mit steigender Problemgro¨ße eine Zunahme der parallelen Skalierung zu erwarten. Allerdings
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Abbildung 6.3.15: Abha¨ngigkeit der parallelen Effizienz von k (links) und η (rechts)
Abbildung 6.3.15 zeigt einen Vergleich der parallelen Effizienz bei unterschiedlichem Rang
und Zula¨ssigkeitsbedingung respektive Schwachbesetztheit der H-Matrix fu¨r eine Problem-
dimension von n = 19 320. Wa¨hrend hierbei die Abha¨ngigkeit der Effizienz von k nur gering
ist, wirkt sich ein kleiner Wert von csp, hervorgerufen durch ein großes η, stark auf die par-
allele Skalierung aus. In diesem Fall scheint allerdings der Gesamtaufwand weitestgehend
durch die Kommunikationskosten, insbesondere die Zeit fu¨r die globale Synchronisation des
BSP-Rechners, dominiert zu sein, da die Dauer einer einzelnen Multiplikation weniger als
114
6.3 Matrix-Vektor-Multiplikation
0.1 Sekunden betra¨gt. Fu¨r gro¨ßere Problemdimensionen ist hierbei ein besseres paralleles
Verhalten zu erwarten.
Insgesamt la¨sst sich feststellen, dass die parallele Effizienz von Algorithmus 6.3.6 unbefrie-
digend ist und hinter den Erwartungen, die durch (6.3.12) hervorgerufen wurden, zuru¨ck-
bleibt. Insbesondere der hohe Verwaltungsaufwand verhindert ein effizientes Verfahren. Der
Anstieg der parallelen Effizienz bei wachsender Problemdimension demonstriert allerdings,
dass die Multiplikation insgesamt skalierbar ist. Entsprechend ist fu¨r ein hinreichend großes
n mit a¨hnlichen Effizienzwerten zu rechnen, wie im Falle von Algorithmus 6.3.2.
Das gleiche Beispiel dient auch der Untersuchung von Algorithmus 6.3.8 auf einem System
mit gemeinsamem Speicher. Auch hier erfolgen die Berechnungen zuna¨chst mit einem festen
Rang und η = 1. Die Laufzeiten und jeweilige parallele Effizienz sind in der nachfolgenden
Tabelle aufgefu¨hrt.
100× Matrix-Vektor-Mult., konstanter Rang k = 10 (PRAM)
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 4.5 1.2 87.7 0.7 81.2 0.5 72.5 0.4 64.7
7 920 10.3 2.9 89.7 1.5 87.8 1.1 78.3 0.9 73.4
19 320 29.4 7.9 93.0 4.2 87.9 2.9 83.9 2.3 79.9
43 680 74.4 20.5 90.9 10.6 88.2 7.4 84.1 5.7 82.1
89 400 168.1 45.3 92.7 23.4 89.7 16.2 86.6 12.8 82.3
184 040 382.6 100.6 95.1 53.3 89.8 35.9 88.9 27.9 85.8
Die in diesem Fall gemessenen Werte zeigen eine wesentlich ho¨here Effizienz als im ers-
ten Rechenbeispiel. Offensichtlich konnten die Vereinfachungen, die aufgrund des gea¨nderten
Rechnermodells mo¨glich waren, den Verwaltungsaufwand reduzieren. Die resultierende Effi-
zienz ist von a¨hnlicher Ordnung wie bei Algorithmus 6.3.5. Teilweise zeigen sich sogar bessere
Werte, wie die folgende Tabelle verdeutlicht. In ihr sind die Laufzeiten beider Verfahren fu¨r
n = 184 040 gegenu¨bergestellt.
p = 4 p = 8 p = 12 p = 16
t [s] E t [s] E t [s] E t [s] E
Algorithmus 6.3.5 105.1 91.0 54.6 87.6 37.6 84.7 29.6 80.7
Algorithmus 6.3.8 100.6 95.1 53.3 89.8 35.9 88.9 27.9 85.8
Auch in diesem Fall ermo¨glicht der gemeinsame Speicher Berechnungen mit einer konstan-
ten Genauigkeit. Die hierbei gemessenen Werte entha¨lt die folgende Tabelle.
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100× Matrix-Vektor-Mult., konstante Genauigkeit ε = 10−4 (PRAM)
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 10.4 2.9 89.4 1.8 72.0 1.3 65.5 1.0 62.9
7 920 27.0 7.7 88.1 4.3 79.4 2.8 79.2 2.4 69.2
19 320 79.8 22.2 90.0 12.0 83.1 8.2 80.7 6.7 72.5
43 680 219.9 58.6 93.9 21.0 88.7 23.0 79.5 17.0 81.0
89 400 539.7 143.5 94.0 73.9 91.3 51.4 87.6 41.5 81.2
184 040 1337.7 352.5 94.9 183.3 91.2 122.1 91.3 95.8 87.3
Das sich hierbei abzeichnende Bild entspricht dem Verhalten bei einem konstanten Rang.































Abbildung 6.3.16: Abha¨ngigkeit der parallelen Effizienz von k (links) und ε (rechts)
Der Einfluss des Ranges und der Genauigkeit auf die Effizienz von Algorithmus 6.3.8 bei
einer konstanten Problemgro¨ße von 43 680 ist in Abbildung 6.3.16 dargestellt. Analog zu
Verfahren 6.3.5 ergibt sich auch hierbei nur eine geringe Abha¨ngigkeit von beiden Variablen.
6.4 Matrix-Addition
In diesem Abschnitt wird, wie schon bei der sequentiellen Addition in Abschnitt 3.2, die
Operation
A := αA+ βB,
mit H-Matrizen A,B ∈ H(T, k) und α, β ∈ R, betrachtet. Die parallele H-Matrix-Addition
basiert hierbei direkt auf dem sequentiellen Algorithmus 3.2.1. Somit gilt es, die Addition
der einzelnen Matrixblo¨cke zu verteilen.
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Zuna¨chst wird die Addition auf einem allgemeinen BSP-Rechner diskutiert. Anschließend
wird die gleiche Operation auf einer PRAM mittels Threadpool betrachtet.
6.4.1 Ein BSP-Algorithmus zur Matrix-Addition
Fu¨r das auf einem BSP-Rechner notwendige Oﬄine-Scheduling wird eine Kostenfunktion
und ein darauf aufbauender Verteilungsalgorithmus beno¨tigt. Die Kostenfunktion leitet sich
hierbei direkt aus dem Aufwand der Addition pro Matrixblock ab (siehe auch Lemma 3.2.1).
Fu¨r eine Matrix-Addition ohne Ku¨rzen ergibt sich somit die Funktion:
cMA(τ, σ, k) =
{
|τ | · |σ|, (τ, σ) ∈ Lnz(T )
2k(|τ |+ |σ|), (τ, σ) ∈ Lz(T )
.
Ist ein entsprechender Ku¨rzungsschritt gewu¨nscht, so sind die Kosten fu¨r die Addition zweier
R(k)-Matrizen zu modifizieren:
cMA,tr(τ, σ, k) =
{
|τ | · |σ|, (τ, σ) ∈ Lnz(T )
k2(|τ |+ |σ|) + k3, (τ, σ) ∈ Lz(T )
.
Die Verteilung der Blockcluster auf die einzelnen Prozessoren geschieht mittels der in Ab-
schnitt 4 beschriebenen Verfahren, etwa LPT- oder Multifit-Scheduling. Eine Verteilungs-
funktion m u¨ber der Blattmenge von T ist dabei hinreichend.
Wa¨hrend der parallelen Addition berechnet jeder Prozessor fu¨r die Menge der lokalen
Blockcluster L(T, q) = {v ∈ L(T ) |m(v) = q} die Summe der assoziierten Matrizen. Somit
wird jeder zusa¨tzliche Aufwand, wie z.B. ein Durchlaufen der Hierarchie, vermieden.
procedure par matrix add( q, α,A, β,B )
for all v ∈ L(T, q) do
A(v) := Tk(αA(v) + βB(v));
bsp sync();
end;
Algorithmus 6.4.1: Parallele Matrix-Addition
Man beachte weiterhin, dass keinerlei Kommunikation zwischen den einzelnen Prozessoren
notwendig ist. Die Komplexita¨t von Algorithmus 6.4.1 ergibt sich somit direkt aus dem
Aufwand (3.2.2) der sequentiellen Addition und der Gu¨te der eingesetzten Zuteilung (siehe
Abschnitt 4.3).
Bemerkung 6.4.1 Die parallele Addition zweier H-Matrizen A,B ∈ H(T, k) mit Algorith-
mus 6.4.1 hat eine Komplexita¨t von:






Die H-Matrix in diesem Beispiel ist definiert durch das BEM-Problem aus Abschnitt 2.4.1.
Auch hierbei ergibt sich das Problem des begrenzten Speichers bei hohen Dimensionen und
einer kleinen Prozessoranzahl, weshalb in diesen Fa¨llen die Effizienz bezu¨glich des kleinsten
p angegeben wird, auf welchem die Addition durchgefu¨hrt werden konnte. Die angegebe-
nen Laufzeiten entsprechen dabei 10 Matrixadditionen. Die Verteilung der Addition erfolgte
mittels stufenweisem LPT-Scheduling (siehe Abschnitt 4.2.3).
Die folgende Tabelle entha¨lt die Laufzeit und parallele Effizienz der Matrix-Addition
mit Ku¨rzen fu¨r einen konstanten Rang von k = 10 und η = 1 in der Zula¨ssigkeitsbedin-
gung (2.4.4).
10× Matrix-Addition, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 21.4 5.6 96.4 3.0 89.6 2.1 85.9 1.6 84.2
7 920 52.8 13.5 97.7 7.3 90.6 4.8 91.1 3.8 86.6
19 320 167.5 45.4 92.2 22.0 95.4 16.6 84.3 11.8 88.8
43 680 476.9 122.2 97.6 62.3 95.6 44.7 89.0 34.6 86.1
89 400 – 368.0 – 179.4 102.6 116.7 105.1 90.7 101.5
184 040 – – – 447.8 – 311.3 95.9 256.8 87.2
Die Daten zeigen eine geringfu¨gige Ineffizienz des parallen Verfahrens, welche abha¨ngig
von der Anzahl der Prozessoren ist. Hierbei la¨sst sich allerdings kein eindeutiger Trend aus-
machen. Vielmehr kommt es zu leichten Schwankungen der Effizienz. Ein Grund hierfu¨r sind
etwa leichte Abweichungen der Kostenfunktion vom realen Aufwand, da nicht alle Aspek-
te der verwendeten Softwarebibliothek zur QR- und SVD-Zerlegung beru¨cksichtigt werden
ko¨nnen (siehe auch Abschnitt 4.3.2). Aufgrund der Ku¨rze der Laufzeiten ko¨nnen somit bereits
kleine Abweichungen von den realen Kosten zu entsprechenden Einbußen bei der parallelen
Effizienz fu¨hren.
Unabha¨ngig von diesen Schwierigkeiten erreicht das Verfahren auch fu¨r kleine Problemdi-
mensionen und große Prozessorzahlen eine hinreichende Skalierung.
Den Einfluss des Ranges bzw. der Schwachbesetztheitsstruktur der H-Matrix auf die
Effizienz ist in Abbildung 6.4.1 dargestellt. Die hierbei verwendete Problemgro¨ße betra¨gt
n = 19 320.
Man erkennt nur einen geringen Einfluss von k auf das parallele Verhalten der Additi-
on. Dagegen fu¨hrt eine sehr datenschwache Matrixstruktur zu einer vergleichsweise kleinen
Effizienz. Hierbei sei allerdings erwa¨hnt, dass die Laufzeiten in diesem Fall sehr klein sind
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Abbildung 6.4.1: Parallele Effizienz in Abha¨ngigkeit von k (links) und η (rechts)
6.4.3 Matrix-Addition mittels Threadpool
Der sequentielle Algorithmus 3.2.1 la¨sst sich weiterhin verwenden, um ein Online-Scheduling-
Verfahren wie das List-Scheduling einzusetzen. Der parallele Algorithmus addiert hierzu die
zu den Bla¨ttern von T assoziierten Matrizen in A und B, wobei der erste freie Prozessor die
jeweils na¨chste Addition ausfu¨hrt. Letztere ist hierbei gegebenenfalls durch einen Ku¨rzungs-
schritt abzuschließen.
procedure add tp ( α,A, β,B )
procedure add mat ( α,A, β,B )
A(τ, σ) := Tk(αA(τ, σ) + βB(τ, σ));
end;
for all v ∈ L(T ) do
tp run( add mat( α,A(v), β,B(v) ) );
tp sync all();
end;
Algorithmus 6.4.2: Parallele Matrix-Addition mittels Threadpool
Entsprechend der Abscha¨tzung (4.1.2) fu¨r das List-Scheduling ist die Komplexita¨t von
Algorithmus 6.4.2 identisch zu der von Algorithmus 6.4.1. Dies betrifft allerdings nur die
reine Berechnung. Nicht beachtet wird dabei der als konstant anzunehmende Aufwand fu¨r
das Durchlaufen der Blattmenge, die z.B. in Form einer verketteten Liste vorliegen kann. Da
dies sequentiell erfolgt, muss die Aufwandsabscha¨tzung entsprechend angepasst werden.
Lemma 6.4.2 Der Aufwand fu¨r die Matrix-Addition mittels Algorithmus 6.4.2 lautet:





In der Praxis ist der Verwaltungsaufwand allerdings zu vernachla¨ssigen, womit auch Al-
gorithmus 6.4.2 eine optimale Effizienz zeigt.
Bemerkung 6.4.3 Verwendet man List-Scheduling bei der Verteilung der Blockcluster in
Abschnitt 6.4.1, so la¨sst sich das Online-Scheduling von Algorithmus 6.4.2 simulieren. Hierbei
wird außerdem der Verwaltungsaufwand verteilt, wodurch die Effizienz im allgemeinen besser
ist.
6.4.4 Numerische Beispiele
Wie auch im Falle eines BSP-Rechners dient das BEM-Beispiel aus Abschnitt 2.4.1 fu¨r die
numerischen Tests der Matrix-Addition. Aufgrund des flexibleren Algorithmus ko¨nnen aller-
dings auch Additionen mit einer konstanten Genauigkeit durchgefu¨hrt werden.
Zuna¨chst aber die Ergebnisse fu¨r 10 Matrix-Additionen mit einem festen Rang von k = 10
und η = 1.
10× Matrix-Addition, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 18.0 4.6 98.2 2.3 97.6 1.6 96.9 1.2 96.3
7 920 40.1 10.2 98.3 5.1 97.9 3.4 97.5 2.6 97.2
19 320 109.1 27.7 98.5 13.9 98.0 9.3 97.8 7.0 97.4
43 680 256.6 64.9 98.8 32.6 98.4 21.8 98.0 16.4 97.7
89 400 584.2 147.9 99.1 74.2 98.7 49.7 98.4 37.3 98.2
184 040 1365.5 345.3 98.9 172.8 98.8 115.6 98.5 87.2 97.9
Man erkennt eine durchgehend hohe parallele Effizienz. Diese ist praktisch unabha¨ngig von
der Zahl der Prozessoren und erreicht schon bei kleinen Problemdimensionen einen maxima-
len Wert. Im Vergleich zum BSP-Algorithmus und dem dort verwendeten Lastbalancierungs-
verfahren wird der Vorteil des Online-Scheduling deutlich, bei dem keine Kostenfunktion
no¨tig ist.
Wie erwa¨hnt, erfolgt die Matrix-Addition im gewa¨hlten Beispiel auch mit variablem Rang,




10× Matrix-Addition, konstante Genauigkeit ε = 10−4
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 21.2 5.4 97.4 2.7 98.3 1.8 97.4 1.4 97.2
7 920 46.5 12.0 96.8 5.9 98.4 4.0 97.6 3.0 96.9
19 320 132.9 33.3 99.7 16.7 99.5 11.2 98.5 8.5 97.4
43 680 355.6 89.5 99.3 44.9 99.1 30.3 97.8 23.1 96.0
89 400 876.4 216.5 101.2 108.4 101.1 73.3 99.7 56.0 97.9
184 040 2411.1 589.1 102.3 295.6 102.0 207.6 96.8 171.9 87.6
Es zeigt sich ein zum Fall eines konstanten Ranges analoges Bild. Auch mit einer kon-
stanten Genauigkeit wird bereits bei kleinen Problemdimensionen eine sehr hohe Effizienz
erzielt. Einzig bei der gro¨ßten Problemdimension ergibt sich bei 16 Prozessoren ein reprodu-
zierbarer, unerwartet geringer Wert. Eine mo¨gliche Erkla¨rung hierfu¨r ko¨nnte im Aufbau des
Rechners liegen (siehe Abschnitt 5.2.1.2), da bei Experimenten auf anderen Systemen dieses
Verhalten nicht auftritt.
Abschließend wird der Einfluss des Ranges und der Genauigkeit auf die parallele Effizienz
untersucht. Hierzu wird die Addition bei einer festen Problemgro¨ße von n = 43 680 mit




































Abbildung 6.4.2: Abha¨ngigkeit der parallelen Effizienz von k (links) und ε (rechts)
Man erkennt eine reduzierte Effizienz bei einem kleinen Rang bzw. geringer Genauigkeit.
Allerdings befindet sich diese weiterhin auf einem sehr hohen Niveau. Auch die Abha¨ngigkeit




Die Algorithmen zur parallelen Matrix-Multiplikation, wie sie Gegenstand dieses Abschnitts
sind, setzen als paralleles Rechnermodell eine PRAM (siehe Abschnitt 5.2.1) voraus. Dabei
werden zwei unterschiedliche Ansa¨tze diskutiert. Zuna¨chst erfolgt in Abschnitt 6.5.1 die Kon-
struktion eines Verfahrens mit Hilfe von Online-Scheduling-Algorithmen. Dabei wird vom
Schema des rekursiven Verfahrens, wie es im sequentiellen Fall verwendet wurde, abgewichen.
Eine Erweiterung des sequentiellen Multiplikationsalgorithmus mittels Oﬄine-Scheduling-
Methoden erfolgt dagegen in Abschnitt 6.5.2.
6.5.1 Matrix-Multiplikation mittels Online-Scheduling
Eine einfache Online-Scheduling-Variante von Algorithmus 3.3.1 besteht darin, jede Mul-
tiplikation, die nicht Teil der Rekursion ist, auf einem freien Prozessor auszufu¨hren. Der
resultierende parallele Algorithmus, formuliert mit den Funktionen des in Abschnitt 5.2.1.1
beschriebenen Threadpools, lautet damit:
procedure mul ( α,A,B,C )
procedure mul block( α,A,B,C )
C := C + αAB;
end;
procedure rec mul ( α,A,B,C )
if A,B und C sind Blockmatrizen then
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
for all τ ′′ ∈ S(τ(B)) do
rec mul( α,A(τ ′, τ ′′), B(τ ′′, σ′), C(τ ′, σ′) );
else




rec mul( α,A,B,C );
tp sync all();
end;
Algorithmus 6.5.1: Parallele Matrix-Multiplikation mit Online-Scheduling
Bei diesem einfachen Verfahren ist allerdings die Gefahr einer Kollision durch ein gleichzei-



















betrachtet. Fu¨r die Matrix C00 ergeben sich die Operationen
C00 := C00 +A00B00 und C00 := C00 +A01B10.
Werden beide Multiplikationen gleichzeitig von unterschiedlichen Prozessoren ausgefu¨hrt, ist
der schreibende Zugriff auf C00 aus Gru¨nden der Datenkonsistenz nur jeweils einem Prozessor
zu gestatten. Der entsprechend andere, nicht schreibberechtigte Prozessor wird hierdurch
blockiert.
Die Reihenfolge, in der die Prozessoren die kritischen, d.h. Daten modifizierenden Bereiche
eines Programms erreichen, ist im allgemeinen nichtdeterministisch. Somit lassen sich auch
fu¨r die parallele Effizienz keine verla¨sslichen Vorhersagen treffen. Aus diesem Grund sollte
das Blockieren eines Prozessors innerhalb des Verfahren mo¨glichst verhindert werden.
In dem betrachteten Beispiel besteht eine Mo¨glichkeit hierfu¨r darin, alle Operationen, die
eine bestimmte Zielmatrix, etwa C00, betreffen, genau einem Prozessor zuzuweisen. Hierdurch
arbeiten alle Prozessoren unabha¨ngig, und ein Blockieren ist nicht mo¨glich. Dieses Verfahren
soll im folgenden auch auf die gesamte Matrix-Multiplikation einer H-Matrix angewendet
werden.
Zur Identifikation aller Produkte, die zu einem Matrixblock C beitragen, kann ein zu
Algorithmus 3.3.1 a¨hnliches Verfahren genutzt werden. Die Grundlage bildet auch hierbei
die Rekursion, wie sie bei der Matrix-Multiplikation auftritt. Auch das Stoppkriterium ist
identisch, d.h. sobald ein Faktor oder die Zielmatrix mit einem Blatt des Blockclusterbaumes
korrespondiert, wird die Rekursion beendet. Die hierbei auftretenden Matrizen A und B
werden anschließend der Zielmatrix C als Faktorenpaar zugewiesen:
procedure sim ( A,B,C )
if A,B und C sind Blockmatrizen then
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
for all τ ′′ ∈ S(τ(B)) do
sim( A(τ ′, τ ′′), B(τ ′′, σ′), C(τ ′, σ′) );
else
PC := PC ∪ {(A,B)};
LMM := LMM ∪ {C};
endif;
end;
Algorithmus 6.5.2: Bestimmung der Faktoren pro Matrixblock
Nach Beendigung von Algorithmus 6.5.2 entha¨lt PC alle Paare von Faktoren, die wa¨hrend
der Matrix-Multiplikation einen Beitrag zu C liefern. In der Menge LMM befinden sich deswei-
teren alle Matrizen, die Ziel einer Multiplikation sind. Dabei ist zu beachten, dass sich LMM
im allgemeinen von L(T ) unterscheidet, da auch Matrizen enthalten sind, die mit keinem
Blatt in T korrespondieren. Der Grund hierfu¨r liegt im bereits erwa¨hnten Abbruchkriterium
der Rekursion in Algorithmus 6.5.2. Die explizite Speicherung dieser Menge ist von Vorteil
fu¨r den anschließenden Multiplikationsvorgang.
123
6 Parallele H-Arithmetik
Bemerkung 6.5.1 Die Bestimmung der Faktorenpaare fu¨r eine Matrix-Multiplikation C =
AB mit A,B,C ∈ H(T ) durch Algorithmus 6.5.2 hat einen Aufwand von:
Wsim,MM(C) = O (csp(T )|V (T )|) . (6.5.1)
Die eigentliche Multiplikation der Matrizen erfolgt durch ein Online-Scheduling auf LMM.
Jede Zielmatrix C wird dabei einem freien Prozessor zugeordnet, wobei jeweils die in der
Menge PC enthaltenen Produkte ausgefu¨hrt werden.
procedure mul tp( α, β, C,LMM )
procedure mul block( α,C )
for all (A,B) ∈ PC do
C := C + αAB;
end;
C := βC;
for all C ′ ∈ LMM do
tp run( mul block( α,C ′ ) );
tp sync all();
end;
Algorithmus 6.5.3: Parallele Matrix-Multiplikation
Allerdings kann es auch bei diesem Verfahren zu einem gleichzeitigen Schreibzugriff von
verschiedenen Prozessoren auf einen bestimmten Matrixblock kommen. In dem Beispiel in
Abbildung 6.5.1 ergibt sich unter anderem fu¨r den Block C00 das Produkt A01B10. Teil von
C00 ist die Matrix (C00)01, fu¨r die die Paare ((A00)00, B00)01) und ((A00)01, B00)10) wa¨hrend
der Simulation ermittelt werden. Bei gleichzeitiger Ausfu¨hrung der Produkte fu¨r C00 und
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Abbildung 6.5.1: Gleichzeitiges Schreiben verschiedener Prozessoren
Um auch in diesem Fall ein gleichzeitiges Schreiben zu verhindern, ko¨nnten alle Teilergeb-
nisse der Multiplikation, die auf einen Matrixblock addiert werden, zuna¨chst in eine Menge
eingefu¨gt werden. Der mit der Matrix assoziierte Prozessor wa¨re dann in der Lage, alle Pro-
dukte aus dieser Menge sukzessive auf den Zielblock aufzuaddieren. Allerdings ist dies mit
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einem erho¨hten Speicherverbrauch des Algorithmus verbunden, da die Zwischenergebnisse
mo¨glicherweise nicht sofort bearbeitet werden ko¨nnen.
Dieser gleichzeitige Zugriff trat in praktischen Experimenten allerdings relativ selten auf.
Deshalb wurde, wie bereits eingangs diskutiert, der Schutz des kritischen Bereichs durch
einen einer Matrix C zugeordneten Mutex mC (siehe Abschnitt 5.2.1.1) realisiert. In Algo-
rithmus 6.5.3 ist die Funktion mul block hierfu¨r entsprechend anzupassen:
procedure mul block( α,C )
for all (A,B) ∈ PC do
T := αAB;
lock(mC);




Durch diese Art des Schutzes ko¨nnen alle Teilergebnisse sofort auf die Zielmatrix addiert
werden, wodurch kein erho¨hter Speicheraufwand entsteht.
Bemerkung 6.5.2 Die Reihenfolge, in der die Daten eines Matrixblockes gea¨ndert werden,
ist in diesem Fall nichtdeterministisch. Hierdurch kommt es bei verschiedenen Durchla¨ufen
des Algorithmus bzw. bei unterschiedlichen Prozessorzahlen zu geringen Abweichungen des
Endergebnisses der Multiplikation im Bereich der Maschinengenauigkeit.
6.5.1.1 Numerische Beispiele
Die H-Matrix, welche in den folgenden Berechnungen verwendet wird, ist durch das BEM-
Beispiel in Abschnitt 2.4.1 definiert. Zuna¨chst erfolgt dabei die Approximation mittels ei-
nes konstanten Ranges von k = 10. Bei der Matrix-Multiplikation wird dieser Rang nicht
vera¨ndert, d.h. es werden Ku¨rzungen vorgenommen. Fu¨r die Zula¨ssigkeitsbedingung (2.4.4)
wurde ein Wert von η = 1 gewa¨hlt. Die folgende Tabelle zeigt die Zeit und die parallele
Effizienz von Algorithmus 6.5.3.
Matrix-Multiplikation, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 59.2 15.2 97.4 7.7 96.4 5.2 95.1 3.9 94.4
7 920 160.5 41.1 97.7 20.7 96.7 14.4 92.8 10.8 93.1
19 320 523.8 133.2 98.3 67.2 97.4 45.7 95.5 35.2 93.1
43 680 1445.8 364.4 99.2 183.5 98.5 125.5 96.0 94.1 96.0
89 400 3704.3 928.5 99.7 466.1 99.3 315.2 97.9 238.0 97.3
184 040 9498.6 2371.6 100.1 1193.0 99.5 804.5 98.4 609.4 97.4
125
6 Parallele H-Arithmetik
Die Ergebnisse weisen nur eine geringe Abha¨ngigkeit der Effizienz von der Anzahl der
Prozessoren auf, wobei diese bei sehr kleinen Problemgro¨ßen am deutlichsten zu sehen ist.
Der sequentielle Anteil, der durch die Bestimmung der Faktorpaare fu¨r jeden Matrixblock
hervorgerufen wird, fu¨hrt dagegen nur zu einem geringen Verlust an paralleler Effizienz. Als
Beispiel sei hierbei eine Ausfu¨hrungszeit von weniger als 2 Sekunden fu¨r Algorithmus 6.5.2
bei n = 184 040 genannt, welche damit lediglich 0.3% der Gesamtzeit der Multiplikation aus-
macht. Die verbleibenden Effizienzeinbußen und Superskalierungseffekte lassen sich durch
den Einfluss der parallelen Maschine, welche eine PRAM lediglich approximiert (siehe Ab-
schnitt 5.2.1), sowie durch das verwendete Scheduling erkla¨ren.
Ungeachtet dieser Bemerkungen erreicht das Verfahren selbst bei einer kleinen Problem-
gro¨ße eine Effizienz von deutlich u¨ber 90% und zeigt damit ein sehr gutes paralleles Verhalten.
In der na¨chsten Tabelle sind die Resultate der gleichen Berechnungen mit H-Matrizen bei
einer konstanten Genauigkeit von ε = 10−4 aufgefu¨hrt.
Matrix-Multiplikation, konstante Genauigkeit ε = 10−4
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 67.6 17.4 97.1 8.8 95.8 6.0 94.4 4.5 93.8
7 920 181.4 46.8 96.8 23.7 95.9 16.2 93.2 12.5 90.4
19 320 622.3 159.6 97.5 80.5 96.7 54.9 94.4 42.1 92.4
43 680 1861.4 472.0 98.6 237.5 98.0 160.5 96.6 122.7 94.8
89 400 4871.3 1223.8 99.5 614.9 99.0 414.7 97.9 314.9 96.7
184 040 13261.1 3299.5 100.5 1657.2 100.0 1118.1 98.8 851.5 97.3
Die parallele Effizienz im Fall einer konstanten Genauigkeit ist vergleichbar mit den Er-
gebnissen fu¨r einen konstanten Rang. Dies gilt auch fu¨r die Superskalierung, welche bei der
gro¨ßten Problemdimension auftritt.
In Abbildung 6.5.2 ist fu¨r beide Varianten der Einfluss des Ranges bzw. der Genauigkeit auf
die parallele Effizienz dargestellt. Die Problemgro¨ße wurde hierbei konstant bei n = 43 680
belassen. Sowohl mit einem wachsenden Rang als auch bei einer ho¨heren Genauigkeit nimmt
die Effizienz zu. Dies la¨sst sich durch die wachsende Datenmenge in beiden Fa¨llen erkla¨ren.
Hierdurch steigt z.B. der Anteil der eigentlichen Berechnung im Vergleich zu sequentiellen
Programmteilen, etwa dem durch den Threadpool verursachten Aufwand.
6.5.2 Matrix-Multiplikation mittels Oﬄine-Scheduling
Um die bei der Matrix-Multiplikation anfallende Arbeit bereits im voraus zu verteilen, ist
zuna¨chst deren genaue Kenntnis notwendig. Leider sind die in Abschnitt 3.3 genannten
Abscha¨tzungen fu¨r den Aufwand der verschiedenen Teilroutinen fu¨r diese Aufgabe nicht
geeignet, da hier nur einzelne Multiplikationen betrachtet werden und nicht die Gesamtheit











































Abbildung 6.5.2: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. ε (rechts)
Praxis als zu grob erwiesen, da einzelne Optimierungen innerhalb des Algorithmus, welche
entscheidenden Einfluss auf die auftretenden Konstanten haben, nicht beru¨cksichtigt werden.
Um eine mo¨glichst genaue Angabe der jeweils auftretenden Arbeit zu erhalten, wurde
deshalb ein a¨hnlicher Zugang gewa¨hlt, wie er schon beim Online-Scheduling zum Einsatz
kam: durch Simulation der Multiplikation. Im Gegensatz zu Algorithmus 6.5.2 genu¨gt es
hierbei allerdings nicht, die Rekursion bei Antreffen eines Blattes zu beenden, sondern die
Teilroutinen bis zu den atomaren Operationen weiterzuverfolgen. Der jeweils ermittelte Auf-
wand wird in diesem Fall der entsprechenden Zielmatrix zugewiesen, wobei die Summe aller
auf diese Art und Weise bestimmten Kosten die Funktion cMM : L(T ) → R≥0 definieren.
Man beachte, dass zur Simulation der Matrix-Multiplikation und somit auch zur Berechnung
der Kostenfunktion cMM lediglich die Blockclusterba¨ume und die Kenntnis des auftretenden
Ranges beno¨tigt werden, das Vorhandensein der H-Matrizen ist dagegen nicht notwendig.
Leider ist diese Form der Simulation vergleichsweise teuer, insbesondere, da praktisch die
gesamte Multiplikation verfolgt wird. Der somit resultierende Aufwand ist vergleichbar mit
(3.3.2), wobei die Terme fu¨r das Ku¨rzen entfallen.




csp(T )2p(T )2max {|I|, |J |}
)
. (6.5.2)
Die Lastbalancierung kann anschließend durch einen der in Abschnitt 4.2 beschriebenen
Algorithmen erfolgen, wobei eine zula¨ssige Verteilungsfunktion vorausgesetzt wird. Letztere
sei mit mMM bezeichnet.
Der eigentliche Algorithmus fu¨r die Matrix-Multiplikation entspricht im wesentlichen dem
sequentiellen Verfahren 3.3.1. Einzig eine Abfrage, ob die jeweils betrachtete Matrix dem
lokalen Prozessor zugeordnet wurde, ist in den Algorithmus einzufu¨gen.
127
6 Parallele H-Arithmetik
Ein Schutz vor einem gleichzeitigen, schreibenden Zugriff wie in Algorithmus 6.5.3 ist in
diesem Fall nicht notwendig, da eine zula¨ssige Verteilungsfunktion berechnet wurde. Somit
sind alle Bla¨tter einer Blockmatrix dem gleichen Prozessor zugeordnet. Allerdings kann der
Fall eintreten, dass eine Blockmatrix, die Ziel einer Multiplikation ist, allen Prozessoren
zugewiesen wurde. Dies tritt typischerweise bei Matrizen auf niedrigen Stufen im Baum
auf, etwa der Matrix C00 in dem Beispiel in Abbildung 6.5.1. In diesem Fall ist es aber
jedem Prozessor mo¨glich, die Berechnung der Multiplikation auf die lokalen Matrizen zu
beschra¨nken. Hierdurch werden konkurrierende, schreibende Zugriffe ebenfalls verhindert.
Insgesamt ergibt sich unter Verwendung der Threadpool-Schnittstellen damit folgendes
Verfahren:
procedure mul ( α,A,B, β, C )
procedure rec mul ( i, α,A,B,C )
if mMM(C) 6= i then return ;
if A,B und C sind Blockmatrizen then
for all τ ′ ∈ S(τ(C)) do
for all σ′ ∈ S(σ(C)) do
for all τ ′′ ∈ S(τ(B)) do
rec mul( i, α,A(τ ′, τ ′′), B(τ ′′, σ′), C(τ ′, σ′) );
else




for i = 0, . . . , p− 1 do tp run( rec mul( i, α,A,B,C ) );
for i = 0, . . . , p− 1 do tp sync( i );
end;
Algorithmus 6.5.4: Parallele Matrix-Multiplikation
Dabei wurde angenommen, dass die Skalierung von C parallel erfolgt. Hierfu¨r ist eine
eigene Verteilung mittels entsprechender Kostenfunktion notwendig.
6.5.2.1 Numerische Beispiele
Wie im Fall der Matrix-Multiplikation mittels Online-Scheduling wird der parallele Algo-
rithmus anhand der H-Matrix aus dem BEM-Beispiel in Abschnitt 2.4.1 getestet. Da die
Bestimmung der Kosten nur fu¨r eine Multiplikation mit einem konstanten Rang der Ma-
trix mo¨glich ist, wird auf die Berechnung mit einer konstanten Genauigkeit verzichtet. Die
nachfolgende Tabelle gibt die Ergebnisse fu¨r einen Rang von k = 10 und η = 1 wieder.
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Matrix-Multiplikation, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 59.2 15.6 95.1 8.2 90.5 5.6 88.6 4.1 90.7
7 920 160.5 41.9 95.8 21.5 93.5 14.8 90.4 11.1 90.0
19 320 523.8 133.9 97.8 69.8 93.8 47.1 92.7 35.8 91.4
43 680 1445.8 370.3 97.6 188.4 95.9 127.8 94.3 100.4 90.0
89 400 3704.3 946.7 97.8 476.0 97.3 322.2 95.8 256.9 90.1
184 040 9498.6 2436.7 97.5 1227.7 96.7 843.4 93.8 648.9 91.5
Die Laufzeiten belegen eine sehr hohe Effizienz der parallelen Multiplikation. Allerdings ist
diese geringfu¨gig kleiner als bei der Matrix-Multiplikation mittels Online-Scheduling. Auch
beobachtet man Schwankungen der Effizienz, sodass sich nur sehr schwach ein Trend ab-
zeichnet. Dies verdeutlicht die Schwierigkeit bei der Bestimmung der realen Kosten wa¨hrend
der Multiplikation (siehe Abschnitt 4.3.2).
Desweiteren ist der Aufwand fu¨r die Lastbalancierung in den obigen Zeiten nicht mit
eingerechnet. Die nachfolgende Tabelle zeigt diese zusa¨tzlich entstehenden Kosten auf, wobei
ein stufenweises LPT-Scheduling genutzt wurde (siehe Abschnitt 4.1.1 sowie 4.2.3). In der
Praxis zeigt sich hierbei lediglich eine Abha¨ngigkeit von n, nicht aber von p (vergleiche
Bemerkung 4.1.4).
Zeit fu¨r die Lastbalancierung
n 3 968 7 920 19 320 43 680 89 400 184 040
t [s] 0.3 0.7 2.1 5.4 13.1 31.7
Durch einen Vergleich mit der Laufzeit der eigentlichen Multiplikation werden die ver-
gleichsweise hohen Kosten der Lastbalancierung deutlich. Somit eignet sich dieses Verfahren
insbesondere dann, wenn mehrere Multiplikationen mit den gleichen Matrizen oder Matrizen
gleichen Aufwandes durchzufu¨hren sind.
Ebenfalls interessant ist die Abha¨ngigkeit der parallelen Effizienz der Multiplikation vom
Rang der H-Matrix und von der Schwachbesetztheit des zugrundeliegenden Blockclusterbau-
mes. Die Ergebnisse dieses Vergleichs sind in Abbildung 6.5.3 dargestellt.
Wa¨hrend der Einfluss des Ranges vergleichsweise gering ist, fu¨hrt eine schwa¨chere Struktur
der H-Matrix bedingt durch ein gro¨ßeres η zu einer Abnahme der Effizienz. In diesem Fall
scheinen die ermittelten Kosten nur bedingt mit dem realen Aufwand u¨bereinzustimmen.
6.6 Matrix-Inversion
Gegenstand der folgenden Betrachtungen ist die parallele Matrixinversion. Dabei werden
sowohl die Gauß-Elimination, als auch das Newton-Verfahren, wie sie in Abschnitt 3.4 vor-
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Abbildung 6.5.3: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. η (rechts)
parallelen Matrixmultiplikation beschra¨nkt sich das betrachtete Rechnermodell allerdings
auf eine PRAM.
Der Grund fu¨r diese Beschra¨nkung auf das PRAM-Modell liegt in einer gemeinsamen
Eigenschaft beider Algorithmen: sie beruhen im wesentlichen auf der Matrixmultiplikation.
Damit ergibt sich auch bereits der Ansatzpunkt fu¨r die Parallelisierung, indem die Algorith-
men aus dem vorherigen Abschnitt genutzt werden. Je nach Inversionsverfahren ergeben sich
hierbei unterschiedliche Ergebnisse fu¨r die parallele Effizienz.
6.6.1 Gauß-Elimination
Das Gauß’sche Eliminationsverfahren zur Inversion einer H-Matrix, wie es in Abschnitt 3.4.1
beschrieben wird, erfordert ein strikt sequentielles Abarbeiten der Diagonalen. Somit ist mit
diesem Algorithmus keine optimale parallele Effizienz mo¨glich. Auf der anderen Seite besteht
der Algorithmus, neben den beiden rekursiven Aufrufen, nur aus Matrix-Multiplikationen
entsprechend (3.3.1). Letztere lassen sich aber, wie im vorangegangenen Abschnitt beschrie-
ben, optimal verteilen.
Ein Ansatz fu¨r einen parallelen Inversionsalgorithmus besteht somit darin, alle Multiplika-
tionen von H-Matrizen wa¨hrend der Gauß-Elimination zu verteilen. Im allgemeinen la¨sst sich
hierbei eine effiziente Parallelisierung der Matrix-Multiplikation nicht bis zu den Bla¨ttern des
Blockclusterbaumes durchfu¨hren, so ist z.B. die parallele Multiplikation von Bla¨ttern in Al-
gorithmus 3.3.1 nicht vorgesehen. Aus diesem Grund wird mit `0 = `0(T ) die Stufe p(T )− `0
von T bestimmt, ab der die Multiplikation sequentiell ausgefu¨hrt wird. Mit wachsender Pro-
zessoranzahl muss `0 allerdings angepasst werden, wobei sich durch den minimalen Grad von
2, der fu¨r alle Knoten des Blockclusterbaumes angenommen wurde (siehe Abschnitt 2.1), ein
logarithmisches Wachstum ergibt:
`0 ∼ logb p.
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Die Basis b des entsprechenden Logarithmus ist durch den jeweiligen Knotengrad bestimmt.
Insgesamt ergibt sich der nachfolgende, parallele Algorithmus fu¨r bina¨re Clusterba¨ume.
Auf analoge Weise la¨sst sich auch der allgemeine Algorithmus 3.4.1 modifizieren.
procedure invert bin ( p,A,C, `, `0 )
if ` ≥ p(T )− `0 then invert bin( A,C );
else
invert bin( p,A00, C00, `+ 1, `0 );
mul( p, 1, C00, A01, 0, T01 );
mul( p, 1, A10, C00, 0, T10 );
mul( p,−1, A10, T01, 1, A11 );
invert bin( p,A11, C11, `+ 1, `0 );
mul( p,−1, T01, C11, 0, C01 );
mul( p,−1, C11, T10, 0, C10 );
mul( p,−1, T01, C10, 1, C00 );
endif;
end;
Algorithmus 6.6.1: Parallele H-Matrix-Inversion
Fu¨r die Analyse dieses Verfahrens sei zuna¨chst der Einfachheit halber vorausgesetzt, dass
T (I) und T (J) kardinalita¨tsbalancierte Clusterba¨ume sind, d.h. alle Cluster der gleichen
Stufe im wesentlichen eine gleiche Gro¨ße aufweisen (siehe Abschnitt 2.4.1.1). Entsprechend
besitzen alle Wege, die von einem Knoten zu seinen So¨hnen ausgehen, die gleiche La¨nge. Hier-
durch la¨sst sich anstelle von `0 a¨quivalent ein n0 definieren, so dass Matrizen mit einer Di-
mension kleiner als n0×n0 sequentiell behandelt werden. Innerhalb der Invertierung ergeben





der durch die u¨brigen, gro¨ßeren Matrizen entsteht, kann durch WMI(A) abgescha¨tzt werden.
Zusammen mit dem Ergebnis der parallelen Matrix-Multiplikationsalgorithmen erha¨lt man
somit fu¨r die Komplexita¨t der Gauß-Inversion auf p Prozessoren:
WMI(A, p) = WMI(A, 1)
p
+O (nn20) .
Nicht beachtet wurde hierbei die Abha¨ngigkeit von `0 und damit auch von n0 von der
Anzahl der Prozessoren. Durch die Kardinalita¨tsbalancierung und die damit verbundene
Verdopplung der Clustergro¨ße bei wachsendem `0 ergibt sich in diesem Fall
n0 = nmin2`0 = nmin2logb p.
Damit folgt auch hier eine große Abha¨ngigkeit von n0 von der Basis b des Logarithmus bzw.
des Knotengrades im Blockclusterbaum. Fu¨r einen vollsta¨ndigen Quadbaum mit b = 4 gilt:
n0 = nmin
√
p. A¨hnelt der Blockclusterbaum dagegen einem Bina¨rbaum mit b = 2, so folgt:
n0 = nminp. Insgesamt folgt fu¨r die Komplexita¨t der Gauß-Elimination:










mit β ∈ [0.5, 1].
Entscheidend fu¨r die Einsatzmo¨glichkeit in der Praxis sind desweiteren die Konstanten
die implizit vor den Termen in (6.6.1) vorhanden sind. Insbesondere das Verha¨ltnis des
sequentiellen zum parallelen Anteil gibt Auskunft u¨ber die erreichbare parallele Skalierung
des Verfahrens. Wie in Abschnitt 6.1 beschrieben, ist die maximale parallele Skalierung durch






Im Falle der Gauß-Elimination treten zwei jeweils entgegengesetzte Faktoren auf die cs be-
stimmen. Zum einen fu¨hrt eine gro¨ßere Zahl von Prozessoren durch ein kleineres `0 bzw.
gro¨ßeres n0 zu einem ho¨heren sequentiellen Anteil und zum anderen sinkt cs mit wachsender
Problemgro¨ße, da der Aufwand fu¨r die Inversion nach (3.4.1) und (3.3.2) logarithmisch-linear
steigt. Insbesondere die letztgenannte Eigenschaft sollte insgesamt zu einem isoeffizienten
(siehe Abschnitt 6.1) und damit skalierbaren Verfahren fu¨hren.
Auch fu¨r den allgemeinen Fall la¨sst sich die Stufe `0 durch eine Blockgro¨ße ausdru¨cken,
wodurch sich eine identische Abscha¨tzung des Aufwandes ergibt. Notwendig ist hierbei aber
auch eine zusa¨tzliche Bedingung an die Gro¨ße der Diagonalblo¨cke, um die Zunahme von n0
mit wachsendem p zu beschra¨nken. Da eine unbeschra¨nkte Diagonalblockgro¨ße allerdings zu
einer kubischen Gesamtkomplexita¨t fu¨hren kann, besitzt eine Begrenzung auf ein Vielfaches
von nmin keine Auswirkungen auf den praktischen Einsatz.
Lemma 6.6.1 Sei c > 0 und sei T ein Blockclusterbaum derart, dass fu¨r alle (τ, τ) ∈ L(T )
gelte: |τ | ≤ cnmin. Desweiteren sei β ∈ (0, 1]. Dann besitzt die parallele Inversion einer
H-Matrix A ∈ H(T, k) mittels Algorithmus 6.6.1 auf p Prozessoren hat eine Komplexita¨t
von:








Beweis: Sei `0 die Stufe sequentiellen Abarbeitens fu¨r ein festes p und sei
n0 = max {|τ | | (τ, τ) ∈ T ∧ p(T (τ, τ)) = `0} .
Die Menge der Diagonalknoten mit Gro¨ße n0 ist dann durch n/n0 begrenzt. Somit folgt fu¨r
die Diagonale ein Aufwand von nn20.




. Seien hierzu T (I), T (J) die T zugrundeliegenden Block-
clusterba¨ume. Dann gilt fu¨r alle Knoten τ ∈ T (I) ∪ T (J): |V (T (τ))| ≥ |τ |/(cnmin). Der
Beweis erfolgt durch Induktion. Fu¨r den Induktionsanfang u¨bertra¨gt sich die vorausgesetzte
Eigenschaft von T auf T (I) bzw. T (J). Im Induktionsschluss gelte die Bedingung fu¨r die
So¨hne τ0, . . . , τm−1 von τ . Dann folgt: |V (T (τ))| =
∑m−1






Somit gilt aber auch fu¨r einen Knoten (τ, τ) ∈ T : |V (T (τ))| ≥ |τ |/(cnmin). Da |V (T (τ))|
dem Grad der Parallelita¨t und somit dem maximal erlaubten p entspricht folgt mit β = 1:
n0 ≤ pcnmin. 
Wie schon im kardinalita¨tsbalancierten Fall richtet sich die Konstante β nach dem durch-
schnittlichen Knotengrad des Blockclusterbaumes. Je komplexer die Struktur dabei ist, desto
kleiner ist β und desto geringer fa¨llt der sequentielle Anteil der Inversion aus.
Bemerkung 6.6.2 Wie in [Tis02] gezeigt wurde, ist Algorithmus 6.6.1 optimal fu¨r vollbe-
setzte Matrizen, d.h. die Komplexita¨t betra¨gt O (n3/p) fu¨r eine Matrix A ∈ Rn×n.
In Abschnitt 6.5 wurden zwei verschiedene Parallelisierungsansa¨tze fu¨r die Multiplikation
beschrieben. Diese beiden Algorithmen lassen sich auch fu¨r die Matrix-Inversion benutzen,
wobei die einfachere Variante das Online-Scheduling-Verfahren 6.5.3 darstellt, welches direkt
in Algorithmus 6.6.1 aufgerufen werden kann.
Verwendet man dagegen Algorithmus 6.5.4, so ist eine analoge Vorgehensweise nicht mo¨glich,
da hierfu¨r zuna¨chst die Berechnung der Kostenfunktion fu¨r jede Matrix-Multiplikation er-
forderlich ist. Die Bestimmung der Kosten ist allerdings vergleichsweise aufwa¨ndig (siehe
Bemerkung 6.5.3), womit die Berechnung vor jedem Multiplikationsaufruf, zu einer vermin-
derten parallelen Effizienz der Inversion fu¨hrt.
Wie bereits in Abschnitt 3.4.1 beschrieben wurde, sind die Matrix-Operationen, die bei
der Gauß-Elimination vorkommen, ebenfalls Bestandteil der Matrix-Multiplikation. Damit
folgt aber auch, dass bei der Simulation der Multiplikation A := A ·A, bereits alle Einzelope-
rationen der Inversion C := A−1 auftreten. Durch einen Simulationschritt vor der Inversion
lassen sich auf diese Weise alle Informationen u¨ber die auftretenden Kosten wa¨hrend der
Gauß-Elimination bestimmen. Die Lastbalancierung beschra¨nkt sich anschließend darauf,




Abbildung 6.6.1: Kostenbestimmung bei der Gauß-Elimination
Fu¨r einen Matrixblock C ′ enthalte die Menge C(C ′) = {(biA, biB, ci)}nC′i=0 mit biA, biB ∈ V (T )
und ci ∈ R≥0 die Paare von Blockclustern und Kosten, wie sie durch die vollsta¨ndige Simu-
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lation der Matrix-Multiplikation bestimmt wurden. In Abbildung 6.6.1 sind die entsprechen-
den Paare fu¨r eine Zielmatrix beispielhaft angegeben. Fu¨r die Multiplikation C ′′ := A′B′ mit






Die Verteilung des Produktes C00 := A00B00 in dem Beispiel in Abbildung 6.6.1 fu¨hrt zu
den in Abbildung 6.6.2 dargestellten Blockclustern, welche fu¨r die Berechnung der Kosten




Abbildung 6.6.2: Reduktion der Blockclusterpaare
Auf diese Weise kann der Aufwand fu¨r die Lastbalancierung erheblich reduziert werden.
Lediglich die Bestimmung der zula¨ssigen Verteilungsfunktion vor jeder Multiplikation wirkt
sich weiterhin negativ auf die parallele Effizienz der Gauß-Elimination aus. Allerdings ist
deren Anteil vergleichsweise gering, was auch die nachfolgenden numerischen Beispiele zeigen.
6.6.1.1 Numerische Beispiele
Zuna¨chst wird die Online-Scheduling-Variante der Gauß-Elimination betrachtet. Die zu in-
vertierende H-Matrix ist dabei durch das FEM-Beispiel in Abschnitt 2.4.2 definiert.
Die erste Tabelle zeigt die Laufzeit bzw. die Effizienz fu¨r den Fall einer Approximation
mit einem konstanten Rang von k = 10. Fu¨r η in der Zula¨ssigkeitsbedingung (2.4.4) wurde
der Wert η = 1 gewa¨hlt.
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Gauß-Elimination (online), konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 096 22.3 6.2 89.9 3.6 77.7 2.8 66.5 2.5 56.3
8 100 83.0 22.6 92.0 12.9 80.4 10.1 68.5 8.5 61.2
16 384 172.3 46.3 93.0 25.6 84.1 19.3 74.5 17.0 63.4
32 761 578.1 153.9 93.9 86.5 83.5 65.2 73.9 55.8 64.8
65 536 1126.5 295.8 95.2 162.6 86.6 121.6 77.2 103.7 67.9
131 044 3563.9 930.1 95.8 519.8 85.7 392.1 75.7 334.2 66.6
262 144 7362.3 1899.6 96.9 1026.6 89.6 779.3 78.7 667.2 69.0
Deutlich erkennbar ist die Abha¨ngigkeit der parallelen Effizienz von der Anzahl der Pro-
zessoren, welche durch die sequentielle Inversion der Diagonalen von A hervorgerufen wird.
Allerdings steigt die Effizienz mit wachsender Problemgro¨ße, womit das Verfahren insgesamt
als skalierbar anzusehen ist.
Verwendet man (6.1.2) und bestimmt den sequentiellen Anteil cs aus den vorliegenden Da-
ten, so erha¨lt man Werte zwischen 1% und 5%. Hierbei besta¨tigt sich die erwa¨hnte Abha¨ngig-
keit von p und n.
Im na¨chsten Beispiel erfolgen die gleichen Berechnungen mit einer konstanten Genauigkeit
von ε = 10−6. Die ermittelten Werte zeigt die folgende Tabelle.
Gauß-Elimination (online), konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 096 8.7 2.6 84.5 1.6 70.1 1.3 57.5 1.1 47.6
8 100 26.1 7.5 87.1 4.4 74.6 3.4 64.3 3.0 55.4
16 384 73.7 20.6 89.6 12.0 76.8 9.2 66.4 8.1 56.7
32 761 197.2 54.2 90.9 31.5 78.4 24.2 67.8 21.2 58.2
65 536 491.2 133.4 92.1 76.4 80.4 59.4 68.9 51.1 60.1
131 044 1243.0 334.4 92.9 194.5 79.9 150.5 68.8 129.9 59.8
262 144 3003.1 796.9 94.2 448.4 83.7 342.0 73.2 296.1 63.4
Es zeigt sich eine a¨hnliches Effizienzverhalten wie im Falle eines konstanten Ranges. Le-
diglich die absoluten Werte sind geringfu¨gig kleiner. Vergleicht man die Laufzeiten in beiden
Fa¨llen, so ist ein mo¨glicher Grund hierfu¨r die geringere Datenmenge der Matrix bei konstan-
ter Genauigkeit. Interessant ist deshalb der Einfluss des Ranges bzw. der Genauigkeit auf die
parallele Effizienz. Die Ergebnisse dieser Untersuchung sind in Abbildung 6.6.3 dargestellt.
Die Problemdimension wurde dabei bei n = 65 536 belassen.
Insbesondere bei einem kleinen Rang bzw. einem großen Wert fu¨r ε ergibt sich eine geringe
Effizienz der parallelen Gauß-Elimination. In diesen Fa¨llen ist der Einfluss der Diagonalen



































Abbildung 6.6.3: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. ε (rechts)
Rang bzw. Genauigkeit sinkt allerdings dieser Einfluss, und entsprechend steigt die paralle-
le Effizienz an. Vergleicht man diese Beobachtung mit Bemerkung 6.6.2, so erga¨be sich fu¨r
ε → 0 eine maximale Effizienz. Allerdings ist ε in der Praxis typischerweise durch die Ma-
schinengenauigkeit begrenzt und die dabei beobachtete Komplexita¨t entspricht nicht dem
kubischen Aufwand fu¨r vollbesetzte Matrizen. Somit bleibt das Resultat (6.6.2) weiterhin
gu¨ltig.
Im folgenden wird die Matrix-Multiplikation mittels Oﬄine-Scheduling innerhalb des In-
versionsalgorithmus genutzt. Hierbei beschra¨nken sich die Beispiele allerdings auf den Fall
eines konstanten Ranges, da nur hierbei eine Vorhersage u¨ber die auftretenden Kosten erfol-
gen kann. Die Ergebnisse fu¨r den Fall von k = 10 lauten:
Gauß-Elimination (oﬄine), konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 096 22.3 6.4 87.1 3.7 76.0 2.9 65.1 2.5 55.0
8 100 83.0 24.0 86.7 13.8 75.4 10.2 67.7 8.6 60.3
16 384 172.3 49.0 87.9 28.0 77.0 20.9 68.6 17.5 61.7
32 761 578.1 163.9 88.2 91.7 78.8 67.7 71.1 56.4 64.0
65 536 1126.5 316.7 88.9 178.4 78.9 133.9 70.1 111.5 63.2
131 044 3563.9 1001.1 89.0 565.1 78.8 413.0 71.9 354.9 62.8
262 144 7362.3 2075.1 88.7 1187.6 77.5 908.2 67.6 758.4 60.7
Die Effizienz der parallelen Gauß-Elimination mit Oﬄine-Scheduling entspricht im wesent-
lichen der Online-Scheduling-Variante. Allerdings ist das Verhalten bezu¨glich der Problem-
dimension verschieden. Wa¨hrend bei der letzteren Verteilungsmethode die Effizienz mit n
ansteigt, bleibt sie in diesem Fall relativ konstant. Die Schwierigkeit einer exakten Kosten-
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bestimmung fu¨hrt in diesem Fall offensichtlich zu einer Beeintra¨chtigung des Skalierungsver-
haltens.
Aufgrund der vergleichbaren Laufzeiten zwischen dem Oﬄine- und dem Online-Scheduling
wird deutlich, dass der Aufwand fu¨r die Lastbalancierung wa¨hrend der Inversion auf einen
minimalen Wert reduziert werden konnte. Zum Vergleich sind in der folgenden Tabelle die
entsprechenden Zeiten fu¨r die Matrix-Inversion mittels schneller und normaler Lastbalancie-
rung bei einer Problemgro¨ße von n = 65 536 gegenu¨bergestellt.
Kostenbestimmung p = 4 p = 8 p = 12 p = 16
vor Inversion 316.7 s 178.4 s 133.9 s 111.5 s
wa¨hrend Inversion 342.6 s 271.8 s 290.7 s 283.5 s
Insbesondere fu¨r gro¨ßere Prozessorzahlen wird der hohe Aufwand, der durch die Bestimmung
der Kostenfunktion bei der normalen Verteilung verursacht wird, deutlich. Die Zeiten fu¨r
die Bestimmung der Einzelkosten vor der Inversion stimmen mit den in Abschnitt 6.5.2
angegebenen Werten u¨berein und wurden wie dort nicht bei den aufgefu¨hrten Laufzeiten
beru¨cksichtigt.
Abschließend erfolgt eine Untersuchung des Ranges und der Schwachbesetztheit auf die
parallele Effizienz der Oﬄine-Inversion. Die Resultate hierfu¨r bei einer Problemdimension
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Abbildung 6.6.4: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. η (rechts)
Wie auch schon bei der Verwendung des Online-Scheduling-Verfahrens steigt die parallele
Effizienz mit dem Rang an. Das gleiche Verhalten ergibt sich bei einer Verringerung der
Schwachbesetztheit, d.h. einem gro¨ßeren Wert von csp, bedingt durch ein kleineres η. Der





Da die Newton-Iteration zur Berechnung der Inversen vonA aus Algorithmus 3.4.3 vollsta¨ndig
auf der Addition und Multiplikation von H-Matrizen basiert, kann die Parallelisierung auf
die jeweiligen parallelen Algorithmen 6.4.2 und 6.5.3 bzw. 6.5.4 zuru¨ckgefu¨hrt werden. Fu¨r
die Komplexita¨t ergibt sich hierbei ein optimales Resultat.
Bemerkung 6.6.3 Bei gegebenem Startwert besitzt die parallele Berechnung der approxi-
mierten Inversen einer H-Matrix bis zu einer Genauigkeit von ε > 0 mittels Newton-Iteration
einen Aufwand von





Die Komplexita¨t der parallelen Newton-Iteration ist damit asymptotisch besser als die der
Gauß-Elimination. Allerdings ist, wie auch im sequentiellen Fall der letztere Algorithmus im
allgemeinen deutlich schneller. Zudem wurde hierbei die Berechnung des Startwertes ausge-
nommen. Falls hierfu¨r z.B. das Gauß’sche Eliminationsverfahren verwendet wird, entspricht
auch der theoretische Gesamtaufwand der Newton-Iteration diesem Verfahren. Aufgrund der
Vielzahl an Multiplikationen wa¨hrend des Iterationsprozesses dominiert aber auch in diesem
Fall die optimale Komplexita¨t der parallelen Matrix-Multiplikation.
6.6.2.1 Numerische Beispiele
Um die letzte Aussage zu untermauern, sind in der folgenden Tabelle Ausfu¨hrungszeit und
parallele Effizienz fu¨r die Inversion einer H-Matrix aus dem FEM-Beispiel in Abschnitt 2.4.2
dargestellt. Dabei beschra¨nkt sich das Beispiel auf die Arithmetik mit konstantem Rang.
Neben der Laufzeit und der parallelen Effizienz ist auch die Anzahl der Iterationen aufgefu¨hrt.
Als Startwert X0 der Iteration wurde eine Approximation der Inversen mittels Gauß-
Elimination berechnet. Der hierbei verwendete Rang betrug k = 3. Die anschließende Newton-
Iteration wurde bis zu einem Fehler von ‖I − XA‖ ≤ 10−4 durchgefu¨hrt, wobei X die
gena¨herte Lo¨sung in jedem Schritt darstellt.
Newton-Iteration, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16 It.
n t [s] t [s] E t [s] E t [s] E t [s] E
1 024 14.1 4.0 89.0 2.3 76.3 1.8 67.1 1.6 55.8 2
2 116 115.2 30.6 94.0 16.6 86.6 11.9 80.9 9.7 74.2 3
4 096 331.5 87.6 94.6 46.5 89.2 33.7 82.1 28.3 73.3 4
8 100 2772.4 724.5 95.7 373.3 92.8 267.3 86.4 209.5 82.7 8
16 384 10809.7 2775.8 97.4 1424.5 94.9 1005.1 89.6 737.2 91.7 16
Die Effizienz der Newton-Iteration ist, insbesondere fu¨r große p, deutlich ho¨her als bei der
Gauß-Elimination und erreicht mit wachsender Problemdimension die erwarteten, optimalen
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Werte. Man beachte hierbei, dass die Zeit fu¨r die Berechnung des Startwertes ebenfalls in
der Laufzeit enthalten ist.
Dagegen nimmt die Anzahl der Iteration deutlich schneller zu, als es die Theorie vor-
aussagt. Der Grund hierfu¨r ist in einem zu kleinen Rang zu suchen, welcher zu einem ent-
sprechend schlechten Startwert fu¨hrt. Fu¨r wachsende Problemgro¨ßen ist dieser entsprechend
anzupassen.
Abschließend la¨sst sich durch einen direkten Vergleich der Ausfu¨hrungszeit mit den Wer-
ten in Abschnitt 6.6.1 die geringe Nutzbarkeit der Newton-Iteration fu¨r den praktischen
Gebrauch belegen.
6.7 LU-Zerlegung
A¨hnlich dem Gauß’schen Eliminationsverfahren 3.4.1 besteht auch Algorithmus 3.5.1 zur
Berechnung der LU-Zerlegung einerH-Matrix aus Rekursionen und Matrix-Multiplikationen.
Somit bietet sich die gleiche Herangehensweise zur Parallelisierung an, die schon bei der
Matrix-Inversion verwendet wurde: die Verteilung der Multiplikationen.
Im Gegensatz zur Gauß-Elimination werden die Außerdiagonalblo¨cke allerdings nicht durch
Matrix-Multiplikationen bestimmt, sondern wie die Diagonale rekursiv. Betrachtet man die
Algorithmen 3.5.4 und 3.5.5 bzw. 3.5.6, so ergeben sich die folgenden Rekursionsformeln fu¨r




























Besonders deutlich wird der hohe Anteil der Rekursionen gegenu¨ber den Multiplikationen.
Da durch die rekursiven Funktionen auch der sequentielle Aufwand bestimmt wird, ist kein
effizientes paralleles Verfahren mo¨glich. So fu¨hrt der Einsatz von mehreren Prozessoren nur
zu einer Reduktion der auftretenden Konstanten.
Lo¨st man die obigen Rekursionsformeln auf, so gelangt man zu folgendem, negativen Er-
gebnis fu¨r den Aufwand der LU-Zerlegung.
Lemma 6.7.1 Die parallele LU-Zerlegung einer H-Matrix A ∈ H(T, k) auf p Prozessoren
hat eine Komplexita¨t von:
WLU(A, p) =WLU(A, 1). (6.7.1)
6.7.1 Numerische Beispiele
Trotz des wenig hoffnungsvollen Komplexita¨tsresultats soll dennoch der Einfluss der Prozes-
soranzahl auf den Aufwand der LU-Zerlegung untersucht werden. Die Basis bildet hierfu¨r
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wieder das BEM-Beispiel aus Abschnitt 2.4.1. Zuna¨chst erfolgt die LU-Faktorisierung bei
einem konstanten Rang von k = 10 und η = 1.
LU-Zerlegung, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 19.3 6.0 79.8 4.1 58.5 3.9 41.0 3.2 37.2
7 920 54.8 17.1 80.1 11.4 59.9 9.9 46.4 8.6 39.6
19 320 181.3 55.3 82.0 37.1 61.2 32.0 47.2 27.5 41.2
43 680 506.0 153.4 82.5 100.4 63.0 86.2 48.9 73.3 43.2
89 400 1307.6 390.6 83.7 253.6 64.4 216.8 50.3 182.7 44.7
184 040 3376.5 1002.4 84.2 649.8 65.0 549.2 51.2 467.3 45.2
Deutlich sichtbar ist der starke Abfall der parallelen Effizienz mit einer zunehmenden An-
zahl von Prozessoren. Hierdurch ist dieses parallele Verfahren bei mehr als 8 CPUs nur noch
bedingt einsetzbar. Auch nimmt der Anstieg der Effizienz bei wachsender Problemdimension
deutlich ab, was das beschra¨nkte Skalierungsverhalten besta¨tigt.
Auch hierbei la¨sst sich der sequentielle Anteil am Gesamtaufwand mittels (6.1.2) zuru¨ck-
rechnen. Dieser betra¨gt in den Beispielen etwa 6% bis 10% und liegt damit deutlich u¨ber
den Werten fu¨r die Gauß-Elimination. Damit ist der Anteil der Multiplikationen zwar noch
vergleichsweise groß, allerdings die Mo¨glichkeiten der Parallelisierung auch stark begrenzt.
Das gleiche Beispiel wurde auch mit einer konstanten Genauigkeit von ε = 10−6 gerechnet.
Die sich daraus ergebenden Werte sind in der folgenden Tabelle zusammengefasst.
LU-Zerlegung, konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
3 968 34.2 10.4 82.1 7.4 57.6 6.5 44.0 5.8 37.0
7 920 109.8 34.3 80.0 24.6 55.9 21.6 42.3 19.5 35.3
19 320 404.0 123.6 81.7 87.1 58.0 80.8 41.7 73.6 34.3
43 680 1275.7 369.4 86.3 289.3 55.1 270.6 39.3 250.3 31.8
89 400 3943.3 1225.9 80.4 824.1 59.8 736.3 44.6 669.5 36.8
184 040 11002.8 3459.2 79.5 2320.0 59.3 2072.0 44.3 1869.9 36.8
Das sich ergebende Bild ist a¨hnlich, aber nicht identisch zur LU-Zerlegung mit einem kon-
stanten Rang. Als wesentlichen Unterschied la¨ßt sich eine Stagnation der parallelen Effizienz
bei wachsender Problemdimension und damit das aus der Theorie folgende, nichtskalierende
Verhalten ausmachen.
In Abbildung 6.7.1 wurde die parallele Effizienz fu¨r verschiedene Werte von k und ε bei







































Abbildung 6.7.1: Parallele Effizienz in Abha¨ngigkeit von k (links) bzw. ε (rechts)
Wa¨hrend eine Erho¨hung des Ranges zu einer leichten Zunahme der Effizienz fu¨hrt, ergibt
sich bei einer A¨nderung der Genauigkeit keine solch eindeutige Tendenz. In beiden Fa¨llen






Betrachtet wird in diesem Kapitel die Methode der Gebietszerlegung. Wie der Name an-
deutet, wird hierbei bei dem zu lo¨senden Problem das Gebiet Ω in einzelne Teilgebiete Ωi
aufgeteilt. U¨blicherweise zerfa¨llt dabei auch die eigentliche Aufgabe in Teilprobleme, welche
mehr oder weniger unabha¨ngig voneinander gelo¨st werden ko¨nnen. Im Gegensatz zu den
Verfahren in Kapitel 6 erfolgt hierbei die Parallelisierung nicht direkt, sondern indirekt u¨ber
die parallele Lo¨sung der einzelnen Teilprobleme.
Ein Vorteil dieser Methode ist, dass ha¨ufig sequentielle Verfahren bei der Lo¨sung der
Teilprobleme angewendet werden ko¨nnen, d.h. keine Reimplementierung von Algorithmen
notwendig ist. Dies gilt auch fu¨r H-Matrizen und deren Arithmetik.
Eine einfache Anwendung der H-Matrizen gelingt u¨ber die Nutzung der nichtu¨berlappen-
den Gebietszerlegung. Dabei wird die globale Indexmenge I in disjunkte Teilmengen (Ii)m−1i=0
zerlegt. Die Anzahl m der Teilgebiete ist dabei u¨blicherweise an die Anzahl der Prozessoren
gekoppelt, muss mit dieser aber nicht u¨bereinstimmen. Fu¨r jede Indexmenge Ii kann an-
schließend unabha¨ngig ein Clusterbaum T (Ii) konstruiert werden. Die Definition der Block-
clusterba¨ume T (Ii × Ij) bzw. der H-Matrizen u¨ber diesen erfolgt dann entsprechend. Man
beachte hierbei die A¨hnlichkeit dieser Konstruktion mit einem Verfahren zur Bestimmung ei-
nes u¨blichen Clusterbaumes, z.B. der bina¨ren Raumpartitionierung (siehe Abschnitt 2.4.1.1),
bei welchem ebenfalls die Indexmenge in disjunkte Teilmengen zerlegt wird.
In den folgenden Abschnitten wird fu¨r die Beispiele aus Abschnitt 2.4.2 und 2.4.1 der
Zugang u¨ber die Technik der Gebietszerlegung diskutiert. Dabei fu¨hren die verschiedenen
Eigenschaften der beiden Probleme zu unterschiedlichen Ansa¨tzen bei der Wahl der Zerle-
gung. Desweiteren ist die Auswahl von effizienten Algorithmen verschieden.
Die alternative Technik der Gebietszerlegung mit u¨berlappenden Teilgebieten ist ebenfalls
mo¨glich, allerdings mittels H-Matrizen schwieriger zu implementieren. Wie der Name andeu-
tet, sind die einzelnen Teilmengen Ii in diesem Fall nicht disjunkt. Durch das Vorhandensein
einzelner Indizes in verschiedenen Clusterba¨umen bzw. Blockclusterba¨umen ist im Kontext
der H-Matrizen zusa¨tzlicher Aufwand no¨tig, um arithmetische Operationen durchzufu¨hren.
Fu¨r einen allgemeinen U¨berblick u¨ber die Gebietszerlegungsmethode mit einer Diskussion
der unterschiedlichen Eigenschaften von u¨berlappenden und nichtu¨berlappenden Zerlegung
sei z.B. auf [CM94] verwiesen.
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7.1 Gebietszerlegung fu¨r die Methode der finiten Elemente
In diesem Abschnitt soll Gebietszerlegung auf die Methode der finiten Elemente angewendet
werden. Als Ausgangsproblem dient hierbei das in Abschnitt 2.4.2 vorgestellte Beispiel einer
partiellen Differentialgleichung. Eine besondere Eigenschaft der dort definierten Systemma-
trix ist deren Schwachbesetztheit. Diese ergab sich aus den lokalen Tra¨gern der Basisfunk-
tionen, die bei der Diskretisierung zum Einsatz kommen. Innerhalb der Gebietszerlegung
gestattet es diese Eigenschaft, die Teilgebiete so zu wa¨hlen, dass sie durch einen inneren
Rand, auch Kopplungsrand genannt, voneinander getrennt sind. Die Tra¨ger der Basisfunk-
tionen der einzelnen Gebiete schneiden sich somit nicht (siehe Abbildung 7.1.1). Damit ergibt
sich fu¨r die Systemmatrix A aus (2.4.7) eine Blockaufteilung, die sehr effiziente parallele Al-
gorithmen erlaubt.
innerer Rand
Abbildung 7.1.1: Entkopplung der Teilgebiete durch inneren Rand
Zuna¨chst aber zur verwendeten Notation. Sei I wieder die globale Indexmenge mit n = |I|




∪ IΣ. Die Indexmengen Ii, 0 ≤ i < p,
entsprechen dabei den jeweiligen Teilgebieten, wa¨hrend IΣ die Indizes des inneren Kopp-
lungsrandes entha¨lt. Mit ni wird die Kardinalita¨t von Ii benannt, wobei nmax = max
p−1
i=0 ni
sei. Analog dazu sei nΣ = |IΣ|. In der Praxis sollte der innere Rand im Vergleich zu den
Teilgebieten vergleichsweise klein sein, um eine hinreichende parallele Effizienz zu erhalten.
Im folgenden sei deshalb
nmax ≥ nΣ (7.1.1)
angenommen.
Ordnet man die Indizes in I0, . . . , Ip−1 und IΣ entsprechend an, so ergibt sich fu¨r A die
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A00 0 . . . 0 A0,Σ






0 0 0 Ap−1,p−1 Ap−1,Σ
AΣ,0 AΣ,1 . . . AΣ,p−1 AΣ,Σ
 , (7.1.2)
mit Aii ∈ RIi×Ii , Ai,Σ ∈ RIi×IΣ , AΣ,i ∈ RIΣ,Ii und AΣ,Σ ∈ RIΣ×IΣ .
Mit den Clusterba¨umen T (Ii) und T (IΣ) und entsprechenden Blockclusterba¨umen Tii =
T (Ii×Ii), Ti,Σ = T (Ii×IΣ), TΣ,i = T (IΣ×i) und TΣ,Σ = T (IΣ×IΣ) kann jede der auftretenden
Matrizen als H-Matrix dargestellt werden.
Interessant ist hierbei vor allen Dingen die Inversion von A, die in Abschnitt 7.1.1 diskutiert
wird. Alternativ la¨sst sich die LU-Zerlegung verwenden, die Gegenstand von Abschnitt 7.1.2
ist. Zur Lo¨sung mittels Iterationsverfahren wird weiterhin die Matrix-Vektor-Multiplikation
aus Abschnitt 7.1.3 beno¨tigt.
Die folgende Bemerkung beschreibt einen Spezialfall fu¨r die Gro¨ßen der Teilgebiete und
des inneren Randes. Aufgrund der Relevanz fu¨r die Praxis wird dieser Spezialfall in den
folgenden Abschnitten bei der Komplexita¨tsanalyse stets als Beispiel verwendet.
Bemerkung 7.1.1 Aus Gru¨nden einer guten Lastbalancierung sei angenommen, dass ni =






























Ein Verfahren, um eine Aufteilung von I entsprechend zu Bemerkung 7.1.1 zu berechnen,
ist in [Zum03] beschrieben. Dabei kommen die in Abschnitt 4.2.2 beschriebenen raumfu¨llen-
den Kurven zum Einsatz.
7.1.1 Matrix-Inversion
Verwendet man das Gauß’sche Eliminationsverfahren, wie es bereits in Abschnitt 3.4.1 ge-
nutzt wurde, so la¨sst sich die spezielle Struktur der Matrix A ausnutzen. Der hier beschrie-
bene Ansatz geht dabei zuru¨ck auf [Hac03].
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Zuna¨chst wird der erste Schritt betrachtet, d.h. die Elimination der ersten Blockspalte von
A. Als Resultat ergeben sich
A1 =

I 0 . . . 0 A−100 A0,Σ






0 0 0 Ap−1,p−1 Ap−1,Σ





A−100 0 . . . 0 0






0 0 0 I 0
−AΣ,0A−100 0 . . . 0 I
 .
Die vollsta¨ndige Elimination der unteren Dreiecksmatrix von A fu¨hrt schließlich zu
Ap+1 =

I 0 . . . 0 A−100 A0,Σ






0 0 0 I A−1p−1,p−1Ap−1,Σ





A−100 0 . . . 0 0






0 0 0 A−1p−1,p−1 0
−S−1AΣ,0A−100 −S−1AΣ,1A−111 . . . −S−1AΣ,p−1A−1p−1,p−1 S−1
 ,
mit dem Schurkomplement






Die Elimination der oberen Dreiecksmatrix fu¨hrt anschließend zur gesuchten Lo¨sung
C2p−1 = A−1 =

. . .










. . . −S−1AΣ,jA−1jj . . . S−1
 . (7.1.6)
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Die Inverse (7.1.6) besitzt leider nicht mehr die schwache Struktur von A. Insbesondere
mu¨ssen (p + 1)2 viele Matrizen gespeichert werden, falls keine zusa¨tzlichen Berechnungen
erwu¨nscht sind. Eine alternative Darstellung von A−1, bei der wie in (7.1.2) ebenfalls lediglich
3p+ 1 Matrizen notwendig sind, ergibt sich durch eine additive Aufspaltung in
A−1 =

A−100 0 0 0
0
. . . 0 0
0 0 A−1p−1,p−1 0










S−1AΣ,0A−100 · · · S−1AΣ,p−1A−1p−1,p−1 − S
)
.
Allerdings ist die Form (7.1.7) nur eingeschra¨nkt fu¨r die Verwendung von Matrixalgorithmen,
etwa der Matrix-Multiplikation, verwendbar. Bei der Matrix-Vektor-Multiplikation ergeben
sich dagegen keinerlei Probleme, wie in Abschnitt 7.1.3 gezeigt wird.
Aufbauend auf der Darstellung (7.1.7) erha¨lt man folgenden Algorithmus zur Berechnung
der Inversen von A:
procedure dd invert( i, A )
{ Schritt 1: Inversion im Teilgebiet }
invert( Aii, Cii );
mul( AΣ,i, Cii, 0, Ti );
mul( Ti, Ai,Σ, 0, Si );
{ Schritt 2 . . . dlog2 pe+ 1: Summation des Schurkomplements }
7: summiere Si in allen Teilgebieten;
bsp sync();
{ Schritt dlog2 pe+ 2: Inversion des Schurkomplements }








{ Schritt dlog2 pe+ 3 . . . 2dlog2 pe+ 3: Versenden des Schurkomplements }
13: bsp send( S );
bsp sync();
{ Schritt 2dlog2 pe+ 4 }
mul( Cii, Ai,Σ, 0, Ci,Σ );
mul( S˜, Ti, 0, CΣ,i );
bsp sync();
end;
Algorithmus 7.1.1: Berechnung der Inversen einer Gebietszerlegungsmatrix












CΣ,0 · · · CΣ,p−1 S˜
)
. (7.1.8)
Die Summation des Schurkomplements bzw. das Versenden von S˜ innerhalb des Inversi-
onsalgorithmus erfolgen hierbei durch die in Abschnitt 5.2.2.1 beschriebenen Verfahren 5.2.2
und 5.2.3, wofu¨r jeweils dlog2 pe Teilschritte erforderlich sind.
Durch die in Kapitel 3 angegebenen Komplexita¨ten fu¨r die Matrix-Multiplikation und
-Inversion folgt die nachfolgende Aussage u¨ber den Aufwand von Algorithmus 7.1.1.
Lemma 7.1.2 Die Inversion der Gebietszerlegungsmatrix A aus (7.1.2) mittels Algorith-
mus 7.1.1 hat eine Komplexita¨t von







+ g · O (log(p)WSt(AΣ,Σ)) + l · O (log p) .
Beweis: Aufgrund von (7.1.1) dominiert WMI(Aii) die Kosten der Berechnung im ersten
und letzten BSP-Schritt. Das gleiche gilt fu¨r die Berechnung der Inversen des Schurkom-
plements. Die Summation der lokalen Anteile Si in log p Schritten komplettiert den ersten
Term. Die Gro¨ße des Schurkomplements ist durch WSt(AΣ,Σ) gegeben. Da jeder Prozessor
ho¨chstens 2 Matrizen empfa¨ngt bzw. versendet (siehe Algorithmus 5.2.2), folgen die Kom-
munikationskosten in (7.1.9). 
Fu¨r das Beispiel aus Bemerkung 7.1.1 ko¨nnen diese Angaben konkretisiert werden:
Bemerkung 7.1.3 Es gelten (7.1.3) und (7.1.4) fu¨r die Gro¨ße der Teilgebiete bzw. des
inneren Randes. Weiterhin seien die verwendeten Clusterba¨ume bina¨r und kardinalita¨tsba-
lanciert. Dann folgt fu¨r die Komplexita¨t von Algorithmus 7.1.1:






















+ l · O (log p) .












+ l · O (1) ,
so la¨sst sich fu¨r ein konstantes n ein fu¨r Algorithmus 7.1.1 optimales p na¨herungsweise durch
O (dn1/(d+1)) beschreiben. Das Verfahren hat in diesem Fall also eine beschra¨nkte parallele
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Skalierbarkeit. Andererseits folgert man fu¨r ein festes p, dass die Effizienz mit n wa¨chst, da
der Term np log
2 n
p in (7.1.10) schließlich dominiert. Somit fu¨hrt ein im Vergleich zur Anzahl
der Prozessoren hinreichend großes Problem zu einem effizienten Invertierungsverfahren.
7.1.1.1 Numerische Beispiele
Das Gebiet Ω = [0, 1]2 aus dem Beispiel in Abschnitt 2.4.2 wird fu¨r die numerischen Tests
in p anna¨hernd gleich große Teilgebiete aufgeteilt, wie es auch in Abbildung 7.1.2 dargestellt
ist. Der Kopplungsrand ist hierbei durch die jeweiligen Indizes hervorgehoben.
Abbildung 7.1.2: Gebietszerlegung von Ω = [0, 1]2 fu¨r 2, 4, 8 und 16 Prozessoren
Aufgrund der Beschra¨nkungen beim Speicherplatz pro Prozessor, wie sie sich bei einem
Rechnersystem mit verteiltem Speicher ergeben, ko¨nnen Probleme mit einer großen Anzahl
an Unbekannten nur mit mehreren CPUs gerechnet werden. Deshalb fehlen die entspre-
chenden Laufzeiten fu¨r hohe Problemdimensionen. Desweiteren wird in diesen Fa¨llen die
modifizierte parallele Effizienz aus Abschnitt 6.1 angegeben, welche sich auf die Laufzeit mit
dem kleinsten p bezieht, fu¨r welches das Problem gerechnet werden konnte.
Matrix-Inversion, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 069 27.9 3.6 195.0 1.3 270.5 1.4 167.4 2.0 89.5
8 100 101.8 13.2 193.0 4.3 293.1 3.6 236.9 3.5 183.3
16 384 238.2 43.9 135.6 13.7 217.5 10.7 184.8 9.5 156.1
32 761 – 114.0 – 38.5 148.1 31.1 122.0 21.8 130.7
65 536 – 347.0 – 112.9 153.7 86.9 133.1 61.0 142.1
131 044 – – – 377.7 – 229.3 109.8 144.0 131.2
Bei der Interpretation der Ergebnisse sind zwei unterschiedliche Faktoren zu beru¨cksichti-
gen. Zum einen ist dies der Kommunikationsaufwand, welche insbesondere bei kleinen Pro-
blemen die gesamten Berechnungskosten dominieren kann. Dabei besitzt die Zeit fu¨r die
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globale Synchronisation der BSP-Maschine einen besonders hohen Anteil. Deshalb sinkt die
Laufzeit der Inversion etwa bei n = 4096 nicht unter eine Sekunde.
Zum anderen hat die Komplexita¨t der H-Matrix-Inversion einen wesentlichen Einfluss auf
die parallele Effizienz. Durch die logarithmischen Terme in (3.4.1) folgt, dass die Berechnung
zweier Probleme der Dimension n/2 weniger Aufwand erfordert, als die Behandlung eines
Problems der Dimension n. Insbesondere im pra¨asymptotischen Bereich der Inversion ergibt
sich somit bei der Gebietszerlegung ein superlinearer Speedup. Je gro¨ßer die Problemdimen-
sion ist, desto kleiner zeigen sich allerdings die Auswirkungen dieses Effektes.
Matrix-Inversion, konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 069 8.8 1.1 192.3 0.6 179.7 0.8 87.0 0.9 63.0
8 100 27.4 3.4 198.8 1.4 237.5 1.5 148.1 1.3 127.6
16 384 78.0 13.4 145.9 3.8 254.5 3.9 168.3 3.2 154.7
32 761 218.7 33.8 161.7 10.6 257.9 10.2 178.2 6.2 219.1
65 536 – 119.0 – 33.3 178.4 29.1 136.3 16.8 177.1
131 044 – 273.0 – 88.2 154.8 77.0 118.2 39.0 174.8
262 144 – – – 258.3 – 200.0 86.1 108.2 119.4
Bei der Matrix-Inversion mit einer konstanten Genauigkeit ergeben sich analoge Ergeb-
nisse wie im Fall eines konstanten Ranges. Erwa¨hnenswert sind hierbei die Werte fu¨r 12
Prozessoren im Vergleich zu der Effizienz bei p = 8. Hierbei kann die zusa¨tzliche Kom-
munikation im Vergleich zu 8 Prozessoren nicht durch eine entsprechende Reduktion des
Berechnungsaufwandes ausgeglichen werden, wodurch die parallele Effizienz sinkt.
Die Inversion der Gebietszerlegungsmatrix wurde auch fu¨r den Fall d = 3 durchgefu¨hrt.
Das zugrundeliegende Gebiet bildet hierbei der Einheitswu¨rfel [0, 1]3, wobei die Triangulation
mittels Tetraederelementen erfolgt. Zu beachten ist, dass die Schwachbesetztheitskonstante
im dreidimensionalen Fall vergleichsweise hohe Werte annimmt (siehe [GH03]), wodurch der
Speicheraufwand fu¨r dieH-Matrix bei gleicher Problemgro¨ße im Vergleich zu obigem Beispiel
stark ansteigt. Hierdurch lassen sich auf dem zur Verfu¨gung stehenden Rechnersystem nur
relative kleine Probleme berechnen.
Die folgende Tabelle zeigt die Ergebnisse der entsprechenden Berechnungen fu¨r eine Ge-
bietszerlegungsmatrix mit konstantem Rang von k = 10.
Matrix-Inversion 3D, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12
n t [s] t [s] E t [s] E t [s] E
4 069 290.1 10.9 663.0 8.5 424.6 12.0 201.5
8 100 1072.5 65.8 407.3 31.4 426.8 71.4 125.2
16 384 – 258.6 – 170.3 76.0 160.2 53.8
32 761 – – – 775.0 – 701.7 73.6
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Besonders markant ist der Sprung von der sequentiellen zur parallelen Ausfu¨hrung. Be-
dingt ist dies durch das starke Wachstum der Komplexita¨t der H-Matrix-Inversion im R3
bei kleinen Problemgro¨ßen. Allerdings kann die hierdurch erzielte hohe Effizienz nicht fu¨r
alle Prozessorzahlen aufrecht erhalten werden. Insbesondere fu¨r p = 12 ist ein entsprechen-
der Abfall zu beobachten. Der Grund hierfu¨r liegt in der geringen Gro¨ße der behandelten
Probleme, wodurch kein effizientes Verfahren mo¨glich ist.
Fu¨r die gleiche Geometrie wurden die Berechnungen auch bei einer konstanten Genauigkeit
durchgefu¨hrt. Die hierbei ermittelten Laufzeiten und die zugeho¨rige parallele Effizienz sind
in der folgenden Tabelle zusammengefasst.
Matrix-Inversion 3D, konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12
n t [s] t [s] E t [s] E t [s] E
4 069 144.5 10.2 356.0 11.4 158.6 17.4 69.3
8 100 580.4 41.7 348.0 44.6 162.6 56.6 85.4
16 384 – 167.5 – 108.5 77.2 191.3 29.2
32 761 – 637.2 – 424.7 75.0 413.0 51.4
64 000 – – – 1426.6 – 1299.4 73.2
Das sich abzeichnende Bild entspricht dem bei konstantem Rang beobachtete Verhalten.
Auch in diesem Fall fu¨hrt die geringe Problemgro¨ße nur bei kleinen Prozessorzahlen zu einem
effizienten Invertierungsalgorithmus.
7.1.2 LU-Zerlegung
In diesem Abschnitt soll die LU-Faktorisierung der Gebietszerlegungsmatrix A aus (7.1.2)







Lp−1,0 . . . Lp−1,p−1
LΣ,0 . . . LΣ,p−1 LΣ,Σ









mit Lij , Uij ∈ H(T (Ii × Ij)), LΣ,i ∈ H(T (IΣ × Ii)) und Ui,Σ ∈ H(T (Ii × IΣ)).
Im folgenden sei angenommen, dass Aii nicht verschwindende LU-Faktoren LiiUii besitzt.
Durch die Gleichungen L00U0i = 0 und Li0U00 = 0 fu¨r 0 < i < p, ergibt sich somit: U0i = 0
bzw. Li0 = 0. Analoges folgert man fu¨r Lij und Uij mit i 6= j. Die Faktorisierung (7.1.11)
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fu¨hren direkt zum BSP-Algorithmus zur LU-Faktorisierung von A. Hierbei werden die se-
quentiellen Methoden zur LU-Zerlegung genutzt, wie sie in Abschnitt 3.5 eingefu¨hrt wurden.
procedure dd lu( i, A )
{ Schritt 1: Faktorisierung im lokalen Teilgebiet }
LU decompose( Aii );
solve U( Lii, Ai,Σ );
solve L( Uii, AΣ,i );
Ti := LΣ,iUi,Σ;
{ Schritt 2 . . . dlog2 pe+ 1: Summation von Ti }
summiere Ti in allen Teilgebieten;
bsp sync();
{ Schritt dlog2 pe+ 2: Faktorisieren von AΣ,Σ }
if i = 0 then
AΣ,Σ := AΣ,Σ −
∑p
i=1 LΣ,iUi,Σ;
LU decompose( AΣ,Σ );
endif;
{ Schritt dlog2 pe+ 3 . . . 2dlog2 pe+ 3: Versenden von LΣ,Σ und UΣ,Σ }
bsp send( LΣ,Σ ); bsp send( UΣ,Σ );
bsp sync();
end;
Algorithmus 7.1.2: Berechnung der LU-Zerlegung einer Gebietszerlegungsmatrix
Die Summation der lokalen Produkte LΣ,iUi,Σ und das Verteilen der Faktoren LΣ,Σ bzw.
UΣ,Σ erfolgt ebenfalls in dlog pe Schritten. Analog zu Lemma 7.1.2 ergibt sich mit (3.5.1) aus
Lemma 3.5.2:
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Lemma 7.1.4 Die Berechnung einer LU-Zerlegung der Gebietszerlegungsmatrix (7.1.2) mit-
tels Algorithmus 7.1.2 besitzt eine Komplexita¨t von







+ g · O (log(p)WSt(AΣ,Σ)) (7.1.14)
+ l · O (log p) .
Das Ergebnis aus Bemerkung 7.1.3 folgt identisch fu¨r die LU-Zerlegung. Somit gilt auch in
diesem Fall, dass n im Vergleich zu p hinreichend groß sein muss, um ein effizientes paralleles
Verfahren zu erhalten.
7.1.2.1 Numerische Beispiele
Wie im Fall der Matrix-Inversion dient auch bei der LU-Zerlegung das FEM-Beispiel aus
Abschnitt 2.4.2 als Grundlage fu¨r die numerischen Experimente. Zuna¨chst erfolgen die Be-
rechnungen mit einem konstanten Rang von k = 10. Die Laufzeit und die parallele Effizienz
fu¨r die einzelnen Tests sind in der folgenden Tabelle zusammengefasst.
LU-Zerlegung, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 069 1.4 0.5 68.1 0.6 29.0 0.8 14.5 0.9 10.1
8 100 5.4 1.5 89.0 1.0 69.0 1.3 34.2 1.5 22.5
16 384 13.7 5.5 62.1 2.1 83.7 2.9 39.7 2.9 29.2
32 761 47.4 14.9 79.7 5.1 116.4 5.6 70.3 5.4 55.4
65 536 – 34.6 – 12.6 137.0 13.1 87.9 11.7 73.7
131 044 – – – 37.4 – 30.3 82.4 22.5 83.0
262 144 – – – – – 92.7 – 53.1 131.0
Die niedrige Effizienz der LU-Zerlegung bei kleinen Problemdimensionen ist bedingt durch
die große Dominanz der Kommunikationskosten. Dass auch bei gro¨ßeren Problemen nicht
die hohen Effizienzwerte der Matrix-Inversion erreicht werden, liegt dagegen an der Fakto-
risierung von AΣ,Σ. Wa¨hrend in den Matrizen Aii nur die nichtzula¨ssigen Blo¨cke Eintra¨ge
verschieden von Null enthalten, fu¨hrt die Summation vor der Bestimmung von LΣ,Σ und
UΣ,Σ auch zu einem Auffu¨llen der R-Matrizen in AΣ,Σ. Hierdurch ist der Berechnungsauf-
wand der LU-Zerlegung von AΣ,Σ trotz der deutlich kleinerer Problemgro¨ße im Vergleich zu
Aii von a¨hnlicher Dauer. Zusammen mit der Kommunikation bei der Summation ergibt sich
ein dominanter Anteil an den Gesamtkosten und somit eine geringe Effizienz. Im Vergleich
zur Matrix-Inversion muss der Wert von n mithin deutlich gro¨ßer gewa¨hlt werden, um ein
effizientes Verfahren zu erhalten.
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Bei der Berechnung mit konstanter Genauigkeit ergab sich ein deutlich reduzierter Speicher-
bedarf der H-Matrizen. Somit konnten auch gro¨ßere Problemdimensionen bei den numeri-
schen Beispielen genutzt werden. Fu¨r ε = 10−6 lauten die dabei erhaltenen Ergebnisse wie
folgt:
LU-Zerlegung, konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
16 384 5.8 3.0 49.0 1.1 68.2 1.5 32.1 1.6 22.9
32 761 16.8 5.4 77.7 2.3 91.1 2.7 53.0 2.6 41.1
65 536 39.5 20.5 48.2 5.9 83.1 5.4 61.1 4.6 53.9
131 044 112.0 39.0 71.7 13.5 104.1 11.5 81.5 8.7 80.9
262 144 – 120.4 – 35.2 171.1 25.6 156.6 18.8 159.9
524 176 – 246.4 – 81.4 151.5 61.6 133.3 40.4 152.5
1 048 576 – – – 235.2 – 141.8 110.5 89.3 131.6
Das beobachtete Verhalten der parallelen Effizienz stimmt im wesentlichen mit den Ergeb-
nissen im Fall eines konstanten Ranges u¨berein. Allerdings zeigt sich fu¨r die gro¨ßten Probleme
eine ho¨here Effizienz und auch die erwartete superlineare Skalierung. Die Verringerung dieses
Superskalierungseffektes folgt hierbei dem sich zunehmend durchsetzendem asymptotischen
Verhalten der H-Matrix-Arithmetik.
Neben den zweidimensionalen Problemen erfolgte auch die Untersuchung des Verhaltens
der LU-Zerlegung fu¨r eine Gebietszerlegungsmatrix bei drei Raumdimensionen. Analog zur
Matrix-Inversion ist das zugrundeliegende Gebiet durch den Einheitswu¨rfel [0, 1]3 definiert,
welcher mittels einer auf Tetraedern basierenden Triangulation in einzelne Elemente unter-
teilt ist.
LU-Zerlegung 3D, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12
n t [s] t [s] E t [s] E t [s] E
4 069 22.5 3.7 150.5 4.1 68.3 7.4 25.3
8 100 88.2 16.4 134.3 12.3 89.9 26.4 27.8
16 384 – 45.7 – 43.4 52.7 57.9 26.3
32 761 – – – 194.1 – 205.7 62.9
Wie schon bei der Inversion zeigt sich auch in diesem Fall, dass die Problemgro¨ßen kein
effizientes Verfahren zulassen. Lediglich fu¨r p = 4 zeigt sich eine praktikable Effizienz. In allen
anderen Fa¨llen ist die Anzahl von Unbekannten auf dem inneren Randes zu groß, wodurch
der Gesamtaufwand von der Kommunikation und den Berechnungen im Zusammenhang mit
AΣ,Σ dominiert wird.
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LU-Zerlegung 3D, konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12
n t [s] t [s] E t [s] E t [s] E
4 069 17.3 3.5 123.4 5.5 39.2 9.3 15.6
8 100 65.0 13.6 119.3 18.4 44.2 28.3 19.2
16 384 232.7 39.9 145.7 40.0 72.7 84.6 22.9
32 761 796.1 147.7 134.8 155.1 64.1 189.7 35.0
64 000 – 483.2 – 443.4 54.5 576.8 27.9
Analoge Schlussfolgerungen ergeben sich durch die Resultate fu¨r eine konstante Genau-
igkeit. Auch in diesem Fall kann die parallele LU-Zerlegung bei den berechenbaren, kleinen
Problemgro¨ßen nicht durch eine entsprechend große Prozessoranzahl profitieren.
7.1.3 Matrix-Vektor-Multiplikation
Zuna¨chst wird die Matrix-Vektor-Multiplikation mit der Matrix A aus (7.1.2) untersucht. Die
Vektoren x ∈ RJ und y ∈ RI seien hierbei entsprechend der Aufteilung der Indexmenge I in
die Vektoren xi ∈ RJi und xΣ ∈ RJΣ bzw. yi ∈ RIi und yΣ ∈ RIΣ zerlegt. Die Teilvektoren
xΣ und yΣ sind in diesem Fall auf allen Prozessoren vorhanden.
procedure mv mul dd ( i, α,A, x, β, y )
{ Schritt 1 }
yi := βyi; yΣ := βyΣ;
yi := yi + αAiixi + αAi,ΣxΣ;
y′Σ,i := AΣ,ixi;
{ Schritt 2, . . . , dlog2 pe+ 1 }
Summiere y′Σ,i
bsp sync();
{ Schritt dlog2 pe+ 2 }







{ Schritt dlog2 pe+ 3, . . . , 2dlog2 pe+ 3 }
Verteile yΣ auf alle Prozessoren;
bsp sync();
end;
Algorithmus 7.1.3: Matrix-Vektor-Multiplikation einer Gebietszerlegungsmatrix
Die Analyse von Algorithmus 7.1.3 liefert das folgende Resultat fu¨r den Aufwand der
Matrix-Vektor-Multiplikation:
Lemma 7.1.5 Die Multiplikation (3.1.1) mit der Gebietszerlegungsmatrix (7.1.2) durch Al-
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gorithmus 7.1.3 besitzt einen Aufwand von






+ g · O (log(p)nΣ) (7.1.15)
+ l · O (log p) .
Bemerkung 7.1.6 Es gelten die Bedingungen aus Bemerkung 7.1.3. Dann folgt:















+ l · O (log(p)) .
Das in Abschnitt 7.1.1 na¨herungsweise bestimmte, optimale p der Ordnung dn1/(d+1) fu¨r
ein festes n gilt somit auch bei der Matrix-Vektor Multiplikation. Folglich ergibt sich auch
in diesem Fall die Bedingung eines genu¨gend großen n fu¨r ein paralleles Verfahren mit einer
hinreichend praktikablen Skalierung.
Fu¨r die Matrix-Vektor-Multiplikation der zu A inversen Matrix empfiehlt sich die Dar-
stellung (7.1.7) bzw. (7.1.8), da weniger Einzeloperationen auszufu¨hren sind als bei der
vollsta¨ndigen Form (7.1.6). Der Multiplikationsalgorithmus ist in diesem Fall anzupassen.
procedure mv mul dd inv ( i, α, C, x, β, y )
{ Schritt 1 }
yi := βyi; yΣ := βyΣ;
yΣ,i := Ciixi;
{ Schritt 2, . . . , dlog pe+ 1 }
summiere y′Σ,i;
{ Schritt dlog pe+ 2 }









{ Schritt dlog pe+ 3, . . . , 2dlog pe+ 3 }
versende y′Σ;
{ Schritt 2dlog pe+ 4 }
yi := Ci,Σy′Σ;
yΣ := yΣ − y′Σ;
bsp sync();
end;
Algorithmus 7.1.4: Matrix-Vektor-Multiplikation mit Matrix (7.1.8)
Aus einem Vergleich der beiden Multiplikationsalgorithmen folgt, dass sich die Komple-
xita¨tsresultate aus den Lemmata 7.1.5 und 7.1.6 auf die Multiplikation mit der inversen
Matrix u¨bertragen lassen.
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7.1.4 Numerische Beispiele
Fu¨r die in diesem Abschnitt durchgefu¨hrten numerischen Tests wird abermals das FEM-
Beispiel aus Abschnitt 2.4.2 bemu¨ht. Aufgrund des identischen Aufwands zur Multiplikation
der Gebietszerlegungsmatrix (7.1.2) und der entsprechenden Inversion (7.1.7) wird lediglich
letztere fu¨r die folgenden Berechnungen genutzt. Die jeweiligen Matrizen stimmen hierbei
mit den in Abschnitt 7.1.1.1 bestimmten Approximationen u¨berein.
Zuna¨chst erfolgt die Zeitmessung fu¨r H-Matrizen mit einem konstanten Rang.
100× Matrix-Vektor-Mult., konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 069 2.9 1.0 73.2 1.3 27.0 1.0 23.0 1.6 11.4
8 100 8.1 2.2 90.0 2.5 41.0 2.5 27.2 2.4 21.0
16 384 16.5 5.3 77.4 5.4 38.5 5.6 24.7 4.2 24.9
32 761 – 25.9 – 9.9 130.1 10.2 84.7 8.0 80.9
65 536 – 50.0 – 30.8 81.0 27.8 60.0 15.7 79.6
131 044 – – – 59.9 – 50.8 78.7 31.0 96.5
Bei kleinen Problemgro¨ßen und einer großen Prozessoranzahl dominiert die Kommunika-
tion und der mit dem inneren Rand verbundene Berechnungsaufwand die Matrix-Vektor-
Multiplikation, wodurch die Effizienz stark eingeschra¨nkt ist. Mit zunehmender Gro¨ße der
H-Matrizen ergeben sich allerdings bessere Werte und insgesamt ein effizientes Verfahren.
Interessant ist hierbei wieder der U¨bergang von p = 8 auf p = 12, bei welchem die Anzahl der
Unbekannten auf dem Kopplungsrand stark ansteigt, ohne dass gleichzeitig die zusa¨tzlichen
Prozessoren diesen erho¨hten sequentiellen Anteil kompensieren ko¨nnten.
Auch sind die Superskalierungseffekte nur begrenzt zu beobachten. Der Grund hierfu¨r liegt
im asymptotischen Verhalten der Matrix-Vektor-Multiplikation, welches bereits bei relativ
kleinen Problemgro¨ßen erreicht wird.
Die gleichen Berechnungen mit H-Matrizen bei einer konstanten Genauigkeit von ε = 10−6
fu¨hren zu den folgenden Resultaten:
100× Matrix-Vektor-Mult., konstante Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
4 069 2.2 0.6 95.7 0.5 51.4 0.8 24.7 1.1 12.7
8 100 7.2 1.1 158.3 0.8 110.1 1.2 50.6 1.5 30.1
16 384 14.0 3.3 106.4 1.8 98.3 3.1 37.8 2.7 31.9
32 761 32.9 7.9 104.1 4.3 96.9 3.9 72.2 5.0 41.2
65 536 – 18.4 – 9.1 101.5 9.7 62.9 8.3 55.4
131 044 – 55.0 – 19.8 138.8 16.2 113.0 14.4 95.7
262 144 – – – 55.9 – 66.0 56.5 28.3 98.9
157
7 Gebietszerlegung
Die Ergebnisse entsprechenden im wesentlichen denen bei einem konstanten Rang. Auch
die Ineffizienz bei 12 Prozessoren ist hier zu beobachten. Dagegen belegen die Effizienzwerte
fu¨r p = 16 die obige Feststellung, dass eine hinreichend große Zahl von Unbekannten zu
einem effizienten Verfahren fu¨hrt.
In der folgenden Tabelle sind die Laufzeiten und entsprechende parallele Effizienz fu¨r die
Matrix-Vektor-Multiplikation mit den bereits in Abschnitt 7.1.1.1 beschriebenen, auf einem
dreidimensionalen Problem basierenden H-Matrizen angeben. Zuna¨chst auch hier der Fall
eines konstanten Ranges.
100× Matrix-Vektor-Mult. 3D, konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12
n t [s] t [s] E t [s] E t [s] E
4 069 5.5 7.0 19.7 4.4 15.5 3.6 12.8
8 100 15.8 15.4 25.6 10.4 19.0 13.4 9.0
16 384 – 47.9 – 16.5 145.5 22.3 71.6
32 761 – – – 50.8 – 56.7 59.8
Es zeigt sich deutlich, dass die betrachteten Problemgro¨ßen praktisch keinerlei Effizienz
des parallelen Verfahren erlauben. Der Aufwand wird hierbei im wesentlichen durch die
Kommunikation und den sequentiellen Anteil bestimmt.
100× Matrix-Vektor-Mult. 3D, konst. Genauigkeit ε = 10−6
p = 1 p = 4 p = 8 p = 12
n t [s] t [s] E t [s] E t [s] E
4 069 11.9 3.3 90.9 3.0 50.0 3.9 25.2
8 100 42.3 9.2 115.2 6.5 81.1 8.9 39.8
16 384 – 17.0 – 16.8 50.8 15.7 36.1
32 761 – 54.0 – 33.9 79.5 30.7 58.7
64 000 – – – 117.9 – 110.7 71.0
Deutlich bessere Werte ergeben sich bei H-Matrizen mit einer konstanten Genauigkeit.
In diesem Fall ergibt sich durch die vera¨nderte Datenmenge in den beteiligten Matrizen ein
reduzierter sequentieller Anteil. Allerdings ist die Problemgro¨ße weiterhin zu klein, um eine
Effizienz wie im zweidimensionalen Fall zu erhalten.
7.2 Gebietszerlegung fu¨r die Randelementmethode
Die Grundlage fu¨r das in diesem Abschnitt betrachtete Problem bildet das Beispiel einer
Integralgleichung aus Abschnitt 2.4.1. Wie dort bereits beschrieben, sind die hierbei zu dis-
kretisierenden Operatoren im allgemeinen nicht lokal, d.h. die Systemmatrix ist vollbesetzt.
Aus diesem Grund gelingt es auch nicht, A in das schwache Format (7.1.2) zu zerlegen.
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Deshalb ist die Definition eines inneren Randes nicht sinnvoll. Die Indexmenge I wird
stattdessen disjunkt in die Mengen Ii ⊂ I, 0 ≤ i < p zerlegt, welche den jeweiligen Teilgebie-
ten entsprechen. U¨ber diesen Indexmengen seien die Clusterba¨ume T (Ii) definiert und aus
der Kombination zweier Clusterba¨ume folgen die Blockclusterba¨ume T (Ii × Ij).
Unter der Voraussetzung einer Anordnung der Indizes entsprechend den Teilmengen Ii
ergibt sich die nachfolgende Gestalt von A:
A =
 A00 . . . A0,p−1... . . . ...
Ap−1,0 . . . Ap−1,p−1
 , (7.2.1)
mit Aij ∈ H(T (Ii × Ij).
Auch in diesem Fall stellt sich die Frage nach effizienten Algorithmen fu¨r die u¨bliche
Matrixarithmetik. Fu¨r die Matrix-Vektor-Multiplikation ergibt sich hierbei ein positives Re-
sultat, welches in Abschnitt 7.2.1 vorgestellt wird. Dagegen la¨sst sich die Matrix-Inversion
aufgrund der vollbesetzten Blockstruktur nicht mittels der im FEM-Fall genutzten Gauß-
Elimination effizient parallelisieren.
Das Beispiel aus Bemerkung 7.1.1 la¨sst sich analog auch auf diesen Fall u¨bertragen, d.h.








Wie bereits eingangs erwa¨hnt, lassen sich die Clusterba¨ume T (Ii), 0 ≤ i < p, auch als
Knoten eines globalen Clusterbaumes T (I) u¨ber I betrachten. Hierbei ergeben sich allerdings
fu¨r verschiedene Prozessorzahlen im allgemeinen jeweils unterschiedliche Ba¨ume T p(I) bzw.
Blockclusterba¨ume T p = T p(I × I) u¨ber T p(I), welche aber vergleichbare Eigenschaften
besitzen.
Im Unterschied zu einem u¨blichen Blockclusterbaum treten in T p zula¨ssigen Knoten al-
lerdings fru¨hestens auf der Stufe blog pc auf. Folglich ist csp(T p) von der Ordnung log p.
Die Abha¨ngigkeit der Schwachbesetztheit von p zeigt sich allerdings erst bei vergleichswei-
se großen Prozessorzahlen, da die Maximalwerte von csp(T p) im u¨blichen auf relativ hohen
Stufen auftreten. Um in diesem Zusammenhang die Unterschiede bei den jeweiligen Block-
clusterba¨umen T p zu begrenzen, sei im folgenden angenommen, dass ein cmaxsp > 0 existiert,
so dass
csp(T p) ≤ cmaxsp log p (7.2.3)
gilt. Dies ist z.B. durch eine von p unabha¨ngige Wahl des Algorithmus zum Clusterbaumauf-
bau bzw. der Zula¨ssigkeitsbedingung erreichbar. Aufgrund der schwachen Abha¨ngigkeit von





Betrachtet wird wie in Abschnitt 7.1.3 die Multiplikation
y := αAx+ βy (7.2.4)
mit y ∈ RI , x ∈ RJ und α, β ∈ R. Die Vektoren x und y seien wieder in die jeweiligen
Anteile xi ∈ RJi und yi ∈ RIi pro Teilgebiet zerlegt, wobei xi bzw. yi Prozessor i zugewiesen
werden.
Verwendet man den gleichen Ansatz fu¨r die Matrix-Vektor-Multiplikation wie in Ab-
schnitt 7.1.3, so gelangt man zu einem ineffizienten Verfahren. Der Grund hierfu¨r liegt in der
vollbesetzten Blockgestalt (7.2.1) von A. Nimmt man z.B. eine Verteilung der Matrix A an,
bei der die Blockzeile i Prozessor i zugewiesen wird (Abbildung 7.2.1 links), so ist der Vek-
tor xi an alle Prozessoren j 6= i zu versenden. Dies resultiert in Kommunikationskosten der
Ordnung n. Wird dagegen eine spaltenorientierte Verteilung vorgenommen (Abbildung 7.2.1
rechts), so produziert jeder Prozessor einen lokalen Ergebnisvektor der Dimension n, welcher
einen identischen Kommunikationsaufwand verursacht. Allgemein fu¨hrt somit jede Form der







Abbildung 7.2.1: Zeilen- und spaltenorientierte Blockverteilung
Aus diesem Grund wird auf die in Abschnitt 6.3.2 genutzte Technik zuru¨ckgegriffen und
fu¨r alle Nichtdiagonalblo¨cke Aij , i 6= j, die Multiplikation von R(k)-Matrizen M = ABT
aufgetrennt in die Produkte x′ = BTx|σ(M) und Ax′.
Die Matrix-Vektor-Multiplikation zerfa¨llt damit wieder in zwei Phasen. Zuna¨chst erfolgt
die Multiplikation mit den Diagonalblo¨cken Aii und die Berechnung des Produktes y(b) :=
BTx|σ(M) fu¨r alle R-Matrizen M = ABT ∈ Rb. In diesem Schritt wird die spaltenorientierte
Verteilung aus Abbildung 7.2.1 genutzt, d.h. die Matrix Aij wird Prozessor j zugewiesen.
Die Ergebnisse y(b) werden anschließend an die Prozessoren versendet, welche das endgu¨ltige
Produkt Ay′ berechnen.
Letzteres erfolgt in der zweiten Phase der Matrix-Vektor-Multiplikation, wobei eine zeilen-
orientierte Verteilung verwendet wird, d.h. Aij ist mit Prozessor i assoziiert. Das Ergebnis
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kann hierbei direkt auf den lokalen Vektor yi addiert werden, womit keine zusa¨tzliche Kom-
munikation notwendig ist.
procedure ddbem mv ( i, α,A, xi, β, yi )
{ Schritt 1 }
yi := βyi + αAiixi;
for all 0 ≤ j 6= i < p do
for all b ∈ L(T (Ij × Ii) do
if M(b) ist R-Matrix then y(b) := B(M(b))Txi|σ(M(b));
else y(b) :=M(b)xi|σ(M(b));
bsp send( j, y(b) );
endfor;
bsp sync();
{ Schritt 2 }
for all 0 ≤ j 6= i < p do
for all b ∈ L(T (Ii × Ij) do
if M(b) ist R-Matrix then yi := yi + PIi(A(M(b))y(b));




Algorithmus 7.2.1: Matrix-Vektor-Multiplikation einer BEM-Gebietszerlegungsmatrix
Durch Summation der jeweils auftretenden Kosten ergibt sich fu¨r den allgemeinen Fall die
folgenden Aussage u¨ber die Komplexita¨t von Algorithmus 7.2.1:
Bemerkung 7.2.1 Die Matrix-Vektor-Multiplikation (7.2.4) mit der Matrix A aus (7.2.1)
mittels Algorithmus 7.2.1 besitzt eine Komplexita¨t von




















Fu¨r Abscha¨tzungen der Laufzeit la¨sst sich das Ergebnis (7.2.5) allerdings nur bedingt
verwenden. Hierfu¨r sei der fu¨r die Praxis relevante Fall (7.2.2) angenommen. Nach Bemer-
kung 2.2.8 ist die Zahl von Knoten in T (Ii) somit durch O (n/p) bestimmt und folglich ergibt
sich O (csp(T (Ii × Ij))n/p) fu¨r die Knotenzahl in Tij , 0 ≤ j < p. Die letztere Abscha¨tzung
ist allerdings zu pessimistisch:
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Bemerkung 7.2.2 Sei τ ∈ T p(Ii), i < p. Dann gilt mit (7.2.3)
p−1∑
j=0
| {(σ, τ) ∈ T p(I × I) |σ ∈ T (Ij)} | ≤ cmaxsp log p.









Setzt man (7.2.6) in (7.2.5) ein, so gelangt man zu dem nachfolgenden, konkreteren Er-
gebnis.
Lemma 7.2.3 Sei ni = O (n/p). Dann folgt fu¨r die Komplexita¨t der Matrix-Vektor-Multi-
plikation mittels Algorithmus 7.2.1
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Beweis: Nach Bemerkung 7.2.2 ist die Zahl der Knoten in T von der Ordnung cmaxsp n/p.
Analog zum Beweis zu Lemma 3.1.2 bzw. nach Bemerkung 3.1.3 folgt damit ein Auf-
wand von O (cmaxsp n/p log n/p) fu¨r die eigentliche Multiplikation pro Prozessor. Da auch der
Kommunikationsaufwand proportional zur Knotenzahl ist, ergibt sich eine Komplexita¨t von
gO
(
cmaxsp max {k, nmin} np
)
und somit die Behauptung. 
Sowohl die Berechnung als auch die Kommunikation sind in diesem Fall, bis auf einen
logarithmischen Term, optimal, womit ein in der Theorie effizientes paralleles Verfahren fu¨r
die Matrix-Vektor-Multiplikation gegeben ist. Ob sich dieses Verhalten auch in der Praxis
zeigt, sollen numerische Experimente im na¨chsten Abschnitt zeigen.
7.2.1.1 Numerische Resultate
Anstelle des in Abschnitt 2.4.1 definierten Gebietes fu¨r das BEM-Beispiel wird in den fol-
genden Experimenten auf das schon im FEM-Fall genutzte Einheitsquadrat [0, 1]2 zuru¨ckge-
griffen, da hierbei die Zerlegung in Teilgebiete einfacher ist. Das Integrationsgebiet la¨sst sich
dabei auch als Teilfla¨che des Einheitswu¨rfels im R3 betrachten.
Aufgrund der identischen Gebietszerlegung stimmen die Teilgebiete mit denen aus Abbil-
dung 7.1.2 u¨berein. Lediglich der innere Rand entfa¨llt.
Zuna¨chst wurde die Laufzeit der Matrix-Vektor-Multiplikation mit konstantem Rang ge-
messen. Die entsprechenden Werte sind in der folgenden Tabelle aufgefu¨hrt.
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100× Matrix-Vektor-Mult., konstanter Rang k = 10
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
7 938 20.3 6.1 83.7 3.7 68.4 2.6 64.9 2.2 58.6
15 842 46.6 13.1 88.9 7.8 75.0 5.3 73.0 4.7 62.1
32 258 116.3 33.0 88.2 17.8 81.8 11.1 87.4 10.0 72.4
64 082 258.2 71.0 90.9 37.0 87.2 23.3 92.5 22.5 71.8
130 050 – 159.4 – 85.3 93.4 50.8 104.7 46.4 85.8
260 642 – – – – – 111.3 – 101.6 82.1
Die parallele Effizienz von Algorithmus 7.2.1 ist vergleichbar mit der in Abschnitt 6.3.1
ermittelten Leistung der blockorientierten Matrix-Vektor-Multiplikation, wobei die absoluten
Werte eine geringfu¨gig ho¨here parallele Leistung belegen. Allerdings fa¨llt auch in diesem Fall
die Effizienz mit wachsender Prozessorzahl, wa¨chst aber mit der Problemdimension.
Im Gegensatz zu Algorithmus 6.3.6 aus Abschnitt 6.3.2 fu¨hrt die Aufteilung der Blo¨cke
zu einem, auch bei kleinen Problemgro¨ßen effizienten Verfahren. Dies ist darin begru¨ndet,
dass im Gebietszerlegungsfall keine Blockcluster geteilt werden mu¨ssen. Hierdurch steigt der
Verwaltungsaufwand nur unwesentlich an.
Im na¨chsten Experiment wird dieH-Matrix-Arithmetik mit konstanter Genauigkeit durch-
gefu¨hrt.
100× Matrix-Vektor-Mult., konstante Genauigkeit ε = 10−4
p = 1 p = 4 p = 8 p = 12 p = 16
n t [s] t [s] E t [s] E t [s] E t [s] E
7 938 19.9 6.0 83.3 3.7 68.0 2.8 58.7 2.2 55.9
15 842 47.1 13.3 88.6 8.0 73.8 5.8 68.2 4.8 61.0
32 258 114.5 31.2 91.7 17.6 81.1 12.4 76.8 9.9 72.6
64 082 259.5 69.8 93.0 37.6 86.3 25.6 84.3 22.1 73.4
130 050 – 155.8 – 84.3 92.5 56.4 92.1 45.7 85.2
260 642 – – – – – 122.7 – 99.6 92.4
Das Verhalten der Matrix-Vektor-Multiplikation ist dem im Fall eines konstanten Ranges
sehr a¨hnlich. Auch hierbei steigt die Effizienz mit wachsender Problemdimension.
Wie die numerischen Experimente zeigen, stellt der Gebietszerlegungsansatz auch im
BEM-Fall eine Alternative zur direkten Parallelisierung der H-Matrix-Arithmetik dar. Im
Unterschied zu letzterer ergibt sich eine optimale Abha¨ngigkeit von der Prozessorzahl und





Bei anfa¨nglichen numerischen Tests der H-Matrix-Arithmetik ergaben sich zuna¨chst Laufzei-
ten, die nicht mit den theoretischen Vorhersagen vereinbar waren. Insbesondere bei großen
Problemgro¨ßen traten fast quadratische Komplexita¨ten zutage. Nach eingehenden Untersu-
chungen und dem Ausschluss von Fehlern bei der Implementierung blieb eine Ursache fu¨r
dieses Verhalten u¨brig: die Speicherverwaltung.
Bei den meisten heutigen Programmiersprachen erfolgt die Verwaltung des fu¨r Daten ge-
nutzten Speichers dynamisch, d.h. es besteht die Mo¨glichkeit wa¨hrend der Ausfu¨hrung Spei-
cher zu allozieren und wieder freizugegeben. Beim Algorithmendesign werden diese Aspekte
in der Regel nicht beachtet und konstante Laufzeiten fu¨r die Allokation bzw. Freigabe von
Speicher angenommen. In der Praxis zeigt sich dagegen ein anderes Bild. Viele ga¨ngige Spei-
cherverwaltungen sind z.B. nicht fu¨r die Verwendung von sehr großen Datenmengen konzi-
piert oder nicht in der Lage, gleichzeitig Anfragen von mehreren Prozessoren zu beantworten.
Diese Aspekte sind aber insbesondere bei H-Matrizen wesentlich fu¨r eine U¨bertragung der
theoretischen Vorhersagen in praktische Resultate.
Da auch alternative, freie Speicherverwaltungen wie PTmalloc (siehe Abschnitt 8.3.1) oder
Hoard (siehe Abschnitt 8.3.3) nicht zu einer Besserung des eingangs geschilderten Verhaltens
fu¨hrten, wurden die Anforderungen, wie sie die H-Matrix-Arithmetik stellte, als Ausgangs-
punkt fu¨r eine Neuimplementierung genutzt. Diese Anforderungen werden im einzelnen in
Abschnitt 8.1 diskutiert.
Grundlegende Techniken, die die Basis einer Speicherverwaltung bilden, sind Gegenstand
von Abschnitt 8.2. Bestehende Implementierungen werden anschließend in Abschnitt 8.3
vorgestellt, bevor in Abschnitt 8.4 die Beschreibung der bei den H-Matrizen in dieser Arbeit
zum Einsatz kommenden Verwaltung folgt. Numerische Tests in Abschnitt 8.5 sollen die
Entscheidungen beim Design rechtfertigen.
8.1 Anforderungen
Die folgende Aufza¨hlung gibt die gewu¨nschten Eigenschaften einer, nicht nur fu¨r die H-
Arithmetik idealen Speicherverwaltung wieder:
• O(1)-Komplexita¨t fu¨r die Allokation und Freigabe von Speicher,




Allerdings sind diese Eigenschaften in der Praxis nur schwer zu erreichen. Auch schließen
sich einige der Anforderungen gegenseitig aus. So la¨sst sich mit einigen der in Abschnitt 8.2
beschriebenen Techniken z.B. die Antwortzeit bei der Allokation auf das gewu¨nschte Niveau
senken. Dies ist dann aber mit einem deutlich ho¨heren Speicherverbrauch verbunden und
umgekehrt.
Durch den gemeinsamen Adressraum beim PRAM-Modell (siehe Abschnitt 5.2.1) und
insbesondere beim Einsatz von Threads mu¨ssen zusa¨tzliche Maßnahmen getroffen werden,
um Sicherheit und Skalierbarkeit zu garantieren.
Dabei bedeutet Sicherheit, dass alle Threads gleichzeitig Speicher allozieren und deallozie-
ren du¨rfen, ohne dass es zu undefinierten Zusta¨nden des Programms kommt, etwa durch das
U¨berschreiben von Speicherblo¨cken. Eine mo¨gliche Lo¨sung hierfu¨r ist z.B. die Verwendung
eines Mutices, um kritische Bereiche zu sichern.
Die Skalierbarkeit wiederum verlangt ein nichtblockierendes, gleichzeitiges Aufrufen der
dynamischen Speicherverwaltung in allen Threads. Ein Mutex-basiertes System ist in diesem
Fall aber nur dann effizient, wenn die Speicheranfragen relativ selten erfolgen und sich die
Threads dementsprechend nicht blockieren.
8.1.1 False-Sharing
Ein weiteres Problem, dessen Ursache im gemeinsamem Adressraum von Programmen mit
mehreren Threads liegt und zu einer geringen parallelen Effizienz fu¨hren kann, ist False-
Sharing. Dabei handelt es sich um ein Pha¨nomen, welches in modernen Computerarchitek-
turen mit mehreren Prozessoren und Speichercaches auftritt. Das Zwischenspeichern von
Daten aus dem Hauptspeicher erfolgt in der Praxis nicht bezu¨glich eines einzelnen Bytes,
sondern durch die Bildung gro¨ßerer Gruppen, sogenannter Cache-Zeilen. Diese sind bei ak-
tuellen Prozessoren u¨blicherweise 64 Byte lang.
Um den Inhalt der einzelnen Zwischenspeicher pro Prozessor konsistent zu halten, werden
spezielle Protokolle benutzt, die Zustandsa¨nderungen einer Cache-Zeile mit entsprechenden
Aktionen verknu¨pfen. Typischweise treten dabei die folgenden Zusta¨nde auf:
• Vera¨ndert : die Cache-Zeile befindet sich nur im lokalen Zwischenspeicher und wurde
gea¨ndert, d.h. das gea¨nderte Datum ist noch nicht in den Hauptspeicher zuru¨ckge-
schrieben worden,
• Exklusiv : die Cache-Zeile ist nur im lokalen Zwischenspeicher enthalten und identisch
mit der Kopie im Hauptspeicher,
• Geteilt : die Cache-Zeile ist im Zwischenspeicher des lokalen und mindestens eines an-




• Ungu¨ltig : die Cache-Zeile ist nicht im lokalen Zwischenspeicher vorhanden oder das
dort befindliche Datum ungu¨ltig.
Die Anfangsbuchstaben der englischen Begriffe dieser Zusta¨nde, ”Modified“, ”Exklusive“,
”Shared“ und ”Invalid“, geben dem hierauf basierenden Protokoll seinen Namen: MESI (sie-
he [PP84]).
Das Problem besteht nun darin, dass das Schreiben eines Datums einer geteilten Cache-
Zeile diese in allen Zwischenspeichern ungu¨ltig macht. Die korrespondierenden Prozessoren
mu¨ssen somit die gesamte Zeile erneut aus dem Arbeitsspeicher einlesen, selbst wenn kein
lokal beno¨tigtes Datum gea¨ndert wurde (siehe Abbildung 8.1.1). Dieser unno¨tige Speicher-
zugriff fu¨hrt unter Umsta¨nden zu einer Laufzeit des parallelen Programms, welche gro¨ßer ist
als die der sequentiellen Variante.
Prozessor i Prozessor j
Datum auf Datum auf
Cache−Zeile
Abbildung 8.1.1: False-Sharing: Daten auf unterschiedlichen Prozessoren benutzen die gleiche
Cache-Zeile
Ein durch die Speicherverwaltung induziertes False-Sharing ergibt sich z.B. dadurch, dass
alle Speicheranfragen der unterschiedlichen Threads aus einem gemeinsamen Speicherbereich
bedient werden. Dieses Verhalten wird aktives False-Sharing genannt.
Demgegenu¨ber verursacht eine Speicherverwaltung passives False-Sharing, falls freigege-
bene Speicherbereiche eines Threads fu¨r Speicheranfragen eines anderen Threads genutzt
werden. Die mit diesem Block verbundene Cache-Zeile wird aber mo¨glicherweise auch von
anderen Daten des ersten Threads verwendet.
Beide Fa¨lle von False-Sharing sollten durch die Speicherverwaltung mo¨glichst vermieden
werden.
8.1.2 Speicherverbrauch und Fragmentierung
Allgemein wird durch Fragmentierung die Unfa¨higkeit bezeichnet, freien Speicher innerhalb
der Speicherverwaltung wiederzuverwenden (siehe auch [WJNB95]). Abha¨ngig von der je-
weiligen Situation unterscheidet man hierbei zwischen




• interner Fragmentierung: bei einer Speicheranfrage wird mehr Speicher zuru¨ckgegeben,
als hierfu¨r notwendig wa¨re.
Um die Fragmentierung in der Praxis zu untersuchen, gibt es verschiedene Mo¨glichkeiten
der Messung (siehe etwa [JW99]). In dieser Arbeit werden externe und interne Fragmentie-
rung zusammengefasst und der gesamte Speicherverbrauch ermittelt.
Definition 8.1.1 (Fragmentierungsgrad) Sei Ma die maximale Menge von Speicher, die
vom Speichermanagement benutzt wird und Mu die maximale Menge Speicher, die das Pro-




den Grad der Fragmentierung.
Um die Speicherkomplexita¨t von Algorithmen innerhalb eines Programms nicht zu vera¨n-
dern, ist ein konstanter Fragmentierungsgrad auch hinsichtlich der Gesamtzahl der Prozes-
soren wichtig.
Bemerkung 8.1.2 Der Speicherverbrauch eines optimalen, sequentiellen Algorithmus zur
Speicherverwaltung liegt in O (Mu logMb), wobei Mb die Gro¨ße des gro¨ßten angeforderten
Speicherblockes ist (siehe [Rob74]).
8.2 Verschiedene Techniken der Speicherverwaltung
In diesem Abschnitt soll ein kurzer U¨berblick u¨ber typische Techniken bei der Speicherverwal-
tung gegeben werden. Besondere interessant sind in diesem Zusammenhang die Eigenschaften
hinsichtlich der oben genannten Anforderungen fu¨r die H-Matrizen bzw. deren Arithmetik.
Neben den hier angegebenen Verfahren existieren weitere Algorithmen zur dynamischen
Speicherverwaltung, z.B. Buddy-Systems oder Indexed-Fits . Eine ausfu¨hrliche Beschreibung
dieser und anderer Methoden ist z.B. in [WJNB95] zu finden.
8.2.1 Sequential Fits
Eine einfache Form des Speichermanagements kann durch eine Liste freier Blo¨cke realisiert
werden. Die freien Blo¨cke entsprechen dabei den vom Programm freigegebenen Speicherbe-
reichen. Fu¨r eine Allokation eines neuen Speicherblocks wird zuna¨chst nach einem passenden
Block in der Liste gesucht und bei einem negativen Suchresultat vom Betriebssystem Spei-
cher angefordert.
Die Art und Weise wie die Suche in der Liste erfolgt, hat einen entscheidenden Einfluss
auf die Eigenschaften der Speicherverwaltung. Man unterscheidet hierbei typischerweise 3
Typen:
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1. First-Fit : Der erste freie Block, der groß genug ist, die Speicheranfrage zu beantworten,
wird benutzt.
2. Best-Fit : Der kleinste Block in der Liste, der groß genug ist, die Speicheranfrage zu
beantworten, wird genutzt.
3. Next-Fit : Dieses Verfahren arbeitet wie ”First Fit“, beginnt die Suche aber stets nach
dem letzten gefundenen Block.
Die First-Fit- und Next-Fit-Strategie ist typischerweise schneller als Best-Fit, da im allge-
meinen nicht die gesamte Liste durchsucht werden muss. Außerdem ist der Speicherverbrauch
und somit der Fragmentierungsgrad bei Best-Fit theoretisch am gro¨ßten (vergleiche [Rob77]),
obwohl dieses Verhalten in der Praxis selten zu beobachten ist.
Weitere Techniken beeinflussen die jeweilige Strategie. Zum Beispiel kann ein durch Teilung
entstehender Restblock an den Anfang der Liste gestellt werden oder an der Position des
alten Blockes verbleiben. Im ersten Fall besteht bei einer First-Fit- oder Best-Fit-Suche die
Mo¨glichkeit zur Erho¨hung der Datenlokalita¨t, falls weitere Anfragen ebenfalls diesen Block
nutzen ko¨nnen.
Verbunden hiermit ist die Reihenfolge, in der neue, freie Blo¨cke in die Liste eingefu¨gt
werden. Denkbar ist das Platzieren am Anfang bzw. Ende der List oder eine Sortierung
entsprechend der Gro¨ße bzw. der Speicheradresse der freien Blo¨cke. Fu¨r die Best-Fit-Suche
ist es hierbei gu¨nstig, eine Sortierung nach der Blockgro¨ße vorzunehmen, da in diesem Fall
die Suche nach einem passenden Speicherbereich nur bis zum ersten, hinreichend großen
Block erfolgen muss.
Entscheidend fu¨r den Fragmentierungsgrad der Speicherverwaltung ist der Umgang mit
freien aber nichtpassenden Speicherblo¨cken. Liefert man einen zu großen Block als Antwort
auf eine Anfrage zuru¨ck, erho¨ht sich mithin die interne Fragmentierung. Um dem entgegenzu-
wirken, kann der Block geteilt und der nicht beno¨tigte Bereich wieder in die Liste eingefu¨gt
werden. Bei freien, aneinandergrenzenden Bereichen des Speichers besteht umgekehrt die
Mo¨glichkeit, diese zu einem gro¨ßeren Block zusammenzufu¨gen, um die externe Fragmentie-
rung zu verringern.
Fu¨r alle drei Techniken ergibt sich in jedem Fall eine Komplexita¨t, abha¨ngig von der Anzahl
der freien Speicherblo¨cke. Mittels Suchba¨umen gelingt es zwar, diese auf eine logarithmische
Abha¨ngigkeit zu reduzieren, eine konstante Ausfu¨hrungsgeschwindigkeit la¨sst sich allerdings
nicht realisieren. Somit sind diese Techniken nur bedingt fu¨r sehr große Speichermengen und
vergleichsweise kleine Blockgro¨ßen nutzbar.
Weiterhin erlauben sie keine parallele Ausfu¨hrung, womit auch die Effizienz bei gleichzei-
tiger Allokation in verschiedenen Prozessoren nicht gegeben ist.
Ein Vorteil der erwa¨hnten Techniken ist dagegen die vergleichsweise einfache Implemen-
tierung. Fu¨r eine kleine und mo¨glicherweise begrenzte Anzahl von Blo¨cken ist die Speicher-
verwaltung somit sehr schnell zu realisieren.
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8.2.2 Segregated Free Lists
Bei den ”Sequential Fits“ wurden alle Speicherblo¨cke in einer einzigen Liste gespeichert.
Hierdurch war die Zahl der bei einer Allokation untersuchten Speicherblo¨cke sehr groß. Um
die Geschwindigkeit zu erho¨hen, kann die Anzahl der Listen erho¨ht werden, wobei jede Liste
fu¨r unterschiedliche Blockgro¨ßen genutzt wird. Diese Technik der Speicherverwaltung nennt
man Segregated Free Lists.
Aus Effizienzgru¨nden werden Klassen S0 < S1 < . . . < Sm ∈ N fu¨r die verschiedenen
Blockgro¨ßen eingefu¨hrt. Eine Speichergro¨ße s ∈ N geho¨rt zur Klasse Si, falls
Si−1 < s ≤ Si.
Typischerweise wird fu¨r die Gro¨ßenklassen eine exponentielle Folge verwendet: Si = S0bi
mit b > 1. Die Speicherung der Listen erfolgt in einem Array, wobei sich der Index aus
der Gro¨ßenklasse ergibt. Zu einer gegebenen Gro¨ße s la¨sst sich die zugeho¨rige Gro¨ßenklasse
durch eine Bina¨rsuche ermitteln, womit der Zugriff proportional zu logm ist.
Bemerkung 8.2.1 Sei s die Speichergro¨ße eines angeforderten Speicherbereichs und s′ die
Gro¨ße des von der Speicherverwaltung hierfu¨r benutzten, nicht geteilten Blockes. Dann gilt:
s′ < bs. Man spricht in diesem Fall auch von Good-Fit. Die interne Fragmentierung ist
entsprechend durch b begrenzt.
Die letzte Bemerkung erlaubt eine einfache Optimierungsmaßnahme, um die Zeit fu¨r die
Suche nach einem passenden Block innerhalb der Gro¨ßenklasse zu reduzieren. Rundet man
alle Speicheranfragen einer Klasse Si auf den Wert Si auf, so betra¨gt der Aufwand fu¨r die
Suche O (1). Da in diesem Fall die interne Fragmentierung durch b beschra¨nkt ist, sollte
dessen Wert relativ klein gewa¨hlt werden.
Durch die Klassifizierung der Speichergro¨ßen ist die Skalierung dieser Verwaltungstechnik
gegenu¨ber dem verwendeten Speicherplatz deutlich besser, als bei einer einzelnen Liste. Auch
die parallele Effizient wird gesteigert, falls konkurrierende Anfragen verschiedener Prozesso-
ren verschiedene Gro¨ßenklassen betreffen. In diesem Fall ko¨nnen sa¨mtliche Zugriffe gleich-
zeitig erfolgen, ohne die Sicherheit der Daten zu kompromittieren. Lediglich beim parallelen
Zugriff auf die gleiche Gro¨ßenklasse kommt es zu einem Blockieren einzelner Prozessoren.
8.2.2.1 Simple Segregated Storage
In der einfachsten Version einer Speicherverwaltung, die mit ”Segregated Free Lists“ arbeitet,
wird auf das Teilen und Zusammenfu¨gen von benachbarten Speicherblo¨cken vo¨llig verzichtet.
Die Beantwortung von Speicheranfragen erfolgt entweder aus der Liste der korrespondieren-
den Gro¨ßenklasse, oder es wird ein neuer Block vom Betriebssystem angefordert.
Wieder freigegebene Blo¨cke fu¨gt man anschließend in die Listen ein, aus welcher sie bei ei-
ner erneuten Speicheranfrage ohne zusa¨tzlichen Aufwand wieder entnommen werden ko¨nnen.
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Treten in der Applikation nur Gruppen von Speicherblo¨cken gleicher Gro¨ße auf, so bietet
sich hiermit eine schnelle und einfache Speicherverwaltung an. Variieren die Gro¨ßen leicht,
so kann das oben beschriebene Aufrunden der Speichergro¨ßen innerhalb einer Klasse genutzt
werden.
Der Nachteil dieser Art des Speichermanagements ist eine nicht beschra¨nkte externe Frag-
mentierung. Als Beispiel sei hier ein Programm genannt, welches n Blo¨cke einer Gro¨ßenklasse
Si anfordert, anschließend freigibt und nie wieder benutzt. Die externe Fragmentierung ist
in diesem Fall durch O (nSi) bestimmt.
8.2.2.2 Segregated Fits
Der wesentliche Unterschied dieses Verfahrens zum ”Simple Segregated Storage“ besteht dar-
in, dass Speicherblo¨cke geteilt und wieder zusammengefu¨gt werden. Bei einer Speicheranfrage
s erfolgt dabei zuna¨chst eine Suche nach einem passenden Block in der Liste der entspre-
chenden Gro¨ßenklasse Si. Findet sich dort kein Block der angeforderten Gro¨ße, durchsucht
man anschließend sukzessive alle Gro¨ßenklassen Sj , j > i. Die damit verbundene Suche hat
einen Aufwand von O (m).
Beim Antreffen eines zu großen Speicherbereiches, kann dieser geteilt und der Restblock
in die entsprechende Liste einsortiert werden. Andernfalls fordert man einen neuen Speicher-
block vom Betriebssystem an. Bei der Speicherfreigabe besteht dann die Mo¨glichkeit, den
geteilten Block wieder zusammenzufu¨gen, sofern der Restblock nicht bereits verwendet wird.
Insbesondere fu¨r den Fall, dass viele Speicherblo¨cke der gleichen Gro¨ße angefordert und
freigegeben werden, la¨sst sich diese Strategie optimieren, indem man das Zusammenfu¨gen
der freien Blo¨cke hinauszo¨gert. Die freien Blo¨cke werden stattdessen in einer speziellen Liste
zwischengespeichert, um bei einer erneuten Anfrage schneller auf sie zugreifen zu ko¨nnen.
Hierdurch lassen sich die Kosten fu¨r das Teilen und Zusammenfu¨gen von Speicherbereichen
einsparen. Um die externe Fragmentierung zu begrenzen, werden diese zwischengespeicherten
Blo¨cke an die normale Verwaltung u¨bergeben, falls die summierte Speichergro¨ße in dieser
speziellen Liste eine gewisse Maximalgro¨ße u¨berschreitet.
8.2.2.3 Container
Eine Technik, bei der ”Simple Segregated Storage“ und ”Segregated Fits“ kombiniert wer-
den, ist die Verwendung von Speichercontainern. Unter einem Container versteht man dabei
einen Speicherbereich fester Gro¨ße nc > 0, der in einzelne, gleich große Speicherblo¨cke aufge-
teilt wird (siehe Abbildung 8.2.1). Ein Container in der Gro¨ßenklasse Si bietet damit nc/Si
Blo¨cken Platz.
An die Stelle der Liste von Blo¨cken tritt eine Liste von Containern. Die Verwaltung der
Speicherblo¨cke wird desweiteren an die jeweiligen Container u¨bertragen. Gibt man einen
Speicherblock frei, so genu¨gt hierzu lediglich eine entsprechende Markierung innerhalb des




Abbildung 8.2.1: Verwendung von Containern
realisieren. Außerdem ermo¨glicht die identische Gro¨ße aller Blo¨cke innerhalb eines Containers
einen Zugriff auf einen freien Block in konstanter Zeit.
Ist ein Container unbenutzt, d.h. alle Speicherblo¨cke in diesem Container frei, so kann
er aufgrund der festen Gro¨ße von einer beliebigen Gro¨ßenklasse wiederverwendet werden,
wodurch man die externe Fragmentierung reduziert.
Ein weiterer Vorteil der Verwendung von Containern ist eine gro¨ßere parallele Effizienz.
Konkurrierende Speicheranfragen, auch in der gleichen Gro¨ßenklasse, lassen sich simultan
beantworten, sofern verschiedene Container betroffen sind.
Leider kann man diese Technik nicht fu¨r beliebige Speichergro¨ßen verwenden, da die ex-
terne Fragmentierung bei zu hohen Containergro¨ßen in absoluten Werten zu groß wird. Ty-
pischerweise haben die Container eine Gro¨ße von wenigen Kilobyte. Somit ist diese Technik
nur eingeschra¨nkt fu¨r den Einsatz bei H-Matrizen geeignet, bei denen mehrere Gigabyte
verwaltet werden mu¨ssen.
8.2.3 Multiple Speicherverwaltungen
Bei allen bisherigen Techniken wurde stets nur eine Speicherverwaltung fu¨r alle Prozessoren
verwendet. Obwohl einige Formen dabei einen gleichzeitigen Zugriff ermo¨glichen, ist keine
der aufgefu¨hrten Techniken fu¨r einen vollkommen parallelen Einsatz geeignet. Insbesondere
verhindert keine der genannten Speicherverwaltungen False-Sharing.
Der optimale Parallelbetrieb la¨sst sich realisieren, indem man fu¨r jeden Prozessor eine
eigene, private Speicherverwaltung, auch Heap genannt, verwendet. Alle Speicheranfragen
auf einem Prozessor i werden in diesem Fall stets von der assoziierten Verwaltung Vi beant-
wortet. Analog erfolgt die Freigabe von Speicherblo¨cken in Vi. Dies erlaubt eine gleichzeitige
Speicherallokation bzw. -deallokation auf allen Prozessoren.
Dieser Ansatz fu¨hrt allerdings zu einem unbeschra¨nkten Fragmentierungsgrad. In einem
entsprechenden Beispielprogramm wird auf einem Prozessor i ein Datenblock alloziert und
an Prozessor j u¨bergeben, welcher den Block freigibt. Bei einer anschließenden Wiederholung
des Vorgangs ist es stets notwendig, neuen Speicher vom Betriebssystem anzufordern, da bei
der Speicheranfrage auf Prozessor i der freie Datenblock nicht mehr zur Verfu¨gung steht.
Weiterhin la¨sst sich kein False-Sharing verhindern. Insbesondere kann passives False-
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Sharing (siehe Abschnitt 8.1.1) induziert werden, da die auf einem Prozessor allozierten
Speicherblo¨cke wa¨hrend der Programmausfu¨hrung auf andere Speicherverwaltungen migrie-
ren ko¨nnen.
Um dies zu vermeiden, ist es notwendig, alle Speicherblo¨cke b fest mit der Speicherverwal-
tung V (b) zu verknu¨pfen, in denen sie alloziert wurden. Unabha¨ngig vom Prozessor, auf dem
die Freigabe von b erfolgt, u¨bergibt man den Block somit stets an V (b). Hierdurch la¨sst sich
aber nicht verhindern, dass innerhalb des Programms ein Austausch von Speicherbereichen
zwischen verschiedenen Prozessoren stattfindet.
Durch die feste Kopplung wird der unbeschra¨nkte Fragmentierungsgrad unterbunden. Die-
ser ist allerdings nicht identisch mit einer sequentiellen Speicherverwaltung, sondern abha¨ngig
von p (siehe [BL94]). Betrachtet sei hierfu¨r ein Programm, in dem zu verschiedenen Zeit-
punkten auf den einzelnen Prozessoren ein Block der Gro¨ße s alloziert und anschließend
wieder freigegeben wird. Bei einer sequentiellen Ausfu¨hrung genu¨gt lediglich ein Datenblock,
wohingegen man p · s Speicher bei multiplen Speicherverwaltungen beno¨tigt.
Da jeder Block b in der assoziierten Speicherverwaltung Vi freigegeben wird, besteht außer-
dem die Mo¨glichkeit, dass Prozessoren blockieren, falls sie gleichzeitig auf Vi zugreifen, z.B.
Datenblo¨cke freigeben. Die parallele Effizienz ist in diesem Fall nicht optimal. Durch die im
letzten Abschnitt beschriebenen Techniken la¨sst sich die Wahrscheinlichkeit eines Blockie-
rens aber reduzieren, da man nicht Vi insgesamt vor einem gleichzeitigen Zugriff schu¨tzen
muss, sondern lediglich die einzelnen Listen bzw. Container.
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In diesem Abschnitt sollen einige Vertreter von parallelen Speicherverwaltungen vorgestellt
werden. Hierbei handelt es sich in erster Linie um bekannte Implementierungen, die auch in
der Praxis weit verbreitet sind.
8.3.1 PTmalloc
PTmalloc (siehe [Glo]) ist eine Modifikation der sequentiellen Speicherverwaltung DLmalloc.
DLmalloc nutzt die Technik der ”Segregated Fits“ (siehe Abschnitt 8.2.2.2). Fu¨r die 128
Gro¨ßenklassen ergibt sich hierbei die folgende Einteilung:
Si :=

Si−1 + 8, i ≤ 64
Si−1 + 64, 64 < i ≤ 96
Si−1 + 512, 96 < i ≤ 112
Si−1 + 4096, 112 < i ≤ 120
Si−1 + 32768, 120 < i ≤ 124




mit S0 = 0. Die u¨brigen Gro¨ßen sind der Klasse S127 zugeordnet. Freie Blo¨cke in den Listen
einer Gro¨ßenklasse werden entsprechend der Gro¨ße sortiert. Verbunden mit einer ”Best-Fit“-
Strategie erfolgt somit die Suche pro Liste in optimaler Zeit.
Das Zusammenfu¨gen von benachbarten freien Speicherblo¨cken wird nicht sofort bei der
Freigabe vorgenommen, sondern hinausgezo¨gert (siehe Abschnitt 8.2.2.2) und die freien
Blo¨cke zwischengespeichert.
Um eine hinreichende parallele Effizienz zu gewa¨hrleisten, verwendet PTmalloc mehrere
Speicherverwaltungen. Hierbei erfolgt aber keine feste Verknu¨pfung zwischen einem Prozessor
und einem Heap. Bei der ersten Speicheranfrage auf Prozessor i sucht PTmalloc stattdessen
innerhalb einer Liste nach einer zur Zeit unbenutzten Speicherverwaltung. Steht eine solche
nicht zur Verfu¨gung, wird ein neuer Heap angelegt. Diesen freien bzw. neuen Heap V und
den entsprechenden Prozessor verknu¨pft PTmalloc anschließend. Bei einer nachfolgenden
Speicheranfrage wird zuna¨chst V auf eine mo¨gliche aktuelle Benutzung hin gepru¨ft. Ist V
frei, kann die Anfrage aus V beantwortet werden. Anderenfalls erfolgt erneut eine Suche
nach einem unbenutzten Heap bzw. es wird eine neue Verwaltung angelegt. Auf diese Art
und Weise ist die Anzahl der Heaps gleich dem maximalen Grad der Parallelita¨t wa¨hrend
der Allokation von Speicher innerhalb des Programms. Hierdurch reduziert sich auch der
Fragmentierungsgrad.
Da allerdings bei diesem Verfahren die Mo¨glichkeit besteht, dass mehrere Prozessoren
die gleiche Speicherverwaltung nutzen, kann aktives False-Sharing (siehe 8.1.1) in PTmalloc
nicht ausgeschlossen werden.
Eine weitere Eigenschaft von PTmalloc betrifft die Allokation von Speicher vom Betriebs-
system. Um die Anzahl der vergleichsweise teuren Systemaufrufe zu reduzieren, wird neben
dem beno¨tigten Speicherplatz eine bestimmte Menge zusa¨tzlich angefordert. Dieser Zusatz-
speicher dient dazu, zuku¨nftige Anfragen ohne einen Systemaufruf beantworten zu ko¨nnen.
Analog wird freier Speicher nur dann an das Betriebssystem zuru¨ckgegeben, falls eine defi-
nierte Menge an freien Blo¨cken in der Speicherverwaltung zur Verfu¨gung steht.
8.3.2 LKmalloc
LKmalloc (siehe [LK99]) arbeitet a¨hnlich zu PTmalloc. Es basiert ebenfalls auf der ”Segrega-
ted Fits“-Technik und verwendet die gleichen Gro¨ßenklassen. Anders als PTmalloc, werden
die Listen pro Klasse aber nicht sortiert, sondern Blo¨cke jeweils an das Ende der Liste an-
gefu¨gt. Weiterhin erfolgt eine sofortige Vereinigung von freigegebenen Speicherbereichen mit
angrenzenden, freien Blo¨cken.
Fu¨r eine gute parallele Effizienz sorgen auch in diesem Fall mehrere Heaps, die den Prozes-
soren zugewiesen werden. Beim Start des Programms legt der Benutzer hierfu¨r die Anzahl der
Speicherverwaltungen fest. Die Zuordnung von Heaps zu den einzelnen Prozessoren erfolgt
anschließend u¨ber eine Hashfunktion, d.h. eine Abbildung, die die Prozessoren mo¨glichst
gleichma¨ßig auf die Menge der Speicherverwaltungen verteilt. Um hierbei Kollisionen zu
174
8.3 Existierende Speicherverwaltungen
vermeiden, ist die Empfehlung der Autoren, die Anzahl der Heaps gro¨ßer als die Zahl der
Prozessoren zu setzen. Bei dieser Vorgehensweise besteht aber weiterhin die Mo¨glichkeit, dass
mehrere Prozessoren auf den gleichen Heap abgebildet werden. Eine automatische Anpassung
der Heapanzahl an die Zahl der Prozessoren wie bei PTmalloc erfolgt nicht.
Um bei der Freigabe von Speicher in einem fremden Heap ein mo¨gliches Blockieren eines
Prozessors zu minimieren, erfolgt der Zugriffsschutz bezu¨glich einzelner Listen und nicht der
gesamten Speicherverwaltung.
Der vom Betriebssystem allozierte Speicher wird bei LKmalloc in Bereiche von jeweils 4
MB aufgeteilt, die den einzelnen Speicherverwaltungen zugeordnet werden. Hierdurch gelingt
es, analog zu PTmalloc, die Anzahl der Systemaufrufe zu reduziert. Desweiteren la¨sst sich der
gesamte Block an das Betriebssystem zuru¨ckgegeben, falls innerhalb eines solchen Bereiches
kein von der Applikation benutzter Speicherblock vorhanden ist. Eine Wiederverwendung
in einer anderen Speicherverwaltung ist nicht vorgesehen. Diese festen Speicherblo¨cke sind
nicht mit der Benutzung von Containern (siehe Abschnitt 8.2.2.3) zu vergleichen, da im Ge-
gensatz zu diesen Anfragen aus allen Gro¨ßenklassen aus den 4 MB großen Speicherbereichen
beantwortet werden.
8.3.3 Hoard
Das Ziel bei der Implementierung von Hoard (siehe [BMBW00]) war ein beschra¨nkter Frag-
mentierungsgrad und gleichzeitig eine hohe parallele Effizienz. Erreicht wurde dies durch eine
Kombination von Containertechnik (siehe Abschnitt 8.2.2.3) und multiplen Heaps (siehe Ab-
schnitt 8.2.3).
Jeder Prozessor wird a¨hnlich zu LKmalloc in Hoard auf einen Heap abgebildet. Innerhalb
dieser Speicherverwaltungen erfolgt die Speicherung der Blo¨cke in Containern. Die Einteilung
der hierbei verwendeten Gro¨ßenklassen ist abha¨ngig von der jeweils verwendeten Version
von Hoard, wobei diese in neueren Implementierungen vergleichbar mit der Einteilung bei
PTmalloc ist.
Zusa¨tzlich zu den Prozessorheaps existiert ein sogenannter globaler Heap. U¨ber diesen
erfolgt der Austausch von freien Containern. Letztere werden von einem Prozessorheap Vi an
den globalen Heap u¨bergeben, falls der Anteil des freien Speichers in Vi einen gewissen Wert
u¨berschreitet. Sei hierbei ui die Gro¨ße des Speichers in Vi, der zur Zeit von der Anwendung
genutzt wird und ai, die Gro¨ße des gesamten allozierten Speichers in Vi. Seien weiterhin
f ∈ [0, 1) und K ∈ N. Die genaue Bedingung fu¨r den Austausch von Containern lautet
dann:
ui < fai und ui < ai −K · sc,
wobei sc die Gro¨ße der Container angibt. Da umgekehrt stets ui ≥ fai und ui ≥ ai −Ksc
gilt, kann ein beschra¨nkter Fragmentierungsgrad in Hoard garantiert werden. Der von Hoard
beno¨tigte Speicher ist somit von der gleichen Ordnung, wie der des ausgefu¨hrten Programms.
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Ist der u¨bergebene Container frei, kann er fu¨r die Allokation von Speicher in einer beliebi-
gen Gro¨ßenklasse wiederverwendet werden. Anderenfalls ist die Wiederverwendung auf die
gleiche Gro¨ßenklasse beschra¨nkt.
Bei einer Speicheranfrage in einem Prozessorheap versucht Hoard zuna¨chst, diese aus den
lokal zur Verfu¨gung stehenden Containern zu beantworten. Ist dies nicht mo¨glich, wird,
sofern vorhanden, einen Container vom globalen Heap transferiert. Ist dort kein passender
Container zu finden, erfolgt die Allokation eines neuen Containers vom Betriebssystem.
Durch den hierbei mo¨glichen Austausch von teilweise benutzten Containern zwischen ver-
schiedenen Prozessoren, kann passives False-Sharing auftreten.
Weiterhin erfolgt keine Anforderung von zusa¨tzlichem Speicher, z.B. in Form von freien
Containern. Somit ist die Zahl der Systemaufrufe bei der Allokation von großen Speicher-
mengen sehr hoch. Dies wird versta¨rkt durch die geringe Gro¨ße der Container (sc = 8 kB).
8.4 Rmalloc
Wie bereits erwa¨hnte, konnte keiner der beschriebenen freien Allokatoren (PTmalloc und
Hoard) das ineffiziente Verhalten der H-Matrix-Arithmetik verbessern oder stand nicht als
verfu¨gbares Programm zur Verfu¨gung (LKmalloc). Auch waren die bisherigen Speicherver-
waltungen nur bedingt auf die großen Speichermengen im Kontext derH-Matrizen ausgelegt.
Desweiteren sollte die Verwendung von objektorientierten Programmiertechniken mit vielen
kleinen Speicherblo¨cken keinen negativen Einfluss auf die Laufzeit des Programms haben.
Aus diesen Gru¨nden wurde eine neue Speicherverwaltung implementiert, die speziell auf diese
Anforderungen eingeht. Anwendung fand die im folgenden vorzustellende Verwaltung bereits
bei den numerischen Tests in den Kapiteln 6 und 7.
Urspru¨nglich war Rmalloc als Speicherverwaltung basierend auf der ”Simple Segregated
Storage“-Technik (siehe Abschnitt 8.2.2.1), kombiniert mit multiplen Heaps (Abschnitt 8.2.3)
implementiert. Motiviert wurde dies durch die Beobachtung, dass sich die bei der H-Matrix-
Arithmetik mit konstantem Rang auftretenden Speicheranfragen u¨blicherweise in eine be-
schra¨nkte Zahl von identischen Blockgro¨ßen aufteilen lassen. In diesem Fall ist die Wahr-
scheinlichkeit fu¨r die Wiederverwendung eines freigegebenen Blockes sehr groß. Hieraus leitet
sich auch der Name ”Rmalloc“ (”R“ fu¨r recycled, wiederverwerten) ab. In diesem Kontext ist
die verwendete Technik sehr effizient, wie die numerischen Beispiele in Abschnitt 8.5 zeigen.
Wird dagegen kein fester Rang, sondern eine feste Genauigkeit und somit ein adaptiver
Rang verwendet, so versagt dieser einfache Ansatz, da die auftretenden Speicheranfragen
eine beliebige Gro¨ße haben ko¨nnen.
Aus diesem Grund wurde die Technik der ”Segregated Fits“ verwendet und mit der Contai-
nertechnik kombiniert. Letztere dient der Beschleunigung von Speicheranfragen bei kleinen





Si−1 + 8, i ≤ 32
Si−1 + 32, 32 < i ≤ 64
Si−1 + 128, 64 < i ≤ 88
Si−1 + 512, 88 < i ≤ 112
Si−1 + 2048, 112 < i ≤ 128
Si−1 + 8192, 128 < i ≤ 144
Si−1 + 32768, 144 < i ≤ 160
und Si = b ·Si−1 mit der Basis b = 1.1 fu¨r die Klassen 161 ≤ 222. Die Absta¨nde zwischen den
Klassen sind hierbei geringer als bei PTmalloc und LKmalloc. Alle Speicheranfragen ober-
halb von Smax := S223 := 256 Megabyte werden direkt an das Betriebssystem weitergegeben.
Diese Grenze wurde derart gewa¨hlt, dass der entsprechende Fall sehr selten oder nie auf-
tritt. Die Einteilung la¨sst sich desweiteren vom Benutzer anpassen, sodass auch zuku¨nftige
Problemgro¨ßen behandelt werden ko¨nnen.
Da alle Speicherblo¨cke, die von Rmalloc an das Programm zuru¨ckgegeben werden, auf
eine Adresse ausgerichtet sind, welche ein Vielfaches von 8 darstellt, sind Speicheranfragen
in den ersten 32 Gro¨ßenklassen exakt. Dies ist auch der Bereich, in dem die Containertechnik
angewendet wird.
Fu¨r die u¨brigen Gro¨ßenklassen findet die klassische ”Segregated Fits“-Technik Anwendung.
In diesem Gro¨ßenbereich arbeitet Rmalloc analog zu LKmalloc.
In den na¨chsten Abschnitten werden die jeweiligen Algorithmen genauer beschrieben. Es
wird dabei auch auf die Unterschiede zwischen LKmalloc bzw. PTmalloc und Rmalloc ein-
gegangen.
8.4.1 Allgemeine Speicherallokation und -Freigabe
In diesem Abschnitt werden die von der Applikation sichtbaren Funktionen zur Speicherallo-
kation bzw. Speicherfreigabe vorgestellt. Die wichtigste Aufgabe der dabei verwendeten Pro-
zeduren malloc und free ist eine grobe Klassifikation in kleine, mittlere und große Gro¨ßen,
nach der die verschiedenen Spezialroutinen aufgerufen werden.
Zuna¨chst zur Allokation von Speicher in der Funktion malloc. Das vollsta¨ndige Verfahren
ist in Algorithmus 8.4.1 dargestellt.
Um eine spa¨tere Identifizierung des von Rmalloc an die Applikation zuru¨ckgegebenen
Speicherblockes zu ermo¨glichen, werden diesem zusa¨tzliche Datenfelder vorangestellt. Im
einzelnen sind dies die Gro¨ße des Blockes und ein Zeiger auf den Heap bzw. Container, aus
dem der Block entnommen wurde.
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procedure malloc( s )
s := s+ PREFIX SIZE;
if s > Smax then return sys alloc( s ) ;
if kein Prozessorheap vorhanden then
if kein unbenutzter Heap vorhanden then V := neuer Heap;
else V := unbenutzter Heap;





if s ≤ Ssmall then b := small alloc( V, s );
else
s := s+ POSTFIX SIZE;





Algorithmus 8.4.1: Allokation in Rmalloc
Um Platz fu¨r diese Daten zu erhalten, wird deshalb die Gro¨ße der Speicheranfrage zuna¨chst
dementsprechend korrigiert. U¨bersteigt die resultierende Speichergro¨ße Smax, erfolgt die Be-
antwortung durch das Betriebssystem. Dieser Fall fu¨hrt direkt zum Aufruf der entsprechen-
den Systemroutine. Da hierbei kein Heap zum Einsatz kommt, sind Schutzmaßnahmen nicht
erforderlich.
Erfolgt die Bearbeitung der Anfrage dagegen von Rmalloc, wird zuna¨chst der lokale Heap
des Prozessors ermittelt (siehe hierzu Abschnitt 8.4.4). Ist kein Prozessorheap vorhanden,
dieser Aufruf von malloc somit der erste auf diesem Prozessor, wird in einer Liste nach einem
freien, von keinem Prozessor benutzten Heap gesucht. Existiert keine freie Speicherverwal-
tung, erfolgt das Anlegen eines neuen Heaps. Anschließend wird die Speicherverwaltung fest
mit dem Thread gekoppelt.
Nachdem der lokale Heap bestimmt wurde, erfolgt der Schutz vor parallelem Zugriff durch
andere Prozessoren. In Rmalloc wird hierbei der gesamte Heap geschu¨tzt. Obwohl ein Listen-
basierter Schutz potentiell effizienter ist, hat dieser Ansatz den Vorteil, dass z.B. statistische
Daten des Heaps vera¨ndert werden ko¨nnen, ohne einen zusa¨tzlichen Schutz einzufu¨hren.
Auch haben Tests in diesem Zusammenhang keine Beeintra¨chtigung der parallelen Effizienz
gezeigt. Der Schutz selbst erfolgt mittels Mutices (siehe Abschnitt 5.2.1.1).
Abha¨ngig von der Gro¨ße des angeforderten Speicherbereiches verzweigt der Algorithmus
anschließend und ruft die entsprechenden Funktionen auf. ”Kleine“ Blockgro¨ßen werden da-
bei durch eine Konstante Ssmall > 0 von ”mittleren“ Gro¨ßen abgegrenzt. Fu¨r letztere ist




Die Freigabe von Speicher ist in dem nachfolgenden Algorithmus aufgefu¨hrt.
procedure free( b )
if kein Heap oder Container mit b assoziiert then
sys dealloc( b );
else
if size(b) ≤ Ssmall then small free( b );
else
lock( V (b) );
middle free( V (b), b );




Algorithmus 8.4.2: Speicherfreigabe in Rmalloc
Zuna¨chst wird u¨berpru¨ft, ob Rmalloc oder das Betriebssystem den erhaltenen Block ver-
walten. Letzteres ist der Fall, falls weder ein Heap, noch ein Container mit dem Block asso-
ziiert sind.
U¨ber die im Speicherblock festgehaltene Gro¨ße kann anschließend bestimmt werden, ob
es ein Block kleiner oder mittlerer Gro¨ße ist und an welche Funktion die Verwaltung zu
u¨bergeben ist.
8.4.2 Verwaltung kleiner Gro¨ßenklassen
Insbesondere fu¨r kleine Speicherblo¨cke, wie sie in objektorientierten Sprachen sehr ha¨ufig
vorkommen, etwa in Listen, als Iteratoren usw., sollte die Speicherverwaltung mo¨glichst
wenig Zeit bei der Allokation bzw. Freigabe beno¨tigen. Aus diesem Grund wurde fu¨r solche
Blo¨cke das Containerkonzept (siehe Abschnitt 8.2.2.3) verwendet.
Die dabei auftretenden Gro¨ßenklassen sind in Rmalloc allerdings eingeschra¨nkt auf Viel-
fache von 8. Zum einen ist hierdurch die Berechnung der Gro¨ßenklasse zu einer gegebenen
Speicheranfrage bzw. -freigabe in O (1) mo¨glich, andererseits hat ein freier Block in der ent-
sprechenden Klasse stets eine optimale Gro¨ße. Da zudem alle Blo¨cke der Klasse identisch
groß sind, kann die gesamte Anfrage in O (1) bearbeitet werden.
Weiterhin sind keine zusa¨tzlichen Verwaltungsdaten fu¨r das Zusammenfu¨gen und Teilen
von Speicherbereichen notwendig (siehe auch Abschnitt 8.4.3), womit die interne Fragmen-
tierung lediglich durch zwei Datenfelder definiert ist: die Gro¨ße des Blockes und einen Zeiger
auf den Container, aus dem der Block stammt. Das Abspeichern der Gro¨ßeninformation ist
notwendig, um die Gro¨ßenklasse bei der Freigabe ermitteln zu ko¨nnen. Der genaue Aufbau
eines Containers ist in Abbildung 8.4.1 dargestellt.
Ist ein Container frei, also keiner der enthaltenen Blo¨cke in Benutzung, so wird er nicht
sofort freigegeben, sondern in einer speziellen Liste zwischengespeichert. Bei Bedarf ist hier-








Abbildung 8.4.1: Aufbau eines Containers in Rmalloc
ner zur Verfu¨gung, wird u¨ber die Funktion middle alloc (siehe Abschnitt 8.4.3) ein neuer
Speicherblock angefordert.
Um die Suche nach einem nicht-leeren Container in konstanter Zeit zu bewa¨ltigen, wer-
den in Rmalloc in jeder Gro¨ßenklasse zwei Listen von Containern gefu¨hrt, wobei zwischen
nicht-leeren und vollen Containern unterschieden wird. In letzteren sind sa¨mtliche enthalte-
ne Blo¨cke in Benutzung. Somit kann man durch einen Zugriff auf die Liste der nicht-leeren
Container bestimmen, ob die Speicheranfrage direkt oder durch die Allokation eines neuen
Containers beantwortet werden kann.
Der vollsta¨ndige Algorithmus fu¨r die Allokation kleiner Speicherblo¨cke lautet:
procedure small alloc( s )
Si := Gro¨ßenklasse von s;
bestimme nicht-leeren Container in Si;
if kein nicht-leerer Container in Si vorhanden then
if alter Container vorhanden then C := alter Container;
else C := middle alloc( CONTAINER SIZE );
else
C := nicht-leerer Container in Si;
endif;
b := unbenutzter Block in C;
if C ist voll then
verschieben von C in Liste voller Container;
return b ;
end;
Algorithmus 8.4.3: Allokation von Speicherblo¨cken kleiner Gro¨ße
Wird ein Block kleiner Gro¨ße freigegeben, ist es u¨ber den gespeicherten Zeiger mo¨glich, den
korrespondierende Container direkt zu ermitteln. Nach der Freigabe ist der entsprechende
Container entweder nicht-leer oder leer. Je nach Zustandsa¨nderung wird er anschließend in
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die entsprechenden Listen einsortiert.
U¨berschreitet die Menge der freien Container einen festen Wert, so erfolgt die Freigabe
einer dieser Container an Rmalloc u¨ber die Funktion middle free (siehe Abschnitt 8.4.3).
procedure small free( b )
Si := Gro¨ßenklasse von b;
C := Container von b;
gib b in C frei;
if C war voller Container then
verschiebe C in Liste nicht-leerer Container;
else if C ist leer then
entferne C aus Si;
end;
Algorithmus 8.4.4: Freigabe von Speicherblo¨cken kleiner Gro¨ße
8.4.3 Verwaltung mittlerer Gro¨ßenklassen
Bei der Allokation eines Speicherbereichs mit einer mittleren Gro¨ße Ssmall < s ≤ Smax wird
zuna¨chst die entsprechende Gro¨ßenklasse bestimmt. Anschließend erfolgt eine ”First-Fit“-
Suche in der Liste freier Blo¨cke dieser Klasse. Ist in dieser kein passender Block vorhanden,
dehnt Rmalloc die Suche auf die nachfolgenden Gro¨ßenklassen aus.
Konnte ein freier Block b mit der Gro¨ße sb ≥ s gefunden werden und u¨berschreitet die
Gro¨ße sb−s des Restblockes b′ den Wert Ssmall, so erfolgt die Teilung von b und das Einfu¨gen
von b′ in Rmalloc. Andernfalls wird b als Ganzes verwendet und der Restspeicher als interne
Fragmentierung angesehen.
Die Verwendung von Ssmall ist notwendig, da die Verwaltung kleinerer Gro¨ßen in Rmalloc
anders als bei mittleren Gro¨ßen erfolgt und ein entsprechender Restblock nicht in einen
Container eingefu¨gt werden kann.
War die Suche nach einem Speicherblock mit einer hinreichenden Gro¨ße in Rmalloc erfolg-
los, wird vom Betriebssystem ein neuer Block alloziert. Hierbei findet eine a¨hnliche Technik
wie bei LKmalloc (Abschnitt 8.3.2) Anwendung. Allerdings alloziert Rmalloc keine Blo¨cke
einer festen Gro¨ße, sondern, a¨hnlich zu PTmalloc, zusa¨tzlich zu s einen Bereich der Gro¨ße
sp > 0.
Dies hat mehrere Gru¨nde. Zum einen kann bei einer nachfolgenden Allokation eines Blockes
der Gro¨ße s′ mit s′ < sp vom Betriebssystem der Speicher ohne einen teuren Systemaufruf
geliefert werden. Zum anderen sind die Speicherbereiche, die vom Betriebssystem pro Heap
zuru¨ckgegeben werden, nicht notwendigerweise benachbart (siehe auch Abbildung 8.4.2). Der
Grund hierfu¨r ist die Anforderung von Speicher in konkurrierenden Heaps in Rmalloc. Wird
stets nur Speicher der Gro¨ße s angefordert, ist somit das Zusammenfu¨gen zu einem gro¨ßeren
Block im allgemeinen unmo¨glich, da die benachbarten Speicherbereiche in anderen Heaps
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Abbildung 8.4.2: Lage von Speicherbereichen durch das Betriebssystem
Anders als bei PTmalloc wird in Rmalloc sp aber nicht fest vorgegeben, sondern an die
Gro¨ße Ai des bisher in Heap Vi allozierten Speicherbereiches angepasst, z.B. sp = 0.1 ·
Ai. Hierdurch kann bei einer Applikation mit einem geringen Speicherbedarf die interne
Fragmentierung in Maßen gehalten werden (≤ sp). Umgekehrt nimmt bei einem Programm
mit einem sehr großen Verbrauch an Speicher die Zahl der Systemaufrufe nicht linear zu.
Speicher wird auch nicht direkt vom Betriebssystem angefordert, sondern die Anfrage an
eine Zwischenschicht weitergeleitet. Diese Schicht besteht aus einer Liste von vom Betriebs-
system allozierten Blo¨cken. Erst falls keiner dieser Speicherblo¨cke genu¨gend Platz fu¨r die
Speicheranfrage bietet, wird ein Systemaufruf benutzt. Der nicht genutzte Speicherbereich
der Blo¨cke in dieser Schicht heißt auch Wildnis, da der Speicher dort nicht verwaltet und
somit ”wild“ ist.
Nachdem ein Speicherblock b fu¨r die Anfrage gefunden bzw. angelegt wurde, erfolgt die
Markierung von b als benutzter Speicherblock. Durch diese Markierung haben die angren-
zenden Speicherbereiche die Mo¨glichkeit, zu testen, ob ein Zusammenfu¨gen mit b mo¨glich
ist.
Die Ausfu¨hrungen u¨ber die Arbeitsweise der Allokation sind in dem nachfolgenden Algo-
rithmus zusammengefasst.
procedure middle alloc( V, s )
i := Gro¨ßenklasse von s;
for j := i, . . . ,m do
for all b ∈ Sj do
if size(b) ≥ s then
if size(b)− s > Ssmall then
trenne b und fu¨ge Restblock in Rmalloc ein;
markiere b als benutzt;
return b;
endif;
b := neuer Block { neuer Block vom Betriebssystem }
markiere b als benutzt;
return b;
end;
Algorithmus 8.4.5: Allokation von Speicherblo¨cken mittlerer Gro¨ße
Ein freigegebener Speicherblock b wird in Rmalloc sofort mit benachbarten, nichtbenutzten
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Bereichen zusammengefu¨gt. Der Nachbarblock mit der kleineren Adresse wird hierbei als
Vorga¨nger, der Nachbarblock mit der gro¨ßeren Adresse als Nachfolger von b bezeichnet. Je
nach Lage von b ko¨nnen beim Zusammenfu¨gen verschiedene Fa¨lle auftreten:
1. Block b besitzt keinen Nachfolger, der Speicherbereich nach b ist somit Teil der Wildnis:
b wird, soweit mo¨glich, mit seinem Vorga¨nger vereinigt und nicht in Rmalloc eingefu¨gt,
sondern der Wildnis angegliedert.
2. b hat einen Nachfolger: Soweit mo¨glich, wird b mit seinem Vorga¨nger und Nachfolger
vereinigt und in die entsprechenden Gro¨ßenklasse von Rmalloc eingefu¨gt.
Fu¨r die schnelle Bestimmung des Vorga¨ngers werden sogenannte Boundary Tags verwen-
det (siehe [Knu73]). Wie in Abbildung 8.4.3 zu sehen, wird hierbei die Gro¨ße eines Blockes
b sowohl am Anfang als auch am Ende von b abgelegt. Man beachte, dass die Gro¨ßeninfor-
mation nur fu¨r den Fall eines freien b notwendig ist. Anderenfalls genu¨gt eine Markierung
im Nachfolger von b. Auf diese Weise la¨sst sich die Gro¨ße im eigentlichen Datenbereich
von b ablegen wenn b freigegeben wird. Dies reduziert die interne Fragmentierung, da kein








Abbildung 8.4.3: Boundary Tags in Speicherblo¨cken
An dieser Stelle sei ein technisches Detail erwa¨hnt, welches die Speicherung der beno¨tigten
Markierungen betrifft. Typischerweise werden dabei boolsche Variablen genutzt, die ledig-
lich ein Bit beno¨tigen. Hier la¨sst sich die Ausrichtung aller Speicherblo¨cke auf eine durch
8 teilbare Adresse ausnutzen, da in diesem Fall die unteren drei Bit des Gro¨ßenfeldes stets
Null sind. Auch diese Technik reduziert die interne Fragmentierung, da gerade bei kleinen
Speicherblo¨cken zusa¨tzliche Verwaltungsdaten zu einer erheblichen Zunahme des Fragmen-
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Abbildung 8.4.4: Speicherung von Markierungen auf 32 Bit Systemen
Der endgu¨ltige Algorithmus fu¨r die Freigabe eines mittleren Speicherblockes lautet:
procedure middle free( V, b )
if b hat keinen Nachfolger then
if Vorga¨nger b′ von b ist unbenutzt then
entferne b′ aus Rmalloc;
b′ := b′ + b; b := b′;
endif
else
if Vorga¨nger b′ von b ist unbenutzt then
entferne b′ aus Rmalloc;
b′ := b′ + b; b := b′;
endif
if Nachfolger b′′ von b ist unbenutzt then
entferne b′′ aus Rmalloc;
b := b+ b′′;
endif;
bestimme Gro¨ßenklasse von b;
fu¨ge b in Rmalloc ein;
endif
end;
Algorithmus 8.4.6: Freigabe von Speicherblo¨cken mittlerer Gro¨ße
8.4.4 Zuordnung von Heaps zu Threads
Rmalloc verwendet PThreads (siehe Abschnitt 5.2.1.1) fu¨r das Ansprechen der Threadfunk-
tionalita¨t. Dies erlaubt die Verwendung der Speicherverwaltung auf einer großen Menge von
unterschiedlichen Betriebssystemen, da es sich um einen POSIX-Standard handelt und somit
weit verbreitet ist.
In der Definition von PThreads enthalten ist das Konzept von Thread-spezifischen Daten.
Hierbei handelt es sich um Daten, die fest an einen Thread gebunden sind und mittels eines
Schlu¨ssels angesprochen werden ko¨nnen. Mit dem gleichen Schlu¨ssel la¨sst sich an die Daten
auch eine Destruktionsfunktion binden, die beim Beenden des Threads aufgerufen wird, um
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die gespeicherten Daten zu entfernen.
Diese Funktionalita¨t wird in Rmalloc genutzt, um Heaps dynamisch mit Threads zu as-
soziieren, wobei ein Zeiger auf einen Heap in den privaten Daten des Threads gespeichert
wird. Bei einer Speicheranfrage werden vom aktuellen Thread die privaten Daten abgerufen,
um den dort gespeicherten Heap zu erhalten. Fu¨r weitere Speicheranfragen wird hierdurch
stets der gleiche Heap verwendet. Gleichzeitig kann kein anderer Thread auf diesen Heap
zugreifen, wodurch aktives False-Sharing ausgeschlossen ist.
Wird der Thread beendet, erfolgt der Aufruf der zuvor registrierten Destruktionsfunktion,
welche den mit dem Thread verbundenen Heap freigibt. Anschließend kann dieser Heap in
Speicheranfragen kommender Threads genutzt werden.
Auf diese Weise ist die Zahl der Speicherverwaltungen in Rmalloc ho¨chstens so groß, wie
die Anzahl von parallel ausgefu¨hrten Threads. Hierdurch wird allerdings auch der Einsatzbe-
reich von Rmalloc eingeschra¨nkt, da die Threadanzahl im allgemeinen nicht an die Zahl der
Prozessoren gekoppelt ist. Als Beispiel sei hier eine Client-Server-Anwendung betrachtet, in
der ein Server auf Anfragen von beliebig vielen Client-Systemen reagieren muss. Die Verbin-
dungen mit den verschiedenen Clients kann hierbei von permanenter Dauer sein, wobei der
Server lediglich sporadisch Arbeit pro Client verrichtet. In diesem Szenario ist die Anzahl
der Heaps so groß wie die Zahl der Clients und nicht gekoppelt an die Zahl der Prozessoren.
Besser geeignet fu¨r die Verwendung von Rmalloc ist dagegen eine Applikation, die analog
zu dem in Abschnitt 5.2.1.1 beschriebenen Threadpool arbeitet. Hierbei ist die Zahl der
Threads vergleichbar bzw. identisch mit der Prozessoranzahl.
8.5 Numerische Tests
In diesem Abschnitt sollen die in den vorangegangenen Kapiteln beschriebenen Eigenschaften
der verschiedenen Speicherverwaltungen in praktischen Tests gepru¨ft werden. Dabei werden
sowohl rein synthetische Tests zur gezielten Untersuchung einzelner Eigenschaften, als auch
praktische Experimente mit typischen Programmen durchgefu¨hrt.
Die in diesen Versuchen genutzten Speicherverwaltungen sind SUNmalloc, PTmalloc (Ab-
schnitt 8.3.1), LKmalloc (Abschnitt 8.3.2), Hoard (Abschnitt 8.3.3), MTmalloc und Rmalloc
(Abschnitt 8.4). SUNmalloc ist die u¨bliche malloc-Implementierung unter dem Betriebssys-
tem Solaris der Firma Sun. Es handelt sich hierbei um eine sequentielle Speicherverwaltung,
wobei die Multithreadsicherheit durch einen globalen Mutex erfolgt. MTmalloc wird unter
Solaris als Alternative fu¨r den Einsatz von mehreren Threads bereitgestellt.
Bei LKmalloc konnte auf keine frei verfu¨gbare Implementierung zuru¨ckgegriffen werden,
weshalb eine modifizierte Version von Rmalloc zum Einsatz kam, die das Verhalten von
LKmalloc soweit wie mo¨glich simuliert.
Bei Hoard ist außerdem anzumerken, dass dieser Allokator nicht in der Lage war, mehr




In [BMBW00] wurden verschiedene Testprogramme verwendet, um die Skalierbarkeit und das
False-Sharing-Verhalten von Hoard im Vergleich zu anderen Speicherverwaltungen zu zeigen.
In diesem Abschnitt werden a¨hnliche Programme verwendet, um die gleichen Eigenschaften
von Rmalloc zu u¨berpru¨fen.
Im Einzelnen sind dies:
• thralloc-eq : Hierbei werden kleine, gleichgroße Speicherblo¨cke in jedem Thread ange-
fordert und sofort wieder freigegeben. Die Gesamtzahl der allozierten Blo¨cke ist dabei
stets gleich.
• thralloc-rand : Dieses Programm arbeitet a¨hnlich wie thralloc-eq. Es alloziert aber Blo¨cke
von unterschiedlicher, zufa¨lliger Gro¨ße. Die Zufallszahlen sind dabei bei allen Programm-
abla¨ufen identisch.
• active-false: In diesem Test wird u¨berpru¨ft, ob aktives False-Sharing auftritt. Dazu
wird in jedem Thread ein kleiner Speicherblock angelegt, beschrieben und wieder frei-
gegeben. Dieser Vorgang wird mehrmals wiederholt.
• passive-false: Um passives False-Sharing zu testen, wird hierbei vom Hauptprogramm
zuna¨chst fu¨r jeden Thread ein Speicherblock alloziert und diesem u¨bergeben. Jeder
Thread gibt den Block daraufhin sofort frei und arbeitet anschließend wie active-false.
Zuna¨chst wird mittels thralloc-eq fu¨r jede Speicherverwaltung die Zeit zur Beantwor-
tung einer Speicheranfrage in Abha¨ngigkeit von der Blockgro¨ße getestet. Insbesondere der
Einfluss der Containertechnik fu¨r kleine Blo¨cke in Rmalloc soll hierbei untersucht werden.

















































Abbildung 8.5.1: Einfluss der Blockgro¨ße auf die Beantwortungszeit
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Rmalloc zeigt hierbei ein sehr gutes Verhalten. Dieses ist vergleichbar mit Hoard, welches
ebenfalls Container verwendet. Deutlich erkennbar ist der Wechsel der Verwaltungstechnik
bei 256 Bytes. Da fu¨r gro¨ßere Blo¨cke Speicherbereiche getrennt bzw. zusammengefu¨gt wer-
den, erho¨ht sich auch der Aufwand. Außerdem ist die Berechnung der Gro¨ßenklasse in diesem
Bereich teurer. Insbesondere die direkte Berechnung der Gro¨ßenklasse im Bereich unterhalb
von 512 Byte fu¨hrt bei LKmalloc zu einer vergleichsweise geringen Varianz der Antwortzei-
ten. Die Art der Verwaltung, vergleichbar mit Rmalloc bei mittleren Speichergro¨ßen, bedingt
dagegen eine gro¨ßere Ausfu¨hrungszeit als bei Rmalloc fu¨r Anfragen kleiner als 256 Byte.
Steigt die Blockgro¨ße und damit auch der Speicherverbrauch, fu¨hrt die adaptive Pra¨allo-
kation von Speicher (siehe Abschnitt 8.4.3) zu einer geringeren Laufzeit als bei LKmalloc,
bei welchem jeweils Blo¨cke konstanter Gro¨ße vom Betriebssystem angefordert werden.
Bemerkenswert ist auch das Verhalten von MTmalloc, bei welchem zwischen zwei Zweier-
potenzen konstante Zeiten ermittelt wurden. Die Erkla¨rung hierfu¨r liefert Abbildung 8.5.2.
Dort ist der Speicherverbrauch der einzelnen Allokatoren bei diesem Test aufgetragen. Man
erkennt, dass MTmalloc offensichtlich die Blockgro¨ße der Anfrage auf die na¨chste Zweierpo-
tenz rundet. Wie in Abschnitt 8.2.2 beschrieben, vermeidet man hierdurch die Suche nach
einem passenden Block innerhalb der Gro¨ßenklasse. Allerdings gelingt es MTmalloc nicht,
dies in entsprechende geringe Laufzeiten umzusetzen. Insbesondere bei gro¨ßeren Speicheran-
fragen nimmt die Antwortzeit u¨berproportional zu und erreicht bei der gro¨ßten gemessenen
Blockgro¨ße einen etwa 90mal ho¨heren Wert als Rmalloc.

































Abbildung 8.5.2: Speicherverbrauch in Abha¨ngigkeit von der Blockgro¨ße
Die verbleibenden Speicherverwaltungen besitzen einen sehr a¨hnlichen Speicherverbrauch.
Bei PTmalloc war die Messung bei kleinen Blockgro¨ßen nicht mo¨glich, da der Speicher bei
der Freigabe wieder an das Betriebssystem zuru¨ckgegeben wird und aufgrund der Implemen-
tierung der Verbrauch erst nach Beenden des Tests ermittelt werden konnte. Lediglich fu¨r
vergleichsweise große Speicherblo¨cke, bei denen PTmalloc direkt das Betriebssystem bemu¨ht,
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zeigt sich ein analoger Wert. Die hierdurch definierte Grenze fu¨hrt bei PTmalloc auch zu
einer Reduktion der Laufzeit, etwa auf das Niveau von LKmalloc. Bei Hoard zeigten sich
Probleme mit der Stabilita¨t, weshalb Messungen oberhalb einer Blockgro¨ße von 4096 Byte
nicht mo¨glich waren.
Im folgenden werden die genannten Testprogramme genutzt, um die parallele Effizienz
der einzelnen Speicherverwaltungen zu u¨berpru¨fen. Fu¨r einen absoluten Vergleich ist hierfu¨r
zuna¨chst in der folgenden Tabelle die sequentielle Laufzeit angegeben.
Sequentielle Laufzeit [s]
Rmalloc LKmalloc PTmalloc Hoard SUNm. MTmalloc
thralloc-eq 30.3 37.9 33.4 28.8 47.3 127.7
thralloc-rand 121.2 172.4 125.8 122.3 139.1 226.8
afalse 88.4 137.5 95.6 199.1 76.9 102.4
pfalse 83.5 150.8 76.6 209.8 73.4 101.9
Im Test thralloc-eq beweisen sowohl Rmalloc als auch LKmalloc eine durchgehend gute
parallele Effizienz, wie in Abbildung 8.5.3 (links) zu sehen ist. Obwohl ein leichter Ru¨ckgang
bei einer Erho¨hung von p zu beobachten ist, sinkt E(p) nicht unter 90%. Anders verha¨lt
es sich bei PTmalloc und Hoard. Beide Allokatoren zeigen einen deutlichen Verlust der
parallelen Skalierbarkeit, welche bei PTmalloc zudem nicht kontinuierlich ist. Keinerlei par-
allele Effizienz ist bei SUNmalloc und MTmalloc festzustellen. Innerhalb von SUNmalloc
verursacht der Mutex, der die sequentielle Verwaltung schu¨tzt, diese schlechte Leistung. Bei
MTmalloc scheint das Verhalten durch ha¨ufige Systemaufrufe bedingt zu sein.
Bei einer zufa¨lligen Blockgro¨ße ergibt sich ein analoges Verhalten (Abbildung 8.5.3 rechts).
Die unregelma¨ßige parallele Effizienz von PTmalloc zeigt sich aber in einer wesentlich aus-
gepra¨gteren Form. Hierdurch sind praktisch keine Vorhersagen u¨ber Programmlaufzeiten
mo¨glich.
Ein gea¨ndertes Bild erha¨lt man bei einem Test bezu¨glich False-Sharing. In Abbildung 8.5.4
ist die parallele Effizienz fu¨r die einzelnen Speicherverwaltungen dargestellt. PTmalloc scheint
hierbei besonders anfa¨llig zu sein. Eine Erkla¨rung fu¨r dieser Verhalten bietet die Zuweisung
von Heaps zu Threads, welche in PTmalloc nicht fest, sondern dynamisch erfolgt. Hierdurch
ist es mo¨glich, dass sich ein oder mehrere Threads einen Heap teilen und aktives False-
Sharing induziert wird. In Kombination mit der eingeschra¨nkten parallelen Skalierung von
PTmalloc ergibt sich ein sehr schlechtes Abschneiden in dieser Disziplin.
Ein a¨hnliches Zuweisungsverhalten der Heaps fu¨hrt bei LKmalloc ebenfalls zu einer redu-
zierten parallelen Effizienz, welche aber durch das generell bessere parallele Verhalten nicht
so ausgepra¨gt wie bei PTmalloc ist.
Durch das Aufrunden der Speichergro¨ßen in MTmalloc wird die Wahrscheinlichkeit, dass
sich zwei Blo¨cke eine Cache-Zeile teilen, reduziert bzw. diese Mo¨glichkeit vo¨llig ausgeschlos-







































Abbildung 8.5.3: Parallele Effizienz bei thralloc-eq und thralloc-rand
8.5.2 Numerische Algorithmen
Nachdem im letzten Abschnitt einige grundlegende Eigenschaften der verschiedenen Spei-
cherverwaltungen anhand von synthetischen Programmen getestet wurden, sollen im fol-
genden reale numerische Verfahren genutzt werden. Der Schwerpunkt liegt dabei bei der
H-Matrix-Arithmetik, aber auch andere Algorithmen werden hierzu herangezogen.
Die Grundlage fu¨r die H-Matrix-Tests bildet das Beispiel aus Abschnitt 2.4.2. Hierbei wird
die Zeit fu¨r eine Matrix-Inversion bzw. eine Matrix-Multiplikation mit fester Genauigkeit
und unterschiedlichen Prozessorzahlen gemessen. Der Fall eines konstanten Ranges ist fu¨r
den Vergleich der Speicherallokatoren ungeeignet, da praktisch der gesamte Speicher vor der
Inversion bzw. Multiplikation angefordert wird und wa¨hrend der Berechnung nur wenige
Aufrufe der Speicherverwaltung erfolgen.
Fu¨r die Matrix-Inversion mit fester Genauigkeit von ε = 10−6 ergeben sich im sequentiellen
Fall (p = 1) die folgenden Zeiten bei den unterschiedlichen Allokatoren:
Matrix-Inversion, konstante Genauigkeit ε = 10−6, [s]
n Rmalloc LKmalloc PTmalloc Hoard SUNm. MTmalloc Speicher
4 096 12.9 12.7 12.9 17.2 13.0 13.0 44 MB
16 384 114.8 114.0 122.4 212.1 115.8 117.8 220 MB
65 536 800.7 798.3 1268.9 3068.9 818.0 924.6 1098 MB
262 144 5003.5 5043.8 30556.7 – 5257.6 8488.3 5393 MB
Aufgrund der vergleichbaren Implementierung erha¨lt man bei Rmalloc und LKmalloc a¨hn-
liche Ergebnisse. Lediglich bei der gro¨ßten Problemdimension scheint die adaptive Pra¨allo-
kation von Speicher in Rmalloc einen leichten Laufzeitvorteil zu erbringen. Die mittels SUN-







































Abbildung 8.5.4: Parallele Effizienz bei afalse und pfalse
wieder.
Demgegenu¨ber entspricht das Laufzeitverhalten von Hoard praktisch einer quadratischen
Komplexita¨t und somit in keiner Weise den theoretischen Vorhersagen aus Abschnitt 3.4.1.
Eine mo¨gliche Erkla¨rung fu¨r dieses Verhalten besteht darin, dass Hoard nur Blo¨cke von
wenigen Kilobyte direkt verwaltet. Gro¨ßere Speicherbereiche werden hingegen an das Be-
triebssystem u¨bergeben, wodurch viele teure Systemaufrufe auftreten. Bei PTmalloc zeigt
sich eine solche Abkehr von der theoretischen Komplexita¨t erst ab einem gro¨ßeren Spei-
cherverbrauch. Der wahrscheinlichste Grund fu¨r die Zunahme in diesem Fall liegt in der
Sortierung der freigegebenen Speicherblo¨cke. Nicht ganz so ausgepra¨gt ist die Zunahme der
Komplexita¨t bei MTmalloc, wobei hierfu¨r das Aufrunden der Speichergro¨ßen verantwortlich
zeichnet.
In Abbildung 8.5.5 ist die parallele Effizienz der Matrix-Inversion fu¨r die verschiedenen
Speicherallokatoren dargestellt.
Vo¨llig unerwartet sind die Ergebnisse von Hoard, welches ab 14 Prozessoren sogar ho¨here
Laufzeiten als im sequentiellen Fall hervorruft. Dagegen ist die eingeschra¨nkte Effizienz von
SUNmalloc im Rahmen der Mo¨glichkeiten, die eine sequentielle Implementierung bietet.
Bei Hoard und SUNmalloc fu¨hrt die sequentielle Implementierung zu einer stark einge-
schra¨nkten parallelen Skalierung. Die u¨brigen Speicherverwaltungen zeigen bei n = 16 384
dagegen ein im wesentlichen homogenes Verhalten. Die Situation a¨ndert sich allerdings bei
n = 262 144, bei welchem die Ergebnisse deutlich differieren.
Durch die Verteilung der Speichermenge auf mehrere Heaps treten die negativen Folgen
der Verwaltungstechnik in PTmalloc bei mehreren Prozessoren nicht so deutlich hervor.
Hierdurch ergibt sich allerdings eine parallele Effizienz von weit u¨ber 100%, welche nicht
mit dem realen Verhalten u¨bereinstimmt und dementsprechend nicht dargestellt wurde. Aus





































Abbildung 8.5.5: Parallele Effizienz bei Matrix-Inversion mit konstanter Genauigkeit bei
n = 16384 und n = 262144
nicht so ausgepra¨gt sind.
Trotz einer vergleichbaren parallelen Effizienz von LKmalloc und Rmalloc ist die absolute
Laufzeit von Rmalloc insbesondere bei hohem Speicherverbrauch auch im parallelen Fall
geringfu¨gig besser, wie die nachfolgende Tabelle zeigt:
p = 4 p = 8 p = 12 p = 16
Rmalloc 1313.1 s 726.3 s 547.9 s 477.6 s
LKmalloc 1322.1 s 733.4 s 552.9 s 481.2 s
Neben den Eigenschaften der Speicherverwaltungen im Parallelbetrieb ist der Speicherver-
brauch, ausgedru¨ckt im Fragmentierungsgrad, wesentlich fu¨r die Abbildung der theoretischen
Vorhersagen in praktischen Berechnungen. Allerdings ist aufgrund der Komplexita¨t des Pro-
gramms der minimal beno¨tigte Speicher nicht bekannt. Deshalb wird als Ausgangsgro¨ße
der Speicherverbrauch zugrundegelegt, der von allen Allokatoren minimal beno¨tigt wurde.
Die Ergebnisse fu¨r die beiden in Abbildung 8.5.5 verwendeten Problemdimensionen sind in
Abbildung 8.5.6 zu sehen.
Die geringste Abha¨ngigkeit von der Anzahl der Prozessoren zeigt SUNmalloc. Dieses Ver-
halten war allerdings aufgrund der sequentiellen Implementierung zu erwarten. Nicht u¨berra-
schen ist ebenfalls der hohe Fragmentierungsgrad von MTmalloc. Bei den u¨brigen parallelen
Allokatoren wird PTmalloc seinem Ruf gerecht und zeigt eine vergleichsweise kleine Frag-
mentierung, welche bei n = 262144 aber nur geringfu¨gig besser als der entsprechende Grad
von LKmalloc und Rmalloc ist. Bei der kleinen Problemdimension und somit geringerem
Speicherverbrauch ist bei LKmalloc eine relativ große Abha¨ngigkeit von p zu beobachten,





















































Abbildung 8.5.6: Fragmentierungsgrad bei Matrix-Inversion mit konstanter Genauigkeit bei
n = 16384 und n = 262144
Ebenfalls mit einer konstanten Genauigkeit von ε = 10−6 wurde die Matrix-Multiplikation
durchgefu¨hrt, wie sie in Abschnitt 3.3 beschrieben ist. Die Laufzeiten beim Einsatz der
verschiedenen Speicherverwaltungen sind in der nachfolgenden Tabelle zusammengefasst.
Matrix-Multiplikation, konstante Genauigkeit ε = 10−6, [s]
n Rmalloc LKmalloc PTmalloc Hoard SUNm. MTmalloc Speicher
4 096 45.0 44.7 45.4 61.6 45.5 45.1 68 MB
16 384 377.1 374.8 412.9 728.4 379.2 383.0 365 MB
65 536 2507.6 2508.0 4160.4 – 2527.7 2953.5 1930 MB
262 144 15111.9 15301.4 185079.4 – 15305.2 34244.0 9704 MB
Es ergibt sich ein analoges Bild zur Matrix-Inversion. Allerdings ist das Verhalten von
PTmalloc noch ausgepra¨gter. Deutlich erkennbar ist auch der Vorteil der adaptiven Pra¨al-
lokation bei einem hohen Speicherverbrauch durch die geringere Laufzeit von Rmalloc im
Vergleich zu LKmalloc.
Auch die parallele Effizienz, welche fu¨r die Multiplikation in Abbildung 8.5.7 dargestellt
ist, zeigt ein a¨hnliches Verhalten wie bei der Inversion. Bemerkenswert ist die schon bei den
numerischen Tests in Abschnitt 6.5.1 festgestellte Superskalierung bei fast allen Speicher-
verwaltungen außer SUNmalloc. Bei n = 262144 fu¨hrt die hohe sequentielle Laufzeit von
PTmalloc und MTmalloc wie bei der Inversion zu einer unrealistischen Effizienz von weit
u¨ber 300% bzw. 200%, weshalb auf die Darstellung verzichtet wurde.
Der Fragmentierungsgrad, in Abbildung 8.5.8 zu sehen, zeigt im wesentlichen ein a¨hn-
liches Ergebnis wie bei der Inversion. Allerdings ist die Fragmentierung insgesamt gro¨ßer.
Interessant ist auch der besonders hohe Fragmentierungsgrad von Rmalloc, LKmalloc und


































Abbildung 8.5.7: Parallele Effizienz bei Matrix-Multiplikation mit konstanter Genauigkeit
bei n = 16384 und n = 262144
lelen Betriebs beno¨tigt wird, zu einer hohen externen Fragmentierung in den beiden jeweils














































Abbildung 8.5.8: Fragmentierungsgrad bei Matrix-Multiplikation mit konstanter Genauigkeit
bei n = 16384 und n = 262144
Im folgenden Beispiel wird das Programm CD2D3D (siehe [HKBM01]) genutzt. Es bein-
haltet Algorithmen zur Lo¨sung von Konvektions-Diffusions-Gleichungen unter Verwendung
von verschiedenen Anordnungsalgorithmen, z.B. Reverse-Cuthill-McKee (siehe [DER86]),
konzentrischen Zyklen oder dem Feedback-Vertex-Set-Problem (siehe jeweils [Hac97]). Durch
das iterative Lo¨sungsverfahren dient es außerdem als Beispiel fu¨r klassische FEM-Applika-
tionen. Das Programm ist in der Sprache C++ geschrieben und macht intensiven Gebrauch




In der folgenden Tabelle sind die Zeiten fu¨r den Aufbau der Triangulation, die Diskre-
tisierung, die Berechnung einer Anordnung mittels konzentrischen Zyklen (CYC), Reverse-
Cuthill-McKee (RCM) und Feedback-Vertex-Set (FVS), sowie die Dauer des Lo¨sungsschrittes
mittels GMRES (siehe [SS86]) angegeben.
CD2D3D, n = 1046 529, [s]
Operation Rmalloc LKmalloc PTmalloc SUNmalloc MTmalloc
Triang. 19.6 36.8 19.0 21.4 36.9
Diskr. 61.7 63.7 179.7 62.9 74.7
CYC 34.4 46.1 202.3 39.8 51.1
RCM 39.2 56.1 – 45.5 66.0
FVS 107.2 132.6 – 113.9 136.0
GMRES 163.5 186.5 180.2 177.7 169.1
Insbesondere der Vergleich zwischen Rmalloc und LKmalloc offenbart den Vorteil der Con-
tainertechnik bei dem verwendeten Programmierstil. Die Laufzeit kann hierdurch teilweise
betra¨chtlich reduziert werden. Auch in diesem Beispiel zeigt sich das ineffiziente Verhalten
von PTmalloc bei einem gro¨ßeren Speicherverbrauch. Bei RCM und FVS wurde die Berech-
nung einer Anordnung abgebrochen, da die Laufzeit 15 Minuten deutlich u¨berschritten hatte.
PTmalloc ist also auch bei diesem Beispiel nicht geeignet, um theoretische Vorhersagen von
Algorithmen zu testen.
SUNmalloc und MTmalloc zeigen zu den bisherigen Tests vergleichbare Ergebnisse, wobei




Durch die Verwendung von H-Matrizen lassen sich die Eingangs beschriebenen Probleme auf
eine elegante und zugleich effiziente Art und Weise lo¨sen. Die in dieser Arbeit vorgestellten
Verfahren demonstrieren zudem, dass hierbei auch mehrere Prozessoren gleichzeitig genutzt
werden ko¨nnen, um die Arithmetik der H-Matrizen zu beschleunigen.
Die Parallelisierung fu¨hrt dabei auf einem System mit gemeinsamem Speicher (siehe Ab-
schnitt 5.2.1), wie es oftmals bei Arbeitsplatzrechnern oder kleinen Serversystemen anzu-
treffen ist, zu optimalen Resultaten fu¨r den Aufbau (Abschnitt 6.2), die Matrix-Vektor-
Multiplikation (Abschnitt 6.3), die Addition (Abschnitt 6.4) sowie die Multiplikation (Ab-
schnitt 6.5) einer H-Matrix. Die Inversion mittels Gauß-Elimination, dem hierfu¨r geeignets-
ten Verfahren, erfolgt dagegen nicht mit maximaler paralleler Effizienz, fu¨hrt aber dennoch
zu einer skalierbaren Methode und zeigt bei moderaten Prozessorzahlen gute Ergebnisse.
Sta¨rkere Restriktionen treffen allerdings auf die parallele LU-Zerlegung (Abschnitt 6.7) zu,
welche nur wenige Prozessoren auszunutzen in der Lage ist.
Bedingt durch die Verfu¨gbarkeit des gesamten Speichers fu¨r Prozessoren lassen sich zu-
dem Algorithmen verwenden, die sehr eng an ihre sequentiellen Pendants angelehnt sind.
Außerdem kann in der Regel ein Online-Scheduling-Verfahren (siehe Abschnitt 5.2.1.1) ein-
gesetzt werden, d.h. es ist keine explizite Lastbalancierung notwendig. Zusammen gelingt es
hierdurch, eine bestehende Implementierung der H-Matrix-Arithmetik auf einfache Weise zu
modifizieren, um mehrere Prozessoren zu nutzen.
In diesem Zusammenhang wurde auch der große Einfluss der eingesetzten Speicherverwal-
tung (siehe Kapitel 8) untersucht. Aufgrund des speziellen Aufbaus einer H-Matrix aus einer
Vielzahl von kleinen Blo¨cken, ergeben sich besondere Schwierigkeiten fu¨r viele, verbreitete
Verwaltungsalgorithmen, wodurch die Komplexita¨t der H-Matrix-Algorithmen insbesondere
fu¨r große Problemdimensionen leidet. Werden zusa¨tzlich mehrere Prozessoren gleichzeitig
genutzt, so resultiert unter Umsta¨nden eine Laufzeit, die gro¨ßer als die des sequentiellen
Verfahrens ist. Durch eine speziell angepasste Speicherverwaltung (Abschnitt 8.4) konnten
diese Probleme gelo¨st werden.
Insbesondere fu¨r Rechnersysteme mit einer hohen Zahl von CPUs haben sich Maschinen
mit einem verteilten Speicher (siehe Abschnitt 5.2.2) etabliert, da der Realisierungsaufwand
in diesem Fall deutlich geringer als bei Rechnern mit gemeinsamem Speicher ist. Fu¨r die-
se Systeme wurden Verfahren fu¨r den Aufbau, die Matrix-Vektor-Multiplikation und die
Addition beschrieben. Gemein ist all diesen Verfahren die Notwendigkeit einer expliziten
Lastbalancierung. Wie diese fu¨r H-Matrizen vorgenommen werden kann, ist in Kapitel 4
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dargestellt. Dabei reicht die Palette von ”klassischen“ Verfahren wie dem List-Scheduling
(Abschnitt 4.1.1) bis zur Sequenzpartitionierung (Abschnitt 4.1.3), welche allerdings auf
raumfu¨llende Kurven (Abschnitt 4.2.2) angewiesen ist.
Fu¨r den Aufbau und die Addition wurden optimal skalierende, parallele Algorithmen vor-
gestellt, wobei von einem fehlenden Kommunikationsbedarf profitiert werden konnte. Bei der
Adaption der blockorientierten, sequentiellen Matrix-Vektor-Multiplikation (Abschnitt 6.3.1)
zeigt sich dagegen ein negatives Resultat fu¨r den Kommunikationsaufwand, welcher sich
durch mehr Prozessoren nicht verringern la¨sst. Trotz dieses Verhaltens ergeben sich in nume-
rischen Tests anna¨hernd optimale Ergebnisse, falls eine hinreichend große Problemdimension
gewa¨hlt wird.
Ein alternativer Ansatz fu¨r die Matrix-Vektor-Multiplikation (Abschnitt 6.3.2) umgeht die-
se Schwierigkeit und liefert ein Verfahren, welches sowohl bezu¨glich der eigentlichen Berech-
nung, als auch der Kommunikation die gewu¨nschte, optimale Komplexita¨t zeigt. Allerdings
spiegeln die praktischen Resultate nicht das theoretische Verhalten wieder, da ein erheblicher
zusa¨tzlicher Verwaltungsaufwand notwendig ist. Hier sind weitere Modifikationen notwendig,
um die Problemgro¨ße fu¨r den U¨bergang in den asymptotischen und damit effizienten Bereich
zu reduzieren.
Desweiteren fehlen fu¨r diese Rechnersysteme Algorithmen fu¨r die Multiplikation, die In-
version und die LU-Zerlegung einer H-Matrix. Allerdings ist fu¨r die letzten beiden Fa¨lle
der Einsatz der Gebietszerlegungsmethode (siehe Kapitel 7) mo¨glich, wobei diese hierbei auf
Probleme aus dem Bereich der partiellen Differentialgleichungen beschra¨nkt ist. Durch den
alternativen Zugang, bei welchem schon das Ausgangsproblem in einzelne Teilprobleme zer-
legt wird, ergeben sich unterschiedliche Verfahren, welche bei hinreichend großen Problemen
und einer entsprechenden Lastverteilung effiziente H-Matrix-Algorithmen darstellen. Insbe-
sondere fu¨r die Inversion (Abschnitt 7.1.1) und die LU-Zerlegung (Abschnitt 7.1.2) erlaubt
diese Methode den Einsatz von vielen Prozessoren.
Neben den Differentialgleichungen konnte auch fu¨r Integralgleichungen die Matrix-Vektor-
Multiplikation mittels Gebietszerlegung parallelisiert werden (Abschnitt 7.2.1), wobei der
gleiche alternative Zugang wie schon bei der direkten Parallelisierung Verwendung fand. Das
Ergebnis ist auch hier ein hocheffizientes Verfahren.
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