Abstract. In this paper we study the Type IIb mean curvature flow for which has the smooth solution exists for all t > 0 and satisfies sup
introduction
Let x 0 : M n → R n+1 be a complete immersed hypersurface. Consider the mean curvature flow ∂x ∂t = H, (1.1) with the initial data x 0 , where H = −Hν is the mean curvature vector and ν is the outer unit normal vector. Denote the images x(M n , t) = M t . The mean curvature flow always blows up at finite time on closed hypersurfaces. However, the mean curvature flow for noncompact hypersurfaces may have a smooth solution which exists for all time t > 0, for which we call it the long-time solution. Ecker and Huisken [9] showed that the mean curvature flow on locally Lipschitz continuous entire graph over R n has a long-time solution. Notice that if M 0 can be written as an entire graph, then the parabolic system (1.1) up to tangential diffeomorphisms is equivalent to the following quasilinear equation du dt = 1 + |Du| 2 div( Du
(see [9] ), where u is the graph representation for M t . Analogous to which was introduced by Hamilton [10] for Ricci flow, one can classify the long-time solutions to the mean curvature flow into the following two types : In this paper we study the Type IIb mean curvature flow. The nontrivial examples for the Type IIb mean curvature flow are gotten. We also study the singularity formation for the Type IIb mean curvature flow.
Recall the singularity formation of the mean curvature flow on closed hypersurfaces at the first singular time was described by Huisken [10] as follows: The solution to mean curvature flow M t on closed hypersurfaces which blows up at first finite time T is called (1) Type I if sup Using a monotonicity formula, Huisken [10] showed that Type I singularities of mean curvature flow are smooth asymptotically like self-shinkers. If one choose an essential blowup sequence (p j , t j ) for the compact Type II mean curvature flow such that t j ∈ [0, T − ], p j ∈ M n , and
Let L j = |H(p j , t j )|. Consider the following rescaled mean curvature flows [14] showed that any strictly convex eternal solution to the mean curvature flow where the mean curvature assumes its maximum value at a point in space-time must be a translating soliton. Huisken and Sinestrari ( [11] [12] ) proved blowup sequence of the compact mean curvature flow with positive mean curvature subconverges to a weakly convex limit splitting as R n−k × Σ k , where Σ k is strictly convex. Their results implies that rescaled sequence (1.4) subconverges to a translating soliton if M 0 is mean-convex.
Similar to the Type II mean curvature flow, if M t is the Type IIb mean curvature flow with bounded second fundamental form at each time slice, as which was introduced by Hamilton [15] for Ricci flow, one can choose j → +∞, and pick P j and t j such that 5) where γ j ր 1. Let L j = |H|(P j , t j ). Consider the following the rescaled mean curvature flows
Hence α j → −∞ and Ω j → +∞. If the Type IIb mean curvature flow is convex, one get the limit M ∞ of the rescaled sequence (1.6) is an eternal solution splitting as R n−k ×Σ k with its mean curvature achieves the maximum value 1 in the space-time, where Σ k is strictly convex. This implies that M ∞ is a translating soliton by Hamilton's Harnack inequality. Moreover, if the Type IIb mean curvature flow is mean-convex and satisfies the δ-Andrews' noncollapsing condition at t = 0, we can also get the limit M ∞ of the rescaled sequence (1.6) is weakly convex (see Theorem 1.8). Hence M ∞ is still a translating soliton by Hamilton's Harnack inequality.
For the Type III mean curvature flow, rescaling the mean curvature flow asx (·, s)
where s is given by s = |Ã| < ∞. If the Type III mean curvature flow is convex, one can use Hamilton's Harnack inequality to get the limit M ∞ is a non-flat self-expander splitting as R n−k × Σ k , where Σ k is strictly convex (see Corollary 6.3 in the appendix). We remark that a counter-example in [5] (see Example 3.4 in [5] ) shows that the rescaled sequence (1.7) can not converge to the self-expander if only assuming the Type III mean curvature flow is mean-convex. Recently the author and Sesum [5] also introduced monotonicity formulas related to self-expanders and showed the normalized flow (1.8) for Type III mean curvature flow subconverges to the self-expander under certain conditions.
Typical examples of the Type III mean curvature flow are evolving entire graphs satisfying the following condition 9) which in particular implies the entire graphs having the bounded gradient, where ν is the unit normal vector of the graph and w is a fixed unit vector such that ν, w > 0. Ecker and Huisken showed that the mean curvature flow on entire graphs satisfying the condition (1.9) is Type III (Corollary 4.4 in [8] ). Moreover, Ecker and Huisken [9] also proved that if the entire graph satisfies condition (1.9) and the estimate
at time t = 0, where c < ∞ and δ > 0, then the solution to the normalized mean curvature flow (1.8) with initial data x 0 converges as s → ∞ to a self-expander. In contrast to Type III mean curvature flow, much less examples are known about the Type IIb mean curvature flow except non-flat translating solitons. In this paper we prove that the mean curvature flow for entire graphs satisfying certain conditions can be Type IIb. Our results lead us to getting the nontrivial examples for the Type IIb mean curvature flow.
The first theorem of the paper is following . We choose ω be a fixed vector which is parallel to the hyperplane, and hence H = W ≡ 0. Then M 0 satisfies the condition (1.11) rather than condition (1.12), and clearly the mean curvature flow with initial data M 0 is not Type IIb. The example shows that the condition (1.12) in Theorem 1.2 can not be removed.
Let M 0 = (y, |y| α ) be the entire graph over R n with n ≥ 2. We can use Theorem 1.2 to show that the mean curvature flow with initial data M 0 for the case α ≥ 2 must be Type IIb (see Corollary 2.3). Notice that such graph for the case 0 < α ≤ 1 satisfying the linear growth condition (1.9), so the mean curvature flow for such graph is Type III by Ecker and Huisken's result [8] . It remains to determine the Type of the mean curvature flow for such graph for the case 1 < α < 2.
The next theorem of this paper implies the mean curvature flow with initial data M 0 for the case α > 1 must be Type IIb (see Corollary 4.1). Before presenting the second theorem of this paper, we recall the definition of δ-Andrews' noncollapsing condition. (2)A key step in the proof of Theorem 1.5 is to prove if the noncompact hypersurface M 0 satisfies the δ-Andrews' noncollapsing condition, then the following estimate |∇ l A| ≤ CH l+1 , (1.14) holds under the mean curvature flow for all t > 0 and any integer l (Corollary 3.3). The estimate (1.14) was obtained by Huisken and Sinestrari [13] for compact mean-convex mean curvature flow. Then Haslhofer and Kleiner [7] gave a another proof for the estimate (1.14) for the compact case by using Andrews' noncollapsing theorem [1] . In order to prove the estimate (1.14) we extend Andrews' noncollapsing theorem to the noncompact case. Precisely, we get the following 
Finally, by applying Ecker and Huisken's result in [9] to the case 0 < α ≤ 1 (smooth out the graph at the origin) and summarizing the results in this paper about the mean curvature flow for the entire graph (y, |y| α ) over R n , n ≥ 2, we have the following table. Table 1 . Mean curvature flow for graph (y, |y| α ) over R n , n ≥ 2 (smooth out the graph at the origin when 0 < α < 1)
Type IIb rescaled sequence (1.6) subconverges to a translating soliton Table 1 is also true for the more generalized case for the mean curvature flow of the convex entire graph (y, u(|y|) over R n with lim r→+∞ u(r) r α = c > 0, n ≥ 2. All the proofs are similar, we omit the details here.
The structure of this paper is as follows. In section 2 we give proofs of Theorem 1.2 and its application Corollary 2.3. In section 3, we extend Andrews' noncollapsing theorem to noncompact case (Theorem 1.7) and give the proofs of estimate (1.14) and Theorem 1.8. In section 4 we give proofs of Theorem 1.5 and its application Corollary 4.1. In section 5 we give the proof of 
Proof. By Lemma 3.3 in [10] , we have
Moreover, we compute at some point with normal coordinates 
By the maximum principle (Theorem 4.3 in [9] ), H−CW ≥ 0 or H−CW ≤ 0 is preserved under the mean curvature flow . 
3)
for s sufficiently large.
Notice that
holds for the mean curvature flow which exists for finite time [0, T ) (see [10] ), where B(o, R) is extrinsic ball in R n . Because lack of (2.7) for the long-time solutions to mean curvature flow, we use the technique in [4] to get an intrinsic limit. Since |Ã| ≤ √ C for [0, +∞), the injectivity radius of (M n , g(s)) at p has the positive lower bound only depending on C. We also have |∇ mÃ | ≤ C m on [0, +∞) by the standard estimates by Ecker and Huisken [9] . It follows that there exists a sequence
pointed Gromov-Hausdorff sense. That is, for any r > 0 and i, there exist embeddings 
By the standard diagonal argument and taking r = r l → ∞, we get the
By (2.4) we conclude thatW ∞ = 0, which impliesx ∞ is complete cylindrical hypersurface, i.e. the hypersurface splitting as Σ n−1 × l with l is a straight line parallel to ω. Hencex ∞ (M n Proof. We choose ω = −e n+1 . Define r = |y|. By direct calculation,
Since (y, u(|y|)) is convex, we have u ′′ (r) > 0 and u ′ (r) > 0. Then
for r ≥ N. Since W and H are both positive and continuous, (1.11) is satisfied for r ≤ N. Then Corollary 2.3 follows from Theorem 1.2 directly.
Andrews' noncollapsing for mean-convex noncompact hypersurfaces
In [1] Andrews gave a short quantitative argument about the result proved by Sheng and Wang [17] that the compact mean-convex mean curvature flow satisfies δ-Andrews' noncollapsing condition for all time for some δ > 0. In this section we extend Andrews' arguments to noncompact case. We first need the following standard barrier function. 
and
Next we give the proof of Theorem 1.7.
Proof of Theorem 1.7. We follow the Andrews' calculation in [1] . Denote
We will prove that if Z ≥ 0 at t = 0 then Z ≥ 0 for all t ≥ 0 for any constant δ, as showed in [1] , that implies Theorem 1.
. We choose the normal coordinates at x and y. By the equations (1) and (2) in [1] ,
2)
Choose local coordinates so that {∂ 
We get from (3.2) that
Recall the Lemma 4 in [1]
by writing ρ
By (3.7), we obtain that
It follows that
where we use (3.7) in the second equality and Z = H x 2 d 2 + δd η, ν x in the last equality. Combining with (3.4), (3.5), (3.8) and (3.9), we get
(3.10)
Assume that second fundamental form for M t is bounded by C 0 on [0, T ]. Then |∇ m A| ≤ C m on [0, T ] by the standard estimates by Ecker and Huisken [9] . By Lemma 3.1 and direct calculations, we get for h which is the function defined in Lemma 3.1
and D ′ is a constant only depending on D, C 0 and C m . Let Q(x, y, t) = Z(x, y, t) + ǫζ(x, y, t) where ζ(x, y, t) = ξ(x, t) + ξ(y, t) with ξ(x, t) = e (B+nD ′ +D ′2 )t+h(x) and ξ(y, t) = e (B+nD ′ +D ′2 )t+h(y) , where B is positive constant to be determined later. Then for any B > 0 there exists a positive function ξ :
We claim that for all ǫ > 0 we have Q(x, y, t) > 0 for all x y and t ≥ 0. Assuming the claim and taking the limit as ǫ → 0, we obtain Theorem 1.7. We prove the claim by contradiction. Notice that
Since
is uniformly bounded on [0, T ], for some K 1 sufficiently large independing on t and B, we have
, and for some k 1 sufficient small independing on t and B, we have Q > 0 when d ≤ k 1 . Now suppose that the claim is false. Then there exists a first time t 0 > 0, the points x 0 y 0 such that Q(x 0 , y 0 , t 0 ) = 0 and Q(x, y, t) > 0 for all x, y ∈ M n and t < t 0 , moreover,
where k 1 and K 1 are independent of B. Then at (x 0 , y 0 , t 0 ), we have 15) and
(3.17)
Since the mean curvature is strictly positive on [0, t 0 ] and by (3.14), we have at (x 0 , y 0 , t 0 )
18) where k 2 is a constant independing of B. Notice that the second fundamental form is bounded by C 0 on [0, T ]. Combining with (3.11), (3.12), (3.14), (3.17) and (3.18), we get at (x 0 , y 0 , t 0 )
where C ′ is a positive constant depending on C 0 , C m , k 1 , k 2 , K 1 , D ′ and independing on B. Taking B = C ′ + 1, we obtain a contradiction. Recall Haslhofer and Kleiner [7] proved the following local estimate (See Theorem 1.8 in [7] ). 
As the corollary of Theorem 1.7 and Theorem 3.2, we have the following 
Proof. By Theorem 1.7, M t satisfies the δ-Andrews' noncollapsing condition for all t ≥ 0. Then Corollary 3.3 follows from Theorem 3.2 directly.
Also recall Haslhofer and Kleiner [7] proved (see Corollary 2.15 in [7] ) Theorem 3.4. [7] If M t is an ancient mean-convex smooth mean curvature flow satisfies the δ-Andrews' noncollapsing condition, then M t is weakly convex.
Finally as the application of Theorem 1.7 and Theorem 3.4, we give a proof of Theorem 1.8.
Proof of Theorem 1.8. By Theorem 1.7, M t satisfies the δ-Andrews' noncollapsing condition for all t ≥ 0. By taking y → x in the δ-Andrews' noncollapsing condition, we have −Hg i j ≤ δh i j ≤ Hg i j for all t ≥ 0. Then the second fundamental forms are uniformly bounded for the recaled sequence (1.6). Hence the limit of the recaled sequence (1.6) is a mean-convex eternal solution M ∞ satisfying δ-Andrews' noncollapsing condition. It follows from Theorem 3.4 that the M ∞ is weakly convex. Then Corollary 1.8 follows from the strong maximum principle and Hamilton's Harnack inequality (See Main Theorem B in [14] ).
Proof of Theorem 1.5 and its application
Proof of Theorem 1.5. Assume that M t = x(M n , t) be the Type III solution to the mean curvature flow with sup
be its corresponding normalized mean curvature flow (1.8). DenoteM s = x(M n , s). By (1.7), we have sup
It follows from Corollary 3.3 that
Hence we have
where m 1 and m 2 are positive constants depending on δ and sup
where C ′ is positive constant depends on ǫ, β, m 2 , a and sup
|Ã|. So we get that sup 
Moreover,H is uniformly bounded by the Type III condition, henceW → 0 as s → +∞ on any compact set. Now we can use the same arguments in the proof of Theorem 1.2 to get a contradiction.
As an application to Theorem 1.5, we have following corollary. , we have
for r ≥ N. If the graph (y, u(|y|)) is smooth and covex, then H and W are positive and continuous. Then (1.13) is satisfied for r ≤ N. Hence the mean curvature flow for the graph (y, u(|y|)) over R n , n ≥ 2, satisfying (4.6) must be Type IIb by Theorem 1.5. For the case the entire graph is (y, |y| α ) over R n , n ≥ 2 and α > 1, it is straightforward to check the conditions of Theorem 1.5 are satisfied. Table 1 First we prove the following Theorem 5.1. Let M t be the solution to mean curvature flow with initial data M 0 is the graph (y, |y| α ) over R n , α > 1 and n ≥ 2. If α > 2, then the
Proof of
2 , where c p is positive constant depending on p and independing on t.
Proof. In [6] Altschuler, Steven J., L. F. Wu proved that there exists rotational symmetric convex translating graph X 0 = (y, g N (|y|)) satisfying
with V = Ne n+1 and lim 
However, taking N = 2C p , X t is translating in the e n+1 direction with velocity 2C p which implies that B(x(p, 0) + C N e n+1 , C p t) will stand below X t for t sufficient large. But M t + C N e n+1 is above X t for all t ≥ 0 and hence
for t sufficient large. Then we obtain a contradiction.
If α = 2, by (2.10) and (2.11), a direct calculation shows that 0 < H ≤ 2nW at t = 0. It follows from Lemma 2.1 that 0 < H ≤ 2nW for t ≥ 0. By the convexity, |A| ≤ nH ≤ 2n 2 W ≤ 2n 2 . We use the contradictory arguments to get the lower bound for |A|(p, t). Assume that there exists p ∈ M n such that |A|(p, t) → 0. By (1.1), we have for any small ǫ > 0
Taking N = 1, there exists positive constant C 1 such that |y| 2 + C 1 > g 1 (|y|). Hence M 0 + C 1 e n+1 is above X 0 . Notice that X t is translating in the e n+1 direction with velocity 1 which implies that B(x(p, 0)+C 1 e n+1 , ǫt) will stand below X t for ǫ < 1 and t sufficient large. But M t + C 1 e n+1 is above X t for all t ≥ 0 and hence B(x(p, 0) + C 1 e n+1 , ǫt) ∩ (M t + C 1 e n+1 ) = ∅ for ǫ < 1 and t sufficient large, which contradicts to (5.1).
Finally we consider the case 1 < α < 2. Since M t is rotational symmetric and convex for any t ≥ 0, for any t there exists a point q t ∈ M t achieves the unique minimum of the graph function for M t . Moreover, q t always stays on the x n+1 -axis, otherwise by the symmetry there would have more than one minimum point on M t . Denote x(p 0 , 0) = q 0 for some p ∈ M n . Since the all unit normal vectors at q t are −e n+1 , we have x(p 0 , t) = q t by (1.1) for all t ≥ 0. Hence ν(p 0 , t) = −e n+1 for any
Since for any small ǫ > 0, there exists positive constant C N such that g ǫ (|y|)+ C N ≥ |y| α . Hence for any small ǫ > 0 we have X 0 + C N e n+1 is above M 0 . Note that X t is translating in the e n+1 direction with velocity ǫ and M t is always below X t + C N e n+1 for all t ≥ 0 and hence
Then we obtain a contradiction when ǫ < c and t is sufficient large. Hence H(p 0 , t) → 0 as t → +∞. It follows from |∇H| H 2 ≤ C 1 (δ) and the convexity that H(p, t) → 0 as t → +∞ for any p ∈ M n . By the convexity, we conclude that |A(p, t)| → 0 as t → +∞ for any p ∈ M n . Finally, we give the proof of Table 1 . Proof of Table 1 . Since the graph (y, |y| α ) over R n for 0 < α ≤ 1 (smooth the graph at a neighborhood of the origin) satisfying (1.9) and (1.10), the mean curvature flow for such graph is Type III and the normalized mean curvature flow (1.8) converges as s → ∞ to a self-expander by Ecker and Huisken's results (Corollary 4.4 in [8] ). The rest of Table 1 follows from Corollary 4.1 and Theorem 5.1.
appendix
In this section we prove that the limit of rescaled sequence (1.7) for convex Type III mean curvature flow is self-expander (Corollary 6.3). Similar results had been obtained by Hamilton [15] [14] for Type II Ricci flow and mean curvature flow and Chen and Zhu [3] for Type III Ricci flow. One can use the similar arguments to prove Corollary 6.3. We give a proof for sake of convenience for the readers.
First we recall Hamilton's Harnack inequality for the mean curvature flow.
Theorem 6.1. [14] For any weak convex solution to mean curvature flow for t > 0 we haveZ 
( √ tH) = 0 at some point (x 0 , t 0 ) for t 0 > 0 , we know that at this point
Taking 
where ν = (ν 1 , · · · , ν n+1 ) is the unit normal vector of X. By (6.5) and (6.8), we have
It follows that T is a constant vector. Taking the vertical part, we have
Finally, we give the proof of Corollary 6.3. 
