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Abstract
The behavior of iterative methods of GMRES-type when applied to singular, possibly in-
consistent, linear systems is discussed and conditions under which these methods converge
to the least-squares solution of minimal norm are presented. Error bounds for the computed
iterates are shown. This paper complements previous work by Brown and Walker [P.N. Brown,
H.F. Walker, SIAM J. Matrix Anal. Appl. 18 (1997) 37–51]. © 2000 Elsevier Science Inc. All
rights reserved.
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1. Introduction
The GMRES method by Saad and Schulz [6] is one of the most popular iterative
methods for the solution of large linear systems of equations
Ax D b; A 2 Rnn; x; b 2 Rn (1.1)
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with a nonsymmetric and nonsingular matrix A. Let x0 be a given initial approximate
solution of (1.1) and let r0 D b − Ax0 be the associated residual vector. Introduce
the Krylov spaces
Km.A; r0/ D span
n
r0; Ar0; A
2r0; : : : ; A
m−1r0
o
; m D 1; 2; : : :
The GMRES method determines for an arbitrary value of m > 1 a correction dm 2
Km.A; r0/ of x0, such that the improved approximate solution xm D x0 C dm satis-
fies
kAxm − bk D min
dm2Km.A;r0/
kA.x0 C dm/ − bk: (1.2)
Here and below k  k denotes the Euclidean vector norm or the associated induced
operator norm.
It is easy to see, e.g., by using the Jordan normal form of A, that there is an integer
‘, such that
dim Km.A; r0/ D

m; m 6 ‘;
‘; m > ‘: (1.3)
Throughout this paper, the integer ‘ is defined by (1.3). Saad and Schulz [6, Pro-
position 2] show that, when A is nonsingular and m > ‘, the solution xm of the
minimization problem (1.2) solves the linear system (1.1).
The GMRES method is often implemented by first computing an orthogonal ba-
sis fvj gminfm;‘gjD1 of the Krylov subspaceKm.A; r0/ by Arnoldi’s method; see [6] or
[7]. Let k D minfm; ‘g. Arnoldi’s method yields the decomposition
AVk D VkHk C fkeTk ; (1.4)
where Hk D Thi;j Uki;jD1 2 Rkk is an upper Hessenberg matrix, Vk D Tv1; v2; : : : ;
vkU 2 Rnk , V Tk Vk D Ik , Vke1 D r0=kr0k and V Tk fk D 0. Throughout this paper Ik
denotes the identity matrix of order k and ej denotes the jth axis vector. It follows
from (1.3) that fk =D 0 for 0 6 k < ‘ and f‘ D 0.
When fk =D 0, the decomposition (1.4) can also be written in the form
AVk D VkC1 NHk; (1.5)
where VkC1 2 Rn.kC1/ is obtained by appending the vector vkC1 D fk=kfkk to
Vk and NHk 2 R.kC1/k is obtained by appending the row kfkkeTk to Hk . Note that
V TkC1VkC1 D IkC1 and that NHk is of Hessenberg-type. We state Arnoldi’s method for
the sake of completeness.
Algorithm 1.1 (Arnoldi’s method).
Input: matrix A, initial vector r0; maximum number of steps m;
Output: k VD minfm; ‘g; Hk D Thi;j U; Vk D Tv1; v2; : : : ; vkU, fk in the Arnoldi
decomposition (1.4);
f0 VD r0;
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for j D 1; 2; : : : ;m do
if kfj−1k D 0 then k VD j ; exit endif;
vj VD fj−1=kfj−1k;
if j > 0 then hj;j−1 VD kfj−1k endif;
fj VD Avj ;
for i D 1; 2; : : : ; j do
hi;j VD vTi fj ; fj VD fj − hi;j vi ;
endfor i;
endfor j;
k VD m;
Arnoldi’s method breaks down at step ‘ C 1, because f‘ D 0 and the computa-
tions with the algorithm cannot be continued. We note that when Arnoldi’s method
breaks down at step ‘ C 1, an orthogonal Krylov space basis of dimension ‘ has been
determined.
Using the Arnoldi decomposition (1.5) and the fact that dm D Vkyk for some yk 2
Rk , the minimization problem (1.2) can be written in the form
min
dm2Km.A;r0/
kA.x0 C dm/ − bkD min
yk2Rk
kAVkyk − r0k
D min
yk2Rk
∥∥VkC1 ( NHkyk − kr0ke1∥∥
D min
yk2Rk
∥∥ NHkyk − kr0ke1∥∥ : (1.6)
When fk D 0, the matrix NHk in (1.6) should be replaced by Hk. This occurs for
m > ‘, where ‘ is defined by (1.3).
Analogously with the terminology used for Arnoldi’s method, we say that the
GMRES method breaks down at step ‘ C 1. A difficulty that arises when applying
the GMRES method to linear systems with a singular matrix is that the method may
break down before the generated Krylov space is large enough to contain the desired
correction of x0.
Example 1.1. Let
A D

0 0
1 0

; b D

0
1

; x0 D

0
0

: (1.7)
Then r0 D .0; 1/T and Ar0 D .0; 0/T. Thus, ‘ D 1 in (1.3) and Arnoldi’s method
breaks down with k D 1. We, therefore, are not able to improve the initial approx-
imate solution x0. We remark that any vector x D T1;  UT,  2 R, solves the linear
system (1.1).
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The present paper studies the behavior of the GMRES method when the matrix A
is singular. We are particularly interested in the performance of the GMRES
method when the linear system (1.1) is inconsistent. Our investigation complements
the recent study by Brown and Walker [3], and we apply several of the results and
the techniques developed in [3].
A nice survey of properties of the GMRES method when applied to consistent
linear systems with a singular matrix A is provided by Ipsen and Meyer [4]. LetR.A/
andN.A/ denote the range and null space of the matrix A, respectively. Assume that
A is singular, and let the zero eigenvalue have index i, i.e., the largest Jordan block
associated with the zero eigenvalue is of order i. Let x0 D 0. Ipsen and Meyer [4]
show that the GMRES method then produces a solution of the linear system (1.1)
if and only if b 2 R.Ai/. We are therefore led to study under which conditions the
GMRES method yields a least-squares solution of (1.1) for a general right-hand side
vector b.
According to (1.2) the GMRES method produces a solution to a constrained least-
squares problem; the minimization is constrained to the Krylov spaceKm.A; r0/.
We would like to investigate under which conditions on A and b, the solution xm of
the constrained least-squares problem (1.2) is a least-squares solution of the system
(1.1), i.e., when
min
dm2Km.A;r0/
kb − A.x0 C dm/k D min
x2Rn kb − Axk (1.8)
or, equivalently, when the solution xm D x0 C dm of (1.2) satisfies the normal equa-
tions
ATAx D ATb: (1.9)
The minimization problem (1.8), or, equivalently, the normal equations (1.9), do not
have a unique solution when A is singular. We are interested in when the GMRES
method determines the solution of minimal norm. For future reference, we denote
this solution by x†. It is characterized by being the unique solution of (1.9) in
N.A/?; this can be seen by substituting the singular value decomposition of A into
(1.9).
The close connection between the minimization problem (1.2) and the normal
equations (1.9) helps us to shed some light on the question whether it is possible
to compute a least-squares solution to overdetermined systems of equations by an
iterative method without using the transpose of the matrix.3
This paper is organized as follows. In the remainder of this section, we intro-
duce notation to be used throughout the paper. Section 2 discusses the behavior of
the GMRES method for the solution of consistent and inconsistent singular linear
systems. In Section 3, we present a modification of the GMRES method, referred
to as RRGMRES, that restricts the computed solution to R.A/, and we show why
this modification can be beneficial. Bounds for the distance between the approximate
3 This question was raised by Bob Plemmons at a conference in DeKalb a few years ago.
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solutions computed by the GMRES or RRGMRES methods and the minimal norm
least-squares solution of (1.1) are discussed in Section 4. Throughout Sections 2–4,
we assume that A is an n by n matrix. Section 5 applies the results of the previous
sections to the case when A is an m by n matrix, with m > n, and Section 6 contains
concluding remarks.
We conclude this section by introducing notation and definitions to be used in the
sequel. A matrix A is said to be range symmetric ifR.A/ D R.AT/. Range symmet-
ric matrices include symmetric matrices and skew-symmetric matrices.
We may assume that x0 D 0 and then the associated residual vector is r0 D b.
Throughout this paper we use the notation
Km DKm.A; b/; Km DKm.A;Ab/: (1.10)
2. The GMRES method for singular systems
It follows from (1.3) that the GMRES method breaks down for the smallest val-
ue of m such that dim Km D dim KmC1 D m. If the system is inconsistent, then
breakdown will occur for the smallest value of m such that dim AKm D m − 1.
The following lemma is the central idea for relating the breakdown of GMRES to
the least-squares problem (1.2). It was shown for the case when dim AKm D m by
Brown and Walker [3, Proof of Lemma 2.3].
Lemma 2.1. For all m 6 n; dim ATAKm D dim AKm.
Proof. Clearly, dim ATAKm 6 dim AKm. Assume that dim ATAKm < dim
AKm. We will see that this leads to a contradiction. Let p D dim ATAKm. Then
dim AKm > p C 1 and, in particular, m > p C 1. Now, dim ATAKm D p if and
only if there are coefficients 1; 2; : : : ; pC1, not all zero, such that
1A
TAb C 2ATA2b C    C pC1ATApC1b D 0: (2.1)
Let z D 1b C 2Ab C    C pC1Apb. It follows from (2.1) that ATAz D 0. How-
ever, dim AKm > p C 1 and therefore Az D 0 would imply that j D 0 for 1 6
j 6 p C 1. Thus, Az =D 0. This is a contradiction since, 0 < kAzk2 D zTATAz D 0.
Therefore, dim ATAKm D dim AKm: 
Theorem 2.2. Apply the GMRES method to the linear system (1.1) until breakdown
at step m. If rank.A/ D m − 1; then the GMRES method produces a least-squares
solution of (1.1).
Proof. We remark that the linear system (1.1) is not required to be consistent. Let
rank.A/ D m − 1 and suppose that the GMRES method does not determine a least-
squares solution of (1.1) at breakdown. Then there is no x 2Km that satisfies
the normal equations (1.9). In other words, ATb =2 ATAKm. By Lemma 2.1,
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we have dim ATAKm D dim AKm D m − 1, and therefore dim ATKm D m D
rank.A/ C 1. However, rank.A/ D rank.AT/ and therefore dim ATKm < m, a con-
tradiction. Thus, if rank.A/ D m − 1 and the GMRES method breaks down at step m,
then the method determines a least-squares solution. Indeed, since ATAKm−1 
ATAKm and dim ATAKm−1 D dim AKm−1 D m − 1 D dim ATAKm, we have
ATAKm−1 D ATAKm. Therefore, the GMRES method determines a least-squares
solution at step m − 1 already. 
Example 2.1. Let
A D

1 2
1 2

; b D

1
0

; x0 D

0
0

: (2.2)
The rank-one matrix A is not range symmetric. The GMRES method breaks down at
step 2 producing the minimal norm least-squares solution x2 D .1=10; 2=10/T.
Brown and Walker [3, Theorem 2.4] show that the GMRES method applied to the
linear system (1.1) yields a least-squares solution for any right-hand side vector b if
and only if the matrix is range symmetric. Theorem 2.2 and Example 2.1 comple-
ment this result by showing that a least-squares solution can be computed for linear
systems with matrices that are not range symmetric.
The practical implication of these results is that if the matrix A is not range sym-
metric and if ‘ < rank.A/, where ‘ is defined by (1.3), then the GMRES method
might not determine a least-squares solution of (1.1).
3. The range restricted GMRES method for singular systems
We introduce a variant of the GMRES method that has several advantages over the
standard GMRES method discussed in Sections 1–2 when applied to the solution of
linear systems of equations with a singular or nearly singular matrix. Our variant of
the GMRES method is obtained by replacing the spaceKm byKm in the standard
GMRES method; see (1.10) for a definition of these spaces. Thus, given the ini-
tial approximate solution x0 D 0, the method determines an improved approximate
solution xm, such that
kAxm − bk D min
x2Km
kAx − bk: (3.1)
Since all Krylov spaces Km, m > 1, are in R.A/, we refer to this variant of the
GMRES method as the range restricted GMRES method or briefly as the RRGM-
RES method.
The decomposition
Rn D R.AT/ N.A/ (3.2)
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is useful for the investigation of the properties of the RRGMRES method. It is used
in the proof of the following lemma, which shows that if R.A/ D R.AT/, then the
RRGMRES method does not break down due to rank deficiency of AKm.
Lemma 3.1. Suppose that dim Km D m and R.A/ D R.AT/. Then dim AKm D
m.
Proof. Assume that dim AKm < m. Then there is a w 2Km, w =D 0, such that
Aw D 0, i.e., w is a nontrivial element ofN.A/. However, w 2Km, and therefore
w 2 R.A/. Hence, w 2 R.AT/. It now follows from the decomposition (3.2) that
w D 0. This contradiction shows that dim AKm D m. 
By definition, dimKmC1 D ‘ D m D dimKm at breakdown. This fact, together
with Lemma 3.1, is the basis for the following result.
Theorem 3.2. Assume that R.A/ D R.AT/. Then the RRGMRES method applied
to the linear system (1.1) produces the minimal norm least-squares solution.
Proof. We remark that the result holds for any right-hand side vector b 2 Rn in (1.1).
Suppose that the RRGMRES method breaks down at step m C 1, i.e.,
dim KmC1 D m. In order for the RRGMRES method to be able to determine a
least-squares solution, it is necessary and sufficient that there is an element w 2Km
that satisfies the normal equations (1.9).
It is clear from the definitions
AKm D span
n
A2b;A3b; : : : ; AmC1b
o
;
KmC1 D span
n
Ab;A2b; : : : ; AmC1b
o
thatKm KmC1 and AKm KmC1. By hypothesis dim Km D dimKmC1 D
m. Therefore,
Km DKmC1: (3.3)
It follows from Lemma 3.1 that dim AKm D m, i.e., dim AKm D dimKmC1 D
m. Therefore,
AKm DKmC1: (3.4)
Combining (3.3) and (3.4) shows that
AKm DKm: (3.5)
Since Ab 2Km, it follows from (3.5) that Ab 2 AKm. Thus, there is an element
z 2Km, such that Ab D Az. It follows from A.b − z/ D 0 that b − z 2N.A/. By
hypothesis,N.A/ DN.AT/, and therefore
AT.b − z/ D 0: (3.6)
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Since z 2Km, it follows from (3.5) that z 2 AKm. Therefore, there is an ele-
ment w 2Km, such that z D Aw. Substituting z D Aw into (3.6) shows that w is
a least-squares solution of (1.1). Since, in addition, w 2 R.A/ DN.A/?, w is the
minimal-norm solution. 
The theorem shows that when the matrix is range symmetric and the RRGMRES
method breaks down, the minimal norm least-squares solution has been determined.
Range symmetric matrices are rather special. We will now show that the RRGM-
RES method also can be applied successfully in more general situations. The follow-
ing result shows that under suitable conditions the RRGMRES method determines a
least-squares solution of the linear system (1.1) even when the matrix A is not range
symmetric.
Theorem 3.3. Apply the RRGMRES method to the inconsistent system (1.1) until
breakdown at step m. If rank.A/ D m − 1; then the RRGMRES method produces a
least-squares solution of (1.1).
Proof. The result can be shown similarly as Theorem 2.2. 
Example 3.1. Let A; b and x0 be defined as in Example 2.1. The RRGMRES
method breaks down at step 1 and gives the least-squares solution x1 D .1=6; 1=6/T.
Theorems 2.2 and 3.3 show that under similar conditions, both the GMRES and
RRGMRES methods determine a least-squares solution. We will now consider a
situation when the RRGMRES method generally is preferable. Assume that
kAbk  kbk: (3.7)
Then very ill-conditioned matrices NHk are produced by Arnoldi’s method (Algorithm
1.1) and the minimization problems (1.6) are ill-conditioned. This has the effect that
the (standard) GMRES method produces approximate solutions xm of large norm.
The RRGMRES method avoids ill-conditioning due to (3.7) by starting Algorithm
1.1 with the vector Ab, and the initial matrices NHk computed are typically much better
conditioned than those generated by the standard GMRES method.
Example 3.2. We construct A 2 R100100 as follows. Let D 2 R100100 be a diag-
onal matrix, with 75 uniformly distributed random diagonal entries in the interval
T−1; 1U and 25 zero diagonal entries. Let S 2 R100100 be a random matrix with uni-
formly distributed random entries in T−1; 1U. Define A D SDS−1. Let the right-hand
side b be such that kAbk=kbk D 1  10−6.
Fig. 1 compares the norm of the approximate solutions xm and associated resid-
ual vectors rm generated by the GMRES and RRGMRES methods. We note that
the norm of the approximate solutions computed by the GMRES method for most
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Fig. 1. The GMRES and RRGMRES methods applied to an inconsistent system.
iteration numbers m is much larger than the norm of the corresponding approximate
solutions determined by the RRGMRES method.
An implementation of the RRGMRES method can be based on the approach pro-
posed by Walker and Zhou [8] for the implementation of the (standard) GMRES
method. They first determine an orthogonal basis of the Krylov space Km and
then append the vector b to obtain a basis forKmC1. We obtain an efficient imple-
mentation of the RRGMRES method by generating an orthogonal basis forKm as
described in [8], and then using this basis (without appending b) to solve the mini-
mization problem (3.1). Inspired by the terminology proposed by Walker and Zhou
[8], we might refer to the RRGMRES method as “even simpler GMRES”.
4. Bounds for the minimal norm least-squares solution
We present two kinds of bounds for the minimal norm least-squares solution x† of
the linear system (1.1). The first bound, formula (4.1) below, bounds the distance be-
tween x† and any other least-squares solution of (1.1). This bound is of interest when
we know that the GMRES or RRGMRES methods have determined a least-squares
solution; cf. Theorems 2.2 and 3.3. The other bounds of this section determine the
distance between x† and iterates xm computed by the GMRES or RRGMRES meth-
ods. Here the iterates xm do not have to be least-squares solutions of (1.1). The latter
bounds are analogous to bounds recently derived by Hochbruck and Lubich [5].
Proposition 4.1. Let x be an arbitrary least-squares solution of (1.1) and let x†
denote the least-squares solution of minimal norm. Then x† − x 2N.A/.
Proof. Partition the least-squares solution x of (1.1) according to x D y C z, where
y 2 R.AT/ and z 2N.A/, cf. (3.2). The fact that x satisfies the normal equations
implies that y satisfies the normal equations,
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ATb D ATAx D ATA.y C z/ D ATAy;
and therefore y is a least-squares solution of (1.1). Since y 2 R.AT/, it follows that
y D x†: 
Let PN.A/ denote the orthogonal projection from Rn to N.A/ and let xm be
a least-squares solution determined by the GMRES or RRGMRES methods. Then
Proposition 4.1 yields
kx† − xmk D kPN.A/xmk: (4.1)
The bound (4.1) requires x to be a least-squares solution, but is independent of
how x has been computed. We now present bounds for the iterates determined by the
RRGMRES method. These iterates do not have to be least-squares solutions of (1.1).
Theorem 4.2. Let xm be the mth iterate generated by the RRGMRES method ap-
plied to the linear system (1.1) and let x† be the minimal norm least-squares solution
of (1.1). Then
kx† − PR.AT/xmk 6 kA†Bmk min
p2P.0;1/m
kp.A/bk; (4.2)
where A† denotes the Moore–Penrose pseudoinverse of A and P.0;1/m denotes the
set of polynomials p of degree at most m, such that p.0/ D 1 and p0.0/ D 0; and
PR.AT/ denotes the orthogonal projection from Rn to R.AT/. Let the matrix Bm be
a projection of the form
Bm D I − VmC1 NHm NH †mV TmC1 (4.3)
or
Bm D I − VmHmH †mV Tm; (4.4)
where the matrices in (4.3) are given by the Arnoldi decomposition (1.5) with ini-
tial vector VmC1e1 D Ab=kAbk. This form of Bm is appropriate when the decom-
position (1.5) exists. The matrices in (4.4) are given by the Arnoldi decomposition
(1.4) with initial vector Vme1 D Ab=kAbk. This form of Bm is appropriate when the
decomposition (1.4) is available with fm D 0.
Proof. The proof is a modification of the proof for nonsingular matrices A pre-
sented in [5]. Let Bm be of the form (4.3). Then
BmAVmD

I − VmC1 NHm NH †mV TmC1

AVm
DAVm − VmC1 NHm NH †m NHm
DVmC1 NHm − VmC1 NHm
D0:
Using this result and the fact that PR.AT/ D A†A, we obtain
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x† − PR.AT/xmDA†b − A†AVm NH †mV TmC1b D A†

I − AVm NH †mV TmC1

b
DA†

I − VmC1 NHm NH †mV TmC1

b D A†Bmb
DA†Bm.b − AVmz/ for arbitrary z 2 Rm: (4.5)
We remark that b − AVmz D pm.A/b for some polynomial pm 2 P.0;1/m . Converse-
ly, for any polynomial pm 2 P.0;1/m , pm.A/b can be expressed as b − AVmz for some
z 2 Rm. Taking norms in (4.5) gives the desired result. The proof when Bm is of the
form (4.4) proceeds similarly. 
A bound analogous to (4.2) has been shown by Hochbruck and Lubich [5] when
the iterates are computed by the (standard) GMRES method and the matrix A is
nonsingular. An analogue of Theorem 4.2 for the (standard) GMRES method when
applied to inconsistent systems also can be formulated. Then the setP.0;1/m in Theo-
rem 4.2 is replaced by the set P.0/m consisting of all polynomials p of degree at most
m normalized so that p.0/ D 1, and Vke1 D b=kbk.
When the matrix A is range symmetric, i.e., when PR.AT/ D PR.A/, the bound
(4.2) of Theorem 4.2 can be strengthened. Since the iterates xm computed by RRGM-
RES are in the range of A, the bound (4.2) then can be written as
kx† − xmk 6 kA†Bmk min
p2P.0;1/m
kp.A/bk:
5. Application to overdetermined systems
This section presents a computed example in which the GMRES and RRGM-
RES methods are applied to determine a least-squares solution of an overdetermined
inconsistent system of equations
QA Qx D b; QA 2 Rnm; n > m; Qx 2 Rm; b 2 Rn: (5.1)
The example illustrates that a least-squares solution can be computed without using
the transpose of the matrix A by the GMRES and RRGMRES methods, provided
that these methods do not break down too early.
The GMRES and RRGMRES methods are defined for square matrices only. We
therefore append n − m zero columns to QA to obtain the matrix
A D  QA 0 2 Rnn: (5.2)
Introduce xT D T QxT; xTNU, where xN 2 Rn−m. Then the system (5.1) can be written
in the form (1.1) and the GMRES and RRGMRES methods can be applied to its solu-
tion. If the columns of QA are linearly independent, thenN.A/ D n − m, and by The-
orems 2.2 and 3.3 the GMRES and RRGMRES algorithms determine a least-squares
solution of (1.1) and (5.1) if they do not break down until step m C 1.
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Fig. 2. The GMRES, RRGMRES and CGLS methods applied to an overdetermined system.
Example 5.1. Let the matrix A 2 R10075 be defined as follows. Introduce D D
Tdi;j U 2 R10075, where di;i D i−4 and di;j D 0 for i =D j . Let U 2 R100100 and
V 2 R7575 be random orthonormal matrices generated by applying the QR factor-
ization to matrices with uniform random entries in T0; 1U. Let A D UDV . Then the
condition number of A as measured by d1;1=d75;75 is 3  107. Let the right-hand side
vector be b D .1; 1; : : : ; 1/T.
Fig. 2 displays iterates and residual errors determined by the GMRES and RRGM-
RES methods. For comparison, we also solve the system (5.1) by the conjugate gra-
dient method applied to the normal equations. We use the CGLS algorithm described
by Björck [2, Chapter 7] for this purpose. Denote the iterates generated by the dif-
ferent methods by xm and the associated residuals by rm. Fig. 2 shows the quantity
kx† − xmk (referred to as error) and the 10-logarithm of the norm of the residual
vectors krmk for the different iteration methods as a function of the iteration number
m. Note that the CGLS algorithm does not converge within 75 iterations.
6. Conclusion
The paper sheds light on the behavior of GMRES-like methods when applied to
inconsistent linear systems of equations. The RRGMRES method, which restricts
the computed approximate solution to the range of A, is found to be well suited for
the solution of inconsistent linear systems.
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