Let (S, h) be a closed hyperbolic surface and M be a quasi-Fuchsian 3manifold. We consider incompressible maps from S to M that are critical points of an energy functional F which is homogeneous of degree 1. These "minimizing" maps are solutions of a non-linear elliptic equation, and reminiscent of harmonic maps -but when the target is Fuchsian, minimizing maps are minimal Lagrangian diffeomorphisms to the totally geodesic surface in M . We prove the uniqueness of smooth minimizing maps from (S, h) to M in a given homotopy class. When (S, h) is fixed, smooth minimizing maps from (S, h) are described by a simple holomorphic data on S: a complex self-adjoint Codazzi tensor of determinant 1. The space of admissible data is smooth and naturally equipped with a complex structure, for which the monodromy map taking a data to the holonomy representation of the image is holomorphic. Minimizing maps are in this way reminiscent of shear-bend coordinates, with the complexification of F analoguous to the complex length.
The aim of this paper is to study "minimizing immersions" of a compact hyperbolic surface inside germs of hyperbolic 3-manifolds, which are defined as critical points of a suitable 1-homogeneous functional F . On one hand, such immersions generalize the notion of minimal Lagrangian maps between hyperbolic surfaces (which correspond to the target being a Fuchsian hyperbolic 3-manifold).
On the other hand, as the target varies in the quasi-Fuchsian space, a very natural complexification of F can be used to define a holomorphic function that looks like a "smooth version" of the complex length of a measured lamination.
1.1. Minimal Lagrangian diffeomorphisms between hyperbolic surfaces. Consider a compact, connected, oriented surface S of genus at least two. Given two hyperbolic metrics on S, a central problem in Teichmüller theory is to find the "best" diffeomorphism of S isotopic to the identity. Usually such a diffeomorphism is the unique map that minimizes a suitable functional defined in terms of the two hyperbolic metrics.
One remarkable example is that of harmonic maps, which play an important role in Teichmüller theory (see [6] and [14] ). Another example is given by minimal Lagrangian maps, which are quite relevant both for Teichmüller theory and for 3-dimensional manifolds of constant curvature, see e.g. [8, 9, 2, 3] . Here we present another variational characterization of minimal Lagrangian maps between hyperbolic surfaces. Let f ∶ (S, h) → (S, h ⋆ ) be a smooth 1 map between hyperbolic surfaces. There is a unique non-negative h-self-adjoint operator b ∶ T S → T S such that f * h ⋆ (•, •) = h(b•, b•). We define the functional F ∶ C ∞ (S, S) → R on the space of C ∞ maps from S to S as
where ω h is the area form on S associated to h.
The following statement is almost implicit in some variational formulas in [2, 3] , and also similar to results of Trapani and Valli [13] . One of the key motivations here is to extend the notion of minimal Lagrangian diffeomorphism to smooth maps from a hyperbolic surface to a hyperbolic 3-manifold.
1.2. Minimizing immersions of surfaces in 3-manifolds. Suppose now that the target surface is replaced by a hyperbolic 3-manifold M , which we assume to be complete and with injectivity radius positively bounded from below. In a given homotopy class [f ] of embeddings of S into M that induce an injective homomorphism f * ∶ π 1 (S) → π 1 (M ), there is still a unique harmonic map from (S, h) to M , but its relation to the moduli space of hyperbolic structures on M is not direct -for instance, the complex structure on this moduli is more readily visible if one fixes on S a measured lamination rather than a metric, and considers shear-bend coordinates associated to it, see [1] . The analog of minimal Lagrangian maps for embeddings of a hyperbolic surface in a hyperbolic 3-manifold is not clear, if one follows Definition 1.1. On the other hand, it is possible to adapt the variational approach suggested by Lemma 1. . Moreover, the moduli space of minimizing immersions of (S, h) in hyperbolic 3-manifolds has a complex structure, for which the map sending a minimizing immersion to the holonomy representation of the target manifold is holomorphic.
1.3. Definition and notations. We now fix the background hyperbolic metric h on S and leth be the pull-back of h to the universal coverS → S. Rather than considering immersions of S into a hyperbolic 3-dimensional manifold M , it is often more convenient to consider equivariant immersions ofS into H 3 , so that deformations of M correspond to deformations of the representation.
Definition 1.4 (Equivariant immersions
). An immersion of S in a germ of a hyperbolic 3-manifold is a couple (f , ρ), where ρ ∶ π 1 (S) → PSL 2 (C) is a representation andf ∶S → H 3 is a ρ-equivariant smooth immersion. The representation ρ is called the monodromy of the mapf .
The setĨ of smooth immersions of S in a germ of hyperbolic 3-manifold is a subset of Hom(π 1 (S), PSL 2 (C)) × C ∞ (S, H 3 ) and so it inherits a subspace topology. Note that PSL 2 (C) acts onĨ as g ⋅ (f , ρ) ∶= (g ○f , gρg −1 ). We denote by [f , ρ] the orbit of (f , ρ) under this action and by I the quotient PSL 2 (C) Ĩ , which is thus endowed with the quotient topology. We also say that the family of equivalence classes [f t , ρ t ] t∈I is smooth if it can be represented by a smooth family of immersions.
Remark 1.5 (Equivariant immersions and classes of immersions). In order to explain the above definition, consider two immersions f 1 ∶ S → M 1 and f 2 ∶ S → M 2 inside two (not necessarily compact) hyperbolic 3-manifolds M 1 and M 2 . We declare the two immersions equivalent if there exists a third immersion f 3 ∶ S → M 3 into a hyperbolic 3-manifold M 3 and local isometries i 1 ∶ M 3 → M 1 and i 2 ∶ M 3 → M 2 such that f 1 = f 3 ○ i 1 and f 2 = f 3 ○ i 2 .
Lifting such an immersion f ∶ S → M to the universal covering M and composing with a developing map dev ∶ M → H 3 , one gets an immersionf ∶S → H 3 , which is equivariant under π 1 (S) that acts onS by deck transformations and on H 3 via the representation ρ ∶ π 1 (S) → PSL 2 (C) obtained by composing the holonomy of M with the homomorphism f * ∶ π 1 (S) → π 1 (M ). It is easy to see that equivalent immersions give rise to couples (f , ρ) in the same PSL 2 (C)-orbit.
Vice versa, given a couple (f , ρ), there exists ǫ > 0 such that the ρ-equivariant immersioñ f ∶S × {0} ≅S → H 3 can be extended to an immersionf ∶Ũ =S × (−ǫ, ǫ) → H 3 in such a way that the restriction to each segment {p} × (−ǫ, ǫ) is a geodesic of unit speed normal to dfp(TpS) atf (p). Pulling back the metric of H 3 viaf , we obtain a hyperbolic structure oñ U . By ρ-equivariance, suchf descends to an immersion of S inside a hyperbolic 3-manifold U = S × (−ǫ, ǫ). Clearly, if (f 1 , ρ 1 ) and (f 2 , ρ 2 ) are in the same PSL 2 (C)-orbit, then they give rise to the same equivalence class of immersions.
Given the class [f , ρ] ∈Ĩ of an immersion of S in a germ of hyperbolic manifolds. We denote byã ∶ TS → TS the shape operator off , which is then self-adjoint with respect to the first fundamental form of the immersion. It is immediate to see by ρ-equivariance of f thatã descends to an operator a ∶ T S → T S. Thus, to every [f , ρ] we can associate a pair (b, a) of bundle morphisms b, a ∶ T S → T S, where b is the operator defined in Section 1.2.
Consider now the locus M I the locus of minimizing immersions insideĨ and let M I be its quotient by PSL 2 (C).
Definition 1.6 (Immersion datum associated to a minimizing immersion). For every [f , ρ] in M I we define the 1-form on S with values on the bundle
where J is the almost-complex structure on S associated to h.
Notice that Φ(f , ρ) can be uniquely extended to a complex-linear endomorphism of the bundle T C S. We will often consider such an extension and we denote it by the same symbol. We will show in Section 3 that minimizing immersions of (S, h) into a (germ of a) hyperbolic manifold can be described in terms of their immersion data. The equations satisfied by such minimizing immersion data describe a complex space D defined below.
Definition 1.7 (Space of minimizing immersion data). Fix a hyperbolic surface (S, h). The space of minimizing immersion data D is the space of smooth h-self-adjoint complex-linear operators φ ∶ T C S → T C S whose real part R(φ) is positive and that satisfy d ∇ φ = 0 and det φ = 1.
Here ∇ is the Levi-Civita connection of h, which can be extended as a connection on the complex bundle T C S by C-linearity. The operator d ∇ is the exterior derivative on T S-valued 1-forms defined through ∇, so that d ∇ φ is a 2-form on S with values on T C S: more explicitly, if v, w are two vector fields on S we have
Finally, h can be extended to a complex bilinear form on T C S, still denoted by h, so that φ is h-self-adjoint, i.e. h(φ(v), w) = h(v, φ(w)) for all vector fields v, w on S.
1.4. Main results. The first main result of this paper consists of a characterization of the immersion data corresponding to minimizing immersions.
Theorem A (Immersion data of minimizing immersions). Let (S, h) be a hyperbolic surface.
its immersion datum is a homeomorphism.
The correspondence established in Theorem A is in fact smooth in the following sense:
• if a family (f t , ρ t ) t∈I in M I depends C ∞ on t, then the corresponding embedding data (φ t ) t∈I depends C ∞ on t too;
• if (φ t ) t∈I is a C ∞ family of embedding data in D and (f 0 , ρ 0 ) corresponds to φ 0 , then (f 0 , ρ 0 ) can be deformed to a C ∞ family (f t , ρ t ) t∈I in M I with embedding data (φ t ) t∈I .
In our second main result we show that the space of immersion data of minimizing maps has a natural structure of complex manifold.
Denote by Q the space of J-holomorphic quadratic differentials on S, viewed as a real vector space, and by Q C ∶= C ⊗ R Q the complexification of Q .
We now consider more closely the space of immersion data on (S, h). To do this, we use the decomposition given in Proposition 3.8: for every smooth φ ∶ T C S → T C S which is self-adjoint and Codazzi, there exists a unique triple (u, q, q ′ ), where u ∶ S → C is a smooth function and
where • ½ is the identity operator;
• Hess(u) = ∇(grad u) ∶ T S → T S is the bundle morphism associated (through the Riemannian metric h) to the covariant Hessian of u;
In other words, the complex vector space Cod of smooth d ∇ -closed h-self-adjoint 1-forms with values in T C S (endowed with the smooth topology) splits as
We will denote by Q ∶ Cod → Q C the projection to Q C induced by this splitting.
Theorem B (Manifold structure on the space of minimizing maps). Let (S, h) be a hyperbolic surface. The space D of immersion data is a complex submanifold of Cod of complex dimension 6g − 6. Moreover, the restriction of Q over D is a local biholomorphism.
In our third result we show that the monodromy map that sends a minimizing immersion datum φ to the conjugacy class [ρ φ ] of the monodromy of the corresponding germ of hyperbolic 3-manifold is a biholomorphism onto its open image. In view of Theorem C, we define a functional F ∶ X → R ≥0 on the representation space X as
In our fourth result we show that, in view of Theorem C, for every hyperbolic metric h on S there exists a suitable open subset of X that contains the Fuchsian locus and on which the functional F is the real part of a holomorphic function.
Theorem D (Complexification of the functional). Let (S, h) be a hyperbolic surface. For
As a consequence, the restriction of F to the open subset Mon(D) is the real part of the function F C ∶ Mon(D) → C defined as
which is holomorphic.
The conjectural link between the holomorphic function F C associated to a hyperbolic metric h and the complex length associated to a measured lamination λ on S is discussed in Section 5.3.
1.5. Structure of the paper. In Section 2 we define the main objects of investigation, such as equivariant maps, immersion data and the 1-energy functional F . Then we discuss first-order deformations of equivariant maps, we prove convexity of F along geodesic displacements and from that we deduce uniqueness of smooth minimizing immersions.
In Section 3 we compute the first-order variation of F and we deduce Euler-Lagrange equations for minimizing immersions, thus proving Theorem A. Then we obtain Theorem B through an implicit function theorem argument.
In Section 4 we resume the deformation theory of equivariant immersions developed in Section 2.7, and we rephrase it in terms of the bundle of local Killing vector fields. Using such rephrasing, we prove Theorem C and its immediate consequence, namely Theorem D. In Section 5 we list some open problems and perspectives that came up naturally when working at the present article. Finally, we collect in Appendix A some facts on 1-Schatten norms of matrices and of families of matrices, that are used in Section 2.
A 1-energy functional
In this section we introduce certain the space of equivariant maps and immersions from the universal cover of the surface S to H 3 and we define the 1-energy of such maps. Then we study the deformation theory of such equivariant maps and we show that the 1-energy has a convexity property with respect to geodesic displacements. We conclude by showing that equivariant immersions (whenever they exist) are the unique critical point for the 1-energy functional among maps with the same monodromy, and in fact they are a point of absolute minimum with non-elementary reductive monodromy. We also show that in the Fuchsian case minimizing maps are exactly minimal Lagrangian maps between hyperbolic surfaces.
2.1. Setting. Let S the a compact, connected, oriented surface with χ(S) < 0. Fix a universal cover π ∶S → S and an identification between π 1 (S) and the group Aut(π) of the deck transformations of π.
Notation. We will use the symbol γ ∈ Aut(π) ≅ π 1 (S) to denote an automorphism γ ∶S →S over the covering space π, and by γ * the push-forward operator on vector fields or other tensors onS induced by the diffeomorphism γ.
Fix also a hyperbolic metric h on S and leth be its pull-back onS, so that (S,h) is isometric to the hyperbolic plane H 2 and π 1 (S) acts on (S,h) via hyperbolic isometries.
2.2.
Maps and immersions. Given a complete hyperbolic 3-manifold M , we can identify its universal cover M to H 3 and the group of orientation-preserving isometries of M to PSL 2 (C). Note that a continuous map f ∶ S → M can be lifted to a π 1 (S)-equivariant continuous mapf ∶S → M = H 3 , where π 1 (S) acts onS by deck-transformations and on H 3 through a representation ρ ∶ π 1 (S) → PSL 2 (C).
The advantage of the following definition is in its flexibility, since looking at equivariant maps "allows M to vary".
If (f , ρ) is an equivariant map, the representation ρ is called the monodromy off . Notice that ρ is determined byf provided that the rank of df is 2 at least at one pointp ∈S. The spaceC of smooth equivariant maps is a subset of Hom(π 1 (S), PSL 2 (C)) × C ∞ (S, H 3 ), and so it inherits a natural topology. The group PSL 2 (C) of orientation-preserving isometries of H 3 acts onC as g ⋅ (f , ρ) ∶= (g ○f , gρg −1 ). Let C ∶= PSL 2 (C) C and denote by [f , ρ] the class of smooth equivariant maps up to this PSL 2 (C)-action.
We recall from the introduction that X denotes the space of PSL 2 (C)-conjugacy classes of non-elementary representations π 1 (S) → PSL 2 (C). The following fact is well-known. such that for any t ∈ (−ǫ, ǫ) the restrictionf t ∶=f (•, t) and the representation ρ t ∶= ρ(t) form a smooth equivariant map (f t , ρ t ). Such a path (f , ρ) is a deformation of the equivariant map (f , ρ) iff =f 0 and ρ = ρ 0 ; moreover, it is an isomonodromic deformation if ρ t = ρ for all t ∈ (−ǫ, ǫ).
In this paper we will be mainly interested in equivariant immersions, that is, equivariant maps (f , ρ) such that df has rank 2 at every point. As in the introduction, we will denote bỹ I the space of equivariant smooth immersions, which is an open subset ofC for the smooth topology. This in particular implies that if (f , ρ) is a path of equivariant maps and f 0 is an immersion, then f t is an immersion for t sufficiently small. ClearlyĨ is preserved by the action of PSL 2 (C). Equivariant immersions that differ by post-composition with an isometry of H 3 are geometrically equivalent. For this reason, we introduce the quotient space I = PSL 2 (C) Ĩ .
2.3. Geometry of equivariant immersions. Given an equivariant immersion (f , ρ), the pullbackĨ =f * h H 3 onS of the hyperbolic metric h H 3 of H 3 is a Riemannian metric onS, which is invariant under the action of π 1 (S). SoĨ is the lift of a Riemannian metric I on S. This metric I is called the first fundamental form of the immersion. On the other hand, associated tof there is a normal fieldÑ onS, which is defined by the conditions that at everyp ∈S
is a unitary vector orthogonal to the image of dfp.
• if (e 1 (p), e 2 (p)) is a positively oriented basis of TpS, then Ñ (p), dfp(e 1 (p)), dfp(e 2 (p)) is a positively oriented basis of Tf (p) H 3 Formally,Ñ is a section of the bundle Θf ∶=f * T H 3 , which comes endowed with the pullback ∇ H 3 of the Levi-Civita connection of H 3 . Thus ∇ H 3Ñ is a 1-form onS with values in Θf . Standard arguments show that ∇ H 3 wÑ is tangent to the immersion for everyw ∈ TS. Thus an endomorphismã ∶ TS → TS is defined by requiring that ∇ H 3 wÑ = df (ã(w)) for everyw ∈ TS. It is a classical fact thatã isĨ-self-adjoint. Moreover the equivariance of N with respect to the action of π 1 (S) implies thatã is π 1 (S)-invariant, so that it is the lift of an endomorphism a ∶ T S → T S called the shape operator of the immersion. The pair (I, a) are called the immersion datum off . Since H 3 has curvature −1, the couple (I, a) obeys a system of integrability conditions called the Gauss-Codazzi equations:
where K I is the intrinsic curvature of the metric I and d ∇ I is the exterior differential associated to the Levi-Civita connection of I.
The following classical result states that the space I of equivariant immersions up to the action of PSL 2 (C) is naturally identified to the space of solutions of (1) through the correspondence that sends (f , ρ) to its immersion datum. The above correspondence between immersions and immersion data can be promoted to a correpondence between paths of immersions. Proposition 2.5 (Paths of immersions and of immersion data). If (f , ρ) is a smooth path of equivariant immersions, then the corresponding family of immersion data (I t , a t ) t∈(−ǫ,ǫ) is smooth, i.e. for any couple of vector fields X, Y over S the functions (t, p) ↦ I t (X(p), Y (p)) and (t, p) → a t (X(p), Y (p)) defined on (−ǫ, ǫ) × S are smooth. Conversely, if (I t , a t ) t∈(−ǫ,ǫ) is a smooth family of immersion data, there is a smooth path (f , ρ) of equivariant immersions such that (I t , a t ) are the embedding data of f t for every t ∈ (−ǫ, ǫ). Remark 2.6. As we have fixed a reference metric h over S, any other Riemannian metric I over S can be described by an h-self-adjoint positive operator b by requiring that I(v, w) = h(bv, bw) for every v, w ∈ T S. Notice that b is the square root of the operator obtained by "rising" an index of I with respect to the background metric h. So, instead of considering couples (I, a), we can look at pairs
Finally, we will associate to any section of Θf a self-adjoint and a skew-self-adjoint endomorphism of Θf , using the following simple linear algebra lemma (see [2, Section 5.2] ). 
Given a sectionX of Θf , at every pointp ofS we can view (∇ H 3X )p as a linear map from
Definition 2.8 (Self-adjoint and skew-self-adjoint derivative of a section of Θf ). Letf be an immersion andX be a section of Θf . The self-adjoint derivative ofX is the endomorphism
We will usually denote byX ′ the section of Θf such that SX f (•) =X ′ × •.
2.4. The 1-Schatten energy. In this subsection we introduce a functional on F on the space C of smooth equivariant maps fromS to H 3 that will be a central object of our investigation in this paper. We incidentally mention thant such functional can be defined on a space of maps of lower regularity (for example, Lipschitz maps).
Given a smooth equivariant map (f , ρ), the 1-Schatten norm of f is defined as the function onS given byp ↦ dfp 1 , where dfp 1 denotes the 1-Schatten norm of the linear map dfp as defined in Section A.1. Clearly, this norm is unchanged if we replacef by g ○f with g ∈ PSL 2 (C). Hence, the function df 1 onS descends to a function on S, denoted as df 1 . Notation. The symbol df 1 associated to an equivariant map (f , ρ) aims at helping the reader in remembering that df 1 is a well-defined function on S, and not just onS. In general, though, no map f is involved in its definition. However, iff is a lift of a map f ∶ S → M to a complete hyperbolic 3-manifold M , then df p 1 is exactly the 1-Schatten
The following is a direct consequence of Remark A.3.
Lemma 2.10 (Regularity of 1-energy density). Let (f , ρ) be a path of equivariant maps.
it is smooth at all points p ∈ S such that (df t )p has rank 2.
Remark 2.11 (1-energy density and b-operator). If (f , ρ) is an equivariant immersion with first fundamental form I and let b be the h-self-adjoint operator on T S such that I(v, w) = h(bv, bw). Then its pull-backb to TS is the h-self-adjoint component in the polar decomposition of df . Thus df 1 = tr(b).
Definition 2.12
(1-Schatten energy). The 1-Schatten energy of a smooth equivariant map
Remark 2.13. The 1-Schatten energy F (f ) can be defined for equivariant mapsf of lower regularity, such as Lipschitz maps (in this case df 1 is bounded measurable).
Clearly, F (g ○f ) = F (f ) for every g ∈ PSL 2 (C). We also note that, for a path of equivariant maps (f , ρ), the function t ↦ F (f t ) is smooth at t 0 provided that the mapf t0 is an immersion.
The following simple and important property is a consequence of Remark A.4. 
2.5.
Minimizing maps and critical points of F . Fix a representation ρ ∶ π 1 (S) → PSL 2 (C) throughout the whole section. Let us denote byC ρ the space of smooth equivariant maps ofS into H 3 with monodromy ρ, equipped with the C ∞ topology, and byĨ ρ the subspace of smooth equivariant immersions with monodromy ρ.
OnĨ ρ the functional F is smooth in the following sense: iff ∶ (−ǫ, ǫ) ×S → H 3 is a smooth path of equivariant immersions with constant monodromy ρ, then the function t ↦ F (f t ) is smooth. The following is then immediate. 
In Section 2.8 we will discuss the convexity of F showing that any critical immersion is in fact minimizing (Corollary 2.33).
2.6.
Minimizing maps with Fuchsian monodromy. In this section we consider the case where the representation ρ is Fuchsian, that is, ρ is a discrete and faithful representation of π 1 (S) into PSL 2 (R) ⊂ PSL 2 (C). We identify H 2 to the totally geodesic plane of H 3 stabilised by PSL 2 (R).
We being with a more general remark (see [5, Section II.1.3] for more details on the nearest point retraction).
Lemma 2.17 (Nearest point retraction). Let K be a closed convex subset of H 3 , invariant under the action of π 1 (S) induced by a representation π 1 (S) → PSL 2 (C). Then the nearest point retraction r ∶ H 3 → K is π 1 (S)-equivariant and 1-Lipschitz. Moreover, if the representation takes values in PSL 2 (R) and K = H 2 , then r is smooth.
Thus for any ρ-equivariant mapf , the composition r ○f is ρ-equivariant and F (r ○f ) ≤ F (f ) by Lemma 2.14. This implies that, if (f n ) is any minimizing sequence inC ρ , then (r ○f n ) is still a minimizing sequence in the space of ρ-equivariant Lipschitz maps fromS to K. Now let ρ be a Fuchsian representation, so that K = H 2 is a ρ-invariant closed convex set. If (f n ) is any minimizing sequence inC ρ , then (r ○f n ) is still a minimizing sequence inC ρ consisting of maps that take values in H 2 . Hence, minimizers of F among ρ-equivariant maps with values into H 2 are indeed minimizers of F . We will prove in Section 3.1 the following characterization of ρ-equivariant local diffeomor-phismsS → H 2 that are F -minimizers. In this setting we can interpret the result proved by Schoen in [11] in terms of the existence result of good minimizers for F when ρ is Fuchsian.
There exists a unique smooth ρ-equivariant mapf which is a critical point of F . Suchf takes values in H 2 and it is the lift of the unique minimal Lagrangian map f ∶ S → S ⋆ ∶= H 2 ρ between hyperbolic surfaces. As a consequence,f is a real-analytic diffeomorphism.
Uniqueness is in fact a consequence the convexity of the functional proved in Section 2.8. 
Consider any smooth deformationf = (f t ) t∈(−ε,ε) off . The time-derivative off t at t = 0 determines a smooth sectionX of Θf , called the variational field off . Conversely, any smooth sectionX of Θf is the variational field of a smooth deformation off : for example, X is the variational field of the geodesic displacementfX . We say that two deformations off agree to first-order if they have the same variational fields. Thus, we identify first-order deformations off with their variational fields.
Remark 2.21. Even if we will not formalise this aspect, we can roughly say that the space of smooth sections Γ(Θf ) can be identified to the tangent space atf of the space of smooth mapsS → H 3 .
Since the exponential map of the hyperbolic space induces a diffeomorphism between H 3 and T x H 3 for any x ∈ H 3 , we get the following property.
Lemma 2.22 (Uniqueness of geodesic displacements between given maps). Iff 0 ,f 1 are ρ-equivariant smooth maps, then there is a unique first-order smooth deformationX off 0 such thatfX (1,p) =f 1 (p).
Proof. It is immediate to check that the only infinitesimal deformation off 0 with the stated properties is defined by the formulaX(p) ∶= (expf
For every γ ∈ π 1 (S), let ς γ ∈ sl 2 (C) be defined as
We recall that sl(2, C) can be identified to the Lie algebra of Killing vector fields on H 3 . Under this identification, ς γ can be regarded as the Killing vector field over H 3 whose value at x ∈ H 3 is the velocity of the curve t ↦ ρ t (γ)ρ(γ) −1 (x) at time t = 0.
To the given deformation ρ of ρ we can associate the sl(2, C)-valued function
It is easy to check that, since ρ t is a representation for all t, the function ς satisfies the condition (2) . The vector space of such functions is denoted by Z 1 ρ . We say that two smooth deformations of ρ agree to first order if their associated 1-cocycles agree. The following is rather classical and we state it without proof.
Lemma 2.24 (Deformations of representations as cocycles). The map
{first-order deformations of ρ} → Z 1 ρ that sends a first-order deformation of ρ to its associated 1-cocycle is a bijection.
Because of the above lemma, we will identify the first-order deformation ρ of ρ with its associated cocycle function ς.
The following fact, which we state without proof, will be useful later. 
Iff is an equivariant map with monodromy ρ, there is a natural action of π 1 (S) on Θf , plays an important role to detect the variational fields of deformations through equivariant maps. Namely, ifX ∈ Γ(Θf ) and γ ∈ π 1 (S), we set
for everyp ∈S. We denote by Θ f the vector bundle on S obtained as the quotient of Θf by the action of π 1 (S). Quite similarly, given a deformation (f , ρ) t∈(−ǫ,ǫ) of (f , ρ), we denote by Θ f the vector bundle on (−ǫ, ǫ) × S defined as the quotient of Θf by the action of π 1 (S).
Notation. In general, the symbol Θ f is defined without using an f . However, iff is the lift of a map f ∶ S → M to a hyperbolic 3-manifold M , then Θ f identifies to the pull-back of T M via f . The same considerations hold for a vector bundle of type Θ f .
that sends a first-order deformations of (f , ρ) insideC ρ to its corresponding (ρ-invariant) variational fieldX is a bijection.
Proof. Consider a deformationf off insideC ρ . Since allf t are ρ-equivariant, so is the corresponding variational fieldX, which thus belongs to Γ(Θf ) ρ . Vice versa, givenX ∈ Γ(Θf ) ρ , we letf be the geodesic displacement associated toX. SinceX is ρ-invariant, so are the mapsf t for all t. Hence,f is a smooth deformation off with fixed monodromy ρ and variational fieldX.
Consider now a smooth deformation (f , ρ) of (f , ρ) in which the monodromy ρ t need not be the same at all t. LetX be the variational field off and ς the 1-cocycle attached to ρ.
where ς γ S is pull-back toS of the Killing vector field ς γ in H 3 , viewed as a section off * T H 3 .
Lemma 2.28 (First-order deformations of equivariant maps). Let (f , ρ) be a smooth equivariant map. The application
that sends a first-order deformation to its associated 1-cocycle is a bijection.
We have already seen how to associate a cocycle to a deformation: such application is injective essentially by definition. Surjectivity of such map is more subtle. The point is that it is not true in general that, ifX is a variational field onf which satisfies (3) for some ς, then the geodesic displacementfX is a family of maps that are equivariant with respect to some deformation ρ of ρ.
Proof. Let (X, ς) be an element of Z 1 (f ,ρ) and let ρ be a deformation of ρ with associated 1-cocycle ς. By Lemma 2.25, there existsφ ∶ (−ǫ, ǫ) ×S → H 3 that deformsφ and such thatφ t is ρ t -equivariant. LetX ⋆ be the variational field ofφ. Since bothX andX ⋆ solve Equation (3) with respect to ρ and ς,
is a smooth deformation of (f , ρ) with variational fieldX ⋆ +Ỹ 0 =X, as desired.
As we wrote above, we consider two equivariant maps in the same PSL 2 (C)-orbit as "geometrically equivalent". A typical geometrically trivial deformation (f , ρ) of (f , ρ) can be obtained by settingf t ∶= g t ○f and ρ t ∶= Ad gt ρ, where g ∶ (−ǫ, ǫ) → PSL 2 (C) satisfies g 0 = ½ andġ 0 ∈ sl 2 (C). In this case, a straightforward computation shows that its associated (X, ς)
Definition 2.29 (1-coboundary associated to an equivariant map). A 1-coboundary associated to (f , ρ) is a couple (X, ς) such thatX =ġ S and ς =ġ − Ad ρġ for someġ ∈ sl 2 (C).
The vector space of 1-coboundaries is denoted by B 1 (f,ρ) . The above discussion can be condensed into the following. is a bijection.
We can finally summarize the statement of Lemma 2.28 and Lemma 2.30 in this way. • The tangent space TfC ρ can be identified to Γ(Θ f ).
• The tangent space T (f,ρ)C can be identified to Z 1 (f ,ρ) .
• The tangent space at (f , ρ) to the PSL 2 (C)-orbit insideC can be identified to B 1 (f,ρ) . Hence, the tangent space at [f , ρ] to C can be identified to
One of the main properties of the 1-Schatten energy is that it is convex along geodesic deformations. The rest of this section will be devoted to proving the following statement.
Proposition 2.32 (Convexity of the 1-Schatten energy). Let (f , ρ) ∈C be an equivariant map and letf be a deformation off with fixed monodromy ρ and variational fieldX ∈ Γ(Θf ) ρ . IffX is the geodesic displacement off alongX, then the 1-Schatten energy of the ρ-equivariant mapfX ,t satisfies
The proof of Proposition 2.32 is based on some technical lemmas on a smooth perturbation of the Schatten norm, contained in Section A.2. Essentially the same proof shows that the result still holds for equivariant maps inside a negatively curved complete manifold.
Proof of Proposition 2.32. Let us fixp ∈S. We will prove that the function t ↦ d(fX ,t )p 1 is convex; and moreover that it is strictly convex at t = 0, provided that dfX ,0 has rank 2 at
along geodesics in H 3 . We can define a smooth familys of sections of Hom(TS, Θf ) by settings t ∶=τ t ○ df X,t ∶ TS → Θf . Clearly we have that df X,t 1 = s t 1 . So we need to prove that the function t ↦ s t 1 is convex.
Claim. The familys ∶ R → Hom(TS, Θf ) is a solution of the following Cauchy problem
where ∇ H 3 is the connection on H 3 and Ξ ∶ Θf X,0 → Θf X,0 is the self-adjoint operator defined by Ξ(•) ∶= −R(•,X)X where R is the Riemann curvature tensor of H 3 .
Assuming the above claim, the operator Ξ is nonnegative because the curvature of H 3 is, and Proposition A.5 shows that the function t ↦ s t 1 is convex, thus proving (i).
In order to verify the above claim, fix a pointp ∈S and letα be the geodesic in H 3 defined byα(t) ∶= df t (p) = expfX ,0 (p) tX(p). For every fixedṽ ∈ TpS. define a vector fieldJ along α asJ(t) ∶= dfX ,t (ṽ). ThenJ is a Jacobi field with initial conditionsJ(0) = dfX ,0 (ṽ)
Now considering thats t (ṽ) = ∑ i c i e i (0), we deduce thaẗ
, where the second equality holds because R andα are parallel along the geodesic displacement andα(0) =X. Sincep andṽ were arbitrary, the claim is proven.
Finally, in order to prove (ii), notice that negativity of the curvature of H 3 has the following consequence: at every pointp ∈S whereX(p) ≠ 0, the quadratic form TpS ∋ṽ ↦ ⟨Ξ(ṽ),ṽ⟩ = −⟨R(ṽ,X(p))X(p),ṽ⟩ is semi-positive definite. Moreover, if dfX ,0 has rank 2 atp and X(p) ≠ 0, then Ξ ○s 0 ≠ 0. Hence, by Proposition A.5 we deduce that
> 0 and the proof is complete.
Let us draw the first consequences of the convexity property proven above. Proof. Letf 1 be a ρ-equivariant mapf 1 different fromf 0 =f . There is an invariant vector fieldX ≠ 0 alongf 0 such that the geodesic displacementfX connectsf 0 tof 1 . By Proposition 2.32, the function t ↦ F (fX ,t ) is strictly convex. Such a function though has vanishing first derivative at t = 0, becausef 0 is a critical point for F . Hence, its derivative at t = 1 is strictly positive. Hence, we deduce thatf 1 is not a critical point for F and that
Another consequence of the convexity of the 1-Schatten energy is the following.
Lemma 2.34 (Monodromy of critical immersions). Let ρ ∶ π 1 (S) → PSL 2 (C) be a representation.
(i) Suppose that there exists a smooth ρ-equivariant mapf which is critical inC ρ . Then ρ is reductive, i.e. the closure of the image of ρ is a reductive subgroup of PSL 2 (C). (ii) Suppose that there exists a smooth ρ-equivariant mapf which is critical inC ρ and such that df has rank 2 at some point. Then ρ is non-elementary.
Proof. We analyze case by case the possible types of monodromy representations. If ρ fixes a point x in H 3 , then it is elementary and reductive and the unique critical point is the constant map with value x. Hence, both (i) and (ii) hold.
If ρ fixes exactly one point x ∞ ∈ ∂H 3 , then it is elementary but not reductive and a ρequivariant mapf cannot have image contained in a geodesic that limits to x ∞ . As a consequence, the convexity properties of F imply that F is strictly descreasing along the geodesic displacement fromf towards x ∞ . Thus, there is no ρ-equivariantf which is critical for F , and so (i) and (ii) hold. If ρ fixes exactly two points in ∂H 3 , then it fixes a geodesic L in H 3 . Hence, ρ is elementary and reductive and the closest-point retraction Π from H 3 to L is 1-Lipschitz, smooth and ρ-equivariant. As a consequence, minimizers must take values in L and so both (i) and (ii) hold.
If ρ does not fix any point in H 3 or in ∂H 3 , then ρ is not elementary. In this case, the image of ρ cannot have a finite-index subgroup that fixes a point. Hence, ρ is reductive.
Minimizing immersions
The aim of this section is to study the space of smooth minimizing immersions of a given hyperbolic surface (S, h) into germs of hyperbolic manifolds. This is equivalent to studying 3.1. Euler-Lagrange equations. In this section, we fix an equivariant immersion (f , ρ) ∈ I, consisting of a representation ρ ∶ π 1 (S) → PSL 2 (C) together with a smooth ρ-equivariant immersionf ofS into H 3 . We further consider a smooth isomonodromic deformation (f ) off inĨ ρ and we determine here the first-order variation of F (f t ) at t = 0.
As in the previous section, denote byX = d dtf t t=0 the variational field off , which descends to a section X ∈ Γ(Θ f ). Sincef is an immersion, the following is immediate.
Lemma 3.1 (Decomposition of the variational field). The variational field X can be decomposed as X = X T + νN , where ν ∶ S → R is a function, X T is tangent to S and N ∈ Γ(Θ f ) is the positively-oriented unit normal vector. Moreover, the almost-complex structure J I on S induced by I coincides with the operator N × • on S.
After the notation is set as above, we can state a formula for the first variation of F .
Proposition 3.2 (First-order variation of F at an equivariant immersion). The first-order variation of F along the isomonodromic family (f ) with variational field X satisfies
so we need to computeḃ. In order to do so, we compute the first-order variation of the metric I t induced on S byf t at t = 0 in two different way. On one hand, differentiating the identity I t = h(b t , b t ) at t = 0, we geṫ
On the other hand, the self-adjoint derivative AX f ofX (see Defintion 2.8) satisfies AX f = ∇ĨX T +νã, and it thus descends to an operator on T S, which we denote by A X . It follows thatİ can be also written asİ = I(A X •, •) + I(•, A X •) .
Comparing those two equations, we find that b −1ḃ and A X have the same self-adjoint component, and therefore
where η ∶ S → R is a function. Since bJ I = Jb is traceless, it follows that tr(ḃ) = tr(bA X ) = tr(b∇ I X T ) + νtr(ba) .
By Lemma 3.7 of [3], given any vector field w on S, we have ∇ I Summarizing, critical points of F corresponds to pairs (b, a) such that b is an h-self-adjoint positive Codazzi operator and tr(ba) = 0. If we take in account also the Gauss-Codazzi equation of the immersions, we obtain the following statement, realizing the first step announced at the beginning of the section. 
tr(Jb) = 0 , tr(ba) = 0 ,
Proof. The first equation of (4) and the second equation of (5) are simply the extremality conditions following from Proposition 3.2. The first equation of (5) is equivalent to the fact that b is h-self-adjoint. Condition (7) is clearly necessary. Sinceã is the shape operator of an immersion with first fundamental formĨ, we have that 
Proof. The fact that (8) and (9) are equivalent to (4) and (5) respectively is straightforward. Equation (10) Finally (11) is clearly equivalent to (7) .
Remark 3.5. Equation (10) in Corollary 3.4 can be replaced by tr (Jφ) 2 = −2.
3.3. Local structure of the space of immersion data. We now turn to a more precise analysis of the space D, with the goal of proving Theorem B stating that D is a finitedimensional complex manifold. Clearly Cod is infinite-dimensional. It contains a subspace that is in one-to-one correspondence with the space C ∞ (S, C) of C ∞ complex-valued function on S, as shown in the following lemma. Proof. Concerning claim (a), note that cod(u) is h-self-adjoint by definition, because Hess(u) is. Consider now two vector fields v, w on S. Then
On the other hand, since h is a hyperbolic metric on S,
As a consequence, d ∇ (u½ − Hess(u)) = 0 and so cod(u) ∈ Cod .
Concerning claim (b), continuity is obvious, since both spaces are endowed with the smooth topology. As for the injectivity, suppose that cod(u) = 0 and so tr(cod(u)) = 0. Since tr(cod(u)) = 2u − ∆u (where the Laplacian is computed with respect to the metric h), an easy application of the maximum principle shows that u = 0.
The closure of the image Cod tr of the map cod is a consequence of Proposition 3.8 below.
We can now provide a canonical decomposition of self-adjoint complex Codazzi tensors on S which will be useful for the proof of Theorem B, see [4] . Proof. We recall that endomorphisms of T S which are h-self-adjoint, traceless and satisfy
Codazzi are exactly of type b q for some holomorphic quadratic differential q. Hence, H is well-defined.
Note that H is continuous and R-linear. In order to describe its inverse, let φ ∈ Cod . Define τ ∶= tr(φ) and denote by ∆u = tr(Hess(u)) the Laplacian of u (with respect to h). The equation −∆u + 2u = τ has a unique solution, since ∆ as defined here is a negative operator and so −∆ + 2 is invertibile. Clearly φ − cod(u) is self-adjoint and Codazzi, and is also traceless since by construction tr(cod(u)) = −∆u + 2u = tr(φ). The real and imaginary parts of φ − cod(u) are therefore self-adjoint, Codazzi and traceless, and so each of them is equal to the endomorphism associated to the real part of a holomorphic quadratic differential, as claimed. It is easy to see that H −1 is continuous, since (−∆ + 2) −1 ∶ C ∞ (S, C) → C ∞ (S, C) is a continuous operator.
As mentioned in the introduction, the previous proposition allows for the definition of a map
simply by composing H −1 with the projection onto Q C . Recalling that D ⊂ Cod , we are now fully equipped to state Theorem B, which we recall here.
The proof will use an additional map that extends the Q defined above. We denote by Π the map
, Theorem B is an immediate consequence of the following proposition.
Proposition 3.9 (Π is a local diffeomorphism). Fix φ ∈ D. Then Π is a local diffeomorphism at φ. As a consequence, the restriction of Q to D is a local diffeomorphism at φ.
Proof. It is sufficient to show that, if φ ∈ D, then dΠ φ ∶ Cod = Cod tr ⊕ Q C → C ∞ (S, C) ⊕ Q C is invertible. This is equivalent to showing that (dΠ 1 ) φ Codtr is invertible. Since Cod tr is the image of cod, it is enough to prove that
is invertible, which is in fact the content of Lemma 3.10 below.
Lemma 3.10. For all φ ∈ D, the operator L φ is invertible.
Before proving Lemma 3.10, we will need the following computation.
Sublemma 3.11. Let ϕ ∶ T S → T S be an h-self-adjoint operator that satisfies the Codazzi equation. Then
Proof. The key observation is that, since ϕ is a real Codazzi operator from T S to T S, then the operator JϕJ is divergence-free for h, i.e. ∇ * (JϕJ) = 0. Indeed, if (e 1 , e 2 ) is a local orthonormal frame, then
As a consequence, We now have all the ingredients to prove Lemma 3.10.
Proof of Lemma 3.10. We denote by ⟨⋅, ⋅⟩ the L 2 scalar product on complex-valued functions on S, defined by
and by H 1 (S) the Sobolev space of complex-valued L 2 functions with L 2 derivative on S.
The operator L φ extends to a second-order linear differential operator
We will show that L φ is continuous and strongly elliptic, by proving that there exists a constant c > 1 such that for allu ∈ C ∞ (S, C),
The fact that L φ is invertible from C ∞ (S, C) to itself then follows from standard elliptic regularity arguments (see, for instance, Theorem 3 in Section 6.3.1 of [7] ). Letu =u R +iu I , whereu R andu I are smooth real-valued functions on S, and let φ = φ R +iφ I , where φ R and φ I are real operators from T S to T S. Then:
Since the right-hand side in (12) is clearly symmetric inu andu ′ , the last two summands cancel out. Using Sublemma 3.11, we obtain that (13) now follows from the fact that φ R = R(φ) is positive-definite by (11) .
Holomorphicity of the monodromy map
Thanks to Theorem A, the space M I of minimizing immersions in germs of hyperbolic manifolds can be identified to the space D of immersion data. The aim of this section is to show that, under this identification, the monodromy map Mon ∶ D → X , that sends the datum φ ∈ D corresponding to the PSL 2 (C)-class of an immersion [f φ , ρ φ ] ∈ M I to the conjugacy class of its monodromy [ρ φ ] ∈ X , is a biholomorphism onto its (open) image and so to prove Theorem C. In order to do that, we first provide a description of the tangent space to the space I of equivariant immersions in H 3 (up to the action of PSL 2 (C)) and then of the locus M I ⊂ I that is more suited to reveal its complex-linear nature, compared to the one given in Section 3. Then we show that dMon is C-linear.
4.1.
The bundle of local Killing vector fields on a hyperbolic manifold. We collect in this section some well-known facts that will be useful below. Given a point x ∈ H 3 , we call local Killing vector fields the germs at x of Killing vector fields on H 3 for the hyperbolic metric. The vector space E x of such germs at x has a natural structure of Lie algebra, isomorphic to sl 2 (C). Via the identification of sl 2 (C) with the space of global Killing vector fields on H 3 , the bundle E has a natural trivialization
that sends a couple (ξ, x) to the germ ofξ at x. The natural flat connection on sl 2 (C) × H 3 then induces a flat connection D on E: thus, global flat sections of D identify with global Killing vector fields on H 3 . The action of PSL 2 (C) on H 3 lifts to the product bundle sl 2 (C) × H 3 via the adjoint action on sl 2 (C). Similarly, it also naturally lifts to E: if g ∈ PSL 2 (C) andξ ∈ E x is a local Killing vector field at x ∈ H 3 , the image ofξ in E g⋅x is the local Killing vector field g * ξ at g ⋅ x. The above trivialization of E is equivariant with respect to such PSL 2 (C)-actions.
4.1.1.
Identification between E and T C H 3 . There is a very natural evaluation map E → T H 3 that, at x ∈ H 3 , sends a local Killing vector fieldξ(x) ∈ E x to its value at x. Such evaluation map can be enriched so to include first-order derivatives of the local Killing vector field. Specifically in dimensione 3 there is an identification
that is defined as follows. Given x ∈ H 3 , it sends a local Killing vector fieldξ(x) ∈ E x to the unique complex tangent vectorXξ(x) + iYξ(x) ∈ T C,x H 3 that satisfies •Xξ(x) equal to the value at x ofξ(x), considered as a Killing vector field defined in the neighborhood of x, •Yξ(x) is defined by the condition that SXξ =Yξ × • (see Lemma 2.7), where we denoted by ∇ H 3 the Levi-Civita connection of the hyperbolic metric on H 3 , and by the same symbol its complexification on T C H 3 ≅ (T H 3 ) ⊗ R C. Abusing notations a bit, we will still denote by D the flat connection on T C H 3 obtained as the image of the connection D on E through the identification of E with T C H 3 .
is C-linear and it is equivariant with respect to the natural action of PSL 2 (C) on E and on T C H 3 . Moreover, the flat connection D on T C H 3 can be expressed as
Proof. The C-linearity is easy to check. The relation between D and ∇ H 3 is proven in [10] . 4.1.2. The case of equivariant maps. Fix a universal coverS → S and an equivariant map f ∶S → H 3 with monodromy ρ ∶ π 1 (S) → PSL 2 (C).
The bundle E pulls-back viaf to the bundleẼ onS (isomorphic to sl 2 (C)×S) endowed with a flat connectionD and π 1 (S)-action via ρ. Its quotient E ρ ∶=Ẽ π 1 (S) is a sl 2 (C)-bundle on S and we denote by D its induced flat connection. On the other hand, the bundlef * T C H 3 carries a connection still denoted by ∇ H 3 , which is the pull-back viaf of the complexified Levi-Civita connection on T C H 3 . As on H 3 , there is a natural evaluation mapẼ →f * T H 3 that can be upgraded to an identificationẼ →f * T C H 3 using Lemma 4.2. We denote by ∇Ẽ the connection onẼ corresponding to ∇ H 3 onf * T C H 3 , and by ∇ E the induced one on E.
4.2.
The applicationσ. Let (f , ρ) be an equivariant immersion ofS into H 3 . Definẽ
whereX ′ is the unique vector field that satisfies SX f =X ′ × • (see Definition 2.8). The main properties ofσ are collected in the following statement. Proof. The R-linearity ofσ follows directly from the definition.
As for (i), we computeσ γ * X (γ(p)) = γ * X (γ(p)) + i(γ * X ) ′ (γ(p)). Since π 1 (S) acts oñ f * T H 3 isometrically, it preserves the cross-product and ∇ H 3 . Hence, S γ * X f ○ γ * = γ * ○ SX f and so (γ * X ) ′ = γ * X ′ . We have then thatσ γ * X (γ(p)) = γ * (X + iX ′ )(p) . The conclusion then follows because the identificationẼ ≅f * T C H 3 is equivariant with respect to the action of π 1 (S).
About (ii),σX is DẼ-parallel if and only if there exists a global Killing fieldξ such that σX =ξ. This clearly happens if and only ifX is the evaluation of such global Killing vector fieldξ.
Concerning (iii), suppose first thatσX isD-parallel. By (ii), the vector fieldX is the evaluation of a global Killing vector field and so AX f = 0.
Vice versa, suppose that AX f = 0, and so ∇ H 3X = SX f . LetX ′ ,X ′′ be the sections off * T H 3
On the other hand, the imaginary part ofDσX is given by Since AX ′ f isĨ-self-adjoint, JĨ AX ′ f is traceless and so (14) AX ′ f = 0 . Moreover, ⟨X +X ′′ ,Ñ ⟩½ = 0 so thatX +X ′′ is tangent to the immersion. On the other hand, by the curvature properties of H 3 we have (15) R(e 1 , e 2 )X = (e 1 × e 2 ) ×X for any local frame (e 1 , e 2 ) onS. Since AX ′ f = 0, we have ∇ H 3X ′ = (X ′′ × •) and so
Comparing (15) and (16), we deduce that (e 1 × e 2 ) × (X +X ′′ ) = 0 and so the tangential part ofX +X ′′ vanishes. Since we have seen above thatX +X ′′ is tangent to the image off , we conclude thatX +X ′′ = 0. This identity and (14) together prove that I(DσX ) = 0.
4.3.
A complex viewpoint on first-order deformations of immersions. Letf be an immersion ofS into H 3 . We recall that a deformationf = (f t ) t∈(−ǫ,ǫ) off determines a variational fieldX ∈ Γ(f * T H 3 ) by Corollary 2.31. Moreover, the deformationf is tangent to a PSL 2 (C)-orbit if and only ifX is the evalution of a global Killing vector field. The above considerations can be rephrased in terms of the complex C • D (Ẽ) ofẼ-valued differential forms onS with differential induced byD. 
induced by the evaluation map Γ(Ẽ) → Γ(f * T H 3 ) and byθ defined asθX ∶=DσX is exact. Moreover, first-order deformations off "up to the action of PSL 2 (C)" identify to the image ofθ inside Z 1 D (Ẽ). Remark 4.5 (Non-surjectivity ofθ). It is not true that the mapθ is surjective, since elements of Z 1 D (Ẽ) of typeσX are determined by their real part. 4.3.1. The equivariant case. Suppose now that (f , ρ) is an equivariant immersion ofS into H 3 and that (f , ρ) is a deformation of (f , ρ). By Lemma 2.28 and Lemma 2.30
• (X, ς) ∈ Z 1 (f,ρ) , i.e. γ * X =X + ς γ S , and • (f , ρ) is tangent to a PSL 2 (C)-orbit if and only if (X, ς) ∈ B 1 (f,ρ) , i.e. there exists a global Killing vector fieldξ ∈ Γ(Ẽ) such thatX is the evaluation ofξ and ς γ = ξ − Ad ρ(γ)ξ for all γ ∈ π 1 (S). Applying Lemma 4.3 and using that γ * X =X + ς γ S , we have that
ApplyingD to (17) and remembering that ς γ isD-parallel, we obtain (18)θX (γ(p)) ○ (dγ)p = Ad ρ(γ) ○θX (p).
Condition (18) is in fact equivalent to the fact thatθ is the lift of a D-closed E-valued 1form on S. Thus, an infinitesimal deformation (X, ς) corresponds to a deformation through a family of equivariant maps if and only ifθX is the lift of an E-valued D-closed 1-form θX , whose periods then correspond to the infinitesimal variation of the monodromy. In particular, ifX is a ρ-invariant section off * T H 3 , then the couple (X, ς = 0) corresponds to an infinitesimal isomonodromic deformation andθX is the lift of a D-exact E-valued 1-form on S, i.e. the sectionσX is the lift of a section of E.
Using the complex C • D (E) is E-valued differential forms on S with differential induced by D, we can condense the above observations in the following lemma. First-order deformations of the equivariant immersion (f , ρ) correspond to those elements θ ∈ Z 1 D (E) that are induced byθX for someX. In particular, elements in B 1 D (E) correspond to first-order deformations that fix the conjugacy class of the monodromy. Moreover, first-order deformations of ρ ∈ X correspond to elements of H 1 D (E), whose periods give the infinitesimal deformation of the monodromy.
Remark 4.7. Note that ς does not have any role in the definition ofθX . Indeed,θX deter-minesX up to adding a vector field obtained by evaluation a global Killing field, and ς can be recovered from ς γ S = γ * X −X, sincef is assumed to be an immersion.
If (f φ , ρ φ ) corresponds to the immersion datum φ ∈ D, then the conclusions drawn in the above lemma can be also visually synthetized into the following commutative diagram
.
in which the horizontal arrow in the top-right corner sendsX toσX , and Θ sendsX to θX . We remark that the vector spaces in the above diagram that are endowed with a complex structure are T φ D ≅ T [f φ ,ρ φ ] M I and the ones in the right column. As a consequence,
We will see below that the map T φ D → Z 1 D (E) between complex vector spaces that sendsφ associated to a variational fieldX to θX is not C-linear in general. Consider a tangent vectorφ ∈ T φ D. By Theorem A, there is a germ of path t ↦ φ + t ⋅φ + o(t) of immersion data which is realized by a deformation (f , ρ) of (f φ , ρ φ ). Denote byX the variational field associated tof and by θ 1 ∈ Z 1 D (E) the 1-cocycle θX associated toX. Similarly, the path t ↦ φ + t ⋅ (iφ) + o(t) is realized by a family of immersions corresponding to the 1-cocycle θ i ∈ Z 1 D (E). The holomorphicity of Mon will then be a consequence of the following result. 
Remark 4.9. Since the function ν can be nonzero, the map
Sincef is an immersion, TS is a subbundle off * T H 3 . Having identifiedf * T C H 3 toẼ, it makes sense to decompose θ 1 into a component θ T 1 tangent to the surface and a normal component. More explicitly, separating real and imaginary parts as
The following proposition relatesφ with θ T 1 and will be the key point to prove Theorem 4.8. Proposition 4.10 (First-order variation of immersion data and 1-cocycles). There exists a smooth function η ∶ S → R such thatφ = bθ T 1 + ηJφ.
Proof. Recall thatθ 1 =DσX =D(X +iX ′ ), whereX ′ is defined as above in Section 4.2. Sincẽ f is fixed, we denote theĨ-self-adjoint derivative Af and theĨ-skew-self-adjoint derivative Sf just by A and S. As in Lemma 5.5 of [2] , we haveİ = 2Ĩ(AX •, •). Since d dt bã =bȧ +ḃã, we get
Sinceφ =b − iJbã, using (19) and (21), we obtain thaṫ As a consequence of the above proposition, we obtain a relation between the tangent components of θ 1 and θ i . 
The relation obtained in the above corollary is almost the wished one. In order to take care of the normal component of θ 1 and θ i , we will need the following. Proof. Clearly, if τ = 0, then its tangent component vanishes. Conversely, suppose that τ T = 0, so that τ = ζ ⊗ N , where ζ is a (complex-valued) 1-form on S. We want to prove that ζ = 0. Since 0 = Dτ = dζ ⊗ N + ζ ∧ DN , and since DN takes values in T C S, we deduce that dζ = 0 and ζ ∧ DN = 0. Fix any point of S and take a I-orthonormal basis (e 1 , e 2 ) of T S at that point, formed by eigenvectors for a. Then imposing that (ζ ∧ DN )(e 1 , e 2 ) = 0, and using that DN = −a + iJ I , one gets ζ ∧ DN = −(Rζ) ∧ a − (Iζ) ∧ J I + i (Rζ) ∧ J I − (Iζ) ∧ a and so 0 = 2R(ζ ∧ DN )(e 1 , e 2 ) = − (Rζ)(e 1 ) a(e 2 ) + (Iζ)(e 1 ) J I e 2 + (Rζ)(e 2 ) a(e 1 ) + (Iζ)(e 2 ) J I e 1 , 0 = 2I(ζ ∧ DN )(e 1 , e 2 ) = (Rζ)(e 1 ) J I e 2 − (Iζ)(e 1 ) a(e 2 ) − (Rζ)(e 2 ) J I e 1 − (Iζ)(e 2 ) a(e 1 ) .
Putting a(e i ) = λ i e i , by the first equation it follows that (22) λ 2 (Rζ)(e 1 ) = (Iζ)(e 2 ) , −(Iζ)(e 1 ) = λ 1 (Rζ)(e 2 ) . By the second equation
Suppose by contradiction that ζ ≠ 0. Then Equations (22) and (23) imply that det(a) = λ 1 λ 2 = 1. But for a critical immersion det(a) < 0. Such contradiction proves the lemma.
The C-linearity of dMon is then readily obtained.
Proof of Theorem 4.8. Let ν be the function given in Corollary 4.11 and consider the 1- We can now give a complete proof of Theorem C. 
The uniqueness proven in Corollary 2.33 implies that the map Mon that sends the immersion datum φ to the class [ρ φ ] of the monodromy representation of the immersion corresponding to φ is injective.
Thus, we can identify D to Mon(D) ⊂ X , so that
for every φ ∈ D, by the minimality property of Corollary 2.33. By the complex nature of D, such F can be viewed as the real part of F C ∶ Mon(D) → C defined as
We can now prove the last main result of our paper.
Proof of Theorem D. In view of the above discussion, we are only left to show that F C is a holomorphic function. Note that the map D → C defined as φ ↦ ∫ S tr(φ)ω h is clearly holomorphic. Thus the conclusion follows, since Mon ∶ D → Mon(D) is a biholomorphism by Theorem C.
Questions and applications
Let T (S) be the Teichmüller space of hyperbolic metrics on S, ML(S) be the space of measured laminations on S and let QF (S) be the quasi-Fuchsian space of S, i.e. the space of quasi-Fuchsian metrics on M = S × R. The Fuchsian locus in QF (S) consists of metrics for which S × {0} is a totally geodesic hyperbolic surface. Consider only maps f ∶ S → M that are homotopy equivalences. 5.1. Existence of smooth minimizing maps. Once a hyperbolic metric h ∈ T (S) on S is fixed, we have seen (Theorem C) that there exists a neighborhood Ω h of the Fuchsian locus in QF (S) consisting of quasi-Fuchsian structures g on M for which there exists a smooth minimizing map f ∶ (S, h) → (M, h M ). This smooth minimizing map is unique by Theorem B. However, we do not know how large this neighbourhood Ω h is. Moreover, a priori, Ω h might depend on h.
Does Ω h coincide with the whole QF (S)? Does Ω h at least contain all "almost Fuchsian" structures (i.e. metrics h M for which (M, h M ) contains an embedded minimal surface with principal curvatures in (−1, 1) )?
The following less ambitious statement asks whether the neighbourhood Ω h can be chosen to be independent of the hyperbolic metric h. We believe that given any quasi-Fuchsian structure h M on M , there exists a mapping f ∶ (S, h) → (M, h M ) in the BV class which is minimizing in a weak sense (but which might be not smooth) -we believe that the existence of minimizing BV maps can be obtained by relatively standard methods.
Uniform convexity and uniqueness among non-smooth maps. Once h ∈ T (S)
and h M ∈ QF(S) are fixed, one can ask whether a (possibly non-smooth) minimizing map f ∶ (S, h) → (M, h M ) is unique. Note that such question is equivalent to the uniqueness of the ρ-equivariant minimizingf ∶ (S,h) → H 3 , where ρ ∶ π 1 (S) → PSL 2 (C) is the monodromy representation associated to M ≅ H 3 ρ(π 1 (S)). Since our arguments for the uniqueness of minimizing maps require some regularity, we believe that uniqueness can be proven among maps of class C 1 . One can ask whether uniqueness holds among continuous maps which are minimizing in the weak sense. This question can be related to the convexity of the functional F over the space of maps of lower regularity from (S, h) to (M, h M ), if (M, h M ) is a quasi-Fuchsian (or more generally a complete hyperbolic) 3-dimensional manifold. It is even less clear whether uniqueness of the ρ-equivariant minimizing map can be proven for mapsS → H 3 in the BV class.
5.3.
Relation between F C and the complex length. When considering diffeomorphisms between hyperbolic surfaces, the 1-energy F is closely related to the hyperbolic length of measured laminations. Specifically, let h ⋆ ∈ T S be a hyperbolic metric with monodromy ρ, and let (h n ) n∈N be a sequence of hyperbolic metrics such that t n ⋅ h n → λ in the sense of convergence of the length spectrum, where λ ∈ ML(S) and t n → 0. Call f n ∶ (S, h n ) → (S, h ⋆ ) the unique minimal Lagrangian map homotopic to the identity, which can be in fact viewed as a minimizing embedding inside the Fuchsian 3-manifold (M, h M ) associated to h ⋆ , and denote by F hn ([ρ] ) the 1-enegy F (f n ).
In [2] we proved that t n ⋅ Suppose now that (M, h M ) is a fixed quasi-Fuchsian manifold with monodromy ρ and that (h n ) is a sequence of hyperbolic metrics on S with t n ⋅ h n → λ and t n → 0 as above. Assume that for all n there exists a minimizing map f n ∶ (S, h n ) → (M, h M ) with associated immersion datum φ n (which would follow, for example, if the answer to Question 5.1 was positive). Denote by F C,hn ([ρ]) the complex number ∫ S tr(φ n )ω hn associated to the minimizing map f n . 
5.4.
Non-quasi-Fuchsian targets. This above questions are not necessarily restricted to quasi-Fuchsian manifolds -given a closed 3-dimensional hyperbolic manifold (M, h M ) and a homotopy class of maps from (S, h) into (M, h M ) that induce an injection π 1 (S) ↪ π 1 (M ), one can ask whether it contains a smooth minimizing immersion, or whether uniqueness holds among minimizing maps of lower regularity. The arguments used to prove uniqueness of smooth minimizing maps in quasi-Fuchsian manifolds also work in this setting.
Appendix A. On the 1-Schatten norm of linear maps
In this section we recall properties of the 1-Schatten norm on the space of linear homomorphisms between vector space of finite dimension endowed with a positive-definite scalar product.
A.1. Definition and basic properties. Let V and W be finitely generated vector spaces, equipped with positive-definite scalar products, and assume that dim V ≤ dim W . Any linear map L ∶ V → W can be factorized as the composition
is an isometric linear embedding and L T ∶ W → V denotes the adjoint of L.
Remark A.1 (Polar decomposition). While b L is always well-defined, σ L is uniquely determined provided that L is injective (or equivalently that det b L ≠ 0). In this case we refer to the decomposition L = σ L ○ b L as the polar decomposition of L. 
Remark A.3 (Lipschitz nature of 1-Schatten norm on a Hom-space). The function ⋅ 1 ∶ Hom(V, W ) → R is a genuine norm is on the vector space Hom(V, W ). Moreover, it is Lipschitz (say, with respect to the natural Riemannian metric on Hom(V, W )) but not C 1 at homomorphisms of non-maximal rank and it is a smooth at homomorphism of maximal rank.
Remark A.4 (1-Schatten norm and Lipschitz linear maps). If A is a linear endomorphism of W which is C-Lipschitz, then AL 1 ≤ C ⋅ L 1 . This easily follows from the fact that ALv W ≤ C ⋅ Lv W for all v ∈ V .
A.2. Convexity. In order to study the convexity properties of the 1-Schatten norm, we consider a smooth perturbation of it. For brevity, our treatment is limited to the special case we are interested in. There result we want to prove is the following. Before proving Proposition A.5, let us introduce suitable regularized versions of the 1-Schatten norm and study their properties.
Let V, W be real vector spaces endowed with positive-definite scalar products, of dimension 2 and 3 respectively. For any ǫ ≥ 0 and for L ∈ Hom(V, W ) the ǫ-regularized 1-Schatten norm of L is q ǫ (L) ∶= tr √
where L * is the adjoint of L. Notice that q 0 coincides with the 1-Schatten norm.
Lemma A.6 (Basic properties of regularized 1-Schatten norms). The ǫ-regularized 1-Schatten norm q ǫ ∶ Hom(V, W ) → R satisfies the following properties.
(a) For any L ∈ Hom(V, W ),
q ǫ (L) = tr(ǫ 2 ½ + L * L) + 2 det(ǫ 2 ½ + L * L) .
As a consequence, q ǫ is smooth for ǫ > 0. (b) The function q ǫ is convex for any ǫ ≥ 0. (c) Let L ∶ V → W be a linear map, A ∶ W → W be nonnegative self-adjoint and let ǫ ≥ 0.
In the case ǫ = 0, suppose furthermore that L has rank 2. Then
Moreover the strict inequality holds if A ○ L ≠ 0.
Before proving the lemma, we mention the following observation.
Sublemma A.7. Let ǫ ≥ 0. Consider the planar domain Ω = {t = (t 1 , t 2 ) ∈ R 2 t 2 ≥ t 1 ≥ 0} and define n ǫ ∶ Ω → R by n ǫ (t 1 , t 2 ) ∶= ǫ 2 + t 2 1 + ǫ 2 + t 2 2 . Then, n ǫ is convex. Moreover, given (t 1 , t 2 ), (t ′ 1 , t ′ 2 ) ∈ Ω such that t 2 ≤ 2 ′ 1 and t 1 + t 2 ≤ t ′ 1 + t ′ 2 , we have n ǫ (t 1 , t 2 ) ≤ n ǫ (t ′ 1 , t ′ 2 ). Proof. Clearly, the function t ↦ √ ǫ 2 + t 2 is increasing and convex and so n ǫ is convex too. It follows that n ǫ (t ′ 1 , t ′ 2 ) ≥ n ǫ (t 1 , t 2 ) + (∂ t1 n ǫ ) t (t ′ 1 − t 1 ) + (∂ t2 n ǫ ) t (t ′ 2 − t 2 ). Now, the simple and key remark is that (∂ t2 n ǫ ) t ≥ (∂ t1 n ǫ ) t ≥ 0 for every t ∈ Ω. Thus, (∂ t1 n ǫ ) t (t ′ 1 − t 1 ) + (∂ t2 n ǫ ) t (t ′ 2 − t 2 ) ≥ (∂ t1 n ǫ ) t (t ′ 1 − t 1 + t ′ 2 − t 2 ) ≥ 0 and the conclusion follows. The relevance of the above sublemma relies on the fact that, given L ∈ Hom(V, W ), we have that q ǫ (L) = n ǫ (λ 1 , λ 2 ), where λ 1 ≤ λ 2 are the singular values of L.
Proof of Lemma A.6. If λ 1 , λ 2 are the singular values of L, that is, the eigenvalues of b L = √ L * L, then q ǫ (L) = ǫ 2 + λ 2 1 + ǫ 2 + λ 2 2 . So q ǫ (L) 2 = 2ǫ 2 + λ 2 1 + λ 2 2 + 2 (ǫ 2 + λ 2 1 )(ǫ 2 + λ 2 2 ). As the eigenvalues of ǫ 2 ½ + L * L are ǫ 2 + λ 2 1 and ǫ 2 + λ 2 2 , the identity (24) is immediately verified. Moreover, q ǫ (L) 2 can be written as q ǫ (L) 2 = 2ǫ 2 + tr(L * L) + 2 ǫ 4 + 2ǫ 2 tr(L * L) + det(L * L), which shows that q ǫ is smooth for ǫ > 0. This proves (a). In order to prove (b), note that q ǫ is continuous and so it is enough to show that 2q ǫ (L+L ′ ) ≤ q ǫ (2L) + q ǫ (2L ′ ) for all L, L ′ ∈ Hom(V, W ). Consider then L, L ′ ∈ Hom(V, W ) and denote by λ 1 ≤ λ 2 the singular values of L, by λ ′ 1 ≤ λ ′ 2 the singular values of L ′ and by µ 1 ≤ µ 2 the singular values of L + L ′ . By Theorem 2 of [12] there are linear isometries P, Q ∶ V → V such that b L+L ′ ≤ P * b L P + Q * b L ′ Q where ≤ means that the difference is a nonnegative self-adjoint matrix. Ifμ 1 ≤μ 2 are the eigenvalues of P * b L P + Q * b L ′ Q, we deduce that µ i ≤μ i for i = 1, 2. Thus q ǫ (L + L ′ ) ≤ n ǫ (μ 1 ,μ 2 ). Moreover,μ 1 +μ 2 = tr(b L+L ′ ) ≤ tr(P
On the other hand, by the classical Weyl's Theorem, µ 2 ≤ λ 2 + λ ′ 2 . Hence, using Sublemma A.7, we get 2q ǫ (L+L ′ ) ≤ 2n ǫ (μ 1 ,μ 2 ) ≤ 2n ǫ (λ 1 +λ ′ 1 , λ 2 +λ ′ 2 ) ≤ n ǫ (2λ 1 , 2λ 2 )+n ǫ (2λ ′ 1 , 2λ ′ 2 ) = q ǫ (2L)+q ǫ (2L ′ ) , which shows that q ǫ is convex.
As for (c), note that t ↦ q ǫ ((1 + tA)L) is a smooth function near t = 0. For ǫ > 0 this is clear, because q ǫ is smooth. For ǫ = 0 this depends on the fact that L has rank 2 and so has (1 + tA)L for t small. A straightforward computation using (24) shows that After such preparation, we can now prove the main statement of this section.
Proof of Proposition A.5. For ǫ ≥ 0 let u ǫ (s) = q ǫ (T (s)), so that u 0 = u. We remark that for ǫ > 0 the function u ǫ is smooth at every s ∈ [0, 1], whereas for ǫ = 0 it is smooth at those s ∈ [0, 1] such that T (s) has rank 2. At those points we havë 
