




aus M¨ unster (Westfalen)
Vom Institut f¨ ur Mathematik
der Technischen Universit¨ at Berlin
zur Erlangung des akademischen Grades
Doktor der Naturwissenschaften
– Dr. rer. nat. –
genehmigte Dissertation
Vorsitzender: Prof. Dr. Fredi Tr¨ oltzsch
Berichter: Prof. Dr. Rolf H. M¨ ohring
Prof. Dr. Jan Karel Lenstra
Tag der m¨ undlichen Pr¨ ufung: 23. November 2001
Berlin 2001
D 83ACKNOWLEDGEMENTS
This thesis has emerged from some of the projects that I have joined since July
1997 as a research assistant at the Technische Universit¨ at Berlin. It would not
exist in its current form without the contribution of several people.
In the ﬁrst place, I thank my supervisorRolf M¨ ohring for his support, his trust,
his continuous advise, and for awakening my interest in combinatorial optimiza-
tion. It was particularly enriching to have the possibility of joining the academic
community through workshops, conferences, and visits to other institutes.
My ﬁnancial support has been made possible through different research pro-
grams. I was funded by the Bundesministerium f¨ ur Bildung und Forschung in a
program on ‘mathematical methods for solving problems in industry and busi-
ness’, by the German-Israeli Foundation for Scientiﬁc Research and Develop-
ment in a project on ‘polyhedral methods in stochastic scheduling’, and since
two months I am supported by the Deutsche Forschungsgemeinschaft in a project
on ‘stochastic resource constrained project scheduling’. The ﬁnancial support by
these organizations is highly appreciated.
Special thanks go to my colleagues Frederik S(t)ork and Martin Skutella, not
only for the fruitful joint work, the numerous discussions, and the help they pro-
vided, but also for their friendship. With Frederik I shared several ‘ﬁrst time’ ex-
periences — like our ﬁrst international scheduling workshop in Istanbul — which
I remember willingly. I am also indebted to my colleague Andreas Schulz. I could
beneﬁt from his expertise through many discussions, our joint work, the lectures
he gave, and his advise. Andreas also co–supervised my diploma thesis in 1996,
and he has a great share in awakening my interest in approximation algorithms.
My thanks go to all present and former colleagues in Berlin, and to everybody
else who contributed to create this unique, stimulating, and cordial atmosphere.
Finally, I wish to thank Martin Skutella, Marc Pfetsch, Volker Kaibel, and
Ekkehard K¨ ohler for their careful reading of different parts of the manuscript and
for their valuable suggestions for improvement, and I thank Jan Karel Lenstra for
his willingness to take the second assessment of this thesis.
Berlin, October 2001 Marc UetzCONTENTS
Introduction 1
1 Deterministic Machine Scheduling 9
1.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 The a|b|g-Notation . . . . . . . . . . . . . . . . . . . . . . . . 10
2 From Deterministic to Stochastic Scheduling 13
2.1 Schedules and Scheduling Policies . . . . . . . . . . . . . . . . . 13
2.1.1 Scheduling policies . . . . . . . . . . . . . . . . . . . . . 13
2.1.2 Optimality of scheduling policies . . . . . . . . . . . . . 19
2.1.3 Scheduling policies and on-line scheduling . . . . . . . . 25
2.2 List Scheduling Policies . . . . . . . . . . . . . . . . . . . . . . 28
2.2.1 Graham’s list scheduling . . . . . . . . . . . . . . . . . . 28
2.2.2 Job-based list scheduling . . . . . . . . . . . . . . . . . . 30
2.3 Optimal Scheduling Policies and Related Results . . . . . . . . . 31
2.3.1 Parallel machine scheduling . . . . . . . . . . . . . . . . 31
2.3.2 Single machine scheduling . . . . . . . . . . . . . . . . . 33
2.3.3 The phenomenon of deliberate idle times . . . . . . . . . 34
2.4 Additional Notes and References . . . . . . . . . . . . . . . . . . 37
3 Approximation in Stochastic Scheduling 39
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 Related Work in Stochastic Scheduling . . . . . . . . . . . . . . . 43
3.3 LP-Based Approximation in Stochastic Scheduling . . . . . . . . 45
3.4 Stochastic Load Inequalities . . . . . . . . . . . . . . . . . . . . 47
3.4.1 Valid inequalities for stochastic scheduling . . . . . . . . 48
3.4.2 Polynomial time separation . . . . . . . . . . . . . . . . 52
3.5 Scheduling Independent Jobs . . . . . . . . . . . . . . . . . . . . 54
3.5.1 Jobs with release dates . . . . . . . . . . . . . . . . . . . 54
3.5.2 Jobs without release dates . . . . . . . . . . . . . . . . . 61
3.5.3 Exponentially distributed processing times . . . . . . . . 66
3.6 Scheduling Precedence–Constrained Jobs . . . . . . . . . . . . . 69
3.6.1 List scheduling with deliberate idle times . . . . . . . . . 71
3.6.2 General precedence constraints . . . . . . . . . . . . . . . 80
3.6.3 In-forest precedence constraints . . . . . . . . . . . . . . 82
vvi CONTENTS
3.7 Results for Single Machine Scheduling . . . . . . . . . . . . . . . 84
3.7.1 Independent jobs . . . . . . . . . . . . . . . . . . . . . . 84
3.7.2 Precedence-constrained jobs . . . . . . . . . . . . . . . . 85
3.8 Additional Notes and References . . . . . . . . . . . . . . . . . . 87
4 Project Scheduling with Start–Time Dependent Costs 89
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.2 Solution Techniques: Historical Synopsis . . . . . . . . . . . . . 92
4.2.1 The z-formulation . . . . . . . . . . . . . . . . . . . . . . 92
4.2.2 The x-formulation . . . . . . . . . . . . . . . . . . . . . 94
4.2.3 The minimum cut reduction . . . . . . . . . . . . . . . . 95
4.3 Out-Forest Precedence Constraints . . . . . . . . . . . . . . . . . 97
4.4 Series-Parallel Precedence Constraints . . . . . . . . . . . . . . . 98
4.5 Arbitrary Precedence Constraints . . . . . . . . . . . . . . . . . . 101
4.6 Additional Notes and References . . . . . . . . . . . . . . . . . . 105
5 Resource Constrained Project Scheduling Problems 107
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2 Integer Programming Formulation . . . . . . . . . . . . . . . . . 111
5.3 Lower Bounds and Lagrangian Relaxation . . . . . . . . . . . . . 114
5.3.1 Lower bounds: A brief literature review . . . . . . . . . . 114
5.3.2 Lagrangian and linear programming relaxation . . . . . . 116
5.3.3 Lagrangian multiplier computation . . . . . . . . . . . . . 118
5.3.4 Strengthening the lower bounds . . . . . . . . . . . . . . 119
5.4 From Minimum Cuts to Feasible Solutions . . . . . . . . . . . . . 120
5.4.1 List scheduling by a-completion times . . . . . . . . . . 121
5.4.2 The Lagrangian-based heuristic . . . . . . . . . . . . . . 124
5.5 Computational Study . . . . . . . . . . . . . . . . . . . . . . . . 126
5.5.1 Setup and benchmark instances . . . . . . . . . . . . . . 126
5.5.2 Lower bounds by Lagrangian relaxation . . . . . . . . . . 128
5.5.3 Lagrangian-based feasible solutions . . . . . . . . . . . . 135
5.5.4 Results for labor-constrained instances . . . . . . . . . . 138






According to the Collins Concise English Dictionary (1992), a schedule is a ‘plan
of procedure for a project’, a ‘list of items’, a ‘timetable’, or a ‘list of tasks to
be performed’. The word’s origin is the Latin ‘scheda’ — a sheet of papyrus
(Webster’s 1993). Scheduling is the action of making a schedule. In fact, the
deﬁnition of a scheduling problem as ‘making a plan of procedure for a project’
comes very close to the topic of this thesis. Before we deﬁne scheduling more
precisely, let us give an intuition by discussing some typical applications.
One application can be found in the management sciences. It was during
the second industrial revolution when the management of labor began to play
an important role in manufacturing, construction, and production planning. In
the beginning of the 20th century, such issues have been addressed by people
like Taylor1, the Gilbreths2, and Gantt3. The general focus of their work was to
scientiﬁcally manage and improve the efﬁciency of labor. Due to his profound
contributions, Taylor is even known as the ‘father of scientiﬁc management’. This
discipline is today known as management science, and the present-day editorial
statement of the journal Management Science, founded in 1954, is to ‘scientif-
ically address the problems, interests and concerns of organizational decision-
makers’. With their work, people like Taylor, the Gilbreths, and Gantt also laid
a foundation for the study of scheduling problems — as a sub-discipline of the
management sciences.
Scheduling problems also emerge in operational or operations research. This
discipline evolved during World War II, beginning in 1937 with the use of the
newly developed radar in the British Royal Air Force. The aim was to ‘increase
the time between the ﬁrst warning provided by the radar and the attack by enemy
aircraft’ (Encyclopaedia Britannica 2001). At that time, the term ‘operational re-
search’ was coined in Britain, and startingin 1942, such research groups were also
establishedin theU.S. AirForce. Whiletheterm ‘operational research’ isprevail-
1Frederick Winslow Taylor (1856–1911),American engineer. Author of the essays ‘The Prin-
ciples of Scientiﬁc Management’ (Taylor 1911).
2Frank BunkerGilbreth (1868–1924)and Lillian Moller Gilbreth (1878–1972). Theyanalyzed
the motion of workers to eliminate unneeded, fatiguing steps (Gilbreth and Gilbreth 1916).
3Henry Lawrence Gantt (1861–1919), American engineer. His ‘Gantt-Charts’ are still used
today for visualization and monitoring of projects (Gantt 1919).
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ing in the use of British English, ‘operations research’ is the American equivalent.
Scientiﬁc journals for operational or operations research were founded later in
the 1950’s: The Operational Research Quarterly (1950), now named the Journal
of the Operational Research Society, or the Journal of the Operations Research
Society of America (1952), now simply named Operations Research. In fact, as
a sub-discipline of operations research, the research on scheduling problems has
often been motivated (or supported) by military projects at that time. An exam-
ple is the so-called PERT methodologydeveloped by Malcolm, Roseboom, Clark,
and Fazar (1959) for controlling the progress for the Polaris Fleet Ballistic Missile
program of the U.S. Navy. It is therefore not surprising that some of the earliest
papers on scheduling theory in the operations research literature, e.g. by Johnson
(1954) and Smith (1956), appeared in the ‘Naval Research Logistics Quarterly’.
However, todays applications of operations research are rather of a civiliannature,
and the contemporary deﬁnition according to the Encyclopaedia Britannica (2001)
is ‘the application of scientiﬁc methods to the management and administration of
organized military, governmental, commercial, and industrial processes’. Today
thereseemsto beno cleardistinctionbetween managementscienceandoperations
research, and often the terms are used interchangeably.
Schedulingalso playsan importantrolein computerscience. Since the1950’s,
the fast proliferation of the use of computers in the public and economic and later
also in the private sector not only provided a tool to practically solve scheduling
problems, but also created a new source of scheduling problems itself: problems
that arise in computer control. An important example is compiler optimization.
The predominant notion in this context are machine scheduling problems, mo-
tivated by the fact that these problems arise in sequential or parallel processing
on a computer, or a network of computers. In contrast, scheduling problems that
arise in the management sciences or operations research are often termed project
scheduling problems. The latter terminology vaguely matches the deﬁnition of a
project given in Webster’s New Encyclopedic Dictionary (1993), which is, among
others, a ‘planned undertaking’. Like with management science and operations
research, the borderline between machine and project scheduling is blurred.
These are typical applications of scheduling: management science, operations
research, and computer science. A generic formulation of a scheduling problem
is to design a ‘plan of procedure’ for a given set of so–called jobs, generally in
such a way that several side constraints are respected and some given objective is
minimized. Mathematically, the home of the majority of scheduling problems is
the area of combinatorial optimization, and in fact, there are numerous combina-
torial optimization problems that can be equivalently re-formulated as scheduling
problems. Hence, there are at least two reasons to study scheduling problems:INTRODUCTION 3
the great diversity of existing applications on the one hand, and the mathematical
interest in the corresponding models on the other hand.
The topic of this thesis are algorithms to solve scheduling problems. When
it comes to solving a combinatorial optimization problem, it is by now widely
accepted that the notion of NP-hardness captures the empirical observation that
efﬁcient algorithms do not exist for certain problems. In mathematical terms, if a
problem is NP-hard, then no polynomial time algorithm exists for its solution, un-
less P=NP. The latter condition is generally not considered very likely. After the
theory of NP-completeness had been developed by Cook (1971), Karp (1972) and
others4, much research concentrated on the classiﬁcation of scheduling problems
according to theircomputationalcomplexity. Theaim was to‘delineate, as closely
as possible, the boundary between those machine scheduling problems which are
easy (solvable in polynomial time) and those which are NP-hard’ (Lawler 1982).
In fact, this has remained an active area of research until today. Up-to-date in-
formation on the complexity of machine scheduling problems is maintained, for
example, by Brucker and Knust (2001).
Given that the majority of scheduling problems is NP-hard — this was indeed
conﬁrmed and tabulated systematically by Lageweg, Lawler, Lenstra, and Rin-
nooy Kan (1981, 1982) — the algorithmic approach to nevertheless solve such
problems becomes a challenge. One approach are algorithms like branch-and-
bound or branch-and-cut, which optimally solve a problem at the expense of an
exponential worst-case computation time. Another approach are heuristic algo-
rithmswhich behave well inpractice, but generally resist worst-caseanalyses with
respect to solution quality or computation time. A third approach is to aim at a
solution which is provably close to the optimum, preferably in polynomial com-
putation time. The mathematical terminology for such algorithms is the notion
of approximation algorithms. Such algorithms are also said to yield a worst-case
performance guarantee. This is the driving idea of the algorithms that will be
discussed in this thesis.
Two different scheduling models will be addressed. One is stochastic ma-
chine scheduling, the other is deterministic project scheduling. Before we give a
more detailed account of the particular models and results, let us summarize the
joint algorithmic ideas that will be employed for their solution. We start with an
enumeration of the basic concepts that are the building blocks of our main results:
• the use of linear programming relaxations, based on a mathematical pro-
gramming formulation of the problem,
4Section 5.2 of the textbook by Garey and Johnson (1979) gives a terminological history and
more references.4 INTRODUCTION
• the proof of the existence of efﬁcient solution techniques for these relax-
ations, exploiting their particular combinatorial structure,
• the design of relaxation-based scheduling algorithms which yield (in some
cases provably) good solutions.
Using these building blocks, we derive the ﬁrst constant worst-case performance
guarantees for several models in stochastic machine scheduling. Moreover, in
a computational study we demonstrate that relaxation-based techniques can as
well be applied in order to practically obtain good results for resource constrained
project scheduling problems. The latter class of problems is theoretically well
known to be intractable, since the famous graph coloring problem arises as a spe-
cial case. This problem cannot be approximated within any practically reasonable
factor in polynomial time, unless P= NP. The relaxation-based approach to solve
scheduling problems has also previously led to several new results both in theory
and practice. On the theoretical side, relaxation-based performance guarantees
have been obtained in deterministic machine scheduling, e.g. by Phillips, Stein,
and Wein (1998), Hall, Schulz, Shmoys, and Wein (1997), Chekuri, Motwani,
Natarajan, and Stein (2001), and Goemans, Queyranne, Schulz, Skutella, and
Wang (2001). On the practical side, promising experimental results have been
obtained for resource constrained project scheduling problems, e.g. by Savels-
bergh, Uma, and Wein (1998) and Cavalcante, de Souza, Savelsbergh, Wang, and
Wolsey (2001). The work presented in this thesis, like the mentioned papers, un-
derlines the potential of relaxation-based techniques for the design and analysis
of scheduling algorithms.
As mentioned before, two different scheduling models will be addressed —
stochastic machine scheduling and deterministic project scheduling. Let us now
specify these two scheduling models more precisely.
The main characteristic of stochastic scheduling is the fact that parts of the
input data — in this thesis the processing times of the jobs — may be subject to
random ﬂuctuations. Hence, the effective processing times are not known with
certainty in advance. More precisely, it is assumed that the processing time of
any job is governed by a corresponding random variable, and its actual process-
ing times becomes known only upon completion. It is obvious that this assump-
tion is of practical relevance in many of the previously mentioned applications.
Stochastic scheduling problems as well as the employed techniques for their solu-
tion may contain elements from combinatorial optimization, stochastic dynamic
programming, and also probability theory. The approach of this thesis is rather
from a combinatorial optimization viewpoint. Although the impact of stochas-
tic inﬂuences has been addressed in the context of project scheduling since theINTRODUCTION 5
PERT methodology had been developed in the late 1950’s, it was particularly in
the 1980’s when the area of stochastic machine scheduling received growing at-
tention. This is, for instance, documented by the conference proceedings edited
by Dempster, Lenstra, and Rinnooy Kan (1982), which addresses ‘deterministic
and stochastic scheduling’. Due to the stochastic nature of these problems, their
solution is not a schedule (like in deterministic models), but rather a prescription
that tells how to generate a schedule, based on the past evolution of the prob-
lem. In fact, the above cited deﬁnition as a ‘plan of procedure’ describes this
circumstance quite well. The mathematical terminology is a scheduling policy.
We consider stochastic machine scheduling problems with and without so-called
precedence constraints. These are interdependencies between the jobs which say
that certain jobs must not be scheduled before others are completed. Moreover,
the jobs may have to respect individual release dates. These are earliest points in
time when jobs may be scheduled. The objective is to ﬁnd a scheduling policy
for processing the jobs on a given set of identical, parallel machines such as to
minimize the the expected value of the total weighted completion time — every
single job shall be completed as quickly as possible, and each job’s importance is
given by an individual weight.
In deterministic scheduling, all problem data is known with certainty in ad-
vance. The solution of such a problem is a schedule — a set of start times for all
the jobs. The term ‘project scheduling’ in the above denomination has no uniﬁed
mathematical deﬁnition in the literature. It rather points to a particular area of
applications. Let us assume that it loosely describes the fact that there is a set of
jobs which are to be scheduled, and that there are interdependencies between the
jobs in the form of precedence constraints. We consider two problems. On the one
hand, this is a project scheduling problem with start-time dependent costs. In this
problem, the jobs are subject to precedence constraints, and any job incurs costs
which depend on the scheduled start time of the job according to a certain (arbi-
trary) cost function. The objective is to ﬁnd a schedule with minimal total costs.
On the other hand, this is the resource constrained project scheduling problem.
In this model, in addition to the precedence constraints, resources are required
to process a job (such as the manpower of an employee, a machine, or both). If
these resources are limited, this can result in additional restrictions on the possi-
bilities to schedule the jobs. Machine scheduling problems arise as a special case.
The objective is to ﬁnd a schedule with minimal makespan, the time until the last
job has been completed. Notice that the terminology ‘deterministic scheduling’
is generally used to make a distinction to stochastic scheduling models. Since the
1990’s, deterministicschedulingmodelsare alsocalled off-lineschedulingmodels
in order to make a distinction to so-called on-line models (see also Section 2.1.3).6 INTRODUCTION
Outline of the thesis
To give a concise overview, let us summarize the contents of the individual chap-
ters. The thesis consists of two main parts. Chapters 2 and 3 address stochastic
machinescheduling, and Chapters 4 and 5 deal withdeterministicproject schedul-
ing. Both parts are intended to be rather self-contained.
CHAPTER 1: Weintroducethebasicmodelfordeterministicmachineschedul-
ing as well as some notation that will be used throughout the thesis.
CHAPTER 2: This chapter gives a detailed introduction to the stochastic ma-
chine scheduling model. It contains the fundamental deﬁnition of a scheduling
policy, the notion of optimality, and introduces several classes of scheduling poli-
cies. Moreover, we present some typical optimality results, examples which pro-
vide a feeling for the peculiarities of stochastic scheduling models, and clarify the
main differences to deterministic models. The chapter ends with a discussion of
the so-called deliberate idleness problem — the question when it is beneﬁcial to
leave machines deliberately idle — and gives a new example for this phenomenon
in a very simple parallel machine setting.
CHAPTER 3: Here, we derive the ﬁrst worst-case performance guarantees
for several stochastic machine scheduling problems. The objective is the ex-
pected total weighted completion time. To obtain our results, we use linear pro-
gramming relaxations, relaxation-based scheduling policies, and the analysis of
their worst-case performance on the account of the linear programming lower
bounds. The linear programming relaxations generalize previous formulations
that have been used in the deterministic setting, e.g. by Queyranne (1993) and
Hall, Schulz, Shmoys, and Wein (1997). The relaxation-based scheduling policies
are so-called list scheduling algorithms. For problems without precedence con-
straints, rather straightforward list scheduling algorithms sufﬁce. For problems
with precedence constraints, we use a parametric list scheduling algorithm that
was proposed by Chekuri, Motwani, Natarajan, and Stein (2001) for deterministic
machine scheduling. This algorithm balances between the greedy utilization of
resources (the machines) and the desire to adhere to a given priority order among
the jobs. We are thus able to derive constant performance guarantees for stochas-
tic machine scheduling models with and without precedence constraints and/or
release dates. The quality of our performance guarantees generally depends on
the coefﬁcient of variation of the underlying random variables for the processing
times of the jobs. In particular for exponential-, uniform-, or Erlang-distributions,
this yields constant performance guarantees.
CHAPTER 4: This chapter addresses deterministic project scheduling with
start-time dependent costs. This problem has been addressed in the literature inINTRODUCTION 7
various different contexts, under many different names, and even with contradict-
ing statements with respect to its computational complexity. Therefore we give
a brief historical synopsis of the different complexity results. We then present
three different algorithms — for three different levels of generality — that solve
the problem in polynomial time. These are two dynamic programming algorithms
for the problems with out-forest precedence constraints and series-parallel prece-
dence constraints, respectively. For the problem with arbitrary precedence con-
straints, we present a reduction to the minimum cut problem in directed graphs.
The latter problem is well known to be solvable in polynomial time.
CHAPTER 5: The results presented in this chapter can be seen as a practi-
cal validation of the theoretical results in Chapter 4. We consider determinis-
tic resource constrained project scheduling with the objective to minimize the
makespan — a problem which is well-known to be theoretically intractable and
also practically hard. We consider a Lagrangian relaxation of a time-indexed in-
teger programming formulation of the problem. It turns out that this relaxation
is a project scheduling problem with start-time dependent costs. On the account
of the theoretical insights of Chapter 4, the Lagrangian relaxation can thus be
solved efﬁciently. Our computational experiments show that this approach yields
reasonably strong lower bounds on the minimal makespan, in reasonable compu-
tation time. In addition, we practically evaluate relaxation-based list scheduling
algorithms. In comparison to state-of-the-art algorithms from the literature, our
computational results show that the Lagrangian approach is capable of providing
competitive solutions as well. This conﬁrms the intuition that the solution of a
relaxation of the problem contains more information than only a lower bound on
the value of an optimal solution. All computational experiments presented in this
chapter are based on several, well establishedand notoriouslyhard benchmark test
sets, includinginstances which mimica chemical production process at BASF AG
in Ludwigshafen.
We assume that the reader is familiar with the basic concepts of combina-
torial optimization, linear and integer programming, and refer to the textbooks
by Papadimitriou and Steiglitz (1982), Schrijver (1986), Gr¨ otschel, Lov´ asz, and
Schrijver (1988), Nemhauser and Wolsey (1988), and Korte and Vygen (2000).
A treatment of the theory of computational complexity is given by Garey and
Johnson (1979) and Papadimitriou (1994). For graph theoretic concepts, see the
survey of Brandst¨ adt, Le, and Spinrad (1999) or the book on directed graphs by
Bang-Jensen and Gutin (2000). For the theory of approximation algorithms, see
Hochbaum (1996), Ausiello, Crescenzi, Gambosi, Kann, Marchetti-Spaccamela,
and Protasi (1999), and Vazirani (2001).CHAPTER 1
DETERMINISTIC MACHINE SCHEDULING
We deﬁne the basic machine scheduling model, mainly with the intention to in-
troduce some of the notation that will be used throughout the thesis.
1.1 PRELIMINARIES
The machine scheduling problem as considered in this thesis are characterized
by (possibly a subset of) the following collection of data. There are n activities,
or jobs V = {1,2,...,n}. Each job j has a processing time pj > 0, which is the
time required to process the job. The jobs have to be processed on m parallel
machines. Any machine can process only one job at a time, and any job can be
scheduledonlyononemachineatatime. Themachinesareavailablecontinuously
from time 0 on. The jobs have to be processed non-preemptively, that is, once the
processing of a job j has been started, it must be processed continuously for pj
time units. A job j ∈ V may have a release date rj > 0, which is the earliest
time when the processing of the job may start. Finally, there may be precedence
constraintsbetween thejobs, givenas anacyclic, directedgraph G=(V,A),where
the nodes are given by V, the set of jobs, and the directed arcs A ⊂V ×V are the
precedence constraints. The intended meaning of a precedence constraint (i, j) ∈
A is that job j must not be started before job i has been completed. A schedule
S = (S1,S2,...,Sn) is an assignment of non-negative start times Sj to the jobs
j ∈V such that
• release dates are respected: Sj > rj for all j ∈V,
• precedence constraints are respected: Sj > Si+ pi for all (i, j) ∈ A,
• at any time t > 0 there are no more than m jobs in process:
|{j ∈V | Sj 6 t < Sj + pj}| 6 m.
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Since each job may be processed on any of the machines, the assignment of jobs
to machines is irrelevant for the model with identical, parallel machines. Notice
that the limited number of available machines constitutes a scarce resource, since
no more than m jobs can be processed at any time. For resource constrained
scheduling problems as considered in Chapter 5, these constraints will be further
generalized. The completion time of a job j in a schedule will be denoted by Cj.
Notice that Cj = Sj + pj. We speak of a partial schedule if non-negative start
times are assigned only to jobs from a subsetW ⊆V and if they deﬁne a schedule
on the subsetW. The following deﬁnition will be required regularly.
Deﬁnition 1.1.1 (availability). For a given (partial) schedule, a job j is called
available at a given time t, if all predecessors of j (with respect to the prece-
dence constraints) have been scheduled and already completed by time t, and if
additionally t > rj.
Finally, an objective function is speciﬁed which is to be minimized. It is as-
sumed that it is a function of the completion times of the jobs. The goal is to ﬁnd
a schedule which minimizes the given objective function. We will mainly con-
centrate on the so-called makespan, which is the completion time of the latest job
Cmax =maxj∈VCj, and the total weighted completion time åj∈V wjCj, where wj
is a non-negativeweight which isthoughtof as a measurefor thejob’simportance.
If all weights wj are equal to 1, the latter objective function is also called the total
completion time åCj.
In sometextbookson scheduling theory, the aboverepresentation of the prece-
dence constraints is called activity-on-node, in contrast to the activity-on-arc rep-
resentation, where the arcs of a digraph are associated to the jobs. See, e.g.,
Elmaghraby (1977) for more details.
1.2 THE a|b|g-NOTATION
Since the number of different problem types that have been considered in the
area of scheduling is enormous, it is convenient to use the standard classiﬁcation
scheme by Graham, Lawler, Lenstra, and Rinnooy Kan (1979). A problem is
referred tointhethree-ﬁeld notation a|b|g,withthefollowingintendedmeaning.
• The ﬁeld a speciﬁes the machine environment. For instance, a = P denotes
the model with identical, parallel machines as described before, a = Q de-
notes the problem where machines have different speeds sk, and the pro-
cessing time of job j on machine k is pj/sk, and a = 1 is used for problems
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• The ﬁeld b contains the job characteristics. It can be empty, which im-
plies the default of non-preemptive, independent jobs. Possible entries are,
among many others, rj if release dates are present, prec for precedence con-
strained jobs, or pmtn for preemptive jobs (that is, the processing of any job
may be interrupted any time and resumed later on any machine).
• The ﬁeld g denotes the objective function. It is generally a function of the
completion times of the jobs. For the total weighted completion time we
write g = åwjCj. For the makespan g = Cmax. The objective function is
called regular if it is a component wise non-decreasing function IRn
+ → IR+
(which is the case for both åwjCj and Cmax).
As an example, P|rj,prec|åwjCj is the problem to minimize the total weighted
completion time of precedence constrained jobs with release dates on parallel,
identical machines. Whenever we only want to specify the machine and job char-
acteristics, but not a particular objective function, we use the notation
a|b| ∗ .
Generalizationsofthisthree-ﬁeld notationhavebeen suggested,particularlyin
order to capture also resource constrained project scheduling problems and other
scheduling models that cannot be represented in the original three-ﬁeld notation
of Graham, Lawler, Lenstra, and Rinnooy Kan (1979). Currently, however, none
of these generalizations seems to prevail. Let us therefore refer to Blazewicz,
Lenstra, andRinnooyKan(1983), Brucker(1998), Brucker, Drexl,M¨ ohring,Neu-
mann, and Pesch (1999), Herroelen, Demeulemeester, and De Reyck (1999) for
further details on the classiﬁcation of scheduling problems.CHAPTER 2
FROM DETERMINISTIC TO STOCHASTIC
SCHEDULING
LetusstartwithaquotationfromasurveypaperbyLawler,Lenstra, RinnooyKan,
and Shmoys (1993, p. 446).
The theory of sequencing and scheduling, more than any other area
in operations research, is characterized by a virtually unlimited number of
problem types.
In view of this statement, the purpose of this rather detailed introductory chapter
is to put the model of stochastic scheduling into perspective. This includes the
basic deﬁnitions, as well as some results and examples.
2.1 SCHEDULES AND SCHEDULING POLICIES
An important feature of the model of stochastic scheduling is a risk situa-
tion due to incomplete information about the future. We start with the required
fundamental deﬁnition of policies, introduce the notion of optimality, and ﬁnally
comment on related models.
2.1.1 Scheduling policies
What has been introduced in Chapter 1 is sometimes referred to as a deter-
ministic or off-line scheduling model: all problem data is known at the outset.
With respect to their practical implications, however, deterministic models have
often been criticized. The reason is obvious: In many practical situations we are
faced with incomplete information about the future. This can concern the pro-
cessing times of the jobs, the availability of machines, or even the number of jobs
which are to be scheduled. Hence, different models have been proposed where
this restrictive assumption is relaxed to a certain extent. Stochastic scheduling is
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one of these models. Let us ﬁrst introduce the main features of this approach, in
Section 2.1.2 deﬁne the notion of optimality, and in Section 2.1.3 comment on
relations to other models that have been proposed in the literature.
In stochastic scheduling, it is assumed that the processing time pj of a job j
is subject to random ﬂuctuations, and not known with certainty in advance. More
precisely, the processing time of any job j ∈ V is governed by a corresponding
random variable1, denoted by p p pj, j ∈V. It is assumed that the actual processing
time pj of a job j becomes known only upon completion of the job. Moreover,
it is independent of the start time of the job. However, the (distributions of the)
random variables p p pj are given beforehand. This again seems to be a rather restric-
tive assumption and for the derivation of our results in Chapter 3 it will be further
softened (see Section 3.3). The random variables p p pj, j ∈ V, are assumed to be
pairwise stochastically independent. Notice that the independence of the jobs’
processing times is not necessarily part of the model, e.g. in (M¨ ohring, Rader-
macher, and Weiss 1984; M¨ ohring and Radermacher 1985), but it is an essential
prerequisite for the results presented in Chapter 3.
In fact, the twist from deterministic to stochastic processing times changes
the nature of the scheduling problem considerably. The stochastic scheduling
problem itself is no longer a combinatorial optimization problem, but can rather
be embedded into the framework of stochastic dynamic optimization. Particularly
the solution of a stochastic scheduling problem is no longer a simple schedule,
but a scheduling policy. We adopt the notion of scheduling policies as proposed
by Radermacher (1981). Roughly spoken, a scheduling policy makes scheduling
decisions at certain decision timest, and thesedecisions are based on theobserved
past up to timet as well as the a priori knowledge of the input data of the problem.
The policy, however, must not anticipate information about the future, such as the
actual realizations pj of the processing times of those jobs which have not yet
been completed by time t.
Let us specify the dynamic view on scheduling policies more precisely; it is
based on an embedding of stochastic scheduling into the framework of stochastic
dynamic optimization. The state of the system at any time t is given by the time t
itself as well as the conditional distributions of the jobs’ processing times, which
depend on the observed past up to time t. The past at a time t is given by the
set of jobs which have already been completed by t, together with their start and
completion times, and theset of jobs which have been started beforet but have not
1To be more precise, any p p pj : (W,A,µ) → (IR+,B+) is a (real-valued, non-negative) random
variable for some appropriate probability space (W,A,µ). Here, B+denotes the s-algebra of all
Borel-sets of IR+. In order not to over-complicate the notation, we will identify the random vari-
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been completed by t, together with their start times. The action of a scheduling
policy at a time t consists of a set of jobs B(t) ⊆V and a tentative decision time
ttent > t. The set B(t) is the set of jobs that are scheduled at time t. The tentative
decision timettent is thelatestpointin timewhen thenextaction ofthepolicytakes
place, subject to the condition that no job is released or ends before ttent. Notice
that B(t) may be empty, and ttent = ¥ implies that the next action of the policy
takes place when the next job is released or some job ends, whatever occurs ﬁrst.
The action of any policy at any time t must only depend on the state of the system
at timet. This condition is also called the non-anticipativityconstraint. Of course,
the deﬁnition of B(t), with respect to the state at time t, must respect potential
release dates and precedence constraints, and the number of available machines
at t. The times when a policy takes its actions are called decision times. Given an
action of a policy at a decision time t, the next decision time is ttent, or the time of
the nextjob completion, orthe timewhen thenext job is released, whateveroccurs
ﬁrst. Depending on the action of the policy, the state at the next decision time is
realized according to the probability distributions of the jobs’ processing times.








Figure 2.1: The action of a scheduling policy at a decision timet: Job
j is started, one machine is left idle, and a tentativenext decision time
ttent is speciﬁed. Job i, started before t, is still in process at time t.
Consider the situation in Figure 2.1. Under the condition that both jobs i and j
do not end before ttent, we assume that the policy starts a new job at ttent. In other
words, we assume that the tentative decision time ttent of any action of a policy is
always chosen such that at least one job will be scheduled at ttent, subject to the
condition that no other job is released or ends before ttent. This assumption can
in fact be made without loss of generality, because the deﬁnition of intermediate
2Gantt-charts are two-dimensional, horizontal bar charts that are generally used to visualize
schedules on the time axis. They are named after Henry Lawrence Gantt (1861–1919).16 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
tentative decision times (where no job is scheduled) would eventually lead to an
equivalent policy. We refer to the work of Kaerkes, M¨ ohring, Oberschelp, Ra-
dermacher, and Richter (1981) for a further discussion. With this assumption, the
actions of a policy must havettent =¥ whenever all machines are busy. Moreover,
it is now obvious that a policy takes actions only at release dates, start or comple-
tion times of jobs, hence there are no more than 3|V|−1 decision times. In other
words, the stochastic dynamic optimization problem has a ﬁnite horizon. Both
state and action space, however, are uncountable. For background information on
stochasticdynamicoptimization,letus refer to thetextbooksby Bertsekas (1995a,
1995b). For more detailed information on the embedding of stochastic scheduling
into the framework of stochastic dynamic optimization, see Radermacher (1981),
Kaerkes et al. (1981), M¨ ohring, Radermacher, and Weiss (1984), and M¨ ohring
and Radermacher (1985).
Let us introduce some additional notation. Denote by p p p = (p p p1,p p p2,...,p p pn) the
random vector of the processing times, and by p = (p1,p2,...,pn) a particular
realization drawn from p p p. Moreover, for any given policy, denote by Sj(p) and
Cj(p) the start and completion times of job j for a particular realization p, and
let Sj(p p p) and Cj(p p p) be the associated random variables. Of course, Sj(p), Cj(p),
as well as Sj(p p p) and Cj(p p p) always depend on the policy — when nothing else is
speciﬁed, it will be clear from the context which scheduling policy is meant.
There is another, analytical view on scheduling policies which allows ad-
ditional insights. To this end, observe that any scheduling policy P eventu-
ally yields a schedule S(p) = (S1(p),S2(p),...,Sn(p)) for any realization p =
(p1,p2,...,pn) of the processing times. In other words, a scheduling policy P is





It was Radermacher (1981) who identiﬁed the analytical properties of policies
which match the above dynamic description. Let us ﬁrst deﬁne:
Deﬁnition 2.1.1 (t t t-similarity). Let P : IRn
+ → IRn
+, p
P −→ S(p) be a function and
p ∈ IRn
+. Then p0 ∈ IRn
+ is called t-similar to p (with respect to P) if for all j ∈V
• if Sj(p)+ pj 6 t then p0
j = pj , and
• if Sj(p) 6 t < Sj(p)+ pj then p0
j >t −Sj(p).
This deﬁnition captures the intuition that two realizations of processing times
are identical up to time t (with respect to a given scheduling policy P). Now,
a scheduling policy can be deﬁned analytically as follows.2.1 SCHEDULES AND SCHEDULING POLICIES 17




called a policy if the following conditions hold.
(i) Sj(p) > rj for all j ∈V and all p ∈ IRn
+,
(ii) Si(p)+ pi 6 Sj(p) for all (i, j) ∈ A and all p ∈ IRn
+,
(iii) |{j ∈V|Sj(p) 6t < Sj(p)+ pj}| 6 m for all t > 0 and p ∈ IRn
+,
(iv) ifSj(p)=t forany j ∈V, p∈IRn
+, andt >0, then Sj(p0) =t forall p0 ∈IRn
+
which are t-similar to p (with respect to P) .
(v) P is universally measurable,
(vi) if {j ∈V|Sj(p) 6 t < Sj(p)+ pj} = / 0 for some time 0 6 t < maxj∈V Sj(p),
then for all j ∈V with rj 6 t we have Sj(p)+ pj 6 t.
Let us brieﬂy comment on this deﬁnition. Conditions (i), (ii), and (iii) guar-
antee that for any realization p of the processing times, S(p) is a schedule which
respects the release dates, the precedence constraints, and the limited number of
machines3. The non-anticipativity constraint is formulated in condition (iv): the
decisionatanytimet isonlybasedoninformationthatisavailablebytimet. More
precisely, whenever the past up to time t is identical for different realizations of
the processing times (with respect to the given policy P), this policy P schedules
the same jobs at time t. In fact, Radermacher (1981, Theorem 1.5) has shown
that a function P : IRn
+ → IRn
+ fulﬁlls condition (iv) if and only if t-similarity is
an equivalence relation on IRn
+ for all t > 0; see also M¨ ohring et al. (1984, Theo-
rem A). If a function P does not fulﬁll condition(iv), t-similarityneed not even be
a symmetric relation. Condition (v) is required to guarantee the existence of the
distribution for the objective function value which is associated with a policy P.
Kaerkes et al. (1981, Ex. 12.4)givean examplewhich demonstratesthat condition
(v) is not a consequence of the remaining conditions of Deﬁnition 2.1.2, hence it
must be imposed explicitly. For all scheduling policies which will be considered
in this thesis, however, the (universal) measurability will be a consequence of the
deﬁnition of the respective policy. Finally, (vi) states that policy P avoids total
deliberate idle times.
Deﬁnition 2.1.3 (deliberate idle time). A deliberate idle time is a time period
where a machine is left idle although there is at least one unscheduled job avail-
able for processing.
3Notice that, in contrast to the more general deﬁnition of resource constraints by Radermacher
(1981), condition (iii) only captures the parallel machine case as required here.18 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
A total deliberate idle time is a deliberate idle time where no job is in process
at all. Condition (vi) ensures that all jobs are scheduled in a ﬁnite time period
(whenever all processing times are ﬁnite). Radermacher’s motivation for condi-
tion (vi) is the following: Whenever the objective function is regular, any policy
which doesnot fulﬁll(vi)can bereplaced by anotherpolicywhichdoes fulﬁllcon-
dition (vi) and which yields an objectivevaluethat is not larger, for any realization
of the processing times; see Radermacher (1981, Theorem 1.7) or M¨ ohring et al.
(1984, Theorem B), respectively. Forour purposes, however, it ismore convenient
to replace (vi) by the following, less restrictive condition.
(vi’) If {j ∈V|Sj(p) 6t < Sj(p)+pj} = / 0 for some time 0 6t <maxj∈V Sj(p),
then there exists a ﬁnite t0 >t with Sj(p) =t0 for some j ∈V.
In other words, whenever P is going to leave total deliberate idle time at a deci-
sion time t, either some job is released later than t or the corresponding tentative
decision time ttent > t is ﬁnite. Obviously, this condition still sufﬁces to ensure
that all jobs are scheduled in a ﬁnite time period (whenever all processing times
are ﬁnite). Fora moredetailed discussionof theanalytical properties ofpolicies in
stochastic scheduling, let us refer to Radermacher (1981), Kaerkes et al. (1981),
M¨ ohring et al. (1984), and M¨ ohring and Radermacher (1985).
There is another, combinatorial view on scheduling policies which is particu-
larly important from a computational point of view. In fact, many of the schedul-
ing policies that have been considered in the literature have a combinatorial repre-
sentation which is some kind of extension of the digraph G = (V,A) of the prece-
dence constraints. Let us give three examples.
• List scheduling policies are generally based on a so-called priority list. A
priority list is nothing but a linear order of the jobs, generally such that it
extends the given precedence constraints. Apart from this combinatorial
representation, any particular list scheduling algorithm consists of a proce-
dural description of how a corresponding schedule is computed (see also
Section 2.2).
• Earliest start policies, introduced by Radermacher (1981), have a combi-
natorial representation in the form of an extension G0 = (V,A0), A ⊆ A0 ⊂
V ×V, of the given precedence constraints. Here, G0 is a directed, acyclic
graph that extends G such that any job can be feasibly scheduled at its earli-
est possible start time with respect to its predecessors in G0, for any realiza-
tion of the processing times. This means that the partial order induced by
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• Preselective policies, also introduced by Radermacher (1981) and further
studied by Igelmundand Radermacher (1983a, 1983b), are based on thefol-
lowing idea. For every (m+1)-elementary anti-chain F in the partial order
given by the precedence constraints, deﬁne a waiting job j. The intended
meaning is that j must not be scheduled before at least one job of F \{j} is
completed. The combinatorial representation associated with such a policy
is an extension of the precedence digraph to a so-called AND/OR digraph
as has been pointed out by M¨ ohring, Skutella, and Stork (2000). A subclass
of the preselective policies are the linear preselective policies introduced
by M¨ ohring and Stork (2000). There, the waiting jobs must be chosen ac-
cording to a linear order of the jobs, with the result that the corresponding
AND/OR digraph is acyclic (M¨ ohring and Stork 2000, Theorem 2).
2.1.2 Optimality of scheduling policies
Next, let us deﬁne the notion of optimality of scheduling policies. Due to the
non-anticipativity of policies, one generally cannot hope to ﬁnd policies which
minimize the objective for any possible realization of the processing times. A
simple example is given next.
Example 2.1.4. Consider a single machine problem with two jobs and the ob-
jective to minimize the total completion time åCj. Job 1 has a processing time
of 1 or 3, each with probability 1/2, and job 2 has a processing time of 2. If the
processing time of job 1 is 1, it is optimal to schedule job 1 ﬁrst, with åCj = 4.
Otherwise it is optimal to schedule job 2 ﬁrst, with åCj = 7. Any reasonable non-
anticipative scheduling policy, however, must schedule some job at the beginning.
Irrespective of the decision which job is scheduled ﬁrst, with probability 1/2 the
objective value will exceed the optimal value by 1.
Obviously, a scheduling policy yields a corresponding distribution of the ob-
jective function value. In fact, if the objective function itself is measurable, which
we assume throughout, this is a probability distribution on (IR+,B+). Hence, one
has to deﬁne some preference relation on the family of all policy-induced distri-
butions of the objective function value. The following deﬁnition is the notion of
optimality in stochastic scheduling that is predominant in the literature, and that
will be used also in this thesis. It is based on the expected performance of a pol-
icy, which is perhaps the most straightforward possible deﬁnition. For any given
(measurable) objective function g : IRn
+ → IR+, denote by g(P,p) the objective
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Deﬁnition 2.1.5 (optimality). Consider a stochastic scheduling problem and
some family s of scheduling policies. Then a policy P∗ ∈ s is called optimal
(within the family s) whenever its expected performance attains the inﬁmum over
all policies in s,
E[g(P∗,p p p)] = inf
P∈s
E[g(P,p p p)].
The question arises if there exists a policy which attains the inﬁmum over all
policies in a given family s, particularly if s consists of all scheduling policies
according to Deﬁnition 2.1.2. This question has been answered to a very general
extent by M¨ ohring et al. (1984).
Theorem 2.1.6 (M¨ ohring et al. 1984). Consideranystochasticschedulingprob-
lem, then there exists an optimal policy within the class of all scheduling policies
if any of the following conditions is fulﬁlled.
(i) the objective function g : IRn
+ → IR+ is lower semi-continuous,
(ii) the probability distribution (induced by) p p p is ﬁnite discrete,
(iii) the probability distribution (induced by) p p p has a Lebesgue density.
Let us brieﬂy comment on the implications of this result. First, recall that
g : IRn
+ → IR+ is lower semi-continuous if for any C ∈ IRn
+ and any conver-
gent sequence (Ck)k>1 with limk→¥Ck = C, we have liminfk→¥g(Ck) > g(C).
Since we only consider continuous objective functions like åwjCj or Cmax, The-
orem 2.1.6(i)guarantees theexistenceof overalloptimalpoliciesfor all stochastic
scheduling models considered in Chapters 2 and 3 of this thesis.
It should be clear that optimality in the sense of Deﬁnition 2.1.5 is about the
weakest possible deﬁnition, since it suggests a preference order among differ-
ent policies (or more precisely, among the distributions of the associated objec-
tive function value) only on the account of the expected objective function value.
Other preference orders could be deﬁned by different relations on the set of poli-
cies. For instance, one could aim at a policy which minimizes the objective value
stochastically. That is, for some family of policies s, ﬁnd a policy P∗ ∈ s such
that
P(g(P∗,p p p) > d) = inf
P∈s
P(g(P,p p p) > d) for all d > 0. (2.1)
Obviously, this notion of optimality is stronger, and it particularly implies opti-
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policy need not exist in general, and only few results exist under this notion of
optimality; see, e.g., Pinedo (1995) for further details.
In general, there are strong indications that the notion of optimality induced
by (2.1), and even the notion of optimality according to Deﬁnition 2.1.5 tends
to be intractable. Let us give one result which hints in this direction. To this
end, consider a stochastic scheduling problem P|prec|Cmax without any machine
restrictions (think of m = |V|). Such problems are often called PERT problems
in the literature, although PERT is rather a methodology than a problem class4.
Under quite restrictive assumptions, the PERT methodology allows to ﬁnd esti-
mates for parameters like the expected makespan of a schedule, or the probability
to meet a given deadline; see Malcolm, Roseboom, Clark, and Fazar (1959). For
a critical evaluation of this approach, see Elmaghraby (1977). PERT problems are
obviously a special case of the stochastic scheduling problems considered here.
Since there are no machine restrictions, the unique optimal policy schedules each
job as early as possible with respect to the precedence constraints. Denote by
Cmax(p) the corresponding makespan for a realization p of the processing times.
Theorem 2.1.7 (Hagstrom 1988). Consider a PERT problem with independent,
ﬁnite discrete processing time distributions p p pj, j ∈V, and some due date d > 0.
Then the computation of P(Cmax(p p p) > d) is #P-complete, and the computation of
E[Cmax(p p p)] is #P-hard.
In other words, the computation of a single value of the distribution function
of the makespan is already #P-complete, and the computation of the expected
makespan is no easier. Informally, a problem is in #P if it can be solved by count-
ing the number of accepting computations of a corresponding polynomial time
nondeterministic Turing machine. Moreover, a problem is #P-hard if an oracle
for its solution yields an oracle polynomial time algorithm to solve any problem
in #P. A problem in #P that is #P-hard is #P-complete. For example, counting
the number of Hamiltonian cycles in a graph, or counting the number of perfect
matchings of a bipartite graph, are #P-complete problems. For the precise deﬁni-
tion of this complexity class, see, e.g., Garey and Johnson (1979). Intuitively, #P-
completeness is an appropriate complexity notion also in the present context: In
the ﬁnite discrete case, the computation of P(Cmax(p p p) > d) can be interpreted as
counting the number of realizations p where Cmax(p) > d. In addition, Hagstrom
also shows the following.
4PERT stands for ‘Program Evaluation Research Task’, later renamed in ‘Program Evalua-
tion and Review Technique’; a methodology for measuring and controlling development progress
for the Polaris Fleet Ballistic Missile program, developed by the Special Projects Ofﬁce of the
U.S. Navy in the 1950s. A research report of this project has been published by Malcolm, Rose-
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Theorem 2.1.8 (Hagstrom 1988). If k is the number of possible outcomes for
the makespan Cmax, then both P(Cmax(p p p) > d), for a given due date d > 0, and
E[Cmax(p p p)] cannot be computed in time polynomial in k, unless P = NP.
This shows that it is not the (potentially exponential) number of different pos-
sible outcomes for the makespanCmax which makes the problem hard. Of course,
Hagstrom’s hardness result on the computation of E[Cmax(p p p)] suggests that even
Deﬁnition 2.1.5 leads to intractable problems. Hence, despite the existence result
of Theorem 2.1.6, the evaluation of scheduling policies is generally intractable,
even under the relatively weak notion of optimality according to Deﬁnition 2.1.5.
Nevertheless, notice that this notion of optimality is about the least one can aim at
in the given framework of stochastic scheduling. Based on the deﬁnitions made
so far, let us denote by
a|b|E[g]





is the problem to minimize the expected total weighted com-
pletion time of precedence constrained jobs with independent stochastic process-
ing times on parallel, identical machines.
Another source of hardness of stochastic scheduling is the fact that we gener-
ally focus on scheduling policies which can be computed ‘efﬁciently’, that is, in
polynomial time with respect to the input size of the problem. The input size of a
stochastic scheduling problem will be speciﬁed more precisely in Section 3.3. For
the time being, observe that deterministicscheduling problems, most of which are
NP-hard, obviously arise as a special case. Hence, ﬁnding an optimal schedul-
ing policy for the stochastic counterpart of any NP-hard deterministic scheduling
problem should be no easier in general. However, such an argumentation has to
be made with extreme care, in particular due to the differences between the input
sizes underlying the two different models. For instance, an assumption on the
input length of a stochastic scheduling problem is required, since it contains non-
discrete data in general. (We come back to this issue in Section 3.3.) Moreover,
under the assumption that any particular type of processing time distributions is
given, say exponential, it is obvious that the NP-hardness of deterministic prob-
lems does not necessarily carry over to the stochastic setting. In fact, there are
NP-hard deterministic problems, such as P||Cmax, where the stochastic counter-
part is solved optimally by a simple list scheduling policy if the processing times
are exponentially distributed; see also Section 2.3.
At this point, it is a legitimatequestion if the consideration of scheduling poli-
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counterpart of a stochastic scheduling problem by simply taking the expected pro-
cessing times E[p p pj], and try to draw conclusions thereof. The following example
shows that this approach is futile even for very simple special cases.
Example 2.1.9 (M¨ ohring and Radermacher 1989). Consider a family of in-
stances of P||E[Cmax] with n=m jobs with independent, exponentiallydistributed
processing times, and let w.l.o.g.E[p p pj] = 1 for all j ∈ V. Then elementary cal-
culations show that E[Cmax] = å
n
j=11/j −→¥ as n → ¥, but Cmax = 1 for the
corresponding deterministic counterpart.





since the makespan objectiveCmax can be simulatedby the total weighted comple-
tion time åwjCj if precedence constraints are allowed. (Introduce one additional
job, say n+1, successor of all other jobs, and let wn+1 =1 and wj = 0 otherwise.)
In fact, phenomena like this are responsible for the optimistic underestimation
of the makespan Cmax — or other objective functions — that can be frequently
observed in practice. Such issues have been heavily discussed in the literature,
particularly in response to the assumptions underlying the PERT methodology as
proposed by Malcolm, Roseboom, Clark, and Fazar (1959). Let us refer to Fulk-
erson (1962), the critical evaluation of the PERT methodology by Elmaghraby
(1977), or to the note of Schonberger (1981) with the title ‘Why projects are al-
ways late’. Figure 2.2 on page 24 gives a typical example of this optimisticunder-
estimation of the makespan of a real-world project that was particularly striking
for the author during the work at this thesis.
Example 2.1.9 suggests that the deterministic counterpart of a stochastic
schedulingproblem couldat least providea lowerboundon theexpected objective
value. Due to Jensen’s inequality this is in fact the case if there are no machine
restrictions, and if the objective function is convex (Fulkerson 1962; M¨ ohring and
Radermacher 1989). The reason is that the completion times of jobs are random
variables which are composed of summation and/or maxima of the random vari-
ables for the jobs’ processing times. Thus the objective function is a convex func-
tion of the jobs’ processing times. If there are also machine restrictions, however,
this need no longer be true. The following example illuminates this effect.
Example 2.1.10. Consider a family of instances of P||E[Cmax] with n = m+1
jobs and independent, identically distributed processing times according to the
following two-point distribution: For any job j, pj = 1 with probability 1 −
(logm)/m, and pj = 1/m with probability (logm)/m. Then consider the pol-
icy that schedules m jobs at time 0 and the remaining job as early as possi-
ble. With probability (1−(logm)/m)m+1 the makespan is 2. With probability24 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
Figure 2.2: Underestimation of the makespan Cmax of a real-world
project. English translation: ‘Dear visitors of the staff canteen! Dur-
ing the work in the area of the canteen, it turned out that the restora-
tion of the kitchen had to be extended substantially, and will therefore
take considerably longer than scheduled. On this account it is nei-
ther possible to meet the scheduled deadline of August 28, 2001 for
the reopening of the canteen, nor is it possible to announce a new
deadline. [ ... ] We regret this inconvenience and kindly ask for your
understanding.’ Note added: ‘The work at the restoration of the staff
canteen will take at least until January 2002’.2.1 SCHEDULES AND SCHEDULING POLICIES 25































The right hand side converges to 1 for m → ¥, since for any x > 0 and m >
ex, we have 0 6 (1−(logm)/m)m 6 (1−x/m)m 6 e−x. For the corresponding
deterministic instance, however, Cmax → 2 for m → ¥.










is, without precedence constraints). In view of Examples 2.1.9 and 2.1.10, it is
obvious that the analysis of deterministic counterparts of stochastic scheduling
problems is in fact of very limited value.
2.1.3 Scheduling policies and on-line scheduling
Let us brieﬂy discuss related models and results that address, to a certain ex-
tent, the risk situation of incomplete information about the future.
First and most importantly, stochastic scheduling shares some general ideas
with on-line scheduling models which have become very popular particularly in
the last decade. The paradigm of on-line schedulingis also theidea of incomplete,
or even a lack of information about the future. In contrast to the stochastic model
considered here, it is usually assumed that there is hardly any information about
thefutureatall. Thereare, ofcourse, differentparadigmswithrespecttotheextent
of this lack of information, see, e.g., the surveyby Sgall (1998). The perhaps most
common model is the following: There is a lack of knowledge about the jobs
that will be released in the future, and once a job is released, its processing time
becomes known. When carried to an extreme, there is not even any information
about a job’s processing time until it completes.
The performance of on-line algorithms is generally measured on the basis of
competitive analysis: The performance of an on-line algorithm A is compared
against a quite powerful adversary which can present to A any input instance, par-
ticularly a worst-case input instance with respect to algorithm A. The adversary,
however, usually knows the optimal solution for any instance. More precisely, if26 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
P is a minimization problem, then the competitive ratio a for algorithm A is then
deﬁned as follows. There exists some constant c such that
a = inf{x > 1|ZA(I) 6 xZOPT(I)+c for all I ∈ P}.
Here, I is an instance of P, ZA(I) is the objective value of algorithm A on I, and
ZOPT(I) is the optimal objective value for I. We refer, e.g., to the survey by Fiat
and Woeginger (1998) or to the book by Borodin and El-Yaniv (1998) for more
details. Noticethatthedifﬁcultyofon-lineproblemsliesinthelack ofinformation
about the future; it is not even required that algorithm A is polynomial.
This approach has led to interesting results, yet it has been criticized. On
the one hand, the criticism addresses the fact that a comparison against an all-
powerful, and all-knowledgeable adversary seems unrealistic. On the other hand,
it is probably unrealistic that a single, perhaps weird worst-case input instance
is responsible for a bad performance measure of an algorithm. Two generalized
on-line paradigms that address these concerns have recently been suggested by
Koutsoupias and Papadimitriou (2000). On the one hand, they deﬁne a diffuse ad-
versary model in which the adversary can only choose an input distribution from
a given class of input distributions. The competitive ratio is then deﬁned on the
account of the expected performance of an algorithm, under the input distribution
chosen by the adversary. Hence, in this model the adversary’s power is restricted
in that its choice of input instances is limited. On the other hand, they deﬁne a
comparative ratio instead of the usual competitive ratio. The basic idea lies in
comparing the performance of two different classes of algorithms against each
other. In this model, both the scheduler and the adversary are restricted to use al-
gorithms from their respective given class of algorithms. The comparative ratio is
then again deﬁned on the account of a worst-case input for the ratio of the sched-
uler’s algorithm and the adversary’s algorithm. Competitive analysis arises as the
special case where the scheduler is restricted to on-line algorithms, and the adver-
sary may choose any, including off-line optimal algorithms. In general, however,
depending on the adversary’s class of algorithms, its solution may not be optimal.
Both models in fact generalize the traditional model of competitive analysis, and
we refer to Koutsoupias and Papadimitriou (2000) for more details.
The stochastic machine scheduling model introduced in the previous sections
can as well be interpreted as a particular on-line model, and to a certain extent,
it incorporates the ideas of both generalizations as suggested by Koutsoupias and
Papadimitriou (2000). First, in contrast to the usual on-line model, the lack of
information about the future only concerns the jobs’ processing times which be-
come known gradually over time as described in Section 2.1.1. Then, as a special
case of the diffuse adversary model of Koutsoupias and Papadimitriou (2000), the2.1 SCHEDULES AND SCHEDULING POLICIES 27
input distribution of the processing times is assumed to be known beforehand. As
noted by M¨ ohring (2000), one may think of an adversary that draws the jobs’ pro-
cessing times randomly according to a known distribution. For the derivation of
our results in Chapter 3, however, we will even allow that the adversary chooses
from a given class of distributions. This class of distributions will be deﬁned by
an upper bound on the coefﬁcient of variation of the processing time distributions;
see Section 3.3. In addition, the adversary in stochastic scheduling does not know
the optimal solution for each realization of the processing times: According to
Deﬁnition 2.1.5, the expected performance of a policy is compared against the
expected performance of an optimal, yet non-anticipative policy. This can be in-
terpreted in the sense of the comparative analysis as suggested by Koutsoupias
and Papadimitriou (2000): The adversary may only choose policies which are
non-anticipative, and among these, it will of course choose the optimal policy.
To conclude this discussion, observe that the adversary in stochastic schedul-
ingissigniﬁcantlylesspowerfulthanthetraditionaladversaryincompetitiveanal-
ysis. The viewpoint taken in stochastic scheduling is motivated by the following
question:
• What is the best that can be achieved under the given uncertainty about the
future?
In contrast, the viewpoint in on-line scheduling is different. It is is based on the
following ‘a posteriori’ comparison:
• What was achieved under uncertainty about the future, and what could have
been achieved if the future would not have been uncertain?
Both viewpoints obviously have their justiﬁcations and drawbacks. To a certain
extent, it is a matter of taste to take either of the two positions.
Finally, we like to point out that stochastic scheduling differs conceptually
from average case analysis of algorithms for machine scheduling problems, e.g.
by Marchetti-Spaccamela, Rhee, Stougie, and van de Geer (1992) or Chan,
Muriel, and Simchi-Levi (1998). These papers deal with an asymptotic analy-
sis of algorithms (or relaxations, respectively) for the parallel machine problem
P||åwjCj. An asymptotic analysis generally addresses the performance of algo-
rithms (or relaxations) if the number of jobs tends to inﬁnity. In both mentioned
papers, the corresponding input parameters pj, j ∈V, and wj, j ∈V, are assumed
to be independent and identically distributed. Under these conditions, Marchetti-
Spaccamela et al. (1992) analyze the asymptotic performance of the WSPT list
scheduling rule (see Section 2.2.1 for a deﬁnition), and Chan et al. (1998) an-
alyze the asymptotic behavior of a (set-partitioning) linear programming relax-
ation. The main conceptual difference to the stochastic scheduling model lies in28 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
the non-anticipativityconstraint. In both papers, although instances of P||åwjCj
are drawn randomly, any particular instance, once chosen, is completely known at
the outset: both the WSPT rule and the LP relaxation of Chan et al. (1998) take
the deterministic values for pj, j ∈V, and wj, j ∈V, as input. This, however, is
obviously not the case in stochastic machine scheduling.
2.2 LIST SCHEDULING POLICIES
List scheduling algorithms, or list scheduling policies, are perhaps the sim-
plest, easiestto implement,and mostused class ofalgorithmsfor schedulingprob-
lems. List scheduling algorithms are also called dispatchingrules in the literature.
As already mentioned in Section 2.1.1, the basis of a list scheduling algorithm is
a priority list L of the jobs; this is a linear order of the jobs. This order L is usu-
ally (but not necessarily) a linear extension of the precedence constraints. The
list scheduling algorithm itself is then a procedural description of how a corre-
sponding schedule is computed. The term list scheduling is regularly used for a
speciﬁc list scheduling algorithm rather than for a whole class of algorithms. This
is generally the greedy list scheduling algorithm that schedules as many jobs as
possible at any time. The performance of this algorithm has been analyzed by
Graham (1966); we therefore call it Graham’s list scheduling. The algorithm is
discussed in Section 2.2.1 (Algorithm 1). A variation thereof, called job-based
list scheduling is discussed subsequently in Section 2.2.2 (Algorithm 2).
In the terminology of Section 2.1, the two list scheduling algorithms below
are characterized by the fact that their decision times are only the jobs’ release
dates or completion times. In other words, ttent = ¥ for all actions. Such policies
are also called elementary (M¨ ohring et al. 1984). In contrast to the class of all
scheduling policies, there is only a ﬁnite number of elementary policies.
2.2.1 Graham’s list scheduling
As noted by Lawler et al. (1993), the paper by Graham (1966) is the earliest
paper on the worst case analysis of a polynomial time algorithm for an NP-hard
combinatorial optimization problem (the parallel machine problem P|prec|Cmax).
This algorithm is perhaps the most natural list scheduling approach: At any time,
schedule as many available jobs as possible in the order of the priority list L.
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Algorithm 1: Graham’s list scheduling algorithm.
input : Instance for P|rj,prec|∗, a priority list L of the jobs.
output : A feasible schedule.
initialize t ← 0;
while there are unscheduled jobs in list L do
let j be the ﬁrst unscheduled job in list L which is available
at time t (if any);
if such a job j exists and a machine is idle at time t then
schedule job j at time t on any of the idle machines;
else
augment t to the next time when a machine falls idle or
the next job is released, whatever occurs ﬁrst;
Under Graham’s list scheduling, no deliberate idle time appears on any of the
machines: As long as jobs are available, they are assigned to idle machines. In
the presence of release dates and/or precedence constraints, it may nevertheless
be the case that machines stay idle, but this is not deliberately. Due to its greed-
iness, the order of the jobs in the schedule need not be the same as the order
given by the priority list L. It is this greediness which is responsible for the so-
called Graham anomalies. These are instances of P|prec|Cmax which demonstrate
that relaxing precedence constraints, continuously decreasing the jobs’ process-
ing times, or increasing the number of machines can lead to an increase of the
makespan Cmax (Graham 1966). In particular, the mapping p → S(p) is neither
continuous nor monotone under Graham’s list scheduling. Nevertheless, for the
problem P|prec|Cmax the algorithm always yields a makespan which is not larger
than (2−1/m)timestheminimalmakespan, irrespectiveoftheprioritylistL. This
result of Graham is provedin Section 3.6 (Theorem 3.6.4). Both the algorithmand
its analysis can even be adapted to an on-line setting and yield a corresponding
competitive ratio. It is remarkable that Graham derived these results long before
the on-line framework was developed, and even before the terminology of NP-
hardness was coined.
Graham’s list scheduling is also a scheduling policy in the sense of Deﬁni-
tion 2.1.2. For this, observe that the only critical issue is the measurability of the
mapping p → S(p), which is not continuous. All other characteristics of poli-
cies are fulﬁlled by deﬁnition of the algorithm. Let us postpone the proof of
the measurability of this mapping to Section 3.6.1 (Theorem 3.6.14 and Corol-
lary 3.6.15). There, the measurability of the mapping p → S(p) is proved for30 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
another list scheduling algorithm which in fact generalizes Graham’s list schedul-
ing. Another proof can be obtained by observing that Graham’s list scheduling is
particularly a set policy in the sense of the deﬁnition of M¨ ohring et al. (1985).
The domain IRn
+ of a set policy P can be partitioned into ﬁnitely many cones
K 1,K 2,...,K k, such that P equals an earliest-start policy on every cone K i, for
someextensionG(K i)oftheprecedenceconstraintsG (M¨ ohringet al. 1985, The-
orem 3.2.1). Since an earliest-start policy is continuous, the mapping p → S(p)
is continuous on any of these cones. This way, the measurability of the mapping
p → S(p) can be proved as well.
Other names for Graham’s list scheduling that are frequently used in the lit-
erature are just list scheduling, e.g. in (Sgall 1998), or parallel (list) scheduling,
e.g. in (Kolisch 1996). In the deterministic setting, Graham’s list scheduling ac-
cording to the priority lists ‘longest/shortest processing time ﬁrst’ are often called
the LPT rule or SPT rule, respectively. Moreover, for the total weighted comple-
tion time objective åwjCj, the WSPT rule (‘weighted shortest processing time
ﬁrst’) denotes Graham’s list scheduling according to non-increasing ratios wj/pj.
In the context of stochastic machine scheduling, the term list scheduling is also
used synonymical for Graham’s list scheduling. If the priority list L is the same at
all decision times, this is denoted by static list scheduling. If L changes dynami-
cally, the list scheduling policy is called dynamic (Pinedo 1995).
2.2.2 Job-based list scheduling
Thisvariantoflistschedulingis characterized by thefact that itadheres rigidly
to the given priority list. Algorithm 2 gives the precise description. The priority
list L is assumed to be a linear extension of the precedence constraints here, which
need not necessarily be the case for Graham’s list scheduling. Under the job-
based list scheduling algorithm, if job i comes before job j in the list then Si(p) 6
Sj(p) for any realization of the processing times. In particular, this variant of list
scheduling does not avoid deliberate idle times.
Again, this algorithm is a scheduling policy according to Deﬁnition 2.1.2. The
measurability follows from the fact that the mapping p → S(p) is continuous, or
alternatively as a special case of Corollary 3.6.15. Notice that our description
of the job-based list scheduling algorithm differs form the algorithm described
by Munier, Queyranne, and Schulz (1998) for the deterministic setting; the algo-
rithm described there is not a policy, since it may violate the non-anticipativity
constraint. Further notice that job-based list scheduling as deﬁned in Algorithm 2
coincides with Graham’s list scheduling if release dates and precedence con-
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Algorithm 2: Job-based list scheduling algorithm.
input : Instance for P|rj,prec|∗, a priority list L of the jobs
which extends the precedence constraints.
output : A feasible schedule.
initialize t ← 0;
while there are unscheduled jobs in list L do
let j be the ﬁrst unscheduled job in list L;
if job j is available and a machine is idle at time t then
schedule job j at time t on any of the idle machines;
else
augment t to the next time when a machine falls idle or
the next job is released, whatever occurs ﬁrst;
Moreover, it has been shown by M¨ ohring and Stork (2000, Theorem 4) that
for any job-based list scheduling policy there exists a linear preselective policy,
deﬁned on the account of the same priority list L, such that no job is scheduled
later for any realization of the processing times. Hence, the results that will be
derived for job-based list scheduling in Section 3.5 hold as well for corresponding
linear preselective policies.
2.3 OPTIMAL SCHEDULING POLICIES AND RELATED
RESULTS
Let us illuminate the previous deﬁnitions by some results and examples. This










, we additionally give a family of instances with ﬁnite
discrete processing times where any optimal policy does not refrain from leaving
deliberate idle times, and is not even elementary. The existence of such examples
was unknown before.
2.3.1 Parallel machine scheduling
Graham’s list schedulingaccording to the rules ‘longest/shortestexpected pro-
cessing time ﬁrst’ are usually called the LEPT and SEPT rules, respectively.32 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
Theorem 2.3.1 (Bruno et al. 1981; Weiss and Pinedo 1980). Considertheprob-
lem P||∗ where all jobs have exponentially distributed processing times, then
LEPT minimizes the expected makespan E[Cmax], and SEPT minimizes the ex-





Proofs ofthis resultare givenby Bruno, Downey,and Frederickson (1981)and
Weiss and Pinedo (1980). A proof for the total completion time objective has also
been given by Glazebrook (1979). Weber (1982) generalizes these results to pro-
cessing time distributions with monotone hazard rates, and Weber, Varaiya, and





even if the job processing times are only pairwise stochastically compa-
rable. It is interesting to note that P||E[Cmax] is solved optimally by LEPT for
exponentially distributed processing times, while the corresponding deterministic
problem P||Cmax is NP-hard even for a ﬁxed number of m > 2 machines (Bruno,
Coffman, and Sethi 1974). However, for exponential processing time distribu-
tions, LEPT should be interpreted as an algorithm for the preemptive problem
P|pmtn|E[Cmax]; this problem is not hard in the deterministic setting either. The
point is that job preemption does not pay off due to the memory-less property
of the exponential distribution. In fact, Weiss and Pinedo (1980) prove a more
general result than Theorem 2.3.1, namely for Q|pmtn|∗, the problem where ma-
chines have different speeds and jobs which may be preempted. In this frame-





, respectively. Their results particularly hold for parallel, identical
machines, only that job preemptions are no longer required in this case. Theo-
rem 2.3.1 can thus be seen as a special case of their results.
If the objective is the total weighted completion time, then Graham’s list
scheduling according to non-increasing ratios wj/E[p p pj] is called the WSEPT rule
(‘weighted shortest expected processing timeﬁrst’). The job weights wj are called
compliant to the expected processing times if there exists a WSEPT order of
the jobs, say w1/E[p p p1] > w2/E[p p p2] > ··· > wn/E[p p pn], such that simultaneously
w1 > w2 > ··· > wn.





jobs have exponentially distributed processing times. Then the WSEPT rule is
optimal whenever the job weights are compliant to the expected processing times.
Like Weiss and Pinedo (1980), also K¨ ampke (1987) considers a more general
problem where machines have different speeds and jobs may be preempted. The
5That means that at any time, among the unscheduled jobs the job with longest/shortest ex-
pected processing time is assigned to the fastest machine, the job with the 2nd longest/shortest
expected processing times is assigned to the 2nd fastest machine, etc.2.3 OPTIMAL SCHEDULING POLICIES AND RELATED RESULTS 33
result for the non-preemptive parallel machine case of Theorem 2.3.2 follows as
discussed above. K¨ ampke (1987, Ex. 2) also observes that the WSEPT rule need
no longer be an optimal policy if the condition on the jobs’weights is not fulﬁlled.
In fact, K¨ ampke’s example even shows that the family of static list scheduling
policies of the Graham type need not contain an optimal policy within the family
of all scheduling policies; even under exponential processing times.
2.3.2 Single machine scheduling
In deterministic scheduling, Smith (1956) showed that sequencing the jobs
according to the WSPT rule on a single machine minimizes the total weighted
completion time åwjCj. The following observation extends the classical result
by Smith to the stochastic setting.





rule is an optimal scheduling policy.
Since the processing times are stochastically independent and independent of
thestarttimesofthejobs,thisobservationisanimmediateconsequenceofSmith’s
result for the deterministic counterpart 1||åwjCj (his proof, based on a simple
exchange argument, can as well be applied in the stochastic case). In single ma-
chine scheduling, the WS(E)PT rule is therefore also called Smith’s rule. In fact,
Rothkopf’s observation is a special case of the following, more general result for
problems with precedence constraints and arbitrary regular and additive objective
functions.
Deﬁnition 2.3.4 (additivity). An objective function g : IRn
+ → IR+ is additive if
there exists a set function g : 2V → IR+, g(/ 0) = 0, which deﬁnes a holding cost
(per unit time) on the set of uncompleted jobs. These holding costs accumulate
over time, making up for the ﬁnal objective function value: if the jobs complete in





where C0 = 0 and {1,..., j} = / 0 for j = 0.
For instance, for the total weighted completion time åwjCj, g(W)=åj∈W wj
for W ⊆V. For the makespanCmax, g(W) = 1 for all nonemptyW ⊆V. Additive
objective functions are also called Markovian, and the set function g is also called
the cost rate of the associated objective function.34 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
Proposition 2.3.5. Consider any problem 1|prec|E[g], where g is a regular and
additive objective function. Then there exists a linear order L of the jobs such that
Graham’s list scheduling according to L is optimal. In particular, any optimal
policy need not leave the machine idle at any time.
Proof. The second claim follows immediately from the fact that the objective
function is regular, and since the jobs’ processing times are independent of their
start times. The proof of the ﬁrst claim is by induction on the number of jobs. The
claim is trivial for n = 1. Suppose the claim holds for n−1 jobs and we are given
an instance with n jobs. Let g : 2V → IR+ be the cost rate that deﬁnes g. Con-
sider any optimal policy P that schedules some job k, minimal with respect to the
partial order given by the precedence constraints, at time 0. If pk is its processing
time, the total cost incurred by time pk is pkg(V). Since the processing times are
independent, and since the cost function is additive, the remaining cost that is in-
curred from time pk on is independent of the realization of pk. It follows from the
induction hypothesis that there exists a linear order L on the remaining n−1 jobs,
independent of pk, such that Graham’s list scheduling according to L is optimal
from time pk on. Hence, Graham’s list scheduling according to the priority list
(k,L) is optimal.
It is not hard to see that the claim fails to be true if release dates are present, or
if the objective function is not additive like, for example, the weighted number
of tardy jobs, åwjUj. Here, each job has a due date dj, Uj = 0 if Cj 6 dj and
Uj = 1 otherwise.
2.3.3 The phenomenon of deliberate idle times
Forparallelmachineproblemswithoutprecedenceconstraintsorreleasedates,
one is tempted to conjecture that simple optimal policies exist within the fam-
ily of all scheduling policies. Candidates are elementary policies, (dynamic) list
scheduling policies, or even (static) list scheduling policies of the Graham type,
like in Theorems 2.3.1 and 2.3.2 above. The link of such questions to deliberate
idle times becomes clear by the following, folklore observation.
Observation 2.3.6. Any scheduling policy that avoids deliberate idle times is a
(possibly dynamic) list scheduling policy of the Graham type.
In particular, any policy which avoids deliberate idle times is elementary. Let us
call policies which avoid deliberate idle times idle time free (although ‘deliberate
idle time free’ would be more precise). An example by M¨ ohring et al. (1985,
Ex. 3.1.5), also reproduced in (M¨ ohring and Radermacher 1985, Ex. 5.7) and2.3 OPTIMAL SCHEDULING POLICIES AND RELATED RESULTS 35
(K¨ ampke 1987, Ex. 3), shows that an optimal idle time free policy need not ex-
ist for parallel machine problems P||∗ with exponentially distributed processing
times. Notice that their example does neither require precedence constraints nor
release dates. The underlying objective function, although regular and additive,
is somewhat artiﬁcial though. Nevertheless, the optimal policy in their example
is elementary and it is even a so-called set policy. This is a subclass of elemen-
tary policies where the action at any time t may only depend on the set of jobs
completed by t, and the set that is still in process at t, but not on realizations of
processing times or t itself. It follows from a result by M¨ ohring et al. (1985, The-
orem 4.2.1) that there exists an optimal set policy within the family of all policies
if the processing times are exponentially distributed and the objective function is
regular and additive.





processing times which show that an optimal idle time free policy, and even an
optimal elementary policy, need not exist in this case. Admittedly, the example
builds on somewhat artiﬁcial ﬁnite discrete processing time distributions. Nev-
ertheless, it is the ﬁrst example for the total weighted completion time objective.




with exponentially distributed processing times it
is conjectured that optimal idle time free policies exist. Yet this conjecture is still
unproved; see the discussion below.
Example 2.3.7. Thereare5jobstobescheduledonm=2machines. Jobs1and2
haveweights w1 =w2 =1, and (deterministic)processingtimes p1 = p2 =1. Jobs
3and4haveweightsw3 =w4 =k, k>5, k∈IN. Theprocessingtimes p3 and p4 of
these jobs are either 1, with probability 1−1/k3, or 2k4−k3+1 with probability
1/k3, independent of each other. (The expected processing time of jobs 3 and 4 is
2k.) The processing time of job 5 is either 1/k5 or k5, each with probability 1/2.
Moreover, job 5 has a weight of 2k3. The objective is to minimize the expected





The idea of this example is the following: Due to its comparatively large
weight, job 5 must be scheduled at time t = 0. It either blocks one machine
almost forever (time k5), or idles the machine after a negligible small amount of
time (time 1/k5), each with probability 1/2. On a single machine, any optimal
policy of the 4 other jobs must schedule 1 and 2 before 3 and 4. On two machines,
however, any optimal policy of the 4 other jobs must schedule 3 and 4 before 1
and 2. In this situation, it is the only optimal policy to leave the second machine
idle at timet =0, and optimally schedule the remaining 4 jobs from time 1/k5 on.





any optimal policy is not idle time free, and not even elementary.36 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
Proof. First consider the situation that jobs 1 – 4 are to be scheduled on a single
machine. Then, any optimal scheduling policy is according to the WSEPT rule
(Rothkopf 1966), say in the order 1,2,3,4. The expected objective value is 6k2+
4k+3. If one of jobs 3 or 4 is scheduled ﬁrst, this leads to an expected objective
valueofatleast 6k2+6k+3; adifferenceof2k. Ifjobs1 –4 aretobescheduledon
two machines, a case analysis of Graham’s list scheduling according to the order
3,4,1,2 shows that the expected objective value is 4k2+4+o(1). A tedious case
analysis shows that any policy which does not start with jobs 3 and 4 leads to an
expected objectivevalue of at least 4k2+k+3−o(1); a difference of k−1−o(1).
In other words, in dependence on the available number of machines, the optimal
scheduling policies for jobs 1 – 4 are contrary.
Now consider the given instance and a policy that schedules job 5 at time 0,
leaves a machine idle until time 1/k5, and then, depending on the realization the
processing time of job 5, optimally schedules the remaining 4 jobs. The maximal
total processing timeof the remaining 4 jobs is 4k4−2k3+4. Hence, if job 5 turns
out to be long (time k5), irrespective of the realizations of the processing times of
the remaining jobs, there is only one machine available for them, since k > 5. If
job 5 turns out to be short (time 1/k5), there are two machines available. With the
above observations, the expected total weighted completion time of this policy is
k8+5k2+2k+7/2+o(1).
Next, observe that any idle time free or elementary policy that schedules job
5 not at time 0, can only schedule it at time 1 or later. This, however, yields an
expected objective value of at least k8 +2k3−o(1). Since k > 5, this cannot be
optimal. So consider a scheduling policy that greedily starts job 5 and some other
job at time 0. Then, with probability 1/2 it turns out at time 1/k5 that this decision
was not the optimal one. According to the above argumentation, this yields an
expected total weighted completion time of at least k8+5k2+(5/2)k+3−o(1).
In other words, any optimal policy is not idle time free, since it must leave one
machine idle until time 1/k5 to make the right decision. It is now obvious that an
optimal policy cannot be elementary either, since the scheduling of the remaining
jobs must start at time 1/k5, irrespective of the processing time of job 5.
The main idea of Example 2.3.7 is on the one hand the gain of information which
can be achieved by leaving one machine idle and on the other hand the fact that
this information is meaningful for the future. Here, ‘meaningful’ can be further
speciﬁed as follows: The gain of information allows better scheduling decisions
which reduce the expected objective value. Moreover, the additional cost that is
caused by the deliberate idle time is negligible. Hence, it can be conjectured that
such nasty examples do not exist if the processing times are exponential: the only2.4 ADDITIONAL NOTES AND REFERENCES 37
information that can be gathered is the question which of the jobs ends next, and
this random event is again exponentially distributed. In the case of 2 machines,
the gain of information by leaving one machine idle is obviously useless, since
there is only one job in process.
Proposition 2.3.9. Consider any instance of P||E[g] where the jobs have expo-
nentially distributed processing times and the objective function g is regular and
additive. If the number of machines is 2, then there exists an optimal policy that
is idle time free, and particularly elementary.
In other words, any optimal scheduling policy on two machines is a (possibly
dynamic) list scheduling policy of the Graham type.
Proof. A rigorous proof is basic but quite technical. Let us give the main idea and
refer to (Uetz 1996) for further details. It sufﬁces to show that any policy P that
leavesamachineidleat time0can bereplaced byanotherpolicyP0, withexpected
objective value at most as large, which does not leave a machine idle before ﬁrst
job completion. The claim then follows by induction. The crucial observation
is the following: Say P schedules some job i at time 0, then after completion of
job i at least one job is started, say j. Policy P0 scheduled both jobs i and j at
time 0, and simulates P henceforth. This is possible since the processing times
are exponential. In remains to be shown that the expected objective value of P0 is
no larger than the one of P. This follows from the fact that the processing times
are exponential, and since the objective function is regular and additive.
Given that the processing times are exponential, it is still an open problem to
characterize the objective functions for which Proposition 2.3.9 holds if number
of machines is more than 2. It was conjectured by M¨ ohring et al. (1985) that sub-
modularity of the associated cost rate g, which is equivalent to convexity of the
objective function, sufﬁces to guarantee the existence of optimal policies which
are idle time free. (See Section 3.4.2 for the deﬁnition of submodularity.) How-
ever, the problem is still open even for the linear objective function åwjCj where
the cost rate is not only submodular, but modular.
2.4 ADDITIONAL NOTES AND REFERENCES
Thereareseveralsurveysand alsotextbookswhichaddressstochasticschedul-
ing models. In view of the citation of Lawler et al. (1993) at the beginning of this
chapter, it is not surprising that all of these have a different focus. Let us highlight
some of them.38 FROM DETERMINISTIC TO STOCHASTIC SCHEDULING
The deﬁnitions and basic results made in the beginning of this chapter are
taken from the fundamental work by M¨ ohring, Radermacher, and Weiss (1984,
1985); see also the introduction to stochastic scheduling by M¨ ohring and Rader-
macher (1985). Many of the underlying ideas of these papers have their origin
in the habilitation thesis of Radermacher (1981). The focus of these papers are
fundamental deﬁnitions, existence results, and many other fundamental questions
concerning non-preemptivestochastic scheduling problems. This includes a treat-
ment of general scheduling policies as of Deﬁnition 2.1.2, the identiﬁcation of
several subclasses of policies, existence of optimal policies, and analytical ques-
tions concerning monotonicity and continuity.
Chapters 8 – 11 of the book by Pinedo (1995) also cover many interesting
aspects and results in stochastic scheduling. He addresses both non-preemptive
and preemptive models, single and parallel machine problems, as well as stochas-
tic shop problems. For single and parallel machine scheduling, optimality results
are presented for various(preemptiveand non-preemptive)listschedulingpolicies
like SEPT, LEPT, and WSEPT, for different objectives, also including proofs for
the 2-machine version of Theorem 2.3.1. The book also covers models and results
which are beyond the scope of this thesis.
Another survey on stochastic scheduling is due to Weiss (1995). The focus of
this survey is mainly on parallel machine scheduling and the analysis of the per-




; see also (Weiss 1990) and (Weiss
1992). In addition, some single machine problems as well as related models like
ﬂow shops, queueing problems, and bandit processes are discussed. We will come
back to some of Weiss’ results in Section 3.5.2.
Mainly focused on problems without machine constraints, that is PERT prob-
lems, is the survey by M¨ ohring and Radermacher (1989). In particular, they dis-
cuss other optimality criteria than the expectation, including stochastic bounds on
the distribution of the makespanCmax.
A collection of papers on several models, including the stochastic machine
scheduling model as considered in this thesis, are contained in the conference
proceedings edited by Dempster, Lenstra, and Rinnooy Kan (1982). Finally, a
good source for some of the basic ideas and many references is Section 16 of the
survey by Lawler, Lenstra, Rinnooy Kan, and Shmoys (1993).CHAPTER 3
APPROXIMATION IN STOCHASTIC SCHEDULING
In the past years, linear programming based approximation techniques have
evolved impressively. These methods have been successfully applied to a vari-
ety of NP–hard combinatorial optimization problems, including many different
scheduling problems. Most efforts have concentrated on deterministic models,
and quite often results on their stochastic counterparts involve very specialized
techniques. In this chapter we will see that, to a certain extent, polyhedral meth-
ods also carry over to the algorithm design and analysis of stochastic scheduling
problems.
3.1 INTRODUCTION
In this chapter we derivethe ﬁrst constant-factor worst case performance guar-
antees for several stochastic machine scheduling problems. In stochastic schedul-
ing, a worst case performance guarantee refers to the expected performance: A
policy is called an a-approximation if its expected performance is within a factor
of a times the expected performance of an optimal policy. While constant–factor
performance guarantees for the expected makespan E[Cmax] can often be easily
inferred from corresponding deterministic results, their existence was open for




. Hence, in this chapter
we focus on the latter objective. All results that are presented subsequently are
obtained by means of appropriate linear programming relaxations according to
the following three basic steps.
1. Find and solve a linear programming relaxation of the problem under con-
sideration,
2. deﬁne a scheduling policy, based on the solution of the linear programming
relaxation,
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3. prove a performance guarantee, based on (not necessarily exclusively) the
lower bound given by the linear programming relaxation.
This general approach has its roots in polyhedral combinatorics: The set of
solutions of a combinatorial optimization problem can often be interpreted as a
set Q of (incidence) vectors in IRd, for some dimension d, associated with a linear
objective function on Q. The set Q is sometimes called the performance space;
if it is ﬁnite, then its convex hull conv(Q) is a polytope. This viewpoint admits
not only structural insights, but it makes a combinatorial optimization problem
accessible to the machinery of linear programming and duality, which has led to
the development of efﬁcient algorithms for many problems. For a detailed treat-
ment of combinatorial optimization problems from a polyhedral perspective, we
refer to the book by Gr¨ otschel, Lov´ asz, and Schrijver (1988) and the survey by
Pulleyblank (1989). Among the ﬁrst polyhedral studies of scheduling problems
is the work of Balas (1985), followed, among others, by Peters (1988), Wolsey
(1985, 1990), Dyer and Wolsey (1990), Queyranne (1993), and Queyranne and
Wang (1991). These papers deal with deterministic single machine scheduling
problems. The results include the identiﬁcation of classes of valid, face-inducing,
or facet-inducing inequalities, sometimes even complete descriptions of the facial
structure of the associated scheduling polyhedra. An extensive overview of poly-
hedral approaches to deterministic machine scheduling problems has been given
by Queyranne and Schulz (1994).
Thementionedpolyhedralinsightsshowedto beofgreat importancealso from
the approximation point of view for more complex scheduling problems: In a
series of papers, different worst case performance guarantees could be derived
for parallel machine scheduling problems. Some of these results rely on linear
programming relaxations which partly build on the above mentioned papers.
Letus brieﬂy summarizesomeoftherelevantand related results. Fortheprob-
lem of scheduling independent jobs on m parallel, identical machines, P||åwjCj,
the results by Eastman, Even, and Isaacs (1964) imply that Graham’s list schedul-
ing according to the WSPT rule yields a solution with a worst case performance
guarantee of 3/2−1/(2m). Some 20 years later, Kawaguchi and Kyan (1986)
improved this bound to (1+
√
2)/2 ≈ 1.21, and they also showed that this is
tight. With respect to approximation, the status of this problem was ﬁnally de-
termined by Skutella and Woeginger (2000), who gave a polynomial time ap-
proximation scheme. (Since the problem is strongly NP-hard, a fully polyno-
mial time approximation scheme does not exist, unless P = NP.) For the prob-
lem where jobs have individual release dates, P|rj|åwjCj, the ﬁrst constant-
factor worst case performance guarantee of 24+e is due to Phillips, Stein, and
Wein (1998). Using linear programming relaxations, their bound could be im-3.1 INTRODUCTION 41
proved to 4−1/m by Hall, Schulz, Shmoys, and Wein (1997), who also derived
the ﬁrst constant-factor performance guarantee of 7 for the more general prob-
lem P|rj,prec|åwjCj. Several of these performance bounds have been improved
in subsequent work, e.g. by Chakrabarti, Phillips, Schulz, Shmoys, Stein, and
Wein (1996), Schulz and Skutella (1997), and Chekuri, Motwani, Natarajan, and
Stein (2001). For the problem with release dates, P|rj|åwjCj, the complexity
status has been ﬁnally determined by Afrati, Bampis, Chekuri, Karger, Kenyon,
Khanna, Milis, Queyranne, Skutella, Stein, and Sviridenko (1999), who gave a
polynomial time approximation scheme. (Again, a fully polynomial time ap-
proximation scheme does not exist, unless P = NP.) The currently best known
performance guarantee of 4 for the problem with release dates and precedence
constraints P|rj,prec|åwjCj still relies on linear programming relaxations; it is
due to Munier, Queyranne, and Schulz (1998).
At this point, it is noticeable that the progress for the total weighted comple-
tion timeobjectiveåwjCj came with quitesomedelay compared to the makespan
objective Cmax. In fact, for the makespan objective, a very elegant argument
shows that Graham’s list scheduling always yields a (2−1/m)-approximation for
the problem P|prec|Cmax (Graham 1966); see also Section 3.6. For the problem
without precedence constraints P||Cmax, the ﬁrst polynomial time approximation
scheme for a ﬁxed number of machines is due to Sahni (1976), and the existence
of a polynomial time approximation scheme for an arbitrary number of machines
was proved by Hochbaum and Shmoys (1987). Interestingly, it is not hard to see
that Graham’s (2−1/m)-approximation immediately carries over to the stochas-
tic setting. This is due to the fact that the respective arguments hold point-wise
for any possible realization of processing times, and, roughly said, the analysis is
simple enough to ‘withstand’ taking expectations. This has been observed already
by Chandy and Reynolds (1975); see also Section 3.6.
For different reasons, however, the mentioned approximation results for the
total weighted completion time objective do not immediately carry over to the
stochastic setting. In contrast to Graham’s result for the makespan objectiveCmax,
the approximation algorithms and analyses for the total weighted completion time
are somehow more sophisticated; once the processing times are stochastic, certain
arguments collapse. Due to the fact that we consider a linear objective function
which depends on the expected completion times of jobs, however, a polyhedral
approach via linear programming relaxations is in principle admissible: For the
stochastic setting, the performance space will be deﬁned as the vectors of ex-
pected completion times of jobs, for all (non-anticipative) scheduling policies,
Q := { (E[CP
1 (p p p)],...,E[CP
n (p p p)]) | P non-anticipative policy } ⊆ IRn, (3.1)42 APPROXIMATION IN STOCHASTIC SCHEDULING
where E[CP
j (p p p)] denotes the expected completion time for job j under policy P.
Since thedeﬁnitionofnon-anticipativepoliciesisrather general, basicallynothing
is known about the structure of the performance space Q; it is not even known if
its convex hull is polyhedral.
In this chapter, we will derive a class of valid inequalities for the performance
spaceQ of stochasticparallel machine scheduling. These valid inequalities nicely
generalize a class of valid inequalities which have been utilized before in deter-
ministic scheduling by Hall et al. (1997). Based on earlier work by Queyranne
(1993), we will further show that they can be separated in time O(nlogn). Then,
using appropriate linear programming relaxations, we derive constant-factor per-
formance guarantees for scheduling policies which are guided by optimal LP so-
lutions. Table 3.1 summarizes the main results that will be proved in this chapter.
To obtain our results, we not only revert to, but in fact generalize and extend
scheduling model worst case performance guarantee




































Table 3.1: Performance bounds for stochastic machine scheduling problems. The
parameter D is an upper bound on the squared coefﬁcient of variation CV2[p p pj] =
Var[p p pj]/E2[p p pj] for all processing time distributions p p pj. The parameter b >0 is ar-
bitrary. The last column showsthe results for b=1/
√
2 and CV[p p pj]61; the latter
condition particularly holds for uniform, exponential, or Erlang distributions.
some of the techniques that have been used before in the deterministic setting.
Essentially, this is the analysis of the linear programming based list scheduling
algorithms by Hall et al. (1997), and the analysis of a list scheduling algorithm
by Chekuri et al. (2001). We thus are able to derive different results for differ-
ent levels of generality: independent jobs, independent jobs with release dates,
precedence-constrained jobs, and precedence constrained jobs with release dates.
These results are the ﬁrst known constant-factor performance guarantees for the3.2 RELATED WORK IN STOCHASTIC SCHEDULING 43
respectivestochasticscheduling model. The results in the last column of Table 3.1
are particularly valid for processing time distributions which are NBUE, new bet-
ter than used in expectation (see Deﬁnition 3.4.4). This class particularly includes
the uniform, exponential, and Erlang distribution.
Most of the results presented in this chapter have been published in (M¨ ohring,
Schulz, and Uetz 1999) or (Skutella and Uetz 2001).
3.2 RELATED WORK IN STOCHASTIC SCHEDULING
As described before, the results of this chapter have their roots in the general
framework of polyhedral combinatorics, and they particularly build on related
work on deterministic scheduling problems. There is also a substantial literature
on stochasticmachinescheduling which is somehowrelated, although theapprox-
imation statusof theabovementionedproblems has hardly been addressed before.
Nevertheless, let us give a brief summary of the most relevant related literature.
Some of the results mentioned below are discussed in more detail in Chapter 2.
Most papers on stochastic machine scheduling problems focus on the iden-
tiﬁcation of optimal policies in certain, restricted models. The perhaps most
prominent results in stochasticmachine scheduling are the optimalityof the LEPT
and SEPT list scheduling policies for scheduling independent jobs with exponen-
tial processing times on parallel, identical machines. LEPT minimizes the ex-





, respectively. Weber (1982) generalizes these results to processing
time distributions with monotone failure rates, and Weber, Varaiya, and Walrand




even if the job processing times are only pairwise stochastically comparable. See
Section 2.3.1 forfurther details. Anotherresultby Pinedo and Weiss (1987)shows





processing times have the same mean. This result, however, is restricted to some-
what artiﬁcial processing time distributions which, in the words of the authors,
‘lend themselves to easy analysis’.




, it is well known that
the WSEPT rule is optimal for the special case of a single machine. This has
been ﬁrst observed by Rothkopf (1966), building on the classical result of Smith
(1956) for the corresponding deterministic scheduling problem 1||åwjCj; see
Section 2.3.2. Results for parallel, identical machines are more complex. The
WSEPT rule is known to be optimal whenever processing times are exponen-44 APPROXIMATION IN STOCHASTIC SCHEDULING
tially distributed, and additionally the job weights are compliant with the ratios of
weight to expected processing time. This was shown by K¨ ampke (1987), who also
presents some extensions of this result in (K¨ ampke 1989). See Section 2.3.1 for




in its full generality, Weiss (1990,
1992) analyzes the optimality gap of the WSEPT rule, and he derives an additive
performance bound which proves that it is asymptotically optimal under certain
assumptions on the input parameters of the problem. Later in this chapter we
will derive another result on the asymptotic optimality of the WSEPT rule in the
parallel machine setting (Section 3.5.2).
Only few results are available for the weighted completion time objective if
the jobs additionally have release dates or even precedence-constraints. For a
single machine, Pinedo (1983) shows that the preemptive version of the WSEPT
rule1 is optimal to schedule independent jobs with release dates and exponentially
distributed processing times. Apart from that, the special case of tree-like prece-
dence constraints has been analyzed to a certain extent, but only with respect to
the makespan objective. If all jobs are independent, identically and exponentially
distributed, Chandy and Reynolds (1975) show that a highest level ﬁrst policy
minimizes the expected makespan E[Cmax] for the special case of two machines
and in-tree precedence-constraints. Here, the level of a job simply denotes the
number of successors in the precedence graph. They also give counterexamples
for the case of more than two machines. Bruno (1985) extends this result by prov-
ing thathighestlevelﬁrst even minimizesthemakespan stochastically. Pinedoand
Weiss (1985) extend Chandy and Reynolds result to the case where the exponen-
tial processing time distributions of jobs of different levels may be different. This
result is again extended by Frostig (1988) to more general processing time dis-
tributions. For the case of more than two machines, Papadimitriou and Tsitsiklis
(1987) prove asymptotic optimality of a highest level ﬁrst policy. Their assump-
tions are that all processing times are independent and identically distributed, and
this distribution has ﬁnite moments of any order. This is particularly true for the
exponential distribution. Although somewhat counter-intuitive, results for out-
trees (out-forests) seem to be much more difﬁcult to obtain: Coffman and Liu
(1992) show that a preemptive highest level ﬁrst policy is optimal to minimize the
expected makespan for some rather restricted scenarios.
Let us conclude this brief overview with the following quotation, taken from
the survey paper on sequencing and scheduling by Lawler, Lenstra, Rinnooy Kan,
and Shmoys (1993, p.507).
1In the preemptive WSEPT rule the processing of jobs may be interrupted at any time, for
instance when other jobs are released. On a single machine, among all available jobs always one
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The results in stochastic scheduling are scattered, and they have been
obtained through a considerable and sometimes disheartening effort. In the
words of Coffman, Hofri, and Weiss (1989), ‘there is a great need for new
mathematical techniques useful for simplifying the derivation of results’.
The polyhedral approach to stochastic machine scheduling as presented in this
chapter can be seen as an attempt to provide at least some tools to derive approx-
imate solutions in stochastic scheduling. In this respect, it is interesting to note
that a similar polyhedral approach has also led to the derivation of new results in
the optimal control of other stochastic systems, e.g. by Bertsimas and Ni˜ no-Mora
(1996), Dacre, Glazebrook, and Ni˜ no-Mora (1999), and Glazebrook and Ni˜ no-
Mora (2001). We will postpone a discussion of these related results to Section 3.8
of this chapter.
3.3 LP-BASED APPROXIMATION IN STOCHASTIC
SCHEDULING
A scheduling policy is called an a-approximation if its expected performance
is within a factor of a of the optimal expected performance. To cope with the
input size of a stochastic scheduling problem, which includes non-discrete data in
general, we make the following convention. We assume that the input is speciﬁed
by the usual input data like the precedence digraph G = (V,A), the number of ma-
chines m, and the encoding lengths of weights wj and release dates rj (whenever
present). Moreover, the input includes the expected processing times E[p p pj] of the
jobs, and we assume that all expected processing times E[p p pj], j ∈V, are ﬁnite. Fi-
nally, as the sole stochastic information on the processing times, we assume that
the input contains an upper bound on the coefﬁcients of variation of all processing
time distributions p p pj, j ∈V.
Deﬁnition 3.3.1 (coefﬁcient of variation). The coefﬁcient of variation of a non-






Since Var(X) = E[X2]−E2[X], it is particularly sufﬁcient if all second mo-
ments E[p p p2
j] of the jobs’ processing time distributions are given. This notion of
input size is clearly motivated by the necessities of our analysis, but it can be very
well motivated also from a practical point of view. First, an estimation of the
expected processing times of the jobs is certainly the least one can ask for. More-
over, it seems extremely unrealistic that the exact distribution functions of the46 APPROXIMATION IN STOCHASTIC SCHEDULING
processing times of all jobs are known. An estimation of their expected process-
ing times, together with certain assumptions on the variance of the distributions
‘around them’, however, seems quiterealistic. Once an estimationfor thevariance
of the processing time of any job is given, an upper bound on the coefﬁcients of
variation follows.
At this point it is important to point out that our performance guarantees
hold with respect to the family of all scheduling policies in the sense of Deﬁ-
nition 2.1.2. In particular, an optimal policy, in the sense of Deﬁnition 2.1.5, may
take advantage of the complete knowledge of the (conditional) distributions of the
processing times, at any time. The algorithms we use, however, are only based
on the expected processing times of the jobs as well as an upper bound on their
coefﬁcients of variation. Let us deﬁne:
Deﬁnition 3.3.2 (approximation). If I denotes an instance of a stochastic
scheduling problem P, denote by ZP(I) is the expected objective value of some
scheduling policy P, and by ZOPT(I) the expected objective value of some optimal
scheduling policy. Then P is called an a-approximation if
ZP(I) 6 aZOPT(I)
for any given instance I of P. Moreover, it is required that such a policy P can be
computed in polynomial time with respect to the input size of the problem.
The value a is then called the performance guarantee of the algorithm. Apart
from some restricted scenarios as mentioned, e.g. in Section 2.3, optimal poli-
cies and the corresponding optimal value ZOPT are unknown in stochastic ma-
chine scheduling. Hence, in order to obtain performance guarantees for certain
schedulingpolicies weobviouslyrequire lowerboundson theoptimalvalueZOPT.
One possibility to obtain lower bounds is by means of linear programming relax-




wjCj | C ∈ Q }.
Since there is virtually no hope to completely characterize the (convex hull of the)
performance space in general, we approximate Q by a polyhedron P which is
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and denote by CLP = (CLP
1 ,...,CLP
n ) some optimal solution for this relaxation,
with objective value ZLP. If the linear program captures sufﬁcient structure of the
original problem, the order of the jobs according to nondecreasing values of LP
completion times CLP
j is a promising priority list that can be used to deﬁne some
list-based scheduling policy. If P denotes such a policy, with expected objective
value ZP, clearly
ZLP 6 ZOPT 6 ZP,
and the goal is to prove
ZP 6 a ZLP,
for some a > 1. This leads to a performance guarantee of a for the scheduling
policyPand also toa(dual)performanceguarantee forthequalityoftheLPlower
bound:




The linear programming relaxation is then called an a-relaxation. This is the the
basic framework that will be used to derive the results mentioned in Table 3.1 of
the introduction. We will, however, not necessarily use the linear programming
lower bound exclusively. In some scenarios, in addition to the LP lower bound we
require otherlower boundson the optimalobjectivevalue ZOPT. In such situations
itisnotnecessarilythecasethatZP 6aZLP, and theperformancebound1/aneed
not hold for the quality of the linear programming lower bound.
3.4 VALID INEQUALITIES FOR STOCHASTIC SCHEDULING:
STOCHASTIC LOAD INEQUALITIES
In a polyhedral study of the single machine scheduling problem 1||åwjCj,
















for all W ⊆V. (3.3)
Here, pj denote the deterministic processing times of the jobs and Cj are the
completiontimesofany scheduleon asinglemachine. Theprooffollowsfrom the
fact that for any subset W the WSPT rule yields an optimal schedule. If wj = pj
however, any order of the jobs is WSPT, hence the minimal objective value is48 APPROXIMATION IN STOCHASTIC SCHEDULING
independent of the order of the jobs, and it is exactly the right hand side of (3.3).
These inequalities, also known as ‘load inequalities’, exactly deﬁne the facets of
the performance space of the single machine scheduling problem. If Q denotes
the set of all feasible schedules on a single machine, in terms of completion times
of jobs, then:
Theorem 3.4.1 (Queyranne 1993). Consider a deterministic single machine
scheduling problem. Then the convex hull conv(Q) of the set of feasible sched-
ules has exactly 2n −1 facets, and they are deﬁned by inequalities (3.3) for all
nonempty subsetsW ⊆V.
In fact, Queyranne (1993) thereby gives a polyhedral proof of the classical re-
sult of Smith (1956), the optimality of the WSPT rule. Let us refer to Section 3.7
for a discussion. It should be mentioned that Queyranne and Wang (1991) could
even derive a complete polyhedral description of the set of all feasible schedules
on a single machine when the jobs are subject to series-parallel precedence con-
straints.
Such polyhedral results are no longer known for the parallel machine case.
Nevertheless, Schulz (1996b, Lemma 7) generalizes inequalities (3.3) to the par-
















j for allW ⊆V. (3.4)
The proof uses the fact that in a parallel machine schedule, (3.3) holds for the
subset of jobs that is scheduled on each machine. Summing up over all machines,
inequalities (3.4) then follow utilizing the Cauchy-Schwarz inequality. Although
inequalities (3.4) do no longer provide a complete polyhedral description for the
parallel machine case, they are useful to derive near optimal schedules based on
linear programming relaxations (Hall, Schulz, Shmoys, and Wein 1997).
3.4.1 Valid inequalities for stochastic scheduling
The following class of valid inequalities extends (3.4) to stochastic parallel
machine scheduling. They are crucial for all our subsequent results.
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j∈W

















Var[p p pj] for allW ⊆V.
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Theorem 3.4.2. For any policy for stochastic parallel machine scheduling, in-
equalities (3.5) are valid for the expected completion times E[Cj(p p p)], j ∈V.
Proof. Consider any policy P and any ﬁxed realization p of the processing times.
Let Sj(p) denote the corresponding start time of job j subject to policy P and
realization p. Since (S1(p),...,Sn(p)) deﬁnes a feasible schedule for the given































for any W ⊆ V. Recall the connection between the distributions for processing
and start times of jobs. Due to the non-anticipative character of policies and since
processing times are independent, the random variables for the processing time
p p pj and the start time Sj(p p p) are stochastically independent, for all jobs j ∈ V.
This yields in particular E[p p pjSj(p p p)] = E[p p pj]E[Sj(p p p)] for all j ∈V. Furthermore,
recalling that Var[p p pj] = E[p p p2
j] −E[p p pj]2, taking expectations in (3.6) yields
å
j∈W













































Var[p p pj] for allW ⊆V.
Now, E[Cj(p p p)] = E[Sj(p p p)]+E[p p pj] concludes the proof.
Notice that the stochastic load inequalities (3.5) exactly correspond to the de-
terministic counterpart (3.4), except for the last term which involves the variance
of the jobs’ processing times. Hence, inequalities (3.5) generalize the determinis-
tic load inequalities (3.4). As we will see in Section 3.5.2, this additional term is
in fact necessary. Gideon Weiss (1999, personal communication) suggested that
an alternate proof of the validity of inequalities (3.5) can be obtained on the basis
of (Weiss 1990), where an exact formula for the left-hand side of (3.5) is derived
for the class of non-idling policies.50 APPROXIMATION IN STOCHASTIC SCHEDULING
Notice further that the above proof requires the non-anticipativity of policies
as well as the independence of processing times. The reason is that the identity
E[p p pj]E[Sj(p p p)] = E[p p pjSj(p p p)] is used. In fact, even ‘>’, in other words the negative
correlation of the random variables p p pj and Sj(p p p), would sufﬁce to prove the the-
orem. However, E[p p pj]E[Sj(p p p)] > E[p p pjSj(p p p)] need no longer be true if a policy is
allowed to be anticipative, since p p pj and Sj(p p p) may be positively correlated (that
is, E[p p pj]E[Sj(p p p)] < E[p p pjSj(p p p)]). Consider, for instance, the situation of Exam-
ple 2.1.4 on page 19 and an anticipative ‘policy’ that schedules job 1 at time 0
if p1 = 1 and at time 2 if p1 = 3. Then E[p p p1]E[S1(p p p)] = 2 < 3 = E[p p p1S1(p p p)].
Also if the processing times are no longer independent, simple counter-examples
show that p p pj and Sj(p p p) need not be negatively correlated. Such counter-examples
even exist under the assumption of non-anticipativepolicies, and if the processing
times are associated 2.
With an additional assumption on the second moments of all processing time
distributions, one can rewrite (3.5) more conveniently. To this end, assume that
the coefﬁcients of variation of all processing time distributions p p pj are bounded by
a constant
√
D, for some D > 0, that is
CV[p p pj] =
q
Var[p p pj]/(E[p p pj]) 6
√
D for all jobs j ∈V . (3.7)





















for all W ⊆V.
(3.8)




E[p p pj]E[Cj(p p p)] > f(W) for all W ⊆V. (3.9)
Corollary 3.4.3. Consider any policy for stochasticparallel machine scheduling.
If CV[p p pj]6
√
D for all p p pj, j ∈V, and some D>0, then inequalities (3.9) are valid
for the expected completion times E[Cj(p p p)], j ∈V.
2The random variables p p p1,p p p2,...p p pn are associated if f(p p p) and g(p p p) are positively correlated
for all non-decreasing functions f and g for which the corresponding expectations exist. Here,
p p p =(p p p1,p p p2,...p p pn), and f,g :IRn →IR; see Esary, Proschan, and Walkup (1967)for furtherdetails
on association of random variables.3.4 STOCHASTIC LOAD INEQUALITIES 51
Anupperboundonthecoefﬁcientsofvariationoftheprocessingtimedistribu-
tions p p pj seems to be a reasonable assumption for many scheduling problems. For
instance, assume that job processing times follow so-called NBUE distributions.
Deﬁnition 3.4.4 (NBUE). A non-negativerandomvariableX is NBUE, ‘new bet-
ter than used in expectation’, if
E[X −t|X > t] 6 E[X] for all t > 0.
Here, E[X −t|X > t] is the conditional expectation of X −t under the assump-
tion that X > t. The term NBUE has its roots in reliability analysis, where the
‘time to failure’ or ‘mean residual life’ of random processes is analyzed. Let us
refer to Barlow and Proschan (1975) or Høyland and Rausand (1994). If the job
processing time distributions are NBUE, the expected remaining processing time
of any job j never exceeds its total expected processing time. Roughly said, when
processing times are NBUE, on average it is not disadvantageous to process a job.
In fact, the class of NBUE distributions includes many other, well known
classes of distributions. For instance, it includes the class of so-called IFR distri-
butions, distributionswith anon-decreasing failurerate. In thecontextofschedul-
ing, Pinedo (1995)calls thesedistributionsICR, distributionswith non-decreasing
completionrate. Anon-negativerandomvariableX isIFR(ICR), ifthefailurerate
(completion rate) is an increasing function of t. The failure rate (completion rate)





P(X 6 t+e)−P(X 6t)
P(X > t)
.
For a discrete random variable X, h(t) = P(X = t)/P(X > t). For instance, the
uniform distribution3 as well as the Erlang distribution4 have an increasing failure
rate. The exponential distribution has a constant failure rate. All these distribu-
tions are particularly NBUE. For NBUE distributions, the following is known.
Proposition 3.4.5 (Hall and Wellner 1981). If a random variable X is NBUE,
then the coefﬁcient of variation CV[X] is bounded by 1, that is CV[X] 6 1, and
the exponential distribution is the only distribution where CV[X] = 1
Hence, if all processing times are NBUE, inequalities (3.9) can be simpliﬁed
considerably, since the second term in the deﬁnition of the set function f in (3.8)
3If X is uniform on an interval [a,b], then P(X >t) = (b−t)/(b−a)for a 6t 6 b.
4The Erlang distribution with parameters l > 0 and k ∈ IN is the k-fold convolution of the
exponential distribution. If X is Erlang(k) with parameter l, then P(X >t) =å
k−1
i=0(lt)ie−lt/(i!).
The distribution is named after Agner Krarup Erlang (1878–1929),a Danish mathematician.52 APPROXIMATION IN STOCHASTIC SCHEDULING
can be neglected. Instead of (3.9), we then have
å
j∈W












for all W ⊆V
for any scheduling policy in stochastic parallel machine scheduling.
3.4.2 Polynomial time separation
With respect to the efﬁcient solution of linear programming relaxations, an
important feature of the load inequalities (3.9) is that their right hand side, the set
function f deﬁned in (3.8), is supermodular.
Deﬁnition 3.4.6 (supermodularity). A set function f : 2V → IR is called super-
modular if
f(U ∩W)+ f(U ∪W) > f(U)+ f(W) for all U,W ⊆V.
Moreover, f : 2V → IR is called submodular if (−f) is supermodular, and f is
called modular if it is both sub- and supermodular. Another useful characteriza-
tion of supermodularity is the following. It shows that supermodularity of a set
function can be interpreted as an analogue to convexity of a continuous function.
Proposition 3.4.7 (Lov´ asz 1982). A set function f : 2V → IR is supermodular if
and only if the derived set functions
fk(W) := f(W ∪{k})− f(W), W ⊆V \{k},
are monotone non-decreasing, that is fk(U) 6 fk(W) forU ⊆W, for all k ∈V.
Using Proposition 3.4.7, it is not hard to verify the following.
Lemma 3.4.8. The set function f : 2V → IR deﬁned in (3.8) is supermodular.
Proof. We useProposition3.4.7. LetW ⊆V and k∈V \W. Then, usingtheabove
deﬁnition of fk, elementary calculations show that





E[p p pj] +
1
m






Since the expected processing times E[p p pj] are non-negativefor all j ∈V, this term
is obviously non-decreasing inW.3.4 STOCHASTIC LOAD INEQUALITIES 53
Due to the supermodularity of the set function f deﬁned in (3.8), it follows
that the class of linear inequalities
å
j∈W
E[p p pj]Cj > f(W) for all W ⊆V (3.10)
can be separated in polynomial time. In other words, for a given non-negative
vector y ∈ IRn one can decide in polynomial time if y is contained in the poly-
hedron that is deﬁned by inequalities (3.10), and if not, one can ﬁnd a violated
inequality in polynomial time. The reason is that the determination of the most
violated inequality, if any, is the following maximization problem.
max
W⊆V
g(W) where g(W) := f(W)− å
j∈W
E[p p pj]yj. (3.11)
Since g:2V →IR is again supermodular, this maximizationproblem can be solved
in strongly polynomial time (Gr¨ otschel, Lov´ asz, and Schrijver 1988; Iwata, Fleis-
cher, and Fujishige 2000; Schrijver 2000). It will be shown next that the su-
permodular function maximization problem (3.11), and hence also the separation
problem for inequalities (3.10), can be solved even in time O(nlogn). To this
end, we use similar ideas as Queyranne (1993, Section 5).
Lemma 3.4.9. LetW∗ be a set that maximizes the set function g in (3.11), and let
without loss of generalityW∗ be inclusion-minimal. Then















E[p p pj] −
(m−1)(D−1)
2m
E[p p pk]− yk
￿
.
Since W∗ is inclusion-minimal, E[p p pk] > 0 and the ﬁrst claim follows. For the
reverse direction, let (åj∈W∗E[p p pj])/m > (m−1)(D−1)E[p p pk]/(2m)+yk and sup-
pose k 6∈W∗. But since
g(W∗∪{k})−g(W∗)





E[p p pj] −
(m−1)(D−1)
2m






we have g(W∗∪{k}) > g(W∗), a contradiction to the deﬁnition ofW∗.54 APPROXIMATION IN STOCHASTIC SCHEDULING
Therefore, we obtain:
Corollary 3.4.10. Let W∗ be a set that maximizes the set function g of (3.11). If
i ∈W∗ for some i ∈V, we have j ∈W∗ for every j ∈V with
(m−1)(D−1)
2m




Thus, in order to maximize the set function g in (3.11), we just sort the jobs
in nondecreasing order of ((m−1)(D−1)E[p p pj])/2m+yj. Assume without loss
of generality that this order is given by 1,2,...,n, then the maximizer of g must
be one of the nested sets / 0, {1}, {1,2}, ... , V. Consequently, the maximization
problemforgcan besolvedinO(nlogn)time, andweconcludewiththefollowing
theorem.
Theorem 3.4.11. The separationproblem for inequalities (3.10) can be solved in
time O(nlogn).
3.5 SCHEDULING INDEPENDENT JOBS
In this section, we consider independent jobs in the sense that there are no
precedence constraints among the jobs. (Not to be mistaken with the stochastic
independence of the jobs’ processing times, which is always assumed.) We derive
constant worst case performance guarantees for list scheduling policies which are
guided by linear programming relaxations.
3.5.1 Jobs with release dates




. The ﬁrst ingredient in the develop-
ment of a near-optimal policy is an upper bound on the expected completion times
whenever the jobs are scheduled according to a job-based list scheduling policy.
(Recall Algorithm 2 on page 31.). The following lemma is a generalization of a
corresponding bound for the deterministic case (Phillips et al. 1995; Hall et al.
1997). For the deterministic case without release dates, a similar bound already
appears in the paper by Eastman et al. (1964).
Lemma 3.5.1. For any instance of P|rj|∗ and a job-based list scheduling policy
that schedules the jobs in the order 1,2,...,n, the expected completion time of any
job j ∈V fulﬁlls
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Proof. For any job j, let us deﬁne an auxiliary job-based list scheduling pol-
icy P(j) that also schedules the jobs in the order 1,2,...,n, except that it starts
scheduling at time maxk=1,...,jrk. For any realization p = (p1,...,pn) of the pro-
cessing times, an easy inductive argument shows that under policy P(j), job j
is started no earlier than under the original policy. (Notice that it is crucial to
use job-based list scheduling here, due to the existence of release dates.) Hence,
it sufﬁces to show that the claim holds for P(j). Let Sj(p) be the start time
of job j under policy P(j). By deﬁnition, policy P(j) does not insert any idle













Figure 3.1: Illustration for the proof of Lemma 3.5.1.
maxk=1,...,jrk+(1/m)å
j−1













where Cj(p) is the completion time of job j under policy P(j). Hence, (3.12)
holds point-wise for policy P(j). A fortiori, the claim holds point-wise for the
original list scheduling policy. Taking expectations yields the desired result.
Noticethatin theaboveproofwecruciallyneed toconsiderjob-basedlistschedul-
ing policies insteadof greedy list schedulingpoliciesof theGraham typeif release
dates are present. If release dates are absent, clearly maxk=1,...,jrk = 0 and the
claim also holds for Graham’s list scheduling.
The second ingredient establishes the critical linkage between the LP solution
and the value obtained from an LP-based priority policy; it is again a generaliza-
tion of a corresponding result in deterministic scheduling (Hall et al. 1997).56 APPROXIMATION IN STOCHASTIC SCHEDULING
Lemma 3.5.2. Let m > 1 and C ∈ IRn be any point which satisﬁes inequalities
(3.10) for some D > 0, as well asCj > E[p p pj] for all j ∈V. Assume without loss of













Cj for all j ∈V .
Proof. Consider any set {1,..., j}, j ∈ V. Then, due to inequalities (3.10) and























We divide by å
j


















Now consider the case D 6 m/(m−1). Then the last term is non-negative, and
thus (1/m)å
j
























k=1E[p p pk] 6 (1+D(m−1)/m)Cj, and the claim follows.
We are now ready to analyze the following LP-based list scheduling policy
for stochastic parallel machine scheduling with release dates. Suppose that the
squared coefﬁcient of variation of all processing time distributions p p pj, j ∈ V, is
bounded from above by some D > 0. Then inequalities (3.9) are valid for any
scheduling policy P, and inequalities (3.10) deﬁne an LP relaxation of the perfor-
mance space. Moreover, the expected completion times which correspond to P
additionally fulﬁll
E[Cj(p p p)] > rj + E[p p pj] for all j ∈V. (3.13)3.5 SCHEDULING INDEPENDENT JOBS 57
The validityofinequalities(3.13)followsimmediatelyfrom thefact that theyhold
pointwise, that is, for any realization of the processing times. We thus consider






E[p p pj]Cj > f(W), W ⊆V ,
Cj > rj+E[p p pj], j ∈V ,
(3.14)
where the right hand side f(W) is given by (3.8), for all W ⊆V. Let CLP denote
an optimal solution for (3.14), and deﬁne a priority list L according to the order
given by non-decreasing LP completion timesCLP
j .




with CV[p p pj] 6
√
D for
all p p pj and some D > 0. Let L be a priority list according to an optimal solution of
linear programming relaxation (3.14). Then job-based list scheduling according








Before we prove the theorem, let us brieﬂy comment on the polynomial time
solvability of linear program (3.14). We have already shown that inequalities
(3.10) can be separated in polynomial time (Theorem 3.4.11). In addition, (3.14)
has exactly n inequalities of the type (3.13). Hence, the separation problem for the
polyhedron deﬁned by (3.14) can be solved in polynomial time, and an optimal
LP solution can be computed in polynomial time via the polynomial equivalence
of optimization and separation (Gr¨ otschel et al. 1988). After having proved The-
orem 3.5.3, we additionally show that linear program (3.14) can be solved even in
time O(n2) by purely combinatorial methods.




n . Then consider some job j and observe that maxk=1,...,jrk 6CLP
j , since




1 . Hence, we can apply Lemma 3.5.1. Using that fact that E[p p pj] 6CLP
j
we obtain
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for all jobs j ∈V. Since E[p p pj] 6CLP
j for all j ∈V, CLP fulﬁlls the conditions of
Lemma 3.5.2. This yields












for all jobs j ∈ V. Hence, åj∈V wjE[Cj(p p p)] 6 aåj∈V wjCLP
j with a as deﬁned
above. The fact that linear program (3.14) is a relaxation of the scheduling prob-
lem concludes the proof.
In addition, it follows that the linear programming relaxation (3.14) is an a-
relaxation with a as deﬁned above. If all processing times are independent and
identically distributed according to an exponential distribution, the result of The-
orem 3.5.3 can be improved to a 3-approximation; see Section 3.5.3. If the
coefﬁcient of variation CV[p p pj] of the processing time distributions is bounded
by m/(m − 1), Theorem 3.5.3 yields a worst case performance guarantee of
(4−1/m). This is particularly true for all NBUE distributions,where CV[p p pj]61.
Notice that, for the special case of deterministic processing times, the bound
(4−1/m) has already been known before (Hall et al. 1997). In deterministic
scheduling, it could be improved subsequently by more sophisticated techniques,
and a polynomial time approximation scheme has been developed recently by
Afrati et al. (1999).
Let us now present a combinatorial O(n2) time algorithm to solve LP re-
laxation (3.14). The proof is by showing that the underlying polyhedron is in
fact a so-called supermodular polyhedron. To this end, we use a result of Fu-
jishige (1991), and we exploit the O(n logn) separation algorithm presented in
Section 3.4.2. Notice that this is of interest in the deterministic case as well, since
it turns some approximation algorithms presented in (Hall et al. 1997), which so
far relied on the ellipsoid method, into combinatorial algorithms.
First, let us deﬁne a polyhedron which is associated to a supermodular set
function f with f(/ 0) = 0 by
P(f) := {x ∈ IRn | å
j∈W
xj > f(W) for all W ⊆V}.
P(f) is called the supermodular polyhedron associated to f. A submodular poly-
hedron is deﬁned analogously with ‘6’ and a submodular function f. Notice that
the terminology is not uniform. Super- or submodular polyhedra are also called
polymatroids. However, the term polymatroid is mostly used for the intersection
of a submodularpolyhedron with the non-negativeorthant IRn
+. Let us refer to Ed-
monds (1970) or Gr¨ otschel, Lov´ asz, and Schrijver (1988). Let wj > 0 for j ∈V.3.5 SCHEDULING INDEPENDENT JOBS 59




subject to x ∈ P(f),
(3.15)
are solved by the greedy algorithm (Edmonds 1970). An optimal solution for
(3.15) is given by
x∗
j = f({1,..., j})− f({1,..., j−1}) for j = 1,...,n,
where we assumed that w1 > w2 > ··· > wn, and f({1,..., j}) = f(/ 0) = 0 for
j = 0. The term greedy algorithm is justiﬁed since the values x∗
j are computed as
follows (for w1 > w2 > ··· > wn):
x∗
1 = min{x1|x ∈ P(f)},
x∗




n = min{xn|x ∈ P(f),xj = x∗
j for j = 1,...,n−1}.
Under the assumption that the required n function values of f can be computed
in linear time, the time complexity of Edmonds’ greedy algorithm is O(n logn),
the time required to sort the wj’s. Now consider the LP relaxation (3.14), and
for convenience of notation substitute E[p p pj]Cj by variables xj (we may assume
without loss of generality that E[p p pj] > 0 for all j ∈ V). Deﬁne yj := rj +E[p p pj],








xj > f(W), W ⊆V ,
xj > E[p p pj]yj, j ∈V .
(3.16)
Fujishige (1991, Section II.3.1) calls such a polyhedron the reduction of the su-
permodular polyhedron P(f) by the vector (E[p p p1]y1,...,E[p p pn]yn). It is the inter-
section of the supermodular polyhedron P(f) with the cone which is given by the
inequalities xj > E[p p pj]yj, j ∈V. To see that this polyhedron is again supermodu-
lar, deﬁne the auxiliary set function
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Lemma 3.5.4. The set function ˆ f : 2V → IR is supermodular. Furthermore, the
polyhedron given by (3.16) is exactly the supermodular polyhedron
P( ˆ f) = {x ∈ IRn | å
j∈W
xj > ˆ f(W) for all W ⊆V}.
For a proof we refer to (Fujishige 1991, Theorem 3.3), where an analogous result
is proved for submodular polyhedra. The main idea is as follows. The super-
modularity of ˆ f follows from the observation that fmax(W) := maxU⊆W f(U) is
supermodular whenever f is supermodular (Lov´ asz 1982, Proposition 2.1). The
proof of the identity of the polyhedra is basic by showing that either of them is
contained in the other.







subject to x ∈ P( ˆ f),
using Edmonds’ greedy algorithm. Assuming without loss of generality that
w1/E[p p p1] > w2/E[p p p2] > ··· > wn/E[p p pn], an optimal solution for linear program
(3.16) is thus given by
x∗
j = ˆ f({1,..., j})− ˆ f({1,..., j−1}) for j = 1,...,n,
where again ˆ f({1,..., j}) = f(/ 0) = 0 for j = 0. In the remainder, we show that
the required function values ˆ f({1,..., j}), j = 1,...,n, can be computed in total
time O(n2). To see this, observe that
ˆ f(W) = å
j∈W
E[p p pj]yj + max
U⊆W
g(U),
where g is the supermodular set function deﬁned earlier in (3.11) in Section 3.4.2.
Hence, the computation of a single function value for ˆ f reduces to the previ-
ously discussed supermodular function maximization problem for g. The time
complexity to solve this problem for a given set W ⊆ V is O(|W| log|W|), see
Section 3.4.2. The bottleneck of the maximization algorithm for g was the sorting
of the jobs according to Corollary 3.4.10. Since the sorting needs to be done only
once for the computation of all values maxU⊆{1,...,j}g(U), j = 1,...,n, the total
required time is O(n2). We thus conclude with the following theorem.
Theorem 3.5.5. The linear programming relaxation (3.16), respectively (3.14),
can be solved in time O(n2).3.5 SCHEDULING INDEPENDENT JOBS 61
For the sake of completeness, Algorithm 3 shows how to compute all values
ˆ f({1,..., j}) in time O(n2).
Algorithm 3: Efﬁcient computation of ˆ f({1,..., j}), j = 1,...,n.
input : D, m, and E[p p pj], yj for all j = 1,...,n.
output : ˆ f({1,..., j}) for all j = 1,...,n.
initialize List L ← / 0, å1 ← 0;
for j = 1,...,n do
å1 ← å1+E[p p pj]yj;
insert j into list L according to nondecreasing
values (m−1)(D−1)E[p p pj]/(2m)+yj;
initialize å2 ← 0; g ← 0; gmax ← 0;
for k = 1,... j in the order given by list L do









if g > gmax then
gmax ← g;
å2 ← å2+E[p p pk];
output ˆ f({1,..., j}) = å1+gmax;
3.5.2 Jobs without release dates






policy which has a performance guarantee of 2− 1
m +max{1, m−1
m D}. However,
for this case we can improve the result by considering the WSEPT rule and a
different LP relaxation which allows us to explicitly exploit the structure of an
optimalLPsolutionwithintheanalysis. Recall thattheWSEPT ruleisnothingbut
Graham’s list scheduling according to non-increasing ratios wj/E[p p pj]: whenever
a machine is or falls idle, schedule the job(s) with highest ratio wj/E[p p pj] among
the jobs not yet scheduled.




with CV[p p pj] 6
√
D for
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E[p p pj]Cj > f(W), W ⊆V ,
(3.17)
where again f is given by (3.8). Since f is a supermodular set function, and
therefore the polyhedron given by (3.17) is a supermodular polyhedron, an opti-
mal solution for (3.17) can be computed using Edmonds’ greedy algorithm (see
page 59ff. in Section 3.5.1). Under the assumption that w1/E[p p p1] > w2/E[p p p2] >
··· > wn/E[p p pn], an optimal LP solution is given by
CLP
j =
f({1,..., j})− f({1,..., j−1})
E[p p pj]
,









E[p p pk] −
(m−1)(D−1)
2m
E[p p pj], (3.18)
for all j ∈ V. Let us denote by E[Cj(p p p)] the expected completion time of job j
under the WSEPT rule. Then Lemma 3.5.1 yields


























Since linear program (3.17) is a relaxation for the scheduling problem and since
åj∈V wjE[p p pj] is a lower bound on the expected performance of any scheduling
policy, the claimed results follows.
It is clear from the proof of Theorem 3.5.6 that apart from the above worst case
ratio an additive performance guarantee for the WSEPT rule can be derived as
well. Denote by ZWSEPT the expected performance of the WSEPT rule, and by
ZOPT the expected performance of an optimal scheduling policy.3.5 SCHEDULING INDEPENDENT JOBS 63




with CV[p p pj] 6
√
D for
all p p pj and some D > 0. Then




wjE[p p pj] .
Moreover, with a uniform bound on weights and expected processing times of
the jobs, we obtain asymptoticoptimalityfor the performance of the WSEPT rule.




, if CV[p p pj] 6
√
D for all p p pj
and some 0 6 D < ¥, and if there exists some e > 0 such that e 6 wj 6 1/e and
e 6 E[p p pj] 6 1/e for all j ∈V, and if m/n → 0 as n → ¥, then
ZWSEPT−ZOPT
ZOPT → 0 as n → ¥.
Proof. First assume without loss of generality that w1/E[p p p1] > w2/E[p p p2] > ··· >
wn/E[p p pn]. Now deﬁne ZOPT







1 is the optimal value for a single machine problem, since the
optimal policy on a single machine is WSEPT (Rothkopf 1966). Moreover, ZOPT
n




















Under the condition that the weights and expected processing times are uniformly
bounded, ZOPT
1 ∈ Q(n2) and ZOPT
n ∈ Q(n). Hence, the asymptotic behavior of
(3.19) depends on the ratio m/n.
Similarconsiderationsshowthat, subject tothesameconditions,theLP relaxation
(3.17) is also asymptotically tight. Corollary 3.5.7 and Theorem 3.5.8 in fact
complement a previous result by Weiss (1990, 1992).
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where W>0 is an upperbound on thesecond moment of theremainingprocessing
















dp p pj(x) > 0
)
.
With the assumption that W is ﬁnite, and appropriate bounds on the weights
and expected processing times of jobs, Weiss (1990) has thus also proved asymp-
totic optimality of WSEPT for a wide class of processing time distributions. The
requirement that W is ﬁnite, however, immediately yields that all second moments
of processing times are ﬁnite, and hence also the coefﬁcient of variation of all
processing times of jobs is ﬁnitely bounded.
Observation 3.5.10. Under the assumption that weights wj and expected pro-
cessing times E[p p pj], j ∈ V, are uniformly bounded, the asymptotic optimality of
the WSEPT rule of Theorem 3.5.8 generalizes Weiss’ asymptotic optimality result
implied by Theorem 3.5.9 to a larger class of processing time distributions.
An example where the above deﬁned parameter W is inﬁnite is the Weibull
distribution5 with shape parameter 0 < a < 1 (Weiss 1990). The coefﬁcient of
variation of the Weibull distribution, however, is ﬁnite for any ﬁxed shape param-
eter a>0. Hence, Theorem 3.5.8yieldsasymptoticoptimalityoftheWSEPT rule
also for this class of distributions, whereas Weiss’ result does not. Note, however,
that one can construct examples which show that neither of the two above addi-
tive bounds in Corollary 3.5.7 and Theorem 3.5.9 dominates the other, hence our
analysis in fact complements Weiss’ analysis of the quality of the WSEPT rule in
stochastic machine scheduling.
Theorem 3.5.6 also implies a performance guarantee of 3/2−1/2m for the
WSPT rule in deterministic scheduling. This result can alternatively be derived
using the bounds by Eastman, Even, and Isaacs (1964). They have proved:















It has an increasing (decreasing)failure rate for a >1 (0<a <1). The distribution is named after
Wallodi Weibull (1887–1979),a Swedish scientist and engineer.3.5 SCHEDULING INDEPENDENT JOBS 65
where ZOPT
m denotes the cost of an optimal schedule on m parallel machines and
ZOPT


















k=1 pk if w1/p1 > ··· > wn/pn, which follows
from the optimality of the WSPT rule for a single machine (Smith 1956). Obvi-
ously, the above bounds yield that the WSPT rule has a worst case performance
guarantee of 3/2−1/(2m). However, their bounds as well as the corresponding
performance guarantee of 3/2−1/(2m) are no longer valid in the stochastic set-
ting, as will become clear in Example 3.5.12 below. In fact, Kawaguchi and Kyan
(1986) show that the worst case performance ratio of WSPT in the determinis-
tic setting is exactly (
√
2+1)/2 ≈ 1.21. Again, their techniques do not apply if
processing times are stochastic, and Example 3.5.12 reveals that their worst case
bound does not hold in this case either.
Example 3.5.12. Consider a set of 4 jobsV = {1,...,4} which have to be sched-
uled on m = 2 machines. All jobs have weight 1, i.e., the objective is the expected




. Let 0 < e < 1. Jobs 1 and 2 have processing time
e with probability 1−e and processing time 1/e with probability e, independent
of each other. Then the expected processing time of these jobs is 1+e−e2, which
we let be the deterministic processing time of the remaining jobs 3 and 4.
Since all jobs have the same expected processing time, the expected total com-
pletion time on a single machine is ZOPT
1 = 10 for e → 0 for any priority policy.
For the parallel (two) machine case, elementary calculations show that the opti-
mal policy is to schedule according to the priority list 1 < 2 < 3 < 4 if e is small
enough, and we obtain an expected total completion time of ZOPT
m = 4 for e → 0.
Moreover, since all jobs have identical expected processing times, any priority
policy is SEPT (or WSEPT) in this example. Scheduling according to the priority
list 3 < 4 < 1 < 2 yields an expected total completion time of 6 for e → 0.
The example shows that the performance of SEPT (or WSEPT) may differ
from the optimal value by a factor arbitrarily close to 3/2. In other words, the
deterministic worst case guarantee 3/2−1/(2m) and, a fortiori, (
√
2+1)/2 does
not hold for the WSEPT rule in the stochastic setting. Moreover, in sharp con-
trast to the deterministic model and the above mentioned bound by Eastman et al.
(1964), we obtain ZOPT
1 /m > ZOPT
m for this example. Notice that ZOPT
1 /m can be
interpreted as the optimal expected value on one machine which works m times
faster. What is quiteremarkableaboutthis phenomenonisthat in severalqueueing66 APPROXIMATION IN STOCHASTIC SCHEDULING
models it is well known (and considered folklore) that the performance of one fast
server with speed m is better than the performance of m slow servers with speed 1.
This is true, e.g., for multi class queueing networks and the objective to mini-
mize average holding costs (Glazebrook and Ni˜ no-Mora 2001). In the stochastic
machine scheduling model considered here, this is not the case.





there exist instances where the optimal scheduling policy on m par-
allel, identical machines yields a better expected performance than the optimal
scheduling policy on a single machine which works m times as fast.
However, the proof of Theorem 3.5.6 yields the following generalization of
the lower bound by Eastman et al. (1964) to stochastic machine scheduling.




, if CV[p p pj] 6
√
D for all p p pj












wjE[p p pj], (3.20)
where ZOPT
m denotes the optimal value for a parallel machine problem on m ma-
chines, and ZOPT
1 is the optimal value of the same instance on a single machine.
Proof. Again, assume without loss of generality that w1/E[p p p1] > w2/E[p p p2] >





k=1E[pk], the right-hand side of (3.20) is
precisely the value of an optimal solution for the LP relaxation (3.17), and this a
lower bound on ZOPT
m .
This particularly shows that for D 6 1 (e.g. NBUE distributions) the single ma-
chine problem with an m-fold faster machine is a relaxation for the corresponding
problem on m parallel machines. Moreover, Example 3.5.12 not only reveals that
the condition D 6 1 is necessary for the validity of the fast single machine relax-
ation, but it also shows that — in contrast to the deterministic case — a negative
term in the right-hand side of the stochastic load inequalities (3.5) is necessary as
well.
3.5.3 Exponentially distributed processing times
For NBUE processing times, the results of the last two sections imply a per-
formance guarantee of 4−1/m for the problem with release dates, and a perfor-
mance guarantee of 2−1/m for the WSEPT rule for the problem without release3.5 SCHEDULING INDEPENDENT JOBS 67
dates. These bounds can be further improved if all processing times are indepen-
dent identically distributed according an exponential distribution6. The reason is
that, in comparison to Lemma 3.5.1, one can derive a stronger upper bound on the
completion time of any job, due to the memory-less property of the exponential
distribution. This idea is based on a discussion with Kevin Glazebrook (1999,
personal communication).
Lemma 3.5.15. Consider an instance of P|rj|∗ where all processing times p p pj are
independent identically distributed according an exponential distribution. Given
a job-based list scheduling policy that schedules the jobs in the order 1,2,...,n,
then for all j 6 m,
E[Cj(p p p)] = rj + E[p p pj],
and for all j > m,











Moreover, equality holds in (3.21) if release dates are absent.
Proof. The ﬁrst statement is trivial. So consider some job j > m. As in the proof
of Lemma 3.5.1, it sufﬁces to prove the claim for job-based list scheduling poli-
cies P(j), j ∈ V, which also schedule the jobs in the order 1,2,...,n, but start
scheduling at time maxk=1,...,jrk. Let p = (p1,...,pn) be a realization of the pro-
cessing times, and let Sj(p) be the start time of job j under policy P(j). At time
Sj(p), jobs k = 1,..., j−1 have already been started, and there is no idle time
between times maxk=1,...,jrk and Sj(p). Moreover, at time Sj(p) exactly m−1
jobs are still in process with probability 1. Denote by qi(p), i = 1,...,m−1, their
remaining processing times from time Sj(p) on. Then, as depicted in Figure 3.2,
we have m maxk=1,...,jrk+å
j−1
k=1 pk = mSj(p)+å
m−1
i=1 qi(p). Taking expectations
yields




















Since the processing times are memory-less, the remaining processing times qi(p p p)











6If X is exponentiallydistributed with parameter l>0, then P(X >t) =e−lt and E[X] =1/l.








Figure 3.2: Illustration for the proof of Lemma 3.5.15.
which concludes the proof. If release dates are absent, P(j) coincides with the
original policy, hence equality holds in (3.21).
This bound yields the following improved result.





times p p pj are independent identically distributed according an exponential distri-
bution. Let L be a priority list according to an optimal solution to linear pro-
gramming relaxation (3.14). Then job-based list scheduling according to L is a
3-approximation.
Proof. The proof is the same as the proof of Theorem 3.5.3, except that the upper
bound of Lemma 3.5.15 is used instead of Lemma 3.5.1.




. In this case Lemma 3.5.15
immediately yields:





times p p pj are independent identically distributed according an exponential distri-
bution, without loss of generality with parameter 1. Then, for any list scheduling
policy which schedules the jobs in the order 1,2,...,n,
E[Cj(p p p)] = 1 for j 6 m and E[Cj(p p p)] =
j
m
for j > m,
and the WSEPT rule is an optimal policy.
Proof of the last statement. Scheduling the jobs in the order 1,2,··· ,n yields an
expected total weighted completion time of åj∈V wj max{1, j/m}. Hence, it is
optimal to schedule the jobs according to non-increasing weights wj. This cor-
responds to the WSEPT rule, since all jobs have the same expected processing
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In fact, this corollary is a special case of the result of K¨ ampke (1987, 1989) that
we have seen in Theorem 2.3.2. This result states that the WSEPT rule is optimal
when the processing times are exponential, and if the job weights are compliant to
the expected processing times in the sense that there exists a WSEPT order of the
jobs, say w1/E[p p p1] > w2/E[p p p2] > ··· > wn/E[p p pn], such that simultaneously w1 >
w2 > ··· > wn. This is particularly the case if all processing times are identically
distributed.
3.6 SCHEDULING PRECEDENCE–CONSTRAINED JOBS
In this section, we consider problems with precedence-constrained jobs. We
extend the previously used linear programming relaxation to this case, and by
combining it with an adaption of a list scheduling algorithm by Chekuri, Mot-
wani, Natarajan, and Stein (2001), we derive the ﬁrst constant-factor worst-case
performance guarantees also for this model. We start with some preliminaries
which will be useful later.
Assumption 3.6.1. For any instance of P|rj,prec|∗, assume that rj > ri when-
ever job i is a predecessor of job j in the precedence constraints.
Obviously, this assumption can be made without loss of generality. Additionally,
we make the following deﬁnitions.
Deﬁnition 3.6.2 (critical predecessor). Let some realization p of the processing
times and a feasible schedule be given. For any job j, a critical predecessor of j
is a predecessor i of j (with respect to the precedence constraints) with Ci > rj.
The following deﬁnition is illustrated in Figure 3.3.
Deﬁnition 3.6.3 (critical chain). Let some realization p of the processing times
and a feasible schedule be given. For a given job j, a critical chain for job j and
its length `j(p) is deﬁned backwards recursively: If j has no critical predecessor,
j is the only job in the critical chain, and `j(p) = rj + pj. Otherwise, `j(p) =
pj+`k(p), where job k is a critical predecessor of job j with maximal completion
time.
Noticethatthecriticalchain anditslength`j(p)depend onboththerealization
of the processing times p and the underlying schedule. Moreover, since a critical
predecessor is not necessarily unique, the critical chain and its length also depend
on a tie-breaking rule for choosing critical predecessors. This not relevant for our






Figure 3.3: A critical chain for job j. Its length is `j(p) = rj1 +å
h
i=1 pji .
arbitrary but ﬁxed tie-breaking rule is used. Noticefurther that, independent of the
realization of the processing times, the ﬁrst job j1 of a critical chain is available
at its release date rj1. This follows directly from the deﬁnition.
Since the analysis of our adaption of the algorithm by Chekuri et al. (2001)
partly builds on ideas in Graham’s analysis, we ﬁrst review theresult and its proof.
Theorem 3.6.4 (Graham 1966). For any(deterministic)instanceof P|prec|Cmax
and any priority list L, the makespan of the schedule constructed by Graham’s
list scheduling algorithm is no larger than (2−1/m) times the makespan of an
optimal schedule, and this bound is tight.
Proof. Let a deterministic instance with processing times p = (p1,p2,...,pn) be
given. Given the schedule constructed by Graham’s list scheduling algorithm,
consider some job j with Cj = Cmax. The time period [0,Cj[ can be partitioned
into time intervals where some job of a critical chain for j is in process and the
remaining time intervals. In the remaining time intervals, there is no idle time
on any of the machines. (Otherwise some job of the critical chain would have
been available, and it would not have been scheduled, a contradiction.) Hence,













It is obvious that both (åi∈V pi)/m and `j(p) are lower bounds on Cmax. The
performance bound of 2−1/m follows. To see that the bound is tight, consider an
instance with k(m−1) jobs of length 1, for some k such that m|k, and one job of
length k. If the long job is scheduled last, this yields a makespan of k(m−1)/m+
k, while the minimal makespan is k.
The following observation states that the same bound holds in the stochastic case
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Corollary 3.6.5 (Chandy and Reynolds 1975). Graham’s list scheduling policy
is a (2−1/m)-approximation for the stochastic problem P|prec|E[Cmax], for any
priority list L.
The proof follows from the fact that the above argumentation, including the
validity of the two lower bounds `j(p) and (åi∈V pi)/m, holds for any realization
of the processing times. Hence, it also holds in expectation. Notice, however, that
for different realizations p = (p1,...,pn) of the processing times, different jobs j
may end last. This particularly leads to different critical chains with lengths `j(p).
However, for each realization p of the processing times, `j(p) is a lower bound
on on the optimal makespan Cmax(p). Hence,
E[`j(p p p)] 6 E[Cmax(p p p)],
and E[Cmax(p p p)], the expectation of the pointwise optimal solution, is obviously
a lower bound on the expected makespan E[CP
max(p p p)] of any (non-anticipative)
policy P.
It is not hard to see that the performance of Graham’s list scheduling can be
arbitrarily bad when the objective is the total weighted completion time, even in
the deterministic case. Therefore, consider the following family of instances due
to Schulz (1996a, Ex. 2.20).
Example 3.6.6. There are m machines and 2m jobs. Of the 2m jobs, m−1 jobs
are dummy jobs with weight 0 and processing time m. Additionally, m jobs have
weight 1 and processingtime 1. They are all successors of one bottleneckjob, also
withprocessingtime1andweight1. ForanyprioritylistL, Graham’slistschedul-
ing yields an objective function value of Q(m2): The m−1 dummy jobs and the
bottleneck job are scheduled at time 0 and the remaining m jobs are scheduled
sequentially at times 1, 2, ... , m. In the optimal solution, however, the bottleneck
job is scheduled at time 0 and m−1 machines are left idle for one time unit. Then,
the m jobs with weight 1 are scheduled at time 1, and ﬁnally all dummy jobs are
scheduled. This schedule has an objective function value of 2m+1.
3.6.1 List scheduling with deliberate idle times
The problem with Graham’s list scheduling for the total weighted comple-
tion time is its greediness: whenever there is a job available, it is scheduled.
Even if the given priority list reﬂects the start times of the jobs in an optimal
schedule, Graham’s list scheduling may fail since jobs are scheduled ‘out of or-
der’ with respect to the priority list. Therefore, in the deterministic setting other72 APPROXIMATION IN STOCHASTIC SCHEDULING
list scheduling algorithms have been analyzed: Munier, Queyranne, and Schulz
(1998) show that a job-based list scheduling algorithm7 yields a 4-approximation
for P|rj,prec|åwjCj. The priority list is obtained from a linear programming
relaxation. About the same time, another, reﬁned list scheduling algorithm has
been suggested by Chekuri, Motwani, Natarajan, and Stein (2001) for determin-
istic parallel machine scheduling problems. They obtain a 5.828-approximation
for the problem P|rj,prec|åwjCj. The idea of their list scheduling algorithm is
to extend Graham’s list scheduling in such a way that a job is scheduled out of
order with respect to the given priority list only if ‘enough’ idle time has accumu-
lated before. (What exactly is ‘enough’ will be deﬁned later.) The priority list is
obtained from the solution of a single machine relaxation of the problem.
Using either job-based list scheduling or the algorithm by Chekuri et al.
(2001), it may happen that machines are deliberately left idle although there are
available jobs that could have been scheduled. Hence, the analysis of both algo-
rithms requires that these deliberate idle times are taken into account.
In the case of job-based list scheduling, this can be achieved using the linear
programming relaxation. The idea is that the length of any time interval with de-
liberate idle time can be bounded from above by the length of a certain critical
chain, and the length of this chain can in turn be bounded from above in terms
of the LP relaxation. Let us refer to Munier et al. (1998) for more details. The
point is that this chain of arguments does no longer hold if processing times are
stochastic. The reason is the fact that for different realizations of the processing
times different critical chains are involved, and the expected length of the corre-
sponding time intervals can no longer be bounded in terms of the LP relaxation.
The analysis of the list scheduling algorithm by Chekuri et al. (2001) relies
on another idea, a so-called charging scheme for the deliberate idle times. We
show that an adaption of their algorithm, based on optimal solutions of appro-
priate linear programming relaxations, leads to constant worst-case performance
guarantees also for stochastic scheduling models with precedence constraints.
In fact, the list scheduling algorithm by Chekuri et al. (2001) extends both
Graham’s list scheduling and the job based list scheduling algorithm introduced
in Section 2.2. Like Graham’s list scheduling, it proceeds over time until all jobs
have been scheduled. Assume a priority list L is given. Then, whenever a ma-
chine is idle and the ﬁrst (not yet scheduled) job in the list is available, the job
is scheduled. Consider the case that a machine is idle and the ﬁrst job in the list
is not available, but there is some other job available. Then this job is not sched-
uled immediately as in Graham’s algorithm, but it is scheduled only after a certain
7Their job-based algorithm differs marginally from the job-based list scheduling algorithm
presented here (see Algorithm2 on page 31). Yet their analysis also goes throughfor Algorithm 2.3.6 SCHEDULING PRECEDENCE–CONSTRAINED JOBS 73
amount of deliberate idle time has accumulated. Intuitively, the algorithm strives
to schedule the jobs in the order of the list L by leaving deliberate idle times, but
if the accumulating deliberate idle time exceeds a certain threshold, the algorithm
‘panics’ and schedules the ﬁrst available job. To be able to analyze the outcome
of the algorithm, the deliberate idle times are charged to the jobs according to a
charging scheme. The idea of the charging scheme is that at any time the ﬁrst
available job is ‘responsible’ for the currently accumulating deliberate idle time,
hence this job will be charged the idle time.
To give a precise description, recall that a job is called available at time t if all
predecessors have already been completed by t, and if t > rj (whenever release
dates are present). In addition, we make the following deﬁnition.
Deﬁnition 3.6.7 (availability). For a given realization p of the processing times
and a given (partial) schedule, denote by rj(p) > rj the earliest point in time
when job j becomes available.
Furthermore, a parameter b>0 is used to control the tradeoff between the amount
of ‘out of order processing’ and the amount of deliberate idle time. The larger b,
the more deliberate idle time will be left by the algorithm, and the fewer jobs
are processed out of order. The precise description of the algorithm is given on
page 74 (Algorithm 4). Notice that this algorithm coincides with Graham’s list
scheduling algorithm for b = 0 (Algorithm 1 on page 29). Moreover, for b = ¥
the algorithm coincides with the job-based list scheduling algorithm (Algorithm 2
on page 31). In other words, the two previously deﬁned list scheduling algorithms
arise as the two extremes with respect to the tradeoff between the amount of ‘out
of order processing’ and the amount of deliberate idle time in the schedule.
To show that this algorithm also deﬁnes a scheduling policy in the sense of
Deﬁnition 2.1.2, observe that the only critical issue is the measurability of the
mapping p → S(p). Let us postpone this proof to the end of this section (Propo-
sition 3.6.14 and Corollary 3.6.15). Like Chekuri et al. (2001), we ﬁrst prove
some properties of the schedules constructed by Algorithm 4. For this, we need
some additional notation. For a given job j, denote by Bj and Aj the sets of jobs
that come before and after job j in the priority list L, respectively. By convention,
Bj also includes job j. For a given realization p of the processing times and the
schedule constructed by Algorithm 4, consider a critical chain j1, j2, ... , jh = j
for job j. Let us abuse notation and deﬁne Bj(p) := Bj \∪h
i=1{ji}. For a given
realization p and a given schedule, Bj(p) contains all jobs that come before job j
in the priority list L, except for those which belong to the given critical chain for
j. Moreover, for a given realization p of the processing times, let Oj(p) ⊆ Aj be
the jobs in Aj that are started out of order, that is, before j.74 APPROXIMATION IN STOCHASTIC SCHEDULING
Algorithm 4: Delayed list scheduling by Chekuri et al. (2001) .
input : Instance of P|rj,prec|∗ and a priority list L of the jobs
output : A feasible schedule
initialize t ← 0;
while there are unscheduled jobs in list L do
initialize ttent ← ¥;
let j be the ﬁrst unscheduled job in list L;
if job j is available and a machine is idle at time t then
schedule job j at t on any of the idle machines;
charge all uncharged deliberate idle time (from all machines) in
[rj(p),t] to job j;
else
let i be the ﬁrst unscheduled job in list L which is availableat timet
(if any);
if such a job i exists and a machine is idle at time t then
if there is at least bE[p p pi] uncharged idle time in the time inter-
val [ri(p),t] then
schedule job i at t on any of the idle machines;
charge all uncharged deliberate idle time (from all ma-
chines) in [ri(p),t] to job i;
else
denotebyI bethetotalamountofuncharged deliberateidle
time in [ri(p),t], let m be the number of idle machines at
time t, and deﬁne ttent such that I+m(ttent−t) = bE[p p pi] ;
augment t to ttent or the next time when a machine falls idle
or a job is released, whatever occurs ﬁrst;
else
augment t to the next time when a machine falls idle or a job is
released, whatever occurs ﬁrst;3.6 SCHEDULING PRECEDENCE–CONSTRAINED JOBS 75
Lemma 3.6.8. There is no uncharged deliberate idle time, for any realization p
of the processing times.
Proof. Whenever deliberate idle time accumulates, there is some job which is the
ﬁrst unscheduled and available job in the list L. It is this job to which (eventually)
the deliberate idle time gets charged.
Lemma 3.6.9. Any job j is charged no more than bE[p p pj] deliberate idle time, for
any realization p of the processing times.
Proof. Anyjob j gets charged only thedeliberateidletimethataccumulates(from
time rj(p) on) during time intervals when j is the ﬁrst available job in the list. In
these time intervals, however, j is scheduled as soon as the uncharged deliberate
idle time (from time rj(p) on) accumulates to bE[p p pj].
Lemma 3.6.10. For any job j, the deliberate idle time in [rj(p),Sj(p)[ is charged
only to jobs in Bj, for any realization p of the processing times.
Proof. In the time interval [rj(p),Sj(p)[ no job from Aj is the ﬁrst available job
from the list, since job j is available from rj(p) on, and j has higher priority than
all jobs from Aj. Since deliberate idle time is always charged to the ﬁrst available
job from the list, the claim follows.
We next derive an upper bound on the completion time of any job for a given
realization p.
Lemma 3.6.11. Consider the schedule constructed by Algorithm 4 for any b > 0,
any realization p of the processing times, and any priority list L which is a linear
extension oftheprecedence constraints. LetCj(p) denotetheresultingcompletion















Proof. The basic idea of the analysis is analogous to Graham’s analysis for the
makespan objective. Consider a critical chain for job j with total length `j(p),
consistingofjobs j1, j2,..., jh= j. Nowpartitiontheinterval[rj1,Cj(p)[intotime
intervals where some job from the critical chain is in process and the remaining
time intervals. The latter are exactly [ri(p),Si(p)[, i = j1,..., jh. (Recall that
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To bound the total length of the intervals [ri(p),Si(p)[, i = j1,..., jh, observe that
in each of these intervals there is no idle time except (possibly) deliberate idle
time, since job i is available in [ri(p),Si(p)[. Hence, the total processing in these
intervals can be partitioned into three categories:
• processing of jobs from Bj which do not belong to the critical chain for j,
that is, jobs in Bj(p),
• deliberate idle time,
• processing of jobs from Aj which are scheduled ‘out of order’, that is, jobs
in Oj(p).
Due to Lemma 3.6.10, all deliberate idle time in the interval [ri(p),Si(p)[ is
charged only to jobs in Bi, i = j1,..., jh. Since the priority list L is a linear exten-
sion of the precedence constraints, we have Bj1 ⊂ Bj2 ⊂ ··· ⊂ Bjh = Bj. Hence,
all deliberate idle time in the intervals [ri(p),Si(p)[, i = j1,..., jh, is charged only
to jobs in Bj. Since there is no uncharged deliberate idle time (Lemma 3.6.8), and
since each job i ∈ Bj gets charged no more than bE[p p pi] idle time (Lemma 3.6.9),
the total amount of deliberate idle time in the intervals [ri(p),Si(p)[, i= j1,..., jh,






























Now put (3.25) into (3.24), and then (3.24) into (3.23), and the claim follows.
Before we take expectations in (3.22), we concentrate on the term åi∈Oj(p) pi. The
following lemma shows that the expected total processing of the jobs in Oj(p) —
the jobs that are scheduled out of order with respect to j (and p) — is independent
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Proof. We can writeåi∈Oj(p p p)p p pi equivalentlyas åi∈Ajdi(p p p)p p pi, where di(p p p) is a bi-
















E[di(p p p)p p pi].
But di(p p p) is stochastically independent of the processing time p p pi: when job i is
started, it is already decided whether i ∈ Oj(p), and this decision is independent
of the actual processing time of job i. (Here we require that the processing times
are stochastically independent, and that policies are non-anticipative.) Hence,
å
i∈Aj
E[di(p p p)p p pi] = å
i∈Aj














Finally, we obtain an upper bound on the expected completion time of any job
under Algorithm 4.
Lemma 3.6.13. For any instanceof a stochasticscheduling problem P|rj,prec|∗
and any priority list L which is a linear extension of the precedence constraints,
the expected completion time of any job j under Algorithm 4 (with parameter
b > 0) fulﬁlls















Proof. Let j be arbitrary. First, taking expectations in (3.22) together with
Lemma 3.6.12 yields







rj + (1+b) å
i∈Bj







Next, consider any realization p of the processing times. If some job i ∈ Aj
is scheduled out of order, i gets charged exactly bE[p p pi] idle time. Hence, the
total amount of deliberate idle time in [0,Sj(p)[ that is charged to jobs in Aj
is båi∈Oj(p)E[p p pi]. Now consider a critical chain for job j, consisting of jobs
j1, j2,..., jh = j, with total length `j(p). From the proof of Lemma 3.6.11, we78 APPROXIMATION IN STOCHASTIC SCHEDULING
know that all deliberate idle time in the intervals [ri(p),Si(p)[, i = j1,..., jh, is
charged only to jobs in Bj. In other words, all deliberate idle time in [0,Sj(p)[
that is charged to jobs in Aj lies in the complementary intervals [0,rj1[ and
[Si(p),Ci(p)[, i = j1,..., jh−1. (Recall that rj1 = rj1(p) due to the deﬁnition of
a critical chain.) The total length of these intervals is exactly `j(p)− pj. Hence,
the total amount of deliberate idle time in [0,Sj(p)[ that is charged to jobs in Aj
is at most m`j(p). (In fact, it is at most m(`j(p)− pj), but this is not essential.)
Hence, we obtain båi∈Oj(p)E[p p pi] 6 m`j(p), for any realization of the processing














Let us ﬁnally prove that the mapping p → S(p) deﬁned by Algorithm 4 is in
fact measurable. We show even more by proving that the set {(p,S(p))|p ∈ IRn
+}
is a particular semi-algebraic set8.
Theorem 3.6.14. Considerthemapping p→S(p)deﬁnedbyAlgorithm4, forany
ﬁxed parameter b> 0 and a ﬁxed priority list L. Then {(p,S(p))|p∈ IRn
+} ⊆ IR2n
+
is the union of ﬁnitely many polyhedra.
We prove the claim for the case without release dates. The proof for the gen-
eral case follows along the same lines, but is technically more involved.
Proof. Without loss of generality, assume that Algorithm 4 starts job 1 at time 0.
First, let us consider some ﬁxed realization p of the processing times. Then Al-
gorithm 4 yields an associated order E = (E1 6 E2 6 ··· 6 E2n) of the start and
completion times of the jobs (e.g., S1 6 S2 6C1 6 S3 6C2 6 ···). We claim that
all start and completion times Ek, k = 1,2,...,2n, can be linearly expressed in
terms of the processing times p1,p2,...,pn. To start, we have E1 = S1 = 0. For
the inductive step, consider some element Ek of the list E. If Ek is a completion
time, say Cj, the linear description is inductively given byCj = Sj + pj. So let Ek
be some start time Sj. First consider the case that j is not scheduled out of order.
Then either Sj =0, or some other job has ended before Sj. In the latter case, letC`
be the largest completion time that is before Sj in the list E. Then Sj is inductively





k=1{x∈ IRn|fik(x) Eik 0}, where fik(x) are polynomialsin the variables x1,...,xn and
the wild-cards Eik are either ‘=’ or ‘<’. See Bochnak, Coste, and Roy (1998) for further details.3.6 SCHEDULING PRECEDENCE–CONSTRAINED JOBS 79
given by Sj =C`. Now suppose that job j is scheduled out of order. Then there is
a ﬁnite number of intervals in [rj(p),Sj[ during which bE[p p pj] deliberate idle time
has accumulated for job j (see also the proof of Lemma 3.6.8). Consider Ek−1
(either Ek−1 =C` or Ek−1 = Sh for certain jobs ` or h, respectively). Denote by I
the amount of deliberate idle time (for job j) that had accumulated before Ek−1,
and notice that I can be linearly expressed in terms of E1,E2...,Ek−1, thus it has
the required form by the induction hypothesis. Moreover, let m be the number
of idle machines at time Ek−1. Then Sj = Ek−1 +(bE[p p pj]−I)/m (where 0/0 is
deﬁned as 0, if necessary). This proves the claim.
To prove the theorem, we now proceed as follows. First, all schedules com-
puted by Algorithm 4, for different realizations of p, can be partitioned according
to the (ﬁnite number of) different orders E of the resulting start and completion
times of jobs. For simplicity, let us write S(p) ∈ E if realization p yields the
order E of start and completion times under Algorithm 4. It then sufﬁces to
show that the sets Q(E) := {(p,S(p))|p ∈ IRn
+,S(p) ∈ E} are polyhedral. For
a given order E, let us denote by fk(p) the linear description of Ek in terms
of p1,p2...,pn as described above, for k = 1,2,...,2n. Denote by kj the in-
dex k which corresponds to the start time of job j, for all j ∈ V. Deﬁne the set
P(E) := {(p,S) ∈ IR2n
+|p ∈ IRn
+,Sj = fkj(p) for j ∈V}. This is a polyhedron by
deﬁnition. We showQ(E) =P(E). We already know that Q(E) ⊆P(E). For the
reverse direction, let (p,S)∈P(E). We show that S(p) = S. For this, it sufﬁces to
show that S(p) ∈E, since in this case S(p) and S are deﬁned similarly. So assume
S(p) ∈ ˜ E for some ˜ E 6= E, and let k be minimal such that ˜ Ek 6= Ek. For simplicity
of notation, let us deﬁne ˜ Ek−1 = Ek−1 := 0 if k = 1. Due to the choice of k, both
˜ Ek and Ek must be start times of jobs, say ˜ Ek =Si and Ek =Sj for two jobs i and j.
If i = j, this yields a contradiction since Si(p) and Si are deﬁned similarly. So
i 6= j. Since the priority list L is the same in both cases, and since ˜ Eh = Eh for all
h < k, either i or j must be out of order. Let us assume that j is out of order, the
other case is treated symmetrically. If j is out of order, job i comes before j in
the list L. Since i is not out of order, either Si = 0, or Si =C` for some job `, due
to the deﬁnition of S. It follows that job i was available at the latest at time Ek−1.
Let us now consider the schedule S(p). Since ˜ Ek−1 = Ek−1, job i was available at
time ˜ Ek−1, but job j, which comes after job i in the list, was scheduled at time ˜ Ek.
This is a contradiction to the description of Algorithm 4. Hence, S(p) = S, which
yields (p,S) ∈ Q(E), and thus P(E) ⊆Q(E). This proves the theorem.
Corollary 3.6.15. The mapping p → S(p) deﬁned by Algorithm 4 is measurable.
Proof. We have to show that the set {p ∈ IRn
+|S(p) 6 y} is measurable for any
y ∈ IRn
+. Let y ∈ IRn
+ be given. Since {(p,S(P))|p ∈ IRn
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many polyhedra, so is {p ∈ IRn
+|S(p) 6 y}, since projections and intersections
conservethisproperty. Hence, {p∈IRn
+|S(p)6y} isparticularlymeasurable.
3.6.2 General precedence constraints





. For this, observe that under any scheduling
policy the inequalities
E[Cj(p p p)] > E[Ci(p p p)]+E[p p pj]
are valid for all (i, j) ∈ A, since Cj(p) > Ci(p)+ pj holds for any realization of






E[p p pj]Cj > f(W), W ⊆V ,
Cj >Ci+E[p p pj], (i, j) ∈ A,
Cj > E[p p pj], j ∈V ,
(3.27)
where f : 2V → IR is the set function deﬁned in (3.8). Recall that the load in-
equalities åj∈W E[p p pj]Cj > f(W), W ⊆ V, can be separated in time O(nlogn);
see Section 3.4.2 for further details. In addition, there is only a polynomial num-
ber of inequalities in (3.27). Hence, this linear programming relaxation can be
solved in polynomial time. Denote by CLP an optimal LP solution, and deﬁne a
priority list L according to nondecreasing LP completion times CLP
j . It is perhaps
interesting to note that inequalities Cj > Ci +E[p p pj], (i, j) ∈ A, are only required
to ensure that the order according to nondecreasing LP completion times CLP
j is
a linear extension of the precedence constraints. They are not required elsewhere
in the analysis. Moreover, instead of the inequalitiesCj > E[p p pj] we could as well
useCj > rj+E[p p pj], but this does not yield an improvement of our results.




with CV[p p pj] 6 √
D for all p p pj and some D > 0. Let L be a priority list according to an optimal
solution of the linear programming relaxation (3.27). Then Algorithm 4 (with
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Proof. Since L is a linear extension of the precedence constraints, Lemma 3.6.13
yields















for any job j ∈V. (Recall that Bj denotes the jobs that come before job j in the














for all j ∈V. Hence,
å
j∈V




























critical chain. Hence, the value E[`j(p p p)] is a lower bound on the expected comple-
tion time E[Cj(p p p)] of any job j, for any scheduling policy. Thus åj∈V wjE[`j(p p p)]
is a lower bound on the expected performance of an optimal scheduling policy.
Moreover, both terms åj∈V wjCLP
j and åj∈V wjrj are lower bounds on the ex-




















Rearranging the terms yields the desired result.
Notice that Theorem 3.6.16 implies a performance bound of 3+2
√
2 ≈ 5.828 if
b = 1/
√
2 and if the jobs’ processing times are distributed according to NBUE
distributions (see Deﬁnition 3.4.4).
In fact, the performance bound in Theorem 3.6.16 can be slightly improved if
release dates are absent. For this problem, we obtain the following.82 APPROXIMATION IN STOCHASTIC SCHEDULING




with CV[p p pj] 6 √
D for all p p pj and some D > 0. Let L be a priority list according to an opti-
mal solution of the linear programmingrelaxation (3.27). Then Algorithm 4 (with












The tighter bound follows from two modiﬁcations in the proof of Theo-













The reason is that there are only m−1 machines available for the deliberate idle
time that is charged to jobs which are scheduled out of order: Simultaneous to the
deliberate idle time, at least a job from the critical chain j1, j2,..., jh is in process.
(This argument does not hold if release dates are present, since deliberate idle
time could possibly accumulate before rj1.) On the other hand, it is immediate
that the last term (1/m)rj on the right hand side of (3.26) disappears. With these
modiﬁcations, the claim follows exactly as in Theorem 3.6.16.
Theorem 3.6.17 implies a 2-approximation for the special case of a single ma-
chine: In this case the term (m−1)/(mb) disappears, and we can choose b = 0
to obtain the performance guarantee of 2. (For b = 0, the algorithm corresponds
to Graham’s list scheduling.) Interestingly, this is also the best performance guar-
antee currently known for the deterministic problem 1|prec|åwjCj. It arises as a
special case of our analysis (see also the discussion in Section 3.7).
3.6.3 In-forest precedence constraints




, that is, in-forest
precedence constraints. In-forest precedence constraints are characterized by the
fact that each job has at most one successor. Moreover, we assume that there are
no release dates. For this problem, the results of the preceding section can be fur-
ther improvedif we consider Graham’s list scheduling. The followingobservation
is crucial.
Lemma 3.6.18. Consider the schedule constructed by Graham’s list scheduling
for any priority list L which is a linear extension of the (in-forest) precedence
constraints, and any realization p of the processing times. Then, in the interval
[rj(p),Sj(p)[ there is no processing of jobs in Aj.3.6 SCHEDULING PRECEDENCE–CONSTRAINED JOBS 83
Proof. Suppose the claim is false and among all jobs which violate it, let job j
be one that is scheduled earliest. Obviously, Sj(p) > rj(p), otherwise the claim
is trivially true. In the interval [rj(p),Sj(p)[ no job from Aj is started, since j is
available from time rj(p) on. Hence, there must be some job k ∈ Aj that has been
started before rj(p) and that is still in process at rj(p). Thus rj(p)>0. Denote by
h be the number of jobs that are started at time rj(p). All these jobs i have higher
priority than j, and the fact that j is the ﬁrst job that violates the claim yields
ri(p) = rj(p) for all these jobs i. (At this point it is crucial that the priority list ex-
tends the precedence constraints.) In other words, for each of these jobs a critical
predecessor ends at time rj(p), and due to the fact that the precedence constraints
are an in-forest, all these predecessors are different. Hence, including j’s critical
predecessor, h+1 different jobs end at time rj(p), but only h are started. This is
a contradiction, since job j is available at time rj(p).
Lemma 3.6.19. For any (stochastic) instance of P|in-forest|∗ and any priority
list L which is a linear extension of the precedence constraints, the expected com-
pletion time of any job j under Graham’s list scheduling fulﬁlls







E[p p pi]. (3.28)
Proof. Consider any realization p of the processing times. Given any job j, con-
sider a critical chain for j, consistingof jobs j1, j2,..., jh = j and with total length
`j(p). The time interval [0,Cj(p)] can be partitioned into time intervals where a
job from a critical chain for j is in process, and the remaining time intervals. Due
to Lemma 3.6.18, in each time interval [ri(p),Si(p)[ there is no job from Ai in
process, for all i = j1,..., jh. Moreover, there is no idle time on any of the ma-
chines in these time intervals (we consider Graham’s list scheduling, and there
are no release dates). Since Aj1 ⊃ Aj2 ⊃ ··· ⊃ Ajh = Aj, it follows that the only
processing in these time intervals is the jobs in Bj, or more precisely, in Bj(p). In










for any realization p. Taking expectations, the claim follows.
Theorem 3.6.20. Consider an instance of P|in-forest|E[åwjCj] with CV[p p pj] 6 √
D for all p p pj and some D > 0. Let L be a priority list according to an optimal so-
lutionofthelinearprogrammingrelaxation(3.27). ThenGraham’slistscheduling84 APPROXIMATION IN STOCHASTIC SCHEDULING








Proof. Graham’s list scheduling coincides with Algorithm 4 for b = 0. The proof
is therefore exactly the same as the one of Theorem 3.6.16, except that Lemma
3.6.19 is used instead of Lemma 3.6.13.
For NBUE distributions (see Deﬁnition 3.4.4), Theorem 3.6.20 yields a perfor-
mance guarantee of 3−1/m.
3.7 RESULTS FOR SINGLE MACHINE SCHEDULING
All results from the previous sections also apply to single machine problems.
Let us brieﬂy comment on these special cases.
3.7.1 Independent jobs





dates back to 1966. Building on the corresponding
result in deterministic scheduling due to Smith (1956), this was ﬁrst observed by
Rothkopf (1966). For deterministic scheduling, Queyranne (1993) showed that
inequalities (3.3) provide a complete polyhedral description of the convex hull of
the performance space (Theorem 3.4.1). This polyhedron is a supermodular poly-
hedron. By means of Edmonds’ greedy algorithm for supermodular polyhedra,
Queyranne thereby gives a polyhedral proof of Smith’s classical result. A gener-
alization of Queyranne’s result to the case where processing times are stochastic
follows from the work by Bertsimas and Ni˜ no-Mora (1996); see inequalities (74)
in their paper. In fact, Bertsimas and Ni˜ no-Mora (1996) even characterize the
performance space of more general stochastic single server problems; see also the
discussion in Section 3.8 below.
We note that, for the special case of a single machine, the optimality of the
WSEPT rule immediately follows from Theorem 3.5.6. Moreover, the following
follows from the analysis presented in Section 3.5.2.
Theorem 3.7.1 (Queyranne 1993; Bertsimas and Ni˜ no-Mora 1996). The sto-
chastic load inequalities (3.10), for m = 1, completely describe the performance
space Q of the stochastic single machine scheduling problem 1||∗.3.7 RESULTS FOR SINGLE MACHINE SCHEDULING 85
Proof. We already know that the polyhedron P deﬁned by inequalities (3.10) de-
ﬁnes a relaxation of the performance space Q . It therefore sufﬁces to show that
P ⊆Q . Using Minkowski’s Theorem, we show that all vertices and extreme rays
of P are contained in Q . To this end, recall that any vertex of a polyhedron is
the unique maximizer of some linear objective function; see, e.g., Nemhauser and
Wolsey (1988, Ch.I.4,Theorem 4.6). Hence, for any vertex C of P there exists a
vector (w1,w2,...,wn) of weights such that C is the unique maximizer of the lin-
ear program min{wx|x ∈P}. But this linear program is the same as (3.17), hence





E[p p pk] j = 1,2,...,n,
where w1/E[p p p1] > w2/E[p p p2] > ··· > wn/E[p p pn]. Obviously, this solutions equals
the vector of expected completion times under the WSEPT rule. In other words,
any vertex of the polyhedron deﬁned by inequalities (3.10) corresponds the vector
of expected completion times under the WSEPT rule (for appropriate weights wj).
It remains to be shown that also the extreme rays of P are contained in Q . But
the extreme rays of P are exactly the unit vectors in IRn
+; see also Queyranne
(1993). To see that these extreme rays are contained in Q , observe that any job
can be scheduled last, and by insertion of deliberate idle time it can be scheduled
arbitrarily late. Thus theextremerays ofP are in fact contained inQ . This proves
the claim.
For the validity of Theorems 3.5.6 (for m = 1) and 3.7.1 it is sufﬁcient if the
processing time distributions are stochastically independent. In other words, an
upper bound on the coefﬁcient of variation is not necessary. The reason is that the
last term of the right hand side of (3.8) disappears whenever m = 1.





imply a 3-approximation, and this again holds for arbitrarily distributed, indepen-
dent processing times. This matches the previously known bound in the deter-
ministic case by Hall et al. (1997). The latter was improved subsequently by
various authors, until the existence of a polynomial time approximation scheme
was proved for the more general parallel machine setting by Afrati et al. (1999).
3.7.2 Precedence-constrained jobs







2)-approximation for the more general problem




. Again, these results hold for arbitrary,86 APPROXIMATION IN STOCHASTIC SCHEDULING
independent processing time distributions. As mentioned earlier, the performance
guarantee of 2 even matches the best bound currently known for the deterministic
problem 1|prec|åwjCj. The question if this bound can be further improved is




2)-approximation for the stochastic single machine problem with
release dates, however, can be further improved to a 3-approximation by using a
slightly different LP relaxation than (3.27). The techniques below correspond to







E[p p pj]Cj > f(W), W ⊆V ,
Cj >Ci+E[p p pj], (i, j) ∈ A,
Cj > rj+E[p p pj], j ∈V ,
(3.29)
where f : 2V → IR is the set function deﬁned in (3.8), for m = 1. Again, this
LP relaxation can be solved in polynomial time, due to the fact that the separation
problem for the underlying polyhedron can be solved in polynomial time. LetCLP
be an optimal solution, and deﬁne a priority list L according to nondecreasing LP
completion times CLP
j . Notice that, as in (3.27), inequalities Cj > Ci+E[p p pj] are
only required to ensure that this order is a linear extension of the precedence con-
straints. To obtain a 3-approximation, we consider the job-based list scheduling
algorithm (Algorithm 2 on page 31), or in other words, Algorithm 4 with b = ¥.




. Let L be a pri-
ority list according to an optimal solution of the linear programming relax-
ation (3.29). Then job-based list scheduling according to L is a 3-approximation.
Proof. Without loss of generality assume that the priority list is given by the order
1,2,...,n. Then







for all j ∈ V. The proof follows from the fact that we use the job-based list
scheduling algorithm. It is the same proof as the one of Lemma 3.5.1, with the
additional observation that, if the ﬁrst job is scheduled at time maxk=1,...,jrk, there
is no deliberate idle time until job j is scheduled. (The priority list is a linear ex-
tension of the precedence constraints.) Next observe that maxk=1,...,jrk 6 CLP
j ,3.8 ADDITIONAL NOTES AND REFERENCES 87








E[Cj(p p p)] 6 3CLP
j ,
for all j ∈V. Hence, åj∈V wjE[Cj(p p p)] 6 3 åj∈V wjCLP
j . The claim now follows
from the fact that (3.29) is a relaxation of the scheduling problem.
Observe that the proof of Theorem 3.7.2 yields another proof for the existence of





3.8 ADDITIONAL NOTES AND REFERENCES
With the work of this chapter we extend the concept of linear programming
based approximation algorithms from deterministic scheduling to a more general
stochastic setting. Several previous results in deterministic scheduling, including
worst-case performance guarantees and LP relaxations, occur as special cases.
For the model without release dates and precedence constraints, our analysis also
complements a previous study on the asymptotic performance of the well known
WSEPT rule. Most of the results are in fact the ﬁrst constant-factor performance
guarantees for the respective models. Altogether, the presented results underline
the potential of the polyhedral approach to scheduling problems — in both the
deterministic and the stochastic setting.
It is interesting to note that this LP based approach is quite related to recent
developments in the optimal control of stochastic systems via characterizing or
approximating so-called achievable regions. ‘Achievable region’ is another term
for what we called the performance space: It is deﬁned as the collection of all
performance vectors (in some d-dimensional space, depending on the representa-
tion of the problem) for all feasible scheduling policies. For instance, Bertsimas
and Ni˜ no-Mora (1996) show that previous results on the optimality of the famous
Gittins indexing rule (Gittins 1979) can alternatively be derived by a polyhedral
characterization of the corresponding performance space as a so-called extended
polymatroid. Subsequently, building on previous work of Glazebrook and Garbe
(1999), Glazebrook and Ni˜ no-Mora (2001) have proved approximate optimality
of Klimov’s index rule in multi class queueing networks with parallel servers.
Klimov’s index rule for multi class queueing networks (Klimov 1974), also called
the cµ-rule, can be seen as the analogue to the WSEPT rule. The results of Glaze-
brook and Ni˜ no-Mora (2001) are based on so-called approximate work conser-
vation laws. These deﬁne a polyhedral relaxation of the underlying performance
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one can thereby show that Theorem 3.5.6 and Corol-
lary 3.5.7, respectively, can also be derived within this framework (Glazebrook
1999, private communication).
There is, however, a subtle difference between the techniques employed in
their work and those presented in this chapter. While the achievable region ap-
proach as described by Dacre, Glazebrook, and Ni˜ no-Mora (1999, Section 3) or
Glazebrook and Ni˜ no-Mora(2001)is also based on theconcept of linear program-
ming relaxations, the dual of an LP relaxation is used in order to derive and ana-
lyze a corresponding indexing rule (which eventually turns out to be Klimov’scµ-
rule). The results presented in this chapter, however, build on an optimal primal
solution of the respective LP relaxations. This is particularly important for prob-
lems with precedence constraints (Section 3.6) or release dates (Section 3.5.1).
Another remark addresses the polynomial time solvability of the underlying
LP relaxations. For problems without precedence constraints, we could show
that all LP relaxations ﬁt into the framework of supermodular polyhedra, allow-
ing (polynomial time) combinatorial algorithms. Whether this is also possible for
problems with precedence constraints, that is, LP relaxations (3.27) or (3.29), is
currently an open problem. It would even be interesting to ﬁnd such a combinato-
rial algorithm for special precedence constraints, like in-forests.CHAPTER 4
PROJECT SCHEDULING WITH START–TIME
DEPENDENT COSTS
In this chapter, we address the complexity of project scheduling problems with
start-time dependent costs. Different variations of this problem have been dis-
cussed in the literature in various contexts, with hardly anyone making the con-
nection to previous or related work. Therefore, we ﬁrst give a brief historical
synopsis of these results, and then present a collection of polynomial time algo-
rithms — for different levels of generality — to solveproject schedulingproblems
with start-time dependent costs. In particular, we show that the general problem
can be solved by a reduction to a minimum cut problem in a directed graph.
4.1 INTRODUCTION
We consider the following scheduling problem: Find a minimum-cost sched-
ule for a set V = {1,...,n} of precedence-constrained jobs which have start time
dependent costs. Any job j ∈ V has a deterministic, integral processing time
pj > 0, and incurs a cost of wj(t) if it is started at time t. Jobs are only started
at integral time points t = 0,1,2,...,T, where T denotes the time horizon. It is
assumed that T is given, and by I :={0,1,...,T} we denote the set of all possible
start times of jobs. Precedence constraints are given in form of an arc-weighted
directed graph G =(V,A,d). In contrast to the ordinary model of precedence con-
straints introduced in Chapter 1, an arc (i, j) ∈ A now has an integral arc weight
dij which imposes a minimal time lag of length dij between jobs i and j. In other
words, if (i, j) ∈ A, then job j may be started at the earliest dij time units af-
ter the start of job i, that is, Si +dij 6 Sj. (Here, as usual, Si and Sj denote the
start times of jobs i and j, respectively.) Ordinary precedence constraints as in-
troduced in Chapter 1 arise as the special case where dij = pi for all (i, j) ∈ A.
Since the arc weights dij are not restricted in sign, so-called time windows of the
form Si+dij 6 Sj 6 Si −dji can be given between any two jobs i and j. Let us
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call the constraints deﬁned by the digraph G = (V,A,d) temporal constraints. In
order to be able to distinguish this model from the model with ordinary prece-
dence constraints, we will also use the term generalized precedence constraints.
In theliterature, temporal constraintsofthis general form are also called (schedule
dependent) time windows or minimal and maximal time lags.
Notice that the digraph G = (V,A,d) of the temporal constraints need not be
acyclic. However, we assume throughout that the temporal constraints are con-
sistent in the sense that G does not contain a directed cycle of positive length.
This can be veriﬁed in time O(nm) using Bellman’s algorithm (Bellman 1958),
or in time O(n3) with the Floyd-Warshall algorithm (Floyd 1962; Warshall 1962).
Moreover, we assume without loss of generality that G is connected, and that the
arc weights fulﬁll the triangle inequality, that is, dik > dij +djk.
The described problem has been addressed in the literature — for different
levels of generality — under many different names. ‘Project scheduling with
start-time dependent costs’ is perhaps the most intuitive among them. Here, the
term project scheduling simply describes the fact that there are precedence con-
straints among the jobs. Other names that appear in the literature are ‘project
scheduling with irregular starting time costs’ (Maniezzo and Mingozzi 1999), the
‘optimal nested family of subtrees problem’(Gr¨ oﬂin, Liebling, and Prodon 1982),
‘the day-pricing scheduling problem’ (Chang and Edmonds 1985), or simply ‘the
scheduling problem’ (Chaudhuri, Walker, and Mitchell 1994). In addition, the
problem with ordinary precedence constraints appears as a special case of the
more general ‘poset scheduling problem’ (Chang and Edmonds 1985; Margot,
Prodon, and Liebling 1990).
Observe that no restrictions are imposed on the cost functions wj(t). Hence,
thisobjectivefunctiongeneralizesmanyotherregularandirregularobjectivefunc-
tions. (Recall that an objective function is called regular if it is a non-decreasing
function of the completion times of the jobs.) Examples for regular objective
functions are the makespan Cmax or the total weighted completion time åwjCj.
For the makespan objective, wj(t) = 0 for all t and all jobs j except for one
dummy job, say n, with pn = 0. This dummy job is a successor of all other
jobs and wn(t) = t. For the total weighted completion time åwjCj, we have
wj(t) = (t + pj)·wj. An example for an irregular objective function is the maxi-
mization of the net present value as introduced by Russel (1970), where a (neg-
ative or positive) cash ﬂow of wj is associated with every job, a is an interest
rate, and wj(t)= −wjexp(−at). Another irregular objective function is given by
linear earliness-tardiness costs which play an important role in just-in-time pro-
duction. Here, each job j has an integral due date dj > pj, and thecost function is
given by wj(t)= c0+max{c1(dj−t−pj),c2(t+pj−dj)}, for c0,c1,c2 > 0. Let4.1 INTRODUCTION 91
us refer to Baker and Scudder (1990) for an overview on problems with earliness-
tardiness costs. Notice that earliness-tardiness costs are again a special case of
arbitrary, piecewise linear convex cost functions wj(t). As long as all input data
is integral, all mentioned objective functions are captured by the general model
with arbitrary cost functions wj(t) as considered in this chapter. This model owes
its signiﬁcance to a good part to its appearance as a subproblem in the computa-
tion of bounds on the objective function value for different resource constrained
project scheduling problems, e.g. in (Christoﬁdes, Alvarez-Vald´ es, and Tamarit
1987; Roundy, Maxwell, Herer, Tayur, and Getzler 1991; Juang 1994; Drexl and
Kimms1998; Sankaran, Bricker, and Juang1999; Kimms1999; M¨ ohring, Schulz,
Stork, and Uetz 2000). Nevertheless, it is of interest also on its own.
In a recent paper, Maniezzo and Mingozzi (1999) suggest that the computa-
tional complexity status of the problem with arbitrary cost functions wj(t) and
ordinary precedence constraints is open. On this account, they show that the fol-
lowing two special cases can be solved in polynomial time: cost functions wj(t)
which are either non-decreasing or non-increasing in t, for all j ∈V, and prece-
dence constraints in the form of an out-tree (that is, the precedence digraph is
connected, does not contain a directed cycle, and each job has at most one pre-
decessor). It is obvious that the problem with monotone cost functions can be
solved in time O(nm) by longest path calculations using the Bellman-Ford al-
gorithm. For the problem with out-tree precedence constraints, Maniezzo and
Mingozzi (1999) propose a simple dynamic programming algorithm of running
time O(nT ). In addition, following earlier work by Christoﬁdes, Alvarez-Vald´ es,
and Tamarit (1987) on the same problem, they develop a lower bound as well as a
branch-and-bound procedure for the problem with arbitrary (ordinary) precedence
constraints. Their lower bound is obtained by relaxing some of the precedence
constraints such that the remaining precedence digraph forms an out-tree, while
penalizing the violation of the relaxed constraints in a Lagrangian fashion.
In this chapter, we will see that the project scheduling problem with start-
time dependent costs as considered by Christoﬁdes, Alvarez-Vald´ es, and Tamarit
(1987) and Maniezzo and Mingozzi (1999) is in fact solvable in polynomial time.
Proofs which imply this result, for different levels of generality, can be found in
(Gr¨ oﬂin, Liebling, and Prodon 1982; Chang and Edmonds 1985; Margot, Prodon,
and Liebling1990; Roundy, Maxwell, Herer, Tayur, and Getzler1991; Chaudhuri,
Walker, and Mitchell 1994; Juang 1994; De Souza and Wolsey 1997; Cavalcante,
de Souza, Savelsbergh, Wang, and Wolsey 2001; Sankaran, Bricker, and Juang
1999). Most of them have co-existed in the literature, apparently without anyone
making the connection. Section 4.2 therefore gives a brief historical synopsis of
these results, with the hope to establish this connection. Then, in Sections 4.3 –92 PROJECT SCHEDULING WITH START–TIME DEPENDENT COSTS
4.5, wepresent algorithmstosolveschedulingproblemswithstart-timedependent
costs for varying levels of generality. These are the dynamic programming algo-
rithm for out-trees by Maniezzo and Mingozzi (1999), a dynamic programming
algorithm for the case of series-parallel precedence constraints, and a reduction to
a minimum cut problem for the case of arbitrary (even generalized) precedence
constraints. Finally, we conclude with some remarks on related problems in Sec-
tion 4.6.
Given the temporal constraints and the time horizon T, by longest path calcu-
lations one can compute earliest possible and latest possible start times for each
job j ∈V. For convenience of notation, however, we simply assume throughout
the chapter that variables with time indices outside these boundaries are ﬁxed at
values which ensure that no job is started at an infeasible time.
Most of the results presented in this chapter have been published in (M¨ ohring,
Schulz, Stork, and Uetz 2001) or are submitted for publication (M¨ ohring, Schulz,
Stork, and Uetz 2000).
4.2 SOLUTION TECHNIQUES: HISTORICAL SYNOPSIS
The integrality of the linear programming relaxations of two popular integer
programming formulations implies that project scheduling problems with start-
time dependent costs and generalized precedence constraints can be solved in
polynomial time. These results will be summarized in Sections 4.2.1 and 4.2.2.
In Section 4.2.3, we then report on reductions to the minimum cut problem in di-
graphs which results in an algorithm with running time O(nmT2 log(n2T/m)),
also for the problem with generalized precedence constraints. Here, m = |A| de-
notes the number of arcs in the precedence digraph G = (V,A,d), and not the
number of machines as in Chapters 2 and 3.
4.2.1 The z-formulation
The following integer program is one formulation of the project scheduling
problem with start-time dependent costs. It utilizes binary variables zjt, j ∈ V,
t ∈ I = {0,1,...,T}, with the intended meaning that zjt = 1 if job j is started by
time t and zjt = 0, otherwise. To the best of the author’s knowledge, this type of
variables for modeling scheduling problems was originally introduced by Pritsker4.2 SOLUTION TECHNIQUES: HISTORICAL SYNOPSIS 93





subject to zjT = 1, j ∈V , (4.2)
zjt −zj,t+1 6 0, j ∈V, t ∈ I, (4.3)
zj,t+dij −zit 6 0, (i, j) ∈ A, t ∈ I, (4.4)
zjt > 0, j ∈V, t ∈ I, (4.5)
zjt integer, j ∈V, t ∈ I. (4.6)
Here, the weights wj(t) are deﬁned according to wj(t):= wj(t)−wj(t+1) for all
j ∈V and t ∈ I, where wj(T +1) := 0.
Gr¨ oﬂin, Liebling, and Prodon (1982) observed in the context of their work on
pipeline scheduling with out-tree precedence constraints that the constraint matrix
of (4.3) – (4.4) is the arc-node incidence matrix of a digraph. In particular, it is
totally unimodular. This implies that the linear programming relaxation of the
above integer program is integral. This was also observed by Margot, Prodon,
and Liebling (1990), Roundy, Maxwell, Herer, Tayur, and Getzler (1991), Juang
(1994), De Souza and Wolsey (1997), Cavalcante, de Souza, Savelsbergh, Wang,
and Wolsey (2001), and Sankaran, Bricker, and Juang (1999)in different contexts.
Hence, the schedulingproblem is solvablein polynomialtime. Moreover, the dual
linear program to (4.1) – (4.5) can be solved as a minimum-cost ﬂow problem
(Gr¨ oﬂin, Liebling,andProdon1982; Juang1994; Roundy,Maxwell, Herer, Tayur,
and Getzler 1991; Sankaran, Bricker, and Juang 1999).
In fact, Gr¨ oﬂin, Liebling, and Prodon (1982) presented a network ﬂow type
algorithm that solves the pipeline scheduling problem with out-tree precedence
constraints in O(nT ) time. Their pipeline scheduling problem can be interpreted
as follows: It is a scheduling problem with start-time dependent costs, zero time
lags (dij = 0) which form an out-tree, and constraint (4.2) is relaxed to zjt 6 1 for
all j ∈V andt ∈I (that is, jobs may not be scheduled at all). With minormodiﬁca-
tions, however, their algorithm also applies to the problem with constraints (4.2),
and arbitrary out-tree temporal constraints. A different network ﬂow type algo-
rithm with the same time complexity was proposed by Roundy, Maxwell, Herer,
Tayur, and Getzler (1991) for the case where the precedence constraints consist of
independent chains. This special case arises from a Lagrangian relaxation of the
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4.2.2 The x-formulation
Pritsker, Watters, and Wolfe (1969) were likely the ﬁrst to use variables xjt,
j ∈V, t ∈ I, where xjt = 1 if job j is started at time t and xjt = 0, otherwise. The
problem now reads as follows.














xjs 6 1, (i, j) ∈ A, t ∈ I, (4.9)
xjt > 0, j ∈V, t ∈ I, (4.10)
xjt integer, j ∈V, t ∈ I. (4.11)
Notice that, due to equalities (4.8), we can assume without loss of generality that
wjt > 0 for all j and t, since any uniform additive transformation of the weights
only affects the solution value, but not the solution itself.
Chaudhuri, Walker, and Mitchell (1994) showed that the linear programming
relaxation of this integer programming formulation is integral as well. For this,
they made use of the following graph-theoretic interpretation of the problem:
First, assume without loss of generality that the precedence digraph G contains
all transitive arcs , that is, if there is a directed path from i to j in G = (V,A,d),
then (i, j) ∈ A. The corresponding arc weights are deﬁned such that the triangle
inequalities dik > dij +djk are fulﬁlled. Then identify with every job-time pair
(j,t) a node vjt in an undirected graph U. There are two different types of edges
inU. First, all pairs of nodes which belong to thesame jobare connected. Second,
for each temporal constraint Si+dij 6Sj and each timet, there are edges between
vit and all nodes vjs with s < t +dij. In the resulting graph U, any stable set1 of
cardinality n corresponds to a feasible solution of the original scheduling prob-
lem: Job j is started at time t if node vjt belongs to the stable set. Consequently,
if we assign the cost coefﬁcients wj(t) as weights to the nodes vjt, a minimum-
weight stable set of cardinality n yields an optimum schedule. Since the triangle
inequalities dik > dij+djk hold for G, and since G contains all transitive arcs, the
so-deﬁned undirected graph U can be transitively oriented. It therefore is a com-
parability graph and its corresponding fractional stable set polytope is integral;
see, e.g., Gr¨ otschel, Lov´ asz, and Schrijver (1988, Chapter9). It can further be
shown that inequalities (4.9) and åt∈Ixjt 6 1, j ∈V, induce all maximal clique2
1A stable set in an undirected graph is a set of pairwise non-adjacent nodes.
2A clique in an undirected graph is a set of pairwise adjacent nodes.4.2 SOLUTION TECHNIQUES: HISTORICAL SYNOPSIS 95
inequalities forU. Hence, inequalities (4.8) – (4.10) deﬁne a face of the fractional
stable set polytope forU. It follows that LP relaxation (4.7) – (4.10) is integral.
The integrality of LP relaxation (4.7) – (4.10) can alternatively be proved
from the integrality of LP relaxation (4.1) – (4.5) by a linear transformation
between the z- and the x-variables which preserves integrality (zjt = å
t
s=0xjs).
This was pointed out by Margot, Prodon, and Liebling (1990), De Souza and
Wolsey (1997), Cavalcante, de Souza, Savelsbergh, Wang, and Wolsey (2001),
and Sankaran, Bricker, and Juang (1999). Also Maniezzo and Mingozzi (1999)
consider an integer programming formulation in x-variables. Instead of using
(4.9), they model temporal constraints in the way originally suggested by Pritsker,





txit > dij, (i, j) ∈ A. (4.12)
Note that the LP relaxation (4.7), (4.8), (4.10), and (4.12) is weaker than (4.7) –
(4.10); inparticular, itisnotintegralingeneral. Werefer toSankaran, Bricker, and
Juang (1999) for a simple counter-example with ordinary precedence constraints.
4.2.3 The minimum cut reduction
A reduction of the project scheduling problem with start-time dependent costs
to a minimum cut problem in a directed graph was given by Chang and Edmonds
(1985). (Another reduction will be presented in Section 4.5.) Although Chang
and Edmonds(1985)restricted themselvesto thecase ofordinary precedence con-
straints and unit processing times (that is, dij =1 for all (i, j)∈A), their reduction
also works for the case with arbitrary temporal constraints. In fact, the approach
relies on a transformation of the scheduling problem to the so-called minimum
weight closure problem, which is well known to be equivalent to the minimum cut
problem (Rhys 1970; Balinski 1970; Picard 1976; Chang and Edmonds 1985).
The minimum weight closure problem in a node-weighted digraph is the prob-
lem to ﬁnd a subset C of nodes of minimum weight such that any arc (u,v) with





subject to zu−zv 6 0 for all arcs (u,v),
zu ∈ {0,1} for all nodes u.
In this way, the connection to the integer programming formulation discussed in
Section 4.2.1 becomes apparent. It was also noticed in this context that the con-96 PROJECT SCHEDULING WITH START–TIME DEPENDENT COSTS
straint matrix is totally unimodular, e.g. by Rhys (1970). Also Gr¨ oﬂin, Liebling,
and Prodon (1982) observed that their pipeline scheduling problem is an instance
of the minimum weight closure problem.
To solve the scheduling problem, Chang and Edmonds (1985) use the min-
imum weight closure digraph which is induced by the arc-node incidence ma-
trix deﬁned by constraints (4.3) and (4.4) of the z-formulation in Section 4.2.1.
In other words, every job-time pair (j,t) corresponds to a node vjt, and there
are two different types of arcs. On the one hand, there is an arc (vjt,vj,t+1)
for every job j and every point t in time. On the other hand, every prece-
dence constraint (i, j) ∈ A gives rise to arcs (vj,t+dij,vit), for all t. Finally, every
node vjt is assigned the weight wj(t). The scheduling problem is then equiva-
lent to ﬁnding, in this digraph, a minimum-weight closure that contains the set
B := {vjT|j ∈ V}. The latter constraint is easily enforced without changing the
nature of the minimum weight closure problem as deﬁned above: just remove all
nodes {vjt| there is a directed path from some viT,i ∈ V, to vjt} from the graph;
see also (Chang and Edmonds 1985). Therefore, the scheduling problem under
consideration can be reduced to a minimum cut problem. If M(a,b) is the time
complexity for computing a minimum cut in a digraph with a nodes and b arcs,
this transformation results in an algorithm which solves the project scheduling
problem with start-timedependent costs and arbitrary temporal constraints in time
M(nT,mT ). (Recall that m = |A| is the number of given temporal constraints,
n = |V| is the number of jobs, and T is the time horizon; moreover, m > n−1
since we assumed that G is connected.) Using the push-relabel maximum ﬂow
algorithm by Goldberg and Tarjan (1988), this yields an actual running time of
O(nmT2 log(n2T/m)). If all weights wj(t) are integer and W is the largest ab-
solutevalueamongthem,theresultsbyGoldbergandRao (1998)lead toarunning
time of O(min{n2/3mT5/3, m3/2T3/2} log(n2T/m) logW ).
The reduction that will be presented in Section 4.5 was derived in the context
of a Lagrangian relaxation for resource-constrained project scheduling; see Chap-
ter 5 of this thesis. It leads to a different, sparser minimum-cut digraph than the
one obtained via the above described reduction to the minimum weight closure
problem. It results in the same asymptotic time complexity, though.
It is interesting to note that Chang and Edmonds (1985) additionally showed
that every instance of the minimum cut problem can be reduced to an instance
of the project scheduling problem with ordinary precedence constraints, unit pro-
cessing times, and start-time dependent costs. Their reduction yields a scheduling
problem with time horizon T = 2. In fact, the reduction is even linear in the sense
that the encoding length of the resulting scheduling problem is the same as the
encoding length of the given minimum cut problem.4.3 OUT-FOREST PRECEDENCE CONSTRAINTS 97
4.3 OUT-FOREST PRECEDENCE CONSTRAINTS
Out-forest directed graphs are acyclic graphs where any node has at most one
in-going arc. In the scheduling terminology, any job has at most one predecessor.
An out-tree is an out-forest which is connected. With respect to the scheduling
application, we can without loss of generality restrict our attention to out-trees
instead of out-forests. Otherwise, one additional dummy job can be amended
to the precedence digraph such that it precedes all jobs which have not had a
predecessor before.
As mentioned in Section 4.2.1, the project scheduling problem with start-time
dependent costs and out-tree (or out-forest) precedence constraints can be solved
in time O(nT ). This follows from the work of Gr¨ oﬂin, Liebling, and Prodon
(1982), who presented a network ﬂow type algorithm with this time complexity.
Another network ﬂow type algorithm with the same timecomplexitywas given by
Roundy, Maxwell, Herer, Tayur, and Getzler (1991) for the case where the prece-
dence constraints are independent chains, a special case of out forests. We next
present a dynamic programming algorithm, also with timecomplexity O(nT ), for
the problem with out-tree precedence constraints; it is due to Maniezzo and Min-
gozzi (1999). Since the algorithm also works for out-tree temporal constraints
with arbitrary time lags dij, we present it for this more general case.
Let G = (V,A,d) be an out-tree with arc weights dij. Without loss of gener-
ality, assume that job 1 is the root of the out-tree; this is the (unique) job without
predecessor. For each job j ∈V, denote by Succ(j) the set of all immediate suc-
cessors of j in the precedence digraph. Moreover, denote by Tj the out-tree rooted
at job j. Then introduce a variable wj[t,T] for all j ∈ V with the following in-
tended meaning: wj[t,T] is the cost of a minimal cost (feasible) schedule for the
sub-tree Tj if job j is scheduled at time t or later. If this is infeasible, then let
wj[t,T] = ¥. Although the parameter T is redundant here, we decided to use this
notation since it reﬂects the fact that the jobs are scheduled in the time interval




However, in order to achieve a time complexity of O(nT ), a more sophisticated
recursion is required. To this end, observe that either wj[t,T] = wj[t +1,T], or
in an optimal schedule for Tj (subject to the condition that job j is scheduled no
earlier than t) job j is scheduled at time t. This yields:
wj[t,T] = min{wj(t)+åk∈Succ(j)wk[t+djk,T], wj[t +1,T]}. (4.13)98 PROJECT SCHEDULING WITH START–TIME DEPENDENT COSTS
The idea of the dynamic programming algorithm is then as follows: For any job j,
compute wj[T,T], wj[T −1,T], ... , wj[0,T] in this order, using recursion (4.13).
The algorithm starts by computing wj[t,T] for all t and all jobs j ∈ V without
successors. This requires O(nT ) total time, due to recursion (4.13). Now, given
some job j, suppose wk[t,T] has been computed for all k ∈ Succ(j) and all t.
Then, using recursion (4.13), all values wj[T,T], wj[T −1,T], ... , wj[0,T] can
becomputedintotaltimeO(|Succ(k)|T ). Hence, thetotaltimetocomputew(j,t)
for all j and t is O(åj∈V |Succ(j)|T ) = O(nT ). Obviously, w1[0,T] is the cost of
an optimal solution.
This dynamic programming algorithm can be easily adapted if not only the
minimal cost, but also a corresponding optimal schedule shall be computed. Thus
we have proved the following.
Theorem 4.3.1. The project scheduling problem with start-time dependent costs
(4.7)–(4.11)can besolvedintimeO(nT )for (generalized)out-forestprecedence
constraints.
4.4 SERIES-PARALLEL PRECEDENCE CONSTRAINTS
Series-parallel (directed) graphs are generally obtained recursively through
two composition operations on graphs, the serial and the parallel composition.
The deﬁnitions below are taken from Valdes, Tarjan, and Lawler (1982). We
ﬁrst require some preliminaries. A source of a digraph is a node without in-
going arc, and a terminal of of a digraph is a node without outgoing arc. The
transitive closure of an acyclic digraph G = (V,A) is the digraph G = (V,B),
where B = {(i, j)| there is a directed path from i to j in G}. For any acyclic di-
graph G = (V,A), an arc (i, j) ∈ A is called transitive arc if there exists a directed
path from i to j which avoids (i, j). An acyclic digraph is called transitively re-
duced if it does not contain any transitive arcs. The transitive reduction of an
acyclic directed graph G = (V,A) is the (unique) transitively reduced subgraph
G0 = (V,A0), A0 ⊆ A, with the same transitive closure as G. Aho, Garey, and Ull-
man (1972) showed that the computation of the transitive reduction of an acyclic
directed graph is equivalent to the computation of the transitive closure in the fol-
lowing sense: An algorithm with time complexity O(na) for either of the prob-
lems yields an algorithm with time complexity O(na) for the other. The transitive
closure of a directed graph can be computed in time O(n3) using the algorithm
of Warshall (1962), and even faster methods are available which are based on
algorithms for matrix multiplication (Coppersmith and Winograd 1987).4.4 SERIES-PARALLEL PRECEDENCE CONSTRAINTS 99
Deﬁnition 4.4.1 (Minimal series-parallel digraph). The digraphconsistingofa
single node is minimal series-parallel. Moreover, if G1 = (V1,E1) and G2 =
(V2,E2) are both minimal series-parallel, so is the graph G obtained from
• the serial composition: G = (V1∪V2,E1∪E2 ∪(T1 ×S2)), where T1 ⊆ V1
are all terminals of G1 and S2 ⊆V2 are all sources of G2 ,
• or the parallel composition: G = (V1∪V2,E1∪E2).
Here, T1×S2 = {(t,s)|t ∈ T1,s ∈ S2}. Notice that if G1 and G2 are acyclic, so is
the serial and parallel composition. Hence, also series-parallel digraphs according
to the following deﬁnition are acyclic.
Deﬁnition 4.4.2 (Series-parallel digraph). An acyclic digraph is called series-
parallel, if its transitive reduction is minimal series-parallel.
In fact, Valdes, Tarjan, and Lawler (1982) call the so-deﬁned digraphs vertex
series-parallel. In addition, they deﬁne edge series-parallel multi-digraphs, and
show that a multi-digraphwith a singlesource and a singleterminal is edge series-
parallel if and only if its line graph is minimal vertex series-parallel. We use the
term series-parallel in the sense of vertex series-parallel.
The main result of Valdes, Tarjan, and Lawler (1982) is a proof that series-
parallel digraphs can be recognized in linear time. In addition, they give a char-
acterization of series-parallel digraphs in terms of a forbidden induced subgraph.
This is the Z-graph (or N-graph, depending on the perspective) of Figure 4.1.
Figure 4.1: The forbidden induced subgraph for series-parallel digraphs.
Theorem 4.4.3 (Valdes, Tarjan, and Lawler 1982). A directed, acyclic graph is
series-parallel if and only if it does not contain the Z-graph of Figure 4.1 as an
induced subgraph.
The linear time recognition algorithm by Valdes, Tarjan, and Lawler (1982) in
fact computes, or attempts to compute, a so-called decomposition tree for a given100 PROJECT SCHEDULING WITH START–TIME DEPENDENT COSTS
acyclicdigraph. Thisis abinary treethat can beassociated to (thetransitivereduc-
tion of) any series-parallel graph. Figure 4.2 gives an example of a decomposition
























Figure 4.2: A series-parallel digraph with decomposition tree.
for the transitivereduction of a givenseries-parallel digraph G=(V,A). Any node
of the decomposition tree represents a subgraph of G. The leaves of the decom-
position tree represent the nodes V of G. Any other node of the decomposition
tree is either labeled P or S for parallel or serial composition, respectively. If a
node of the decomposition tree is labeled P, it represents the graph obtained from
a parallel composition of the two subgraphs of its descendants. If it is labeled S,
it represents the graph obtained from a serial composition of the two subgraphs
of its descendants. Of course, for an S-node the order of its two descendants is
important. Let us suppose that this information is somehow coded in the S-nodes
of the tree. The root of the decomposition tree eventually represents the transitive
reduction of the series-parallel digraph G itself. Notice that the decomposition
tree of a series-parallel digraph is not unique, and due to the results by Valdes,
Tarjan, and Lawler (1982) a decomposition tree for any series-parallel digraph
can be computed in linear time.
Let us now turn to the solution of project scheduling problems with start-
time dependent costs and series-parallel precedence constraints. The algorithm
is based on a discussion with Philippe Baptiste (2000, personal communication).
First observe that for the present scheduling application, we can assume without
lossofgeneralitythattheprecedencedigraphistransitivelyreduced. Soconsidera
project scheduling problem with start-time dependent costs and (ordinary) series-
parallel precedence constraints, given by a minimal series-parallel digraph G =4.5 ARBITRARY PRECEDENCE CONSTRAINTS 101
(V,A). Moreover, let a decompositiontree of G=(V,A)be given. For each nodeu
of the decomposition tree, denote by Gu =(Vu,Au) the subgraph represented by u.
Then introduce a variable wu[t1,t2] with the following intended meaning: wu[t1,t2]
is the cost of a minimal cost (feasible) schedule for the subproblem induced by
Gu, subject to the conditions that no job from Vu is scheduled earlier than t1, and
no job from Vu completes later than t2. (If this is infeasible, then wu[t1,t2] = ¥.)
For all leaves of the decomposition tree, these values can be computed in O(nT2)
total time. Now consider a node u of the decomposition tree, and let u1 and u2 be
the two descendants of u. Then, if u is a P-node,
wu[t1,t2] = wu1[t1,t2]+wu2[t1,t2], (4.14)




Using these recursions, the dynamic programming algorithm computes all values
wu[t1,t2], for 0 6 t1 6 t2 6 T, recursively along the decomposition tree. For a
single node of the decomposition tree, this takes O(T3) total time, due to the
expensive update (4.15). Since a decomposition tree has O(n) nodes, the total
time required to compute all wu[t1,t2], 0 6 t1 6 t2 6 T, is O(nT3). Obviously,
if u is the root node of the decomposition tree, wu[0,T] is the cost of an optimal
solution. Again, it is immediate that this dynamic programming algorithm can be
adapted if not only the minimal cost, but also a corresponding optimal solution
shall be computed. Thus we have proved the following.
Theorem 4.4.4. The project scheduling problem with start-time dependent costs
(4.7) – (4.11) can be solved in time O(nT3) for series-parallel precedence con-
straints.
If instead of the series composition (4.15) the computation of wu[t1,t2], say
dynamically on the basis of wu[t1,t2−1] and wu[t1+1,t2], is possible faster than
in time O(T ), this would immediately yield a better time complexity. In the case
of out-tree precedence constraints such a dynamic computation of wj[t,T] on the
basisofwj[t+1,T]is givenby(4.13). However,toﬁnd an analogouslyfast update
also for the series-parallel case remains open at the moment.
4.5 ARBITRARY PRECEDENCE CONSTRAINTS
We now present a reduction of the project scheduling problem with start-time
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to a minimum cut problem in a directed graph. For the special case of ordinary
precedence constraints and unit processing times (that is, dij =1 for all (i, j)∈A),
Chang and Edmonds (1985) have previously suggested such a transformation.
They show that the problem can be reduced to the minimum-weight closure prob-
lem. The latter is equivalent to the minimum cut problem (Rhys 1970; Balinski
1970; Picard 1976; Chang and Edmonds 1985); see the brief discussion of their
approach in Section 4.2.3. The reduction presented below, however, is direct, and
it particularly results in a sparser minimum-cut digraph. For any job j, denote by
e(j) > 0 the earliest feasible start time of job j, and `(j) 6 T is its latest feasible
start time. We then deﬁne the minimum cut digraph D = (VT,AT) as follows.
• Nodes. For every job j, deﬁne nodes vjt for all (plus one) feasible start
times t for j. More precisely, VT := {vjt|j ∈ V,t = e(j),...,`(j)+1}∪
{a,b}. Here, the two additional nodes a and b represent source and target
of the minimum cut graph.
• Arcs. The arc set AT consists of assignment and temporal arcs. Assign-
ment arcs (vjt,vj,t+1) are deﬁned for all j and t, resulting in directed chains
(vj,e(j),vj,e(j)+1), (vj,e(j)+1,vj,e(j)+2),..., (vj,`(j),vj,`(j)+1) for all j ∈ V.
Temporal arcs (vit,vj,t+dij) are deﬁned for all time lags (i, j) ∈ A, and for
all t which fulﬁll both e(i)+1 6 t 6 l(i) and e(j)+1 6 t +dij 6 l(j). Fi-
nally, a set of dummy arcs connects the source and the target nodes a and b
with the remaining network. The dummy arcs are given by (a,vj,e(j)) and
(vj,`(j)+1,b) for all j ∈V.
• Arc capacities. The capacity of each assignment arc (vjt,vj,t+1) is given by
c(vjt,vj,t+1) := wj(t), and the capacities of all temporal and dummy arcs
are inﬁnite.
Notice that the so-deﬁned digraph D = (VT,AT) might be cyclic if time lags with
non-positive values exist (dij 6 0). Figure 4.3 shows an example of the construc-
tion of D. The digraph on the left of Figure 4.3 is the digraph G = (V,A,d) of
the temporal constraints: each node represents a job, and each arc represents a
temporal constraint. The values for the time lags are d12 = 1,d23 = −2,d34 = 2,
and d54 = 3. The job processing times are p1 = p4 = 1, p2 = p5 = 2, and p3 = 3.
T = 5 is the given time horizon. Thus the earliest start times are 0, 1, 0, 3, and 0,
and the latest start times are 3, 4, 3, 5, and 2, respectively. The digraph on the right
of Figure 4.3 is obtained by the above described transformation. All arcs marked
by a white arrowhead have inﬁnite capacity.
To formulateour result, we usethe followingnotation. Givena directed graph,






















Figure 4.3: Example for the transformation to a minimum-cut problem.
X ∪X =V, and a ∈ X, b ∈ X. We say that an arc (u,v) ∈ A is in the cut if u ∈ X
and v ∈ X. The capacity c(X,X) of a cut (X,X) is the sum of capacities of the
arcs in the cut, c(X,X):=å(u,u)∈(X,X)c(u,u). A minimuma-b-cut is an an a-b-cut
with minimal capacity. Moreover, let us make the following deﬁnition.
Deﬁnition 4.5.1 (n-cut). An a-b cut of the above deﬁned digraph D = (VT,AT) is
called an n-cut if for every job j ∈V exactly one assignment arc (vjt,vj,t+1) is in
the cut.
Then the following observation is crucial.
Lemma 4.5.2. Let (X,X) be a minimum a-b-cut of D. Then there exists an n-cut
(X∗,X∗) of D with the same capacity. Moreover, given (X,X), the n-cut (X∗,X∗)
can be computed in time O(nT ).
Proof. The proof relies on the fact that all arc capacities of D are non-negative.
(Recall that the non-negativity assumption on the start-time dependent weights
wj(t) of the jobs in (4.7) – (4.11) can be made without loss of generality.) Let
the minimum cut (X,X) of D be given, and assume that its capacity is ﬁnite,
otherwise the claim is trivial. Since the dummy arcs have inﬁnite capacity, it
follows that for each job j ∈ V at least one assignment arc (vjt,vj,t+1) is in the
cut (X,X). Now suppose that (X,X) contains more than one assignment arc for
certain jobs j ∈ V. We construct an n-cut (X∗,X∗) with the same capacity as
follows. For j ∈ V, let tj be the smallest time index such that (vj,tj,vj,tj+1) ∈
(X,X). Let X∗ :=
S
j∈V{vjt|t 6 tj}∪{a} and X∗ := V \X∗. Clearly, X∗ ⊂ X
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set of assignment arcs of (X,X). All weights wj(t) are non-negative. Hence, it
sufﬁces to prove that (X∗,X∗) does not contain any of the temporal arcs in order
to show that (X∗,X∗) has the same capacity as (X,X). Assume that there exists
such a temporal arc (vis,vjt) ∈ (X∗,X∗), s 6 ti, t > tj. Let k := t −(tj +1) > 0.
Then e(j)+1 6 t −k 6 l(j), since t −k = tj+1, and all times tj,tj+1,...,t are
feasible for job j. Moreover, s−k 6 l(i), since s−k 6 s 6ti 6 l(i). Now suppose
that s−k < e(i)+1. This implies that t −k = s−k+(t −s) < e(i)+1+(t−s).
But there is a time lag between i and j of length t −s, hence e(i)+(t−s) 6 e(j).
This yieldst−k <e(j)+1, a contradiction. Thus s−k >e(i)+1. In other words,
we have vi,s−k ∈ X∗ ⊂ X and vj,t−k = vj,tj+1 ∈ X, and there exists a temporal
arc (vi,s−k,vj,t−k) ∈ (X,X). Since temporal arcs have inﬁnite capacity, this is a
contradiction to the assumption that (X,X) is a minimum cut. It follows from the
deﬁnition of (X∗,X∗) that it can be computed from (X,X) in time O(nT ).
The following proposition establishes the connection between the scheduling
problem and the minimum cut problem.
Proposition 4.5.3. There is a one-to-one correspondence between n-cuts (X,X)
of D with ﬁnite capacity and the feasible solutions x of the project scheduling
problem with start-time dependent costs (4.7) – (4.11) by the mapping
xjt =
￿
1 if (vjt,vj,t+1) is in the cut (X,X),
0 otherwise
(4.16)
such that the capacity c(X,X) of (X,X) equals the value w(x) of the so-deﬁned
solution x. Moreover, the capacity c(X,X) of any minimum a-b-cut (X,X) of D
equals the value w(x) of any optimal solution x of (4.7) – (4.11).
Proposition 4.5.3 is proved with the help of Lemmas 4.5.5, 4.5.6, and 4.5.7 below.
Using Lemma 4.5.2, any minimum cut of D can be turned into a minimum n-
cut in O(nT ) time. By Proposition 4.5.3 this yields an optimal solution for the
project scheduling problem with start-time dependent costs. Since the digraph D
has O(nT ) nodes and O(mT ) arcs (recall that m > n−1 since we assumed that
G is connected), the analysis of the push-relabel-algorithm for maximum ﬂows by
Goldberg and Tarjan (1988) now yields the following.
Theorem 4.5.4. The project scheduling problem with start-time dependent costs
(4.7) – (4.11) can be solved in time O(nmT2 log(n2T/m)).
If all weights wj(t) are integer and additionallyW is the largest absolute value
among them, Goldberg and Rao’s algorithm (1998) leads to a time complexity of
O(min{n2/3mT5/3, m3/2T3/2}log(n2T/m) logW ). Let us next prove Proposi-
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Lemma 4.5.5 (surjectivity). For each feasible solution x of integer program
(4.7) – (4.11), there exists an n-cut (X,X) of D such that x is the image of (X,X)
under the mapping (4.16). Moreover, w(x) = c(X,X).
Proof. Let x be a feasible solution of integer program (4.7) – (4.11), and let w(x)
be its cost. Due to (4.8), for each job j ∈ V there exists exactly one xj,tj = 1
for some tj. Deﬁne a cut in D by X :=
S
j∈V{vjt|t 6 tj}∪{a}, X :=V \X. By
construction, all arcs (vj,tj,vj,tj+1), j ∈V, are arcs of the cut (X,X), and x is the
image of (X,X) under the mapping (4.16). Moreover, the sum of the capacities of
the assignment arcs in the cut is w(x). Now suppose that there exists another arc
in the cut. This must be a temporal arc (vis,vjt), s 6ti, t >tj. Thus, there is a time
lag (i, j)with lengthdij =t−s between jobs i and j. Sincetj−ti <t−s, weobtain
a contradiction to the assumption that x was feasible. Hence, w(x) = c(X,X).
The injectivity of the mapping deﬁned by (4.16) follows by deﬁnition. We ﬁnally
have to show that the range of the mapping (4.16) are in fact the feasible solutions
of the integer program (4.7) – (4.11).
Lemma 4.5.6. For each ﬁnite capacity n-cut (X,X) in D, the mapping (4.16)
deﬁnes a feasiblesolutionx of integer program(4.7) – (4.11) with w(x)=c(X,X).
Proof. Since an n-cut contains exactly one assignment arc for each job j ∈V, the
solutionx deﬁned by (4.16)fulﬁlls equations (4.8). Giventhat then-cut (X,X) has
ﬁnite capacity, it can easily be shown by contradiction that x satisﬁes the temporal
constraints(4.9)as well. Lemma4.5.5togetherwith theinjectivityof themapping
(4.16) implies that w(x) = c(X,X).
Lemma 4.5.7. The capacity c(X,X) of any minimum a-b-cut (X,X) of D equals
the value w(x) of any optimal solution x of (4.7) – (4.11).
Proof. The claim immediately follows with the help of Lemmas 4.5.2, 4.5.6,
and 4.5.7.
This concludes the proof of Proposition 4.5.3. If all weights wj(t) are strictly
positive, there is even a one-to-one correspondence between minimum a-b-cuts
of D and optimal solutions of (4.7) – (4.11). This can be inferred from the proof
of Lemma 4.5.2, since in this case any minimum a-b-cut must be an n-cut.
4.6 ADDITIONAL NOTES AND REFERENCES
The polynomiality results discussed in this chapter refer to a model of the
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not avoidable for problems with general cost functions wj(t). However, this does
not imply polynomial-time algorithms for problems which allow a more succinct
encoding. To give an example, consider the piecewise linear, convex cost func-
tions wj(t) mentioned in the introduction, an important special case of which are
linear earliness-tardiness costs. In fact, there are algorithms to solve the schedul-
ing problem with piecewise linear, convex cost functions in time polynomial in n
and the number of breakpoints of the cost functions wj(t). Indeed, because the
project scheduling problem with linear cost functions wj(t) = wj ·t can be solved
as a linear program in starting time variables Sj, it follows from linear program-
ming theory that the problem with piecewise linear, convex cost functions can
be solved as a linear program as well; see, e.g., Murty (1983, Chapter 1) for de-
tails. This was, for instance, pointed out by Faaland and Schmitt (1987) who also
gave a combinatorial algorithm. Combinatorial algorithms for the same problem
have recently been proposed also by Chr´ etienne and Sourd (2000) and Ibaraki and
Nonobe (2000). On the other hand, the problem with piecewise linear, convex
cost functions may also be seen as a special case of a convex cost integer dual
network ﬂow problem. In the convex cost integer dual network ﬂow problem, the
time lags dij are considered as variables with associated convex cost functions
as well. If the convex cost functions are piecewise linear, this problem can be
solved as the dual of a minimum cost ﬂow problem. This has been observed by
Levner and Nemirovsky (1994) and Wennink (1995), yielding polynomial time
algorithms in the number of breakpoints of the cost functions. But even if the
convex cost functions are arbitrary, and the jobs are constrained to be scheduled
at integer time points, the problem can be solved in polynomial time. This was
proved by Ahuja, Hochbaum, and Orlin (1999), who show how to solve the prob-
lem in time O(nm log n log(nT )) by an adaption of the cost scaling algorithm
for minimum cost ﬂows. It was noted by Ahuja, Hochbaum, and Orlin (1999) that
the same time bound can be inferred also from the earlier work of Karzanov and
McCormick (1997).
It is gratifying to conclude this chapter by mentioning that already Fulkerson
(1961) and Kelley (1961) proposed network ﬂow type methods to solve so-called
time-cost tradeoff problems on project networks. In the time-cost tradeoff prob-
lem, linear cost functions are associated with the variables dij only. Fulkerson and
Kelley computed the project cost curve through parametric solutionof a minimum
cost ﬂow problem obtained as a dual of the linear programming formulation of the
problem. Phillips and Dessouky (1977) subsequently showed that this problem
can be solved through a sequence of minimum cut problems.CHAPTER 5
SOLVING RESOURCE CONSTRAINED PROJECT
SCHEDULING PROBLEMS BY MINIMUM CUT
COMPUTATIONS
This chapter addresses resource constrained project scheduling problems. We
consider a Lagrangian relaxation of a time-indexed integer programming formu-
lation of the problem, and show in a computational study that it not only yields
strong lower bounds on the minimal objective value, but can as well be used to
obtain valuable information for the computation of high-quality solutions. The
key to the efﬁciency of our approach is the insight that the relaxed problem is
a project scheduling problem with start-time dependent costs as considered in
Chapter 4. Therefore, the results presented in this chapter can be seen as a practi-
cal validation of the theoretical insights of the previous chapter.
5.1 INTRODUCTION
In contrast to the previous chapter, we now consider the problem of ﬁnd-
ing a schedule for a set V = {1,...,n} of precedence-constrained jobs which
minimizes the makespan Cmax. As in Chapter 4, any job j ∈ V has a deter-
ministic, integral processing time pj > 0, jobs are only started at integral time
points t = 0,1,2,...,T , T denotes the time horizon , and I = {0,1,2,...,T}.
Precedence constraints are again given in form of an arc-weighted directed graph
G = (V,A,d), where dij imposes a temporal constraint between the start times of
jobs i and j: Sj > Si +dij. In other words, we consider the case of generalized
precedence constraints. In addition to the temporal constraints, the jobs require
limited resources during the time they are in process. These resource constraints
are speciﬁed as follows. There is a ﬁnite set K of different, so-called renewable
resource types. The availability of resource type k ∈ K is given by a piecewise
linear function, denoted by Rk(t), t = 0,1,2,...,T . The intended meaning is
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that Rk(t) units of resource k are available at time t. Throughout this chapter,
we identify the time point t with the time interval [t,t+1[. Every job j requires
resources to be processed. How much of a resource k is required by job j is speci-
ﬁed by a piecewise linear function rjk(s), s = 0,1,2,...,pj−1. In other words, if
job j is started at time Sj, it requires rjk(s) units of resource k at times Sj +s for
s =0,1,2,...,pj−1. The jobs have to be scheduled in such a way that the limited
resource availability is not violated at any time:
å
j∈V(t)
rjk(t−Sj) 6 Rk(t), k ∈ R, t ∈ I. (5.1)
As usual, Sj is the start time of job j. Moreover, V(t) ⊆V are the jobs that are in
process at time t, that is, V(t) := {j ∈V|Sj 6 t < Sj + pj}. Notice that machine
scheduling problems as introduced in Chapter 1 arise as a special case as follows.
There is exactly one resource type with R(t) = m for all t = 0,1,2,...,T, and the
resource requirement of any job j is rj(s) = 1 for all s = 0,1,2,...,pj −1. This
is equivalent to an m-machine problem. Notice further that also release dates can
be anticipated in this model. If a job j has a release date rj, introduce an artiﬁcial
job with processing time rj which is a predecessor of j. This artiﬁcial job does
not consume any resources.
In the literature, the problem is addressed mainly for the special case when
the functions Rk(t) and rjk(s) are constant, that is, resource requirements of jobs
and resource availabilities are constant. The problem with ordinary precedence
constraints and constant resource requirements and availabilities is often referred
to as ‘the’ resource constrained project scheduling problem, abbreviated RCPSP.
It obviously arises as a special case of the problem considered here. The term
‘project scheduling’ in this denomination describes the fact that there are prece-
dence constraints among the jobs. If there are no precedence constraints at all, let
us therefore denote the problem as resource constrained scheduling. This notion
was also used by Garey and Johnson (1979, Appendix5.2, SS10).
By a reduction of 3-Partition, it follows that resource constrained scheduling
is strongly NP-hard. This is true for constant resource requirements and availabil-
ities and if there is only one resource type (Garey and Johnson 1975). The actual
hardness of resource constrained scheduling, however, is perhaps best underlined
by following observation, which is implicit in a paper by Blazewicz, Lenstra, and
Rinnooy Kan (1983), and which explicitly appears in (Sch¨ affter 1997).
Lemma 5.1.1. Consider a resource constrained scheduling problem where all
jobs have unit length, and where any resource type is required by exactly two jobs.
The objective is to minimize the makespan Cmax. This problem is polynomially
equivalent to the coloring problem in undirected graphs.5.1 INTRODUCTION 109
Proof. Thecoloringprobleminundirectedgraphsisthefollowing. Givenanundi-
rected graph G = (V,E) with V = {1,2...,n} and an integer number c, decide if
there is a feasible coloring of the nodes of G with c colors. Here, a coloring of the
nodes is called feasible if adjacent nodes have different colors. The correspond-
ing scheduling problem is deﬁned as follows. The jobs correspond to the nodes
of G, and for any edge k = {i, j} ∈ E introduce one resource type k with avail-
ability 1. Both jobs i and j require one unit of that resource, that is rik = rjk = 1,
and rik0 = rjk0 = 0 for any other resource type k0. Now, the graph G is feasibly
colorable with c colors if and only if the scheduling problem has a solution with
makespanCmax 6 c. To see this, identify the colors 1,2,...,c with the completion
times of the (unit length) jobs.
The minimal number of colors that are required to color an undirected graph G
is called the chromatic number c(G). The implications of Lemma 5.1.1 for the
hardness of resource-constrained (project) scheduling becomes clear with the fol-
lowing result.
Theorem 5.1.2 (Feige and Kilian 1998). Unless NP ⊆ ZPP, it is not possible to
approximate the chromatic number c within a factor of n1−e in polynomial time,
for any constant e > 0.
Here, ZPP is the complexity class of all those decision problems that have a
polynomial time randomized algorithm with zero probability of error. These al-
gorithms also called Las Vegas algorithms. The class ZPP is the intersection of
RP with coRP, where RP is the class of decision problems that have a random-
ized polynomial time algorithm, also called Monte Carlo algorithm. This is a
polynomial time algorithm with the following properties: If an instance of the
decision problem is a ‘no’ instance, the algorithm gives the correct answer. If
the instance is a ‘yes’ instance, then with probability at least 1/2 it gives the cor-
rect answer. In other words, there is no false positive answer. The class coRP
is deﬁned symmetrically. Let us refer to Papadimitriou (1994) for further details
on these complexity classes, and only note that, like P = NP, it is generally con-
sidered not likely that NP ⊆ ZPP. Weaker results for the non-approximability of
graph coloring hold under the assumption that P 6= NP (Feige and Kilian 1998).
By Lemma 5.1.1, the same non-approximability result holds for the computation
of the minimal makespan Cmax for resource constrained scheduling, and thus also
for resource constrained project scheduling.
Corollary 5.1.3. For resource constrained (project) scheduling, unless NP ⊆
ZPP, it is not possible to approximate the minimal makespanCmax within a factor
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This is a theoretical evidence for the claim that resource constrained project
scheduling problems belong to the most intractable problems in operations re-
search. To put it into thewords of Andreas Drexl ‘the RCPSP is not only NP-hard,
but it is as hard as iron’. Yet it has a variety of applications in manufacturing, pro-
duction planning, and project management. Therefore it has become a popular
playground for the latest optimization techniques. To ﬁnd good solutions, various
classes ofalgorithmicapproaches havebeen pursued. We cannot givean overview
of all approaches here. A good impression of the ﬁeld can be obtained from the
collections of articles in the books edited by Słowi´ nski and We ¸glarz (1989) and
We ¸glarz (1999). The techniques include branch-and-bound algorithms, constraint
propagation (often used in conjunctionwith branch-and-bound), and a diversityof
heuristicsandlocalsearchalgorithms. Someoftheseapproacheswillbediscussed
more detailed in Section 5.4. In order to practically solve hard combinatorial op-
timization problems, it is well known that bounds on the optimal objective value
play a vital role. They are either used to reduce the computational effort of exact
algorithms like branch-and-bound, or they provide ‘performance guarantees’ for
heuristic solutions. Hence, also a considerable amount of literature exists which
addresses the computation of lower bounds on the minimal objective value for
resource constrained project scheduling problems. The techniques are straight-
forward combinatorial arguments, linear programming or Lagrangian relaxations,
constraint propagation, often in conjunction with so-called destructiveapproaches
where ﬁctitious upper bounds are rejected by proving infeasibility,and ﬁnally also
combinations of several techniques. We will go into more detail in Section 5.3.
Notice, however, that the above mentioned non-approximability result of Corol-
lary 5.1.3 symmetricallyputsthesamelimitson thecomputationof provablygood
lower bounds. The reason is that if we have a provably good lower bound LB on
Cmax, say with LB>1/aCmax forsomea>1, we can immediatelyinfer that both
aLB 6 aCmax and Cmax 6 aLB. In other words, aLB is an a-approximation of
Cmax from above, hence the result of Corollary 5.1.3 applies.
In spite of these theoretical limitations, in this chapter we practically evaluate
an approach to compute both lower bounds and solutions for resource constrained
project schedulingproblems. Moreprecisely, weconsideraLagrangian relaxation
method as proposed by Christoﬁdes, Alvarez-Vald´ es, and Tamarit (1987). The
Lagrangian relaxation is based on the previously used time-indexed integer pro-
gramming formulation in x-variables due to Pritsker, Watters, and Wolfe (1969).
The basic idea is to relax the resource constraints (5.1) and to penalize their viola-
tion in the usual Lagrangian fashion. This results in a Lagrangian subproblem that
is a project scheduling problem with start-time dependent costs as considered in
Chapter 4. The theoretical insights presented there are indeed the key for the prac-5.2 INTEGER PROGRAMMING FORMULATION 111
tical efﬁciency of this approach. This will be demonstrated in our computational
study. In addition, we show how to exploit the dual information from solutions of
the Lagrangian relaxation in order to compute also feasible solutions for resource
constrained project scheduling problems. For this, we use relaxation-based list-
scheduling heuristics. The priority lists are derived from so-called a-completion
times of the jobs in the solutions of the Lagrangian subproblems. In fact, the com-
putational experiments show that this approach is very promising in terms of both
computation time and solution quality. Although the focus is on the minimization
of the project makespan Cmax, the algorithms presented subsequently can as well
beadaptedto handlemanyotherregular, andevennon-regularobjectivefunctions.
Let us give a brief overview. First, Section 5.2 gives an integer programming
formulation and brieﬂy discusses two resulting LP relaxations of the problem.
In Section 5.3 different lower bounds are brieﬂy reviewed, and the approach by
Lagrangian relaxation is presented in detail. Section 5.4 then shows how the La-
grangian relaxation can beused to computefeasible solutions. Finally, Section 5.5
presents the computational experiments. For the computational study, we use var-
ious benchmark test sets for resource constrained project scheduling. This are
instance sets from the project scheduling library PSPLIB (2000), systematically
generated by Kolisch and Sprecher (1996) and Schwindt (1996). In addition, we
use 25 so-called labor-constrained instances where the jobs have non-constant
resource requirements. These instances have been provided by Heipcke (1999)
and Cavalcante (1997). They mimic a chemical production process at BASF AG,
Ludwigshafen (Kallrath and Wilson 1997).
Most results presented in this chapter have been published in (M¨ ohring,
Schulz, Stork, and Uetz 1999) or are submitted for publication (M¨ ohring, Schulz,
Stork, and Uetz 2000).
5.2 INTEGER PROGRAMMING FORMULATION AND LINEAR
PROGRAMMING RELAXATIONS
To model resource constrained project scheduling problems, we use the for-
mulation in x-variables which has been used before in Section 4.2.2. For this, it
is convenient to assume that there exists a dummy job which is a successor of all
other jobs j ∈V. This job indicates the completion of the last job in the schedule.
Without loss of generality, let job n be this dummy job, with pn = 0 and rnk = 0
for all resource types k. Then the objective to minimize the makespan Cmax is
equivalent to the minimization of the start time Sn of job n. Similarly, we assume
that there exists another dummy job, say job 0, with pn = 0 and rnk = 0 for all112 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
resource types k. This dummy job is a predecessor of all other jobs j ∈ V, and
its start time is ﬁxed at time 0. Using the time-indexed x-variables introduced in
Section 4.2.2, the resource constraints (5.1) read as follows. (Recall that xjt = 1






xjsrjk(t−s) 6 Rk(t), k ∈ K, t ∈ I.
These inequalities enforce that the jobs simultaneously processed at time t do not
consume more resources than available. Using inequalities (4.8), (4.9), (4.10),





















xjsrjk(t−s) 6 Rk(t), k ∈ K, t ∈ I, (5.5)
xjt > 0, j ∈V, t ∈ I, (5.6)
xjt integer, j ∈V, t ∈ I. (5.7)
Moreover, the dummy job 0 is scheduled at time 0, which gives the additional
constraint x00 = 1. As mentioned in Chapter 4, the (generalized) precedence con-
straints together with the upper bound T on the makespan Cmax yield earliest and
latest start times for any job j ∈V. Of course, these bounds should be taken into
account in the above formulation. To keep the notation simple, however, we do
not use these bounds explicitly here, and assume that all variables outside these
bounds are ﬁxed such that no job is scheduled at an infeasible time.
Notice that an equivalent integer programming formulation is obtained if in-





txit > dij, (i, j) ∈ A. (5.8)
These inequalities express the fact that Sj−Si >dij, since Sj = åt∈Itxjt for all
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the variables xjt are in {0,1}, but it turns out to be quite important for the quality
of the corresponding linear programming relaxations. Let us call the linear pro-
gramming relaxation given by (5.2) – (5.6) the strong LP relaxation, and let (5.2),
(5.3), (5.5), (5.6), and (5.8) be the weak LP relaxation. The following observation
shows that the weak LP relaxation in fact deserves its name.
Observation 5.2.1. There exist instances for which the optimal objective value
for the strong LP relaxation is arbitrarily close to 3/2 of the optimal objective
value for the weak LP relaxation.
Proof. Consider an instance with 5 jobs V = {1,2,...,5} with unit processing
times. There is only one resource type k with constant resource availability R > 2.
The two jobs 1 and 2 require R resources to be processed. They must be started
at times 0 and 2, respectively. This can be achieved using corresponding temporal
constraints (d01 = d10 = 0, d12 = 2 and d21 = −2). Job 3 requires 1 unit of the
resource. It is a predecessor of the remaining two jobs 4 and 5 (d34 = d35 = 1)
which requireR−1 unitsoftheresource. Then theoptimalmakespanfortheweak
LP relaxation is 3, whereas the optimum makespan for the strong LP relaxation is
arbitrarily close to 4.5 for R large enough.
Let us explain this effect by looking at the optimal LP solutions computed
with CPLEX. In the LP relaxations, jobs can be scheduled fractionally. In any
solution of both LP relaxations, we have x10 = x22 = 1, that is, jobs 1 and 2 are
scheduled at times 0 and 2, respectively. Hence, no other job may be scheduled
at these times. In an optimal solution of the weak LP relaxation, x31 = 1, and
x41 = x51 = x43 = x53 = 1/2. In other words, at time 1 job 3 and one half of the
remaining two jobs 4 and 5 are scheduled. The remaining halves of jobs 4 and
5 are scheduled at time 3. This is in fact feasible for the weak inequalities (5.8),
since it yields S4 = S5 = 2, and S3 = 1. Moreover, it is feasible to schedule the
dummy sink n at time 3. In the optimal solution of the strong LP relaxation, also
x31 = 1 (job 3 is scheduled at time 1). But no fraction of the jobs 4 and 5 may
then be scheduled at time 1, since this would violate inequalities (5.4). Instead,
an R/(2R−2)-fraction of the two jobs 4 and 5 is scheduled at time 3, and the
remaining (R−2)/(2R−2)-fractions at time 4. Finally, an R/(2R−2)-fraction
of the dummy sink is scheduled at time 4, and the remaining (R−2)/(2R−2)-
fraction at time 5. This yields a makespan of Sn = 4+(R−2)/(2R−2).
Finally, simple examples show that the integrality gap, that is the ratio of an
optimalintegral solutionto an optimalfractional solution,is in general unbounded
for both linear programming relaxations. Notice that this is not a consequence of
Corollary 5.1.3, due to the fact that the size of the time-indexed formulation is not
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Observation 5.2.2. The integralitygap of boththeweak and strongLP relaxation
is unbounded.
Proof. Consider a family of instances with n unit length jobs without any prece-
dence constraints. For any pair i and j of distinct jobs there is one resource type k
(so there are n(n−1)/2 resource types), and both i and j require (n+1)/2n units
of that resource. The availability of all resource types k is 1. In a feasible sched-
ule, the jobs then have to be scheduled sequentially, which yields a makespan of n.
In either the weak or the strong LP relaxation, an n/(n+1)-fraction of each job
can be scheduled at time 0, and the remaining 1/(n+1)-fractions are scheduled
time 1. This yields a makespan arbitrarily close to 1 for large n.
5.3 LOWER BOUNDS AND LAGRANGIAN RELAXATION
There are many publications that explicitly or implicitly deal with the compu-
tation of lower bounds on the minimal makespan for resource constrained project
scheduling problems. Let us ﬁrst review some of the papers that are particularly
relevant to our work, and then introduce the Lagrangian relaxation based on the
above formulation of the problem.
5.3.1 Lower bounds: A brief literature review
In fact, a great part of the literature concentrates on the model with ordinary
precedence constraintsand constantresource requirementsand availabilities,‘the’
RCPSP. If nothingelse is speciﬁed, the subsequentdiscussionrefers to this model.
The most obviousand folklore lower bound is the so-called critical path lower
bound. It is the length of the longest path in the arc-weighted graph G = (V,A,d)
of the temporal constraints. Various improvements of this critical path lower
bound have been suggested, usually by means of certain combinatorialarguments.
One of the ﬁrst references in this direction is by Stinson, Davis, and Khumawala
(1978). They enhance the critical path lower bound by considering jobs which are
not part of the critical path, but which cannot be scheduled simultaneously due to
their resource requirement.
Linear programming lower bounds have been analyzed, among others, by
Christoﬁdes, Alvarez-Vald´ es, and Tamarit (1987) as well as Cavalcante, de Souza,
Savelsbergh, Wang, and Wolsey (2001). While Christoﬁdes et al. (1987) use the
aboveformulationinx-variableswiththeweakformulationoftheprecedencecon-
straints, Cavalcanteet al. (2001)usebothz-variables and x-variables introducedin
Sections 4.2.1 and 4.2.2 ofChapter 4. They considerboththe strongand weak for-5.3 LOWER BOUNDS AND LAGRANGIAN RELAXATION 115
mulation of the precedence constraints, and their computational results are based
on problems where the jobs have non-constant resource requirements. Several
linear programming based lower bounds are also due to Mingozzi, Maniezzo,
Ricciardelli, and Bianco (1998). Their bounds are based on a formulation in the
following variables: For any subsetW ⊆V of jobs that can be feasibly scheduled
simultaneously at a given time t, introduce a binary variable yW(t). These sets
W(t) are also called feasible subsets at timet. A schedule can then be represented
in terms of these (exponentially many) variables. One of their relaxations (termed
LB3 in their paper) has become very popular. It arises after a chain of manipu-
lations of the above sketched formulation in yW(t)-variables, and eventually boils
down to the following idea. Consider an undirected graph G = (V,E) where the
nodesV correspond to the jobs and there is an edge between two nodes if the cor-
responding jobs can be scheduled simultaneously. Then, for any stable set F ⊆V
in G, the value åj∈F pj is a lower bound on the makespan Cmax. Using different
heuristics to compute a stable set in this graph, several of the previouslysuggested
(combinatorial) bounds arise as a special case.
Klein and Scholl (1999) use a so-called destructive approach. The idea is to
reject ﬁctitious upper bounds UB on the makespan Cmax by proving infeasibility.
In this case, UB+1 is obviously a valid lower bound (if there is a feasible solu-
tion). Within this framework, they combine several of the previously suggested
combinatorial lower bounds. In fact, this destructive approach resembles the typ-
ical consistency tests that are utilized in constraint propagation, e.g. by Dorndorf,
Phan Huy, and Pesch (1999).
Based on the above mentioned formulation in yW(t)-variables by Mingozzi
et al. (1998), Bruckerand Knust(2000a)obtainthecurrentlybestlowerboundson
one of the standard benchmark test sets. They ﬁrst apply constraint propagation to
reduce the variable domains and then solve an LP relaxation of the formulation in
yW(t)-variables bycolumngeneration. Thepricingcorresponds tothecomputation
of feasible subsets of jobs; it is solved by implicit enumeration. In fact, they use
these techniques also in the framework of a destructive approach.
For problems with generalized precedence constraints, lower bounds have
been computed by Heilmann and Schwindt (1997), also using a destructive ap-
proach and various, combinatorial lower bounds. Recently, Brucker and Knust
(2000b) could generalize their approach from (Brucker and Knust 2000a) also
to the case with generalized precedence constraints. For problems where jobs
have non-constant resource requirements, combinatorial and constraint propaga-
tion based lower bounds also appear in the thesis by Heipcke (1999).
We will come back to most of the mentioned techniques and lower bounds in
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5.3.2 Lagrangian and linear programming relaxation
The Lagrangian relaxation as presented below was utilized by Christoﬁdes
et al. (1987) within a branch-and-bound algorithm to solve resource constrained
project scheduling problems. The idea is to dualize the resource constraints (5.5)
and to introduce corresponding vector l of non-negative Lagrangian multipliers
ltk, t ∈ I, k ∈ K. After rearranging the terms in the objective function, the follow-



















subject to (5.3), (5.4), (5.6), and (5.7).
(5.9)
Let us introduce weights wl







lskrjk(s−t) if j 6= n, and wl
j(t) = t if j = n, (5.10)
then the Lagrangian subproblem (5.9) can be rewritten as








subject to (5.3), (5.4), (5.6), and (5.7).
(5.11)
For any vector l of non-negative Lagrangian multipliers, the optimal solution
value for (5.11) is a lower bound on the minimal makespan Cmax for the re-
source constrained project schedulingproblem (5.2) – (5.7). Observethat the term
åt∈Iåk∈KltkRk(t) is independent of x. Hence, formulation (5.11) is a project
scheduling problem with start-time dependent costs as discussed in Chapter 4.
The start-time dependent costs functions wl
j(t) of the jobs j ∈ V depend on the
given vector l of Lagrangian multipliers (and the violation of the resource con-
straints). Since the Lagrangian multipliers are non-negative, the cost functions
wl
j(t), j ∈V, are non-negativeas well. We can thus solvethe relaxation efﬁciently
by a reduction to a minimum cut problem as presented in Section 4.5.
NoticethattheaboveLagrangianrelaxationoftheresourceconstrainedproject
scheduling problem (5.2) – (5.7) is not restricted to makespan minimization, but
can as well be applied to any objective function which can be linearly expressed
in x-variables. Hence, the treatment discussed below is applicable to a variety of5.3 LOWER BOUNDS AND LAGRANGIAN RELAXATION 117
scheduling problems like the minimization of the total weighted completion time
åwjCj, problems with earliness-tardiness costs mentioned in the introduction to
Chapter 4, or net-present-value problems (Russel 1970), just to name a few. In
fact, subsequent to our work (M¨ ohring, Schulz, Stork, and Uetz 1999), this ap-
proach has been empirically analyzed for some of the mentioned objectives by
Drexl and Kimms (1998), Kimms (1999), and Selle (1999).
Let us note that a slightly different approach, yet also based on a Lagrangian
relaxation oftheresourceconstraints, has been proposed already by Fisher(1973).
He considers aproblem whereany job represents a precedence constrained project
itself. Resource constraints are imposed on the entity of all these precedence con-
strained projects. After relaxation of the resource constraints the problem decom-
poses. Optimal schedules for the so-obtained subproblems are then computed by
implicit enumeration by Fisher (1973).
For any vector l of non-negative Lagrangian multipliers, the optimal solution
value of the Lagrangian subproblem (5.11) is a lower bound on the value of an
optimal solution of the resource constrained project scheduling problem (5.2) –
(5.7). The function deﬁned by the optimal solution values of (5.11) is usually





We have seen in Section 4.2.2 of Chapter 4 that the polytope described by in-
equalities (5.3), (5.4), and (5.6) is integral. Hence, by duality theory the optimal
solution for the Lagrangian dual (5.12) equals the value of an optimal solution
for the linear programming relaxation (5.2) – (5.6) . In other words, the optimal
objective value for the linear programming relaxation (5.2) – (5.6) is an upper
bound for the objective value of the Lagrangian subproblem (5.11), for any vector
l of non-negative Lagrangian multipliers. Our computational evaluation of the
two alternative approaches shows that the Lagrangian dual, however, is solvable
much more efﬁciently (Section 5.5.2). If, on the other hand, inequalities (5.4) are
replaced by the weaker inequalities (5.8), the corresponding weak LP relaxation
is generally much easier to solve. The same was also observed by Cavalcante
et al. (2001). In this case, the computation times are comparable to those required
to solve the Lagrangian dual (5.12). However, as we have seen in Section 5.2,
there exist instances where the weak LP relaxation yields considerably weaker
lower bounds. The same holds for the comparison of an optimal solution for the
Lagrangian dual and the weak LP relaxation. This is also conﬁrmed by our com-
putational experiments. For the considered instances, the lower bounds computed118 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
by Lagrangian relaxation were up to 6.5% larger than those obtained with the
weak LP relaxation.
5.3.3 Lagrangian multiplier computation
To compute a near-optimal vector l of Lagrangian multipliers for the La-
grangian dual (5.12), we use a standard subgradient optimization algorithm as
described, e.g., by Bertsekas (1999, Ch.6.3). Given a vector of Lagrangian mul-
tipliers l(i) of the ith iteration, we deﬁne l(i+1) := [l(i)+d(i)g(i)]
+ , where,
as usual, [·]+ denotes the non-negative part of a vector, d(i) is a scalar step size,
and g(i) is a subgradient at l(i) of the Lagrangian function L(l). The subgradient
is given by g(i)k,t = åj∈V å
t
s=t−pj+1xi
jsrjk(t −s)−Rk(t), where xi is an optimal
solution of (5.11) for the Lagrangian multipliers l(i) of the ith iteration. The step




where w∗ is an upper bound for the optimal value of the Lagrangian dual and, as
usual, ||·|| denotes the Euclidean norm. The scalar parameter d is adjusted as a
function of the lower bound improvement: If no substantial improvement of the
lower bound could be achieved within 3 iterations, we reduce d by a factor of 0.8.
If no substantial improvement could be achieved within 20 iterations, we stop the
algorithm. In the course of the subgradient optimization, we observed that the
value L(l(i)) slightly decreased in the beginning. Hence, we enforced a minimal
number of 30 iterations in our computational study. These parameter adjustments
were suggested by our experiments.
In fact, we observed slightly faster convergence of the algorithm by the fol-
lowing reﬁnement which is adopted from Camerini, Fratta, and Mafﬁoli (1975).
Instead of moving into the direction of the subgradient g(i), we use the update
l(i+1) := [l(i)+d(i)d(i)]
+ , (5.13)
where d(i)=g(i) if i= 0 and d(i)=g(i)+b(i)d(i−1) otherwise. Here, b(i)>0





||d(i−1)||2 if hg(i),d(i−1)i < 0,
0 otherwise,
where h·, ·i denotes the usual scalar product of two vectors. Thus, if the angle
between the previous direction and the current subgradient is obtuse, instead of5.3 LOWER BOUNDS AND LAGRANGIAN RELAXATION 119
moving into the direction of the subgradient of the current iteration, we move into
a direction which is a weighted sum of the subgradient of the current iteration and
the previous direction. Empirically, this helps to reduce the effect of oscillation.
We have also experimented with an implementation by Zowe, Koˇ cvara, Out-
rata, and Schramm (2000) of a bundle-trust method to compute Lagrangian mul-
tipliers; see, e.g., Hiriart-Urrurty and Lemar´ echal (1993). In fact, this method
converged faster with respect to the number of required iterations. However, the
total computation times were drastically higher due to the fact that a quadratic
program is solved in each iteration.
5.3.4 Strengthening the lower bounds
For all our computations we have used the following, strengthened resource
inequalities which replace (5.5). They were proposed by Christoﬁdes et al. (1987)















, k ∈ R,t ∈ I. (5.14)
The use of (5.14) has a nice interpretation in terms of the Lagrangian relaxation
(5.11), since, instead of wnt =t, it leads to the weights






for the dummy job n. Hence, since the Lagrangian multipliers are non-negative,
an early start of the dummy job n is penalized stronger by inequalities (5.14) than
by (5.5).
The Lagrangian approach is capable of incorporating also additional sets of
valid inequalities. Once these feasible inequalities are dualized, the topology of
the minimum-cut digraph to solve the Lagrangian relaxation remains the same,
only the corresponding arc capacities wl
j(t) are affected. (See Section 4.5 for
details.) In the computational experiments it can be observed that this has only a
marginal impact on the required computation times, yet the corresponding lower
bounds can be improved. Hence, for some of our experiments we have considered
additional inequalities of the following type: Consider the undirected graph G =
(V,E) where the nodes V correspond to the jobs and the edges E correspond to
pairs of jobs that can be scheduled simultaneously. Then a stable set F ⊆V in this120 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS








6 1 t ∈ I, (5.15)
since at most one job j ∈ F may be in process at any time. These inequalities
have also been used by Christoﬁdes et al. (1987). To compute a collection of
inclusion-maximal stable sets F in the auxiliary graph G, we use a simple greedy
heuristic: Start with F = / 0, consider the jobs in some given order, and add job j
to F if j cannot be processed simultaneously to any job that has been previously
added to F. We have used 10 different folklore priority lists of the jobs (like short-
est/longest processing time ﬁrst, maximum number of successors ﬁrst, maximal
(average) resource requirement ﬁrst, etc.) to obtain a collection of inequalities of
this type. The improvementsobtained by additionallyusing inequalities (5.15) are
documented in Tables 5.1 and 5.2 in Section 5.5.2.
5.4 FROM MINIMUM CUTS TO FEASIBLE SOLUTIONS
Let us next turn to the question of how the Lagrangian relaxation can be used
to obtain feasible solutions as well. We start with a brief collection of different,
recent approaches that have been proposed to solve resource constrained project
scheduling problems. This collection will serve as benchmark for our subsequent
computational experiments. As noted before, we cannot give a comprehensive
overview of all approaches that have been pursued. For this, let us refer to the
collection of articles edited by We ¸glarz (1999), the survey by Brucker, Drexl,
M¨ ohring, Neumann, and Pesch (1999), and the numerous references contained
therein. The below given references were selected on the one hand because they
contain computational results for the benchmark problems that we have used in
our experiments as well. This allows us to draw some quantitative conclusions.
On the other hand, the references are quite recent and hopefully give a sufﬁciently
large picture of the state-of-the-art.
First, weusea recent surveyon heuristicapproaches by Hartmann and Kolisch
(2000). Therein, several local search and list scheduling heuristics are evaluated
withrespecttotheirperformanceontheinstancesfromthelibraryPSPLIB (2000).
This includes, among others, a genetic algorithm by Hartmann (1998, 1999), a
simulated annealing algorithm by Bouleimen and Lecocq (2000), as well as so-
called sampling-based list-scheduling heuristics by Kolisch (1996). Additionally,
we compare our results to an ant colony optimization algorithm by Merkle, Mid-
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(2001), and a constraint propagation based branch-and-bound algorithm by Dorn-
dorf, Pesch, and Phan Huy (2000a). Also for the labor-constrained instances
collected by Cavalcante (1997), different techniques have been proposed. These
are the linear programming based heuristic algorithms by Cavalcante, de Souza,
Savelsbergh, Wang, and Wolsey (2001) and a tabu search algorithm by the same
authors. Recently, improved tabu search algorithms have been suggested by Cav-
alcante, Cavalcante, Ribeiro, and de Souza (2001). Finally, there is a constraint
propagation based branch-and-bound algorithm by Heipcke (1999).
5.4.1 List scheduling by a-completion times
The general idea of the Lagrangian-based heuristic is list scheduling in the or-
der of so-called a-completion times. Let us ﬁrst motivate this idea. Over the past
years, several approximation results for NP-hard machine scheduling problems
have been derived by means of relaxation-based list scheduling algorithms. For
stochastic machine scheduling, we have seen several approximation results of this
ﬂavor in Chapter 3. The general idea is to solve some relaxation of the problem at
hand, for instance a linear programming relaxation, and then extract information
from this solution to construct provably good schedules. In deterministic machine
scheduling, several reﬁnements of this basic idea have led to improvements of the
performance guarantees. Examples for these reﬁnements are in particular the use
of randomization as well as the idea of using so-called a-completion times of the
jobsinthesolutionsoftherespectiverelaxation. Thepapersby Phillips,Stein, and
Wein (1998), Schulz and Skutella (1997), Chekuri, Motwani, Natarajan, and Stein
(2001), Munier, Queyranne, and Schulz (1998), Goemans, Queyranne, Schulz,
Skutella, and Wang (2001) and the thesis of Skutella (1998) are some of the refer-
ences. These concepts were empirically analyzed for resource constrained project
scheduling problems by Savelsbergh, Uma, and Wein (1998) as well as Caval-
cante, de Souza, Savelsbergh, Wang, and Wolsey (2001).
We follow this line of research and exploit the fact that a solution of the La-
grangian relaxation contains valuable information to compute feasible solutions
for the original, resource constrained problem. The intuition is as follows. The
solution of the Lagrangian relaxation (5.11) will generally be infeasible in the
sense that the resource constraints (5.5) are violated. However, it is a feasible
schedule with respect to the temporal constraints given by the precedence di-
graph G. During the process of the subgradient optimization, the violations of
the resource constraints tend to be reduced. This kind of information is hidden
in the so-computed schedules. To take advantage of this information, we apply
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precisely, we not only use the order induced by the start times Sj of the jobs, but
more generally the orders according to their a-completion times. For this, let us
deﬁne:
Deﬁnition 5.4.1 (a-completion time). Consider any preemptive or non-pre-
emptive schedule S. Let 0 < a 6 1. Then the a-completion timeCj(a) of job j (in
the given schedule S) is the earliest point in time when an a-fraction of job j has
been completed. Moreover, Cj(0) is deﬁned as the start time Sj of job j.
For a=1 the a-completion timecoincides with the completiontimeCj of job j in
the given schedule S. To give an example for the potential of a-completion times
let us brieﬂy review the following results by Goemans (1997); see also Goemans
et al. (2001). Consider the single machine sequencing problem 1|rj|åwjCj and
a preemptive schedule S according to the WSPT rule: At any time, among all
available jobs which are not yet completed, the job with the largest ratio wj/pj
is scheduled. Then a non-preemptive schedule can be derived as follows: Sched-
ule the jobs sequentially as early as possible in the order of non-decreasing a-
completion times Cj(a) in S. (This corresponds to the job-based list scheduling
algorithm of Section 2.2.2.) For a = 0, the cost of the so-obtained schedule can
be an arbitrary factor higher than the cost of an optimal schedule. For a =1, how-
ever, one can prove a worst case performance guarantee of 3. For a = 1/
√
2, an
improved performance guarantee of 1+
√
2 is obtained. If a is chosen randomly,
this gives an expected performance guarantee of 2. Finally, it is easy to argue that
at most n values of a lead to different schedules, and taking the best of all these
yields a (non-randomized) performance guarantee of 2.
After this motivation, the idea to use list scheduling by a-completion times
within the Lagrangian approach is straightforward. Let a time-feasible schedule
be a schedule which respects the temporal constraints given by the precedence
digraph G, but not necessarily the resource constraints (5.5). Any solution of the
Lagrangian relaxation (5.11) is a time-feasible schedule. Given a time-feasible
schedule S and some 0 6 a 6 1, the a-completion time of job j in S is
Cj(a) = Sj +apj.
Observe that for any a ∈ [0,1], there is an order of the jobs according to non-
decreasing a-completion times which is a linear extension of the given temporal
constraints whenever these are acyclic and dij > max{0,pi− pj}. The latter con-
dition is particularly fulﬁlled for ordinary precedence constraints. Moreover, it is
not difﬁcult to see that there is only a polynomial number of different values of
a which have to be considered. Let us call two values of a ∈ [0,1] essentially
different (with respect to the given schedule) if the orders of the jobs according to
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Observation 5.4.2. ForanyscheduleS, therearenotmorethannq+1 essentially
different values of a∈[0,1], where q6n is the maximal number of jobs processed
simultaneously in S.
Proof. Consider two jobs i, j ∈V with start times Si,Sj, and without loss of gen-
erality, let Si 6 Sj. The order of these jobs according to their a-completion times
can only be different for different values of a if Ci > Cj (implying pi > pj). In
this case, Ci(a) 6 Cj(a) for a 6 (Sj −Si)/(pi − pj), and Ci(a) > Cj(a) other-
wise. For any job i, there cannot be more than q jobs j which fulﬁll both Si 6 Sj
and Ci >Cj. The claim follows.
Next let us specify the list scheduling algorithms that will be used. Before we
proceed, however, we make one additional assumption on the model. For prob-
lems with resource constraints and arbitrary temporal constraints, already the de-
cision problem whether a feasible solution exists is intractable. This follows from
the fact that arbitrary temporal constraints allow to model an upper bound UB on
the completion of the latest job. Hence, the problem whether a solution exists is
equivalent to the decision problem whether a solution with makespan Cmax 6 UB
exists. However, this problem is not only NP-hard, but even hard to approxi-
mate (Corollary 5.1.3). This has been observed also by Bartusch, M¨ ohring, and
Radermacher (1988, Theorem3.10). Moreover, an upper bound on the comple-
tion of the last job can also be modeled by non-constant resource availabilities
Rk(t). Hence, using relaxation-based list scheduling, one can not expect to ﬁnd
feasible solutions for such problems. Therefore, and to make sure that our list
scheduling algorithms are well-deﬁned, we shall assume henceforth that the tem-
poral constraints are acyclic and that all time lags dij fulﬁll dij >max{0,pi−pj}.
This is the case particularly for ordinary precedence constraints. Moreover, we
shall assume that the jobs can be feasibly scheduled sequentially. If necessary,
this can be achieved by augmenting the given time horizon T and by extending
the functions Rk(t) as required. More formally, we deﬁne a new time horizon
T0 > T large enough such that all jobs can be feasibly scheduled sequentially in
the interval [T,T0] (that is, T0 −T > åj∈V maxi∈V{pi,maxj∈V dij}). Moreover,
Rk(t) > max{rjk(s)|j ∈V,s = 0,1,...,pj−1} for all k and all T 6 t 6 T0.
The literature on deterministic, resource constrained project scheduling typi-
cally distinguishes between two list scheduling algorithms, which are referred to
as the parallel and the serial algorithms; see also Kolisch (1996). The parallel
algorithm is the list scheduling algorithm of Graham (1966) that was presented in
Section 2.2.1. At any time, as many available jobs as possible are scheduled in the
order given by the priority list L. The only difference to our previous description
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‘enough resources are available’. If the resource availabilities and requirements
are constant, this question can be answered in O(|K|) time. This yields a time
complexity of O(|K|n2). If the resource requirements rjk(s) of jobs and/or the
availabilities Rk(t) are only piecewise constant, the time complexity to answer the
question whether a job can be feasibly scheduled at a given time can be answered
in linear time in the number of breakpoints of the functions rjk(s) and Rk(t). Let
b > 1 be an upper bound on the total number of breakpoints of the functions
rjk(s), j ∈V, and Rk(t), for all k ∈ K. Then the time complexity of the parallel al-
gorithm is O(|K|b2n2). The serial list scheduling algorithm is somehow related,
yet different from the job-based list scheduling algorithm of Section 2.2.2. It was
suggested by Kelley (1963), and the idea is as follows. The given priority list L
is supposed to be a linear extension of the precedence constraints. The jobs are
scheduled sequentially in this order, where each job is scheduled as early as pos-
sible with respect to its predecessors and the available resources. (Notice that this
algorithm does not yield a scheduling policy in the sense of Deﬁnition 2.1.2 since
it may violate the non-anticipativity constraint.) If the resource availabilities and
requirements are constant, the computation of the earliest feasible start time of a
job takes O(|K|n) time. This yields a total time complexity of O(|K|n2). For
piecewise constant resource requirements and/or availabilities, one obtains a time
complexity of O(|K|b2n2), where b is deﬁned as above.
It is well known and follows from simple examples that both list scheduling
algorithms are incomparable with respect to the quality of their solutions (see,
e.g., Kolisch (1996) for a discussion). In order to combine the advantages of the
two algorithms, we additionally propose a serial list scheduling algorithm with
bounded lookout. Given a natural number `, the lookout value, we compute the
earliest feasible start times of the ﬁrst ` availablejobs of the list. Among these, the
job with the smallest feasible start time is scheduled. This is done iteratively. For
` = n, this coincides with Graham’s list scheduling, and for ` = 1 with the serial
list scheduling algorithm. The timecomplexityof this algorithm is O(`|K|n2) for
constant resource requirements and availabilities, and O(`|K|b2n2) otherwise.
Within our computational experiments, we have used lookout values of 1, 2, 4,
and 8 (see Table 5.7).
5.4.2 The Lagrangian-based heuristic
Let us ﬁnally sketch the Lagrangian-based algorithm which computes both
lower bounds and feasible solutions. Algorithm 5 gives a summary of the basic
ingredients. First, to obtain an initial valid upper bound T on the makespan Cmax,
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(like shortest/longest processing time ﬁrst, maximum number of successors ﬁrst,
maximal (average) resource requirement ﬁrst, etc.) — see, e.g., Alvarez-Vald´ es
Olagu´ ıbel and Tamarit Goerlich (1989) for a collection of ad-hoc priority lists to-
gether with an empirical analysis. Then, the resource constraints are relaxed, and
a solution for the Lagrangian dual (5.12) is computed using subgradient optimiza-
tion as discussed in Sections 5.3.2 and 5.3.3, respectively.
Algorithm 5: Lagrangian-based heuristic.
input : resource-constrained project scheduling problem
output : lower bound LB, feasible schedule S
initialize T ← time horizon by Graham’s list scheduling;
initialize l ← 0;
initialize LB ← critical path length;
initialize minimum cut digraph D (Section 4.5 in Ch. 4);
initializeCmax(S) ← T;
while stopping criterion not met do
compute minimum cut in D to obtain L(l);
if dL(l)e > LB then
LB ← dL(l)e;
˜ S ← time-feasible schedule given by minimum cut in D;
for ‘representative’ values a ∈ [0,1] do
determine a-completion times ˜ Cj(a) for all jobs j in ˜ S;
S0 ← best schedule obtained by list scheduling algo-
rithms according to non-decreasing ˜ Cj(a);
ifCmax(S0) <Cmax(S) then
S ← S0;
update vector l of Lagrangian multipliers (Section 5.3.3);
recompute arc capacities wl
j(t) of digraph D
(Sections 5.3.2 and 5.3.4);
return lower bound LB and feasible schedule S;
In each iteration of the subgradient optimization, a project scheduling problem
with start-time dependent costs is solved by means of the maximum-ﬂow algo-
rithm by Cherkassky and Goldberg (1997) as described in Section 4.5. In other
words, in each iteration a time-feasible but most likely resource-infeasible sched-
ule ˜ S is computed. The cost of this time-feasible schedule ˜ S, in terms of the cost
functions wl
j(t) deﬁned in (5.10), is a valid lower bound on the makespan of the126 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
resource-constrained project scheduling problem (5.2) – (5.7). Using priority lists
according to non-decreasing a-completion times of the jobs, feasible solutions
are then computed with the list scheduling algorithms described above in Sec-
tion 5.4.1. The stopping criterion of the while-loop of the algorithm depends on
the rate of convergence of the subgradient optimization procedure as described
in Section 5.3.3. Of course, the algorithm is aborted as soon as lower and upper
bounds match. Notice that also serial list scheduling algorithms can be used as a
list scheduling subroutine in Algorithm 5, since the orders of a-completion times
linearly extend the temporal constraints for all a ∈ [0,1].
In our computational experiments, we observed that the number of essentially
different values of a was n/4 on average (for the considered instances). In our
ﬁnal computational setup, however, we did not evaluate the priority lists for all
essentially different values of a, but we considered only a smaller number of
‘representative’ values for a. This parameter adjustment was suggested by our
computational experiments (see Table 5.6).
5.5 COMPUTATIONAL STUDY
The computational study is divided into 4 sections. We start by describing
the setup as well as the benchmark instances. Then, in Section 5.5.2 we ana-
lyze the Lagrangian lower bounds on the minimal makespan Cmax and compare
these results with the weak and strong linear programming relaxations as well as
the best lower bounds currently known. Section 5.5.3 addresses the results with
the Lagrangian-based heuristic. Finally, in Section 5.5.4 we report on our experi-
mentswiththelabor-constrainedinstancesthathavebeen generatedbyCavalcante
(1997) such as to resemblea chemical productionprocess at BASF AG. Again, we
analyze both the Lagrangian lower bounds and the Lagrangian-based heuristic.
5.5.1 Setup and benchmark instances
The experiments were conducted on a Sun Ultra 2 with 200 MHz clock pulse
and 512 MB memory, operating under Solaris 2.7. The code is written in C++
and has been compiled with the GNU g++ compiler version 2.91.66. To solve
minimum-cutproblems, weusethemaximumﬂow codeby Cherkassky and Gold-
berg (1997). It is written in C and has been compiled with the GNU gcc compiler
version 2.91.66. Both compilers used the -O3 optimization option. To solve the
linear programming relaxations, we have used CPLEX version 6.5.3. It turned
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than the dual, and in some of the cases the barrier interior point method solved
faster than both simplex variants.
Thealgorithmswere tested usingthree differenttypes ofbenchmark instances.
We considered ProGen instances with 60, 90, and 120 jobs. These are resource
constrained project schedulingproblemswith ordinaryprecedence constraintsand
constant resource requirements and availabilities. The objective is the minimiza-
tion ofthemakespanCmax. They are part oftheproject schedulingproblem library
PSPLIB (2000). These instances have been generated by Kolisch and Sprecher
(1996), systematicallymodifyingthreeparameters, thenetworkcomplexity, which
reﬂects the average number of direct successors of a job, the resource factor,
which is the average number of resource types required by a job, and the resource
strength, which measures the scarcity of the resources. The resource strength
varies between 0 and 1. If it equals 1, the earliest start schedule with respect to
the precedence constraints is already feasible. If it equals 0, the resource avail-
ability is minimal in the sense that for each resource type there exist jobs which
require the full capacity. The library contains 480 instances with 60 and 90 jobs,
respectively, and 600 instances with 120 jobs. Each of the instance sets with 60
and 90 jobs contains 120 instances with a resource strength parameter 1. Hence,
we only considered the remaining 360 non-trivial instances for our computations.
The job processing times for all instances are uniformly distributed between 1 and
10, and the number |K| of different resource types is 4. The library also contains
best known upper and lower bounds on the optimal makespan for all instances,
which are regularly updated PSPLIB (2000). The makespan of the currently best
known solutions for the instances with 60 jobs varies between 44 and 157, for the
instances with 90 jobs between 60 and 182, and for the instances with 120 jobs
between 66 and 301.
The ProGen/max instances have been generated by Schwindt (1996). In addi-
tion to ordinaryprecedence constraints, theseinstancesadditionallyhavemaximal
time lags between the jobs (that is, there exist time lags dij < 0). We considered
a benchmark set of 1059 instances which consist of 100 jobs each. The number
|K| of different resource types is 5. The control parameters are similar to those of
the above described ProGen instances, except that an additional parameter con-
trols the number of cycles in the digraph of temporal constraints. These instances
are also part of the library PSPLIB (2000), and benchmark solutions and lower
bounds are maintained at PSPLIB/max (2000). The makespan of the best known
solutions for these instances varies between 185 and 905. Since the optimal solu-
tions match the critical path lower bound for 656 of these 1059 instances, we only
considered the remaining 403 instances of this test set.
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(2000), let us refer to Kolisch, Sprecher, and Drexl (1995), Kolisch and Sprecher
(1996), Schwindt (1996) and Kolisch, Schwindt, and Sprecher (1999).
We also considered a set of 25 instances which mimic a labor-constrained
scheduling problem in a chemical production process at BASF AG. Theresults for
theseinstancesare summarizedinSection 5.5.4. Two oftheseinstances(4o 24j A
and 10o 88j A) in fact represent a simpliﬁed but real-world chemical production
process at BASF AG, Ludwigshafen, and the remaining 23 instances have been
generated by Cavalcante (1997)so as to resemblethe BASF instances. In these in-
stances, each job consists of several consecutive production steps, so-called tasks,
which must be executed consecutively without interruption and without idle time
between the tasks. Each task requires a certain amount of personnel, hence a job
has a non-constant resource requirement. The resource constraints are imposed
by a limited number of personnel. There is only one resource type, the personnel,
thus |K| = 1. The availability of this resource is constant over time. Moreover,
the jobs are subject to (ordinary) precedence constraints. The objective is to mini-
mize the makespan Cmax. More details and background information can be found
in Chapter 10.5 of the book by Kallrath and Wilson (1997) and in the thesis of
Heipcke (1999). For these instances, the number of jobs varies between 21 and
109. Each job consists of several consecutive tasks, and the total number of tasks
varies between 49 and 2014. The makespan of the currently best known solutions
is between 58 and 1467.
5.5.2 Lower bounds by Lagrangian relaxation
First, we willrelatethelowerboundson themakespan obtainedby Lagrangian
relaxation to the best lower bounds currently known, based on the ProGen in-
stances from the PSPLIB (2000). Recall that we require a time horizon T, since
we use a time-indexed formulation. For all results in this section, the time hori-
zon T has been set to the best solution values currently known, taken from the
PSPLIB (2000). The best lower bounds currently known for these instances are
due to Brucker and Knust (2000a); see the brief discussion of their approach in
Section 5.3.1. The rows in Table 5.1 show the results for the ProGen instances
with 60, 90 and 120 jobs respectively. The columns show the respective num-
ber of considered instances (#inst.), the average improvements over the critical
path lower bound in percent (dev.CP), the average computation times (CPU), as
well as the average number of iterations of the subgradient optimizationalgorithm
(#it). Unless stated differently, all computation times are in seconds. The last two
columns show the bounds of Brucker and Knust (2000a) in terms of the deviation
from the critical path lower bound and computation times. These bounds are also5.5 COMPUTATIONAL STUDY 129
Table 5.1: Comparison of quality and computation times for lower bounds.
Lagrangian LB incl.(5.15) Brucker & Knust LB
#jobs #inst. dev.CP CPU #it dev.CP CPU∗
60 360 7.46% 2.4 49 10.56% 6.7
(79%) (32) (172) (86%) (62)
90 360 7.73% 7.2 45 9.6% 96
(85%) (77) (175) (90%) (165)
120 600 19.96% 41 86 23.48% 355∗∗
(146%) (537) (218) (168%) (72h)
∗ On a Sun Ultra 2 with 167 MHz (Brucker and Knust 2000a)
∗∗ Refers to 481 inst.; CPU time for all remaining 119 inst.: 72h
available in the PSPLIB (2000), and the computation times have been taken from
(Brucker and Knust 2000a). All ﬁgures are averaged over the respective num-
ber of instances, and all ﬁgures in parenthesis denote the corresponding maxima.
Notice that we included the additional inequalities (5.15) for these experiments.
Obviously, the bounds by Brucker and Knust (2000a) are stronger than the ones
computed by the Lagrangian approach proposed here. However, even though their
computations have not been conducted in the same setting, one can infer that the
required computation times are signiﬁcantly higher, especially for the large in-
stances with 120 jobs. For these instances, the Lagrangian approach requires a
maximal computation time of less than 9 minutes (537 sec.), which contrasts the
maximal computation time of 72 hours by Brucker and Knust (2000a).
Table5.2 compares the Lagrangian approach to thestrong linear programming
relaxation (5.2) – (5.6), also based on the ProGen instances with 60, 90, and 120
jobs. The computation times for the LP relaxation are given for both primal sim-
plex (ps)and barriersolver(ba). We excludedtheadditionalinequalities(5.15)for
this experiment, since we could not solve the strong LP relaxation within days of
computation time for some of the instances. Hence, the quality of the Lagrangian
lower bounds in Table 5.2 is slightly inferior in comparison to Table 5.1. Again,
all ﬁgures are averaged over the respective number of instances, and ﬁgures in
parenthesis denote the corresponding maxima. Unless stated differently, all com-
putation times are in seconds.
In our experiments, the primal simplex method solved the linear programming
relaxation much faster than the barrier method. With the barrier method, the in-
stances with 120 jobs could not be solved in reasonable time, hence the data is left130 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
Table 5.2: Lagrangian and strong LP relaxation.
Lagrangian LB strong LP
#jobs #inst. dev.CP CPU #it dev.CP CPU(ps) CPU(ba)
60 360 6.91% 2.1 49 7.28% 124 203
(79%) (30) (168) (82%) (1h) (1.5h)
90 360 7.52% 6.8 44 7.96% 245 920
(85%) (77) (174) (88%) (1.5h) (8.5h)
120 600 19.63% 39 85 20.51% 2241 —
(146%) (475) (220) (155%) (23h) —
out in Table 5.2. More important, however, is the fact that the required computa-
tion times to solve the strong LP relaxation are drastically higher than the com-
putation times required to solve the Lagrangian dual. Observe that there is a gap
between the respective average improvements over the critical path lower bound,
although both algorithms should yield the same lower bounds. This is caused by
slow convergence of the subgradient optimization algorithm for some instances.
We additionally experimented with linear programming relaxations which use the
time-indexed z-variables introduced in Section 4.2.1 (recall that zjt = å
t
s=0xjt).
These formulations have also been used by Cavalcante et al. (2001). In some
cases the linear programming relaxations can in fact be solved faster. However,
on average the computation times are of the same order of magnitude as the com-
putation times required to solve the linear programming relaxation in x-variables.
A comparison of the ﬁgures in Tables 5.1 and 5.2 shows that the additional in-
equalities (5.15) do not have a substantial effect on the computation times for the
Lagrangian approach. This is due to the fact that the addition of these inequalities
affects the capacities wl
j(t) of the minimum cut digraph D deﬁned in Section 4.5,
but not its topology. Although the capacities clearly have an impact on the perfor-
mance of the preﬂow-push algorithm, it turned out that the average impact on the
computation times was marginal. Using the additional feasible inequalities (5.15),
the quality of the lower bounds can be improved though.
Next let us turn to the weak LP relaxation. Table 5.3 suggests that almost the
same lower bounds are obtained when using the weak instead of the strong linear
programming relaxation. The computation times are comparable to those of the
Lagrangian approach. For the instances with 120 jobs, the barrier method (ba)
even requires less computation time than the Lagrangian approach. The average
values shown in Table 5.3, however, are perhaps misleading with respect to the5.5 COMPUTATIONAL STUDY 131
Table 5.3: Weak LP relaxation and impact of additional inequalities (5.15).
weak LP weak LP incl.(5.15)
#jobs #inst. dev.CP CPU(ps) CPU(ba) dev.CP CPU(ps) CPU(ba)
60 360 6.93% 4.0 3.2 7.38% 8.5 3.7
(82%) (279) (27) (82%) (490) (28)
90 360 7.67% 6.2 6.1 7.82% 14 6.8
(88%) (80) (36) (88%) (362) (37)
120 600 20.10% 30 17 20.50% 79 19
(155%) (448) (134) (155%) (2817) (147)
quality of the lower bounds. For example, the strong linear program yields bet-
ter bounds than the weak linear program for 208 out of the 600 instances with
120 jobs. For 117 of these 208 instances, also the Lagrangian approach achieves
a stronger lower bound than the weak linear program. For 187 instances, how-
ever, the Lagrangian bound is weaker than the one obtained with the weak lin-
ear program, due to slow convergence of the subgradient optimization algorithm.
Table 5.3 further demonstrates that the computation time of the primal simplex
method (ps) increases considerably if inequalities (5.15) are added. This is not
the case for the Lagrangian approach (compare Tables 5.1 and 5.2). Also the the
barrier method of CPLEX turns out to be insensitive when adding the additional
inequalities (5.15).
The results for the ProGen/max instances of the PSPLIB (2000) are shown in
Tables 5.4 and 5.5, again in terms of deviation from the critical path lower bound
(dev.CP) and computation time (CPU). Table 5.4 compares the Lagrangian ap-
Table 5.4: Lagrangian and best lower bounds for ProGen/max instances.
Lagr.LB incl.(5.15) Lagr.LB best known LB
#jobs #inst. dev.CP CPU dev.CP CPU dev.CP
100 403 6.70% 45 6.07% 29 8.64%
(57%) (538) (57%) (424) (65%)
proach with and without additional inequalities (5.15) to the best lower bounds
currently known. The latter have been obtained from the collection of bench-
marks results at PSPLIB/max (2000). These lower bounds have been updated132 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
regularly over the years. They have been obtained by means of the algorithms by
Heilmann and Schwindt (1997), and as a by-product from branch-and-bound al-
gorithms (Dorndorf, Pesch, and Phan Huy 2000b; Schwindt 1998; Fest, M¨ ohring,
Stork, and Uetz 1998). Hence, computation times are not available. All ﬁgures
are averaged over the 403 instances of the test set where the makespan of the best
solution currently known exceeds the critical path lower bound.
Table 5.5: Weak LP relaxation for ProGen/max instances.
weak LP incl.(5.15) weak LP
#jobs #inst. dev.CP CPU(ps) CPU(ba) dev.CP CPU(ps) CPU(ba)
100 403 6.08% — 411 5.68% 1923 184
(62%) — (2.1h) (62%) (61h) (2.5h)
The strong LP relaxation could not be solved at all for several of these in-
stances. Hence, Table 5.5 shows the results obtained with the weak LP-relaxation.
Again, the table shows the average and maximum computation times required by
the primal simplex method (ps) and the barrier method (ba). Unless stated dif-
ferently, all computation times are in seconds. Using the primal or dual simplex
algorithms, we could not even solve the weak LP relaxation with the additional
inequalities (5.15), due to excessive computation times. Hence, the data is left out
in Table 5.5. For 204 out of these 403 instances, the Lagrangian approach yields
stronger lower bounds than the weak LP relaxation, with a maximum deviation of
6.5%. It also yields stronger bounds on average, like suggested by a comparison
of Tables 5.4 and 5.5. Moreover, in comparison to the Lagrangian approach, the
computation times to solve the weak LP relaxations are considerably larger, even
with the barrier code of CPLEX.
Notice that for 91 out of the 403 non-trivial ProGen/max instances we could
improve upon the best lower bounds that were previously known. Recently, how-
ever, several of these lower bounds could be further improved by Brucker and
Knust (2000b), using the same techniques they have used before for problems
with ordinary precedence constraints (Brucker and Knust 2000a). In contrast to
the ProGen instances with ordinary precedence constraints (see the computation
times in Table 5.1), their approach does require moderate computation times for
the ProGen/max instances. In fact, on this test set their computation times are
in the same order of magnitude as those of the Lagrangian approach. Averaged
over all 1059 instances, they require roughly 23 seconds per instance on a Sun
Ultra 2 with 167MHz. The averages for the Lagrangian algorithm are 11 seconds5.5 COMPUTATIONAL STUDY 133
per instance without inequalities (5.15) and 17 seconds per instance including in-
equalities (5.15), on a Sun Ultra 2 with 200MHz.
Figures 5.1 and 5.2 show how the algorithm behaves in dependence on the
input parameters of the instances. The data is based on the 600 ProGen instances
with 120 jobs. Since our approach is based on a time-indexed formulation, it is
not surprising that the time horizon T turns out to be the dominating parameter.
A large time horizon T can be due to scarce resources, a high resource factor, or
a high network complexity. Figure 5.1 shows (a) how the computation time per
iteration of the subgradient optimization depends on T, and (b) how the conver-
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Figure 5.2: Average no.of iterations in dependence on the resource strength.
Figure 5.1 (a) roughly corresponds to the theoretical bound of nmT2√
mT (from
the different variants of the preﬂow-push algorithm by Cherkassky and Goldberg
(1997), we use the highest-label implementation). The observation that the num-
ber of iterations increases with the time horizon, as suggested by Figure 5.1 (b),
is not due to the fact that a large time horizon necessarily leads to slow conver-
gence. The explanation for this observation is rather that a large time horizon134 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
is positively correlated with scarce resources. For such instances, the deviation
between the critical path lower bound and the Lagrangian lower bound is high
(see Figure 5.3). In this case the subgradient optimization converges slower, like
shown in Figure 5.2. We observed a correlation of all three parameters (network
complexity, resource factor, resource strength) with the computation time per iter-
ation as well as the convergence rate of the subgradient optimization. Given that
the time horizon T is ﬁxed, scarce resources, a high resource factor, and a low
network complexity lead to an increase in the computation time per iteration, and
lead to slower convergence of the subgradient optimization. However, the domi-
nating parameter for solving a single minimum cut problem is the time horizon T,







































Lower bounds by Brucker and Knust (2000a)
Best known solutions (PSPLIB 2000)
Lagrangian-based solutions (Sect. 5.4)
Figure 5.3: Quality of Lagrangian lower bounds and solutions in de-
pendence on the resource strength parameter.
Figure 5.3 relates the quality of the Lagrangian lower bounds to the strong LP
bounds, the lower bounds by Brucker and Knust (2000a), and the best feasible
solutions currently known for the 600 ProGen instances with 120 jobs. The latter
have been obtained from the PSPLIB (2000). The ﬁgure shows the average de-
viation from the critical path lower bound (in %) in dependence on the resource
strength parameter. It also contains a plot for the feasible solutions we computed
with the Lagrangian approach; see Section 5.4 and Section 5.5.3 below.5.5 COMPUTATIONAL STUDY 135
5.5.3 Lagrangian-based feasible solutions
In this section, we discuss the performance of the Lagrangian heuristic which
computes both lower bounds and feasible solutions as proposed in Section 5.4.
This is done on the basis of a comparison to other algorithms from the literature,
based on the ProGen instances from the library PSPLIB (2000). For results with
the labor-constrained instances of Cavalcante (1997), we refer to Section 5.5.4.
Let us start with a discussion of the parameters that have to be adjusted for the
Lagrangian heuristic. These are the number of considered a’s and the question
which list scheduling algorithms are used. First, using Graham’s list scheduling
together with the serial list scheduling algorithm with several lookout values (1, 2,
4, and 8), Table 5.6 shows the impact of the selection of ‘representative’values for
a. The table shows the average quality of the solutions in terms of the deviation
of the computed makespanCmax from the corresponding Lagrangian lower bound
(dev.LBLR) in percent, and it shows the average computation time per instance
(CPU) in seconds. The data is based on the 360 non-trivial ProGen instances with
60 jobs. The following selections of the parameter a have been considered: a =0
Table 5.6: Quality of solutions using different ‘representative’ values for a.
0 0,0.5,1 k/10 allvalues 1 rand. 5 rand.
dev.LBLR (%) 7.73 7.47 7.32 7.29 7.68 7.47
CPU (sec.) 3.84 4.95 6.60 13.45 4.00 5.69
(start times of the jobs), a ∈ {0,0.5,1} (start times, midpoints, and completion
times), a = k/10 for k = 0,1,2,...,10, all essentially different values of a (this
were 25 different values on average), one single value of a chosen randomly, and
ﬁnally 5 essentially different values of a chosen randomly. The random choices
were independent for every iteration of the subgradient optimization. Table 5.6
suggests that the selection of the values a = k/10 for k = 0,1,2,...,10 offers a
reasonable tradeoff between computation time and solution quality. If instead all
essentially different values of a are considered, the average solution quality is
only marginally better, at doubled computation times.
Next, for the given selection of the representative values of a according to
a = k/10 for k = 0,1,2,...,10, Table 5.7 shows the impact of different choices
of the list scheduling algorithms. Again, the data is based on the 360 non-trivial
ProGen instances with 60 jobs. The following combinations have been consid-
ered: Graham’s (parallel) list scheduling only (par.), serial list scheduling only136 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
Table 5.7: Quality of solutions using different list scheduling algorithms.
par. ser. `-ser. par.+ser. par.+`-ser.
dev.LBLR (%) 8.16 8.43 7.49 7.44 7.32
CPU (sec.) 4.81 3.97 6.12 4.79 6.60
(ser.), serial list scheduling with lookout values 1, 2, 4, and 8 (`-ser.), Graham’s
and serial list schedulingtogether (par.+ser.), and ﬁnally Graham’s list scheduling
together with serial list scheduling with lookout values 1, 2, 4, and 8 (par.+`-ser.).
The choice of the lookout values ` = 1, 2, 4, and 8 results from an analogous
empirical observation of the tradeoff between computation time and average solu-
tion quality. Table 5.7 suggests that it is worthwhile to consider all list scheduling
variants together. On average, this yields the best solution quality at reasonable
computation times. Also notice that — on average — Graham’s list scheduling
algorithm performs better than the serial list scheduling algorithm. This observa-
tion has also been made by Kolisch (1996). If, however, the serial list scheduling
algorithm is equipped with different lookout values, on average it performs better
than Graham’s list scheduling.
With these parameters ﬁxed, Table 5.8 shows the results for all ProGen in-
stances from the PSPLIB (2000). The ﬁrst two columns of Table 5.8 show the
number of jobs per instance and the number of considered instances. The ta-
ble further contains the deviation of the time horizon T from the critical path
lower bound (column T: dev.CP). Recall that the time horizon T is computed by
Graham’s list scheduling using 10 folklore priority lists. The next ﬁve columns
display the data for the Lagrangian-based heuristic: First, the average computa-
tion times per instance in seconds (CPU) and the corresponding average number
of iterations in the subgradient optimization (#it). Next, the average deviation
of the solutions from two different lower bounds, the critical path lower bound
(dev.CP) and the Lagrangian lower bound (dev.LBLR). In addition, the average
deviations from the best solutions currently known (dev.UB∗) is shown. The lat-
ter have been obtained from the benchmark results of the PSPLIB (2000). Notice
that these results have been obtained by various authors over the years, using dif-
ferent, partly time-intensive algorithms including branch-and-bound and several
local search algorithms. Finally, we display the number of instances that have
been solved optimally with our algorithm by computing matching lower and up-
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which matches the best solution currently known (best). We did not improveupon
the best known solutions. A comparison of the computation times with those of
Table 5.8: Quality and computation times of Lagrangian-based solutions.
T Lagrangian-based solutions
#jobs #inst. dev.CP CPU #it. dev.CP dev.LBLR dev.UB∗ opt. best
60 360 20.8 % 6.6 53 16.3 % 7.3 % 1.3 % 193 228
(130 %) (57) (195) (116 %) (36 %) (9.0 %)
90 360 19.6 % 16.2 49 15.6 % 6.4 % 1.3 % 215 234
(120 %) (119) (189) (110 %) (36 %) (8.1 %)
120 600 42.1 % 72.9 95 36.0 % 11.6 % 2.4 % 156 182
(226 %) (654) (222) (217 %) (42 %) (9.5 %)
Table 5.1 shows that roughly half of the computation time is spent for the com-
putation of the feasible solutions — the remaining computation time is due to the
subgradient optimization.
In order to relate these ﬁgures to other algorithms, Table5.9 showsthe average
deviations from the critical path lower bound (dev.CP) for a collection of recent
algorithms from the literature. The ﬁgures are based on 600 ProGen instances
with 120 jobs. Of course, the deviation from the critical path lower bound does
not represent the current state-of-the-art with respect to the optimality gap for this
class of instances, since much better lower bounds than the critical path lower
bound are available (see, e.g., the deviations from the Lagrangian lower bounds
in Table 5.8). However, the critical path lower bound does not change over time,
whereas other lower bounds tend to do so. This is the reason to use the critical
path lower bound as base for the comparison in Table 5.9.
Theﬁgures for the algorithmsfrom the literaturehave been taken from thesur-
vey paper by Hartmann and Kolisch (2000) as well as from the papers of Merkle
et al. (2000), Dorndorf et al. (2000a), Hartmann (1999), and Nonobe and Ibaraki
(2001). The algorithms by Hartmann (1998, 1999), Merkle et al. (2000), and
BouleimenandLecocq (2000), aswellasthesamplingheuristicbyKolisch(1996)
havebeen run for5000iterationseach (thecomputationtimesrequiredfor 5000it-
erations are not available for these algorithms). Also the tabu search algorithm by
Nonobe and Ibaraki (2001) has been run for 5000 iterations, resulting in an aver-
age (maximum)computationtimeof110 (576)seconds, on a Sun Ultra2 with 300
MHz clock pulse. The constraint propagation based branch-and-bound algorithm
of Dorndorf, Pesch, and Phan Huy (2000a) had an average (maximum) compu-138 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
Table 5.9: Comparison of a collection of different algorithms from the literature.
Algorithm Type Reference dev.CP (in %)
genetic algorithm Hartmann (1999) 35.6
tabu search Nonobe and Ibaraki (2001) 35.9
Lagrangian heuristic ∗ 36.0
ant colony optimization Merkle et al. (2000) 36.7
genetic algorithm Hartmann (1998) 36.7
constraint propagation Dorndorf et al. (2000a) 37.1
simulated annealing Bouleimen and Lecocq (2000) 37.7
sampling Kolisch (1996) 38.7
tation time of 205 (300) seconds on a Pentium Pro/200 with Windows NT 4.0.
The average number of schedules generated within the Lagrangian approach was
4750, at an average (maximum) computation time of 72.9 (654) seconds per in-
stance. Of course, theseﬁgures are not directly comparable, but thecomputational
investment is at least roughly in the same order of magnitude for all algorithms.
ThecomparisonshowsthattheLagrangian based approach iscompetitivewith
the state-of-the-art algorithms for this class of instances. This conﬁrms the intu-
ition that the solutions of the Lagrangian relaxation contain valuable information
for computing also feasible schedules. Notice that the respective local search al-
gorithms shown in Table 5.9 are capable of computing better solutions if more
iterations are allowed. The results obtained with the Lagrangian approach can as
well beimprovedbyvery simplelocal improvementheuristics. Arudimentarytest
of such a local improvement (2-OPT) heuristic resulted in an average deviation of
35.3% from the critical path lower bound, at an average (maximum) computation
time of 88 (678) seconds. This suggests that a combination of both Lagrangian-
based methods and Local Search has a great potential. Apart from that, we like
to point out that the Lagrangian approach — in contrast to the local search algo-
rithms — provides both solutions and lower bounds at the same time. This leads
to considerably improved performance bounds: compare the deviations from the
critical path lower bound and the Lagrangian lower bound in Table 5.8.
5.5.4 Results for labor-constrained instances
Let us ﬁnally report on the experimentswith thelabor-constrained instances of
Cavalcante (1997)which mimica chemical productionprocess at BASF AG, Lud-
wigshafen. For these instances, previous work includes the linear programming5.5 COMPUTATIONAL STUDY 139
relaxations and corresponding order-based heuristics by Cavalcante, de Souza,
Savelsbergh, Wang, and Wolsey (2001). They have also used time-indexed for-
mulations in z- and x-variables, however, they solve the corresponding LP relax-
ations directly and do not use Lagrangian relaxation. In the same paper, the au-
thors empiricallyanalyze a tabu search algorithm, buildingupon previouswork by
Cavalcante and de Souza (1997). Recently, an enhanced implementation of tabu
search algorithms has also been proposed by Cavalcante, Cavalcante, Ribeiro,
and de Souza (2001). Finally, there is a constraint propagation based branch-and-
bound algorithm by Heipcke (1999).
First, Table 5.10 compares the weak linear programming relaxation (5.2),
(5.3), (5.5), (5.6), and (5.8) to the results obtained with the Lagrangian approach.
Notice that the computation times for solving the strong linear programming re-
laxation (5.2) – (5.6) are prohibitively large for several of these benchmark in-
stances, for both primal and dual simplex or the barrier code of CPLEX. How-
ever, using the weak linear programming relaxation, essentially the same lower
bounds are obtained in signiﬁcantly smaller computation times. The same has
been observed also by Cavalcante, de Souza, Savelsbergh, Wang, and Wolsey
(2001). Therefore we only show the results with the weak formulation in Ta-
ble 5.10. Moreover, we did not include the additional inequalities of the type
(5.15) for these experiments, since they did not lead to a signiﬁcant improvement
of the lower bounds. The maximal number of iterations of the subgradient opti-
mization procedure was limited to 250 for these experiments.
In Table 5.10, the columns #jobs and #tasks show the number of jobs and
tasks of an instance, respectively. Recall that each job consists of consecutive
tasks, resulting in a non-constant requirement of resources. Column #tasks shows
the total number of tasks of the respective instance. CP denotes the length of a
critical path in the precedence digraph. The next columns show the respective
lower bound values obtained with the weak LP relaxation (5.2), (5.3), (5.5), (5.6),
and (5.8) and the Lagrangian relaxation (5.12). The computation times are in
seconds. We show the computation times for the primal simplex (ps), as well as
the barrier solver (ba) of CPLEX. For the Lagrangian algorithm, the table further
shows the number of iterations (#it.). The last column shows the time horizons T
that have been used for these experiments; they have been taken from Cavalcante,
deSouza, Savelsbergh, Wang, and Wolsey(2001), and havebeen obtainedby their
tabu search algorithm.
The ﬁgures suggest that the Lagrangian relaxation yields essentially the same
lower bounds as the weak linear programming relaxation. In comparison to the
primal simplex algorithm (ps) of CPLEX, the computation times are signiﬁcantly
smaller. Yet, the barrier solver (ba) of CPLEX performs even better for most of140 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
Table 5.10: Comparison of weak linear programming and Lagrangian lower
bounds for the labor-constrained BASF-type instances with non-constant resource
requirements of the jobs (Cavalcante 1997). Computations times are in seconds.
weak LP Lagrangian LB
Instance #jobs #tasks CP LB CPU(ps) CPU(ba) LB CPU #it. T
4o 21j A 21 126 78 80 <1 < 1 80 < 1 100 82
4o 23j A 23 114 54 54 <1 <1 54 <1 100 58
4o 24j A 24 49 58 58 <1 <1 58 <1 100 68
4o 24j B 24 109 54 55 < 1 < 1 55 < 1 100 72
4o 27j A 27 121 53 54 < 1 < 1 54 < 1 100 67
6o 41j A 41 295 90 103 4.7 3.9 102 4.3 121 141
6o 41j B 41 245 94 94 1.3 1.2 94 1.7 100 110
6o 41j C 41 249 81 87 1.9 2.1 86 3.2 109 128
6o 44j A 44 224 75 89 1.3 1.5 88 2.4 110 117
6o 44j B 44 296 104 104 4.1 2.5 104 3.1 100 137
8o 63j A 63 504 174 186 42 18 184 20 148 261
8o 63j B 63 601 196 209 94 33 207 34 150 316
8o 63j C 63 658 227 228 64 30 228 26 101 296
8o 65j A 65 581 298 299 134 31 299 10 100 406
8o 65j B 65 641 230 251 136 48 249 78 179 384
10o 84j A 84 953 270 379 353 103 378 482 233 636
10o 84j B 84 973 200 335 353 123 334 372 202 556
10o 85j A 85 1054 513 514 1285 131 514 98 100 791
10o 87j A 87 1001 194 371 528 160 370 519 231 582
10o 88j A 88 325 362 362 74 31 362 63 100 460
10o 100j A 100 1795 352 669 5964 1462 666 3570 243 1468
10o 102j A 102 1679 550 622 5067 557 616 1447 212 1166
10o 106j A 106 1653 383 600 4526 709 599 1714 245 1094
12o 108j A 108 1845 502 690 2789 457 689 2548 250 1277
12o 109j A 109 2014 819 820 40105 1102 820 916 100 13435.5 COMPUTATIONAL STUDY 141
these instances. Notice that for some of these instances the so-obtained lower
bounds are quite weak. This has also been observed by Cavalcante et al. (2001),
whoalsosolvedLPrelaxationsintime-indexedz-andx-variablesfortheﬁrst 15of
these instances. (They indeed obtain the same lower bounds for these instances.)
The main reason for the weakness of some of the lower bounds is perhaps due
to the fact that the particular combinatorial structure of the non-constant resource
requirements of the jobs is not adequately represented in the relaxations. For in-
stance, in several cases stronger lower bounds can be obtained by very simple
combinatorial considerations which are based on the fact that there are jobs which
require all resources for certain time periods. Heipcke (1999) analyzes such a
combinatorial bound and in fact obtains better results for several instances. More-
over, Heipcke (1999) computes lower bounds with a constraint propagation based
branch-and-bound algorithm. In some cases these bounds are also stronger than
the bounds obtained here. However, none of the approaches clearly dominates the
other.
Next, in Table 5.11 we compare the quality of the feasible solutions that we
obtained with the Lagrangian-based heuristic to the results with the tabu search
algorithms (tabus.) of Cavalcante, Cavalcante, Ribeiro, and de Souza (2001), the
linear programming based heuristics (LP-hr.) of Cavalcante, de Souza, Savels-
bergh, Wang, and Wolsey (2001), and the constraint propagation based branch-
and-bound algorithm (const.pr.) of Heipcke (1999). For each algorithm, the
table shows the makespan of the best found solutions for the algorithms from
the literature. Notice that these results have been obtained by taking the best
found solutions over various computational experiments with many different pa-
rameter settings. First, all authors have made experiments both with the original
instance and with a reversed instance. This reversed instance is obtained by redi-
recting all precedence arcs (i, j) in the opposite direction, and by replacing the
resource requirement rjk(s) of a job j by the function r0
jk(s) = rjk(pj −1−s),
s = 0,1,...,pj −1. It can be easily shown that the feasible schedules of the re-
versed instance and the original instance are in one-to-one correspondence; see
also Cavalcante, de Souza, Savelsbergh, Wang, and Wolsey (2001). For some
instances, this leads to better solutions. In addition, in the case of the the linear
programming based heuristics of Cavalcante, de Souza, Savelsbergh, Wang, and
Wolsey (2001), the different computational experiments are the use of different
LP relaxations (in z- and x-variables, both weak and strong), various local search
heuristicstoimprovetheschedules, modiﬁcationsofthemakespanobjectivefunc-
tion, as well as the integrationof the LP based heuristicsinto the LP based branch-
and-bound algorithm MINTO (Nemhauser, Savelsbergh, and Sigismondi 1994).
In thecaseof Cavalcante, Cavalcante, Ribeiro, and deSouza (2001), different tabu142 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
search algorithms have been evaluated, and Table 5.11 shows the best found so-
lutions over all algorithms and parameter settings. In the case of Heipcke (1999),
Table 5.11 shows the best results of two experiments, one with the original, one
with the reversed instance. Each experiment is a single run of her branch-and-
bound algorithm with a maximal number of 200,000 nodes.
With respect to the experiments with the Lagrangian heuristic, it turned out to
be worthwhile to consider all essentially different values of a instead of a subset
only. The reason is most likely the fact that the job lengths are considerably larger
for these instances. We have also conducted one experiment with the original,
and one with the reversed instance. Table 5.11 shows the best result of the two.
Whenever the result has been obtained using the reversed instance, this is indi-
cated with an asterisk. The last column in Table 5.11 shows the time horizon T
that has been used as input. Notice that in this case the time horizon has been ob-
tained by Graham’s list scheduling using 10 different, folklore priority lists, hence
the time horizons are larger in comparison to those of Table 5.10. The table fur-
ther shows the ﬁrst solution UBfirst and the best solution UBbest, together with the
corresponding computation times. The ﬁrst solution is the solution obtained after
the ﬁrst iteration of the subgradient optimization algorithm. In fact, one of the ad-
vantages of the Lagrangian approach is that both lower bounds and corresponding
solutions are obtained in every iteration of the algorithm.
As noted before, the results for the algorithms from the literature are the best
results that have been documented, based on different experiments. Hence, com-
putation times cannot be given. Nevertheless let us discuss this issue in order to
give an indication. The computation times are moderate for all of the mentioned
algorithms for the instances with 21 – 27 jobs (with preﬁx 4o ). To obtain the re-
sults in Table 5.11, the tabu search algorithm by Cavalcante, Cavalcante, Ribeiro,
and de Souza (2001) requires less than 2,000 seconds for the instances with 41 –
65 jobs (preﬁx 6o and 8o ), and up to 5,000 seconds for the instances with 84 –
109 jobs (preﬁx 10o and 12o ). The maximum total computation time of their
algorithms was between 2,000 and 14,000 seconds, on a Sun Sparc 1000. The LP
based order heuristics by Cavalcante, de Souza, Savelsbergh, Wang, and Wolsey
(2001) require up to 3,575 seconds for the instances with 41 – 65 jobs (preﬁx
6o and 8o ), on a Pentium II with 200 MHz. Results for larger instances of the
test set are not given by Cavalcante, de Souza, Savelsbergh, Wang, and Wolsey
(2001), due to the fact that the computation times to solve the corresponding
LP-relaxations were too large. The computations by Heipcke (1999) have been
conducted on a Sun Ultra 2 with 248 MHz clock pulse. Her branch-and-bound
algorithm has been aborted on reaching 200,000 nodes in the enumeration tree,
resulting in computation times between 118 and 985 seconds for the instances5.5 COMPUTATIONAL STUDY 143
Table 5.11: Comparison of the Lagrangian-based heuristicto the best documented
results for three algorithms from the literature, based on the labor-constrained
BASF-type instances with non-constant resource requirements of the jobs (Cav-
alcante 1997). The computation times for the Lagrangian-based heuristic are in
seconds.
tabus. LP-hr. const.pr. Lagrangian-based heuristic
Instance UBbest UBbest UBbest UBfirst CPU UBbest CPU T
4o 21j A 82 – 82 82 < 1 82 < 1 82
4o 23j A 58 58 58 58 < 1 58 < 1 67
4o 24j A 68 68 68 74 < 1 70 < 1 71
4o 24j B 72 72 72 73 1 73 1 75
4o 27j A 67 67 67 69 < 1 68 1 69
6o 41j A 140 142 152 151 < 1 145 5 150
6o 41j B 110 112 110 111∗ < 1 111∗ < 1 111
6o 41j C 126 130 134 141∗ < 1 134∗ 2 137
6o 44j A 116 117 122 124∗ < 1 120∗ 4 127
6o 44j B 137 137 149 151∗ < 1 144∗ 5 159
8o 63j A 259 270 281 283 1 276 34 287
8o 63j B 314 323 344 346 1 344 99 352
8o 63j C 294 303 344 323∗ 1 316∗ 6 374
8o 65j A 403 409 445 433∗ 1 417∗ 21 436
8o 65j B 382 398 411 418 1 409 120 419
10o 84j A 634 – 730 731 3 699 668 715
10o 84j B 550 – 616 609∗ 3 593∗ 121 616
10o 85j A 783 – 912 886 4 851 10 902
10o 87j A 581 – 610 613∗ 3 595∗ 450 612
10o 88j A 450 – 473 485∗ 1 473∗ 6 492
10o 100j A 1467 – 1596 1581∗ 16 1525∗ 2550 1699
10o 102j A 1155 – 1239 1228∗ 13 1206∗ 2124 1233
10o 106j A 1087 – 1166 1143∗ 11 1122∗ 2203 1146
12o 108j A 1271 – 1412 1382∗ 19 1340∗ 1112 1384
12o 109j A 1324 – 1476 1430∗ 18 1382∗ 609 1469
∗ The solution has been obtained using an equivalent ‘reversed’ instance.144 RESOURCE CONSTRAINED PROJECT SCHEDULING PROBLEMS
with 41 – 65 jobs (preﬁx 6o and 8o ), and between 325 and 1,350 seconds for the
instances with 84 – 109 jobs (preﬁx 10o and 12o ). For all instances with 21 – 27
jobs, Heipcke’s branch-and-bound algorithm veriﬁed optimality (Heipcke 1999).
Table 5.11 suggests that the Lagrangian-based heuristic is capable of ﬁnding
reasonable good solutions also for these notoriously hard benchmark instances,
in reasonable time. The solutions obtained by Graham’s list scheduling with 10
folklore priority lists (shown in column T) can be substantially improved in most
of the cases. For 16 out of the 25 instances from this test set, our solutions im-
prove upon those obtained with constraint propagation by Heipcke (1999). The
tabu search algorithms by Cavalcante, Cavalcante, Ribeiro, and de Souza (2001)
obviously yield the best solutions currently known for these instances. However,
these results are obtained at comparatively large computation times.
5.6 ADDITIONAL NOTES AND REFERENCES
The presented Lagrangian-based approach allows to compute both lower
bounds and feasible solutions for resource constrained project scheduling prob-
lems. Although the basic idea to use Lagrangian relaxation has been used before,
e.g. by Christoﬁdes, Alvarez-Vald´ es, and Tamarit (1987), we have spiced it with
some new ideas. First and most importantly, this is the insight that the Lagrangian
relaxation is a project scheduling problems with start-time dependent costs which
can be solved efﬁciently by a reduction to the minimum cut problem in directed
graphs. Second, the computational results conﬁrm that the solution of the La-
grangian relaxation, combined with the concept of a-completion times, gives rise
to reasonably good solutions. The computational results show that this approach
offers a reasonable tradeoff between the quality of the lower bounds and feasi-
ble solutions on the one hand and the necessary computational effort on the other
hand. Furthermore, the same approach can be adapted to handle also other ob-
jective functions than the makespan, which adds to its practical appeal. Thus,
similarly as the work of Savelsbergh, Uma, and Wein (1998) and Cavalcante,
de Souza, Savelsbergh, Wang, and Wolsey (2001), the experiments presented in
this chapter underline the potential of relaxation-based algorithms for the solution
of resource constrained project scheduling problems.
It is immediate that the efﬁciency of the presented algorithm could greatly
beneﬁt from a faster method to compute the emerging sequence of minimum cut
problems. Currently, each minimum cut problem is solved from scratch using
the maximum ﬂow implementation of Cherkassky and Goldberg (1997). A faster
methodcouldbeobtainedifanefﬁcient‘warmstart’waspossible. Thiswarmstart5.6 ADDITIONAL NOTES AND REFERENCES 145
should allow to quickly re-compute a minimum cut on the basis of the solution
of the last iteration after the arc capacities have changed. However, there is no
parametric description of the change of the arc capacities — they arise from the
parameter update in the subgradient optimization. In fact, this problem opens an
interestingalgorithmicchallengeforfutureresearch. Tothisend, ﬁrst experiments
with another minimum cut algorithm of Hochbaum (1997) have been initiated
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Das Thema dieser Arbeit sind Algorithmen f¨ ur deterministische und stochasti-
sche Scheduling-Probleme. Scheduling kann man als ”Zeitplanung“, ”Terminpla-
nung“, oder ”Ablaufplanung“ ¨ ubersetzen. Die Aufgabe besteht darin, eine Menge
von so genannten Jobs zeitlich so zu planen, dass eine gegebene Zielfunktion mi-
nimiert wird. Dar¨ uber hinaus sind m¨ oglicherweise eine Vielzahl von weiteren
Nebenbedingungen zu erf¨ ullen. Scheduling-Probleme spielen eine wichtige Rolle
in verschiedenen Bereichen, etwa in der wissenschaftlichen Unternehmensleitung
(Management Science), der Unternehmensforschung (Operations Research), und
auch in der Informatik (Computer Science). Aus mathematischer Sicht geh¨ ort die
Mehrzahl der in der Literatur untersuchten Scheduling-Probleme in das Teilgebiet
der kombinatorischen Optimierung.
In der vorliegenden Arbeit werden Algorithmen zur L¨ osung verschiedener,
NP-schwerer Scheduling-Probleme entwickelt und analysiert. Die grundlegende
Methodik basiert auf der Betrachtung efﬁzient l¨ osbarer polyedrischer Relaxierun-
gen der Probleme. Diese Relaxierungen liefern einerseits untere Schranken f¨ ur
den optimalen Zielfunktionswert, und werden andererseits ausgenutzt, um L¨ osun-
gen f¨ ur das urspr¨ ungliche Scheduling-Problem zu konstruieren. Abgesehen von
Kaptitel 1, in dem haupts¨ achlich grundlegende Notation festgelegt wird, gliedert
sich die Arbeit in zwei Teile.
Kapitel 2 und 3 behandeln stochastische Maschinen-Scheduling-Probleme. In
diesem Modell sind die Bearbeitungsdauern der Jobs stochastische Gr¨ oßen, also
im Voraus nicht mit Gewissheit bekannt. In Kapitel 2 wird dieses Modell ausf¨ uhr-
lich erl¨ autert, und es werden Unterschiede zu anderen, insbesondere determini-
stischen Modellen herausgearbeitet. Kapitel 3 stellt theoretische Approximati-
onsresultate f¨ ur verschiedene Modelle im stochastischen Maschinen-Scheduling
vor. Auf Basis von polynomial l¨ osbaren LP-Relaxierungen wird die Existenz von
polynomialen Algorithmen mit unterschiedlichen G¨ utegarantien f¨ ur verschiedene
stochastische Modelle bewiesen. Etwa f¨ ur Exponential-, Gleich-, oder Erlang-
verteilungen ergeben sich in der Tat konstante G¨ utegarantien f¨ ur die entwickelten
Algorithmen. Die Frage nach deren Existenz war bislang offen.
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In den Kapiteln 4 und 5 werden deterministische Scheduling-Probleme unter-
sucht. Im Gegensatz zu stochastischen Modellen sind hier sind die Bearbeitungs-
dauern der Jobs bereits im Voraus bekannt. Kapitel 4 liefert einige theoretische
Grundlagen zur polynomialen L¨ osbarkeit von unterschiedlichen Problemen oh-
ne Ressourcenbeschr¨ ankungen. Insbesondere wird gezeigt, dass solche Probleme
auf das bekannte, polynomial l¨ osbare Minimum-Cut-Problem in gerichteten Gra-
phen reduziert werden k¨ onnen. Kapitel 5 behandelt schließlich Modelle der res-
sourcenbeschr¨ ankten Projektplanung. Diese Probleme sind im Allgemeinen nicht
konstant approximierbar, es sei denn P = NP. Basierend auf den Resultaten von
Kapitel 4 wird gezeigt, dass eine Lagrange-Relaxierung des Problems efﬁzient als
Minimum-Cut-Problem gel¨ ost werden kann. Ferner werden anhand von L¨ osun-
gen der Relaxierung auch L¨ osungen f¨ ur das Ausgangsproblem konstruiert. In
einer Studie mit verschiedenen, teils aus der chemischen Produktionsplanung der
BASF AG stammenden Probleminstanzen wird dieser Lagrange-basierte Ansatz
auf seine praktische Verwertbarkeit evaluiert. Es zeigt sich, dass in akzeptabler
Rechenzeit sowohlaussagekr¨ aftigeuntereSchranken als auch vergleichsweisegu-
te L¨ osungen ermittelt werden k¨ onnen.
Die theoretischen und praktischen Resultate dieser Arbeit unterstreichen das
Potenzial von polyedrischen Relaxierungen beim Entwurf und bei der Analyse
von efﬁzienten Algorithmen zur L¨ osung von Scheduling-Problemen.CURRICULUM VITAE
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