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RESUME : Nous considérons le problème de planification d’approvisionnement et gestion de stocks pour le cas 
d’assemblage d’un produit fini à partir de n composants. Les composants sont commandés chez des fournisseurs 
extérieurs afin de satisfaire la demande en produit finis. Les délais d’approvisionnements en composants sont 
aléatoires ainsi que la demande en produits finis. L’entreprise qui s’occupe de l’opération d’assemblage doit 
déterminer combien commander et à quelle date lancer les ordres d’approvisionnements chez les fournisseurs ? 
L’objectif est de minimiser le coût total composé du coût de stockage de composants, du coût de retard de livraison de 
produits finis, et des pertes liées à la quantité de produits finis soldés et du gain perdu. Nous offrons la modélisation 
analytique du problème. Plusieurs propriétés de la fonction objectif sont démontrées. Ces propriétés sont utilisées dans 
le développement d’une procédure par séparation et évaluation. Plusieurs tests sont effectués et différentes conclusions 
sont présentées. Cette étude peut être utilisée pour le paramétrage du MRP, plus précisément pour le calcul de délais 
de sécurité et de stocks de sécurité sous incertitudes des délais d’approvisionnements et de demande. 
 
MOTS-CLES : délai d’approvisionnement aléatoire, demande aléatoire, système d’assemblage, planification 
d’approvisionnement, gestion de stocks. 
 
 
1 INTRODUCTION 
La planification d’approvisionnements efficace est une 
fonction très importante pour la gestion des entreprises 
industrielles. En effet, une mauvaise politique de gestion 
des stocks conduit soit à des stocks inutiles soit à des 
ruptures. Les stocks coûtent de l'argent et immobilisent 
des fonds. Une rupture de stock conduit à une pénalité 
due aux commandes insatisfaites. 
 
Les méthodes de planification de type MRP sont les mé-
thodes les plus connues dans le contexte industriel (Ax-
säter, 2006). Les systèmes MRP sont acceptés facilement 
par les industriels, la majorité des décideurs industriels 
sont familiers avec eux à travers tous les systèmes exis-
tants de gestion informatique de la production. Les tech-
niques MRP disposent d'un système d'information bien 
développé et ont fait leurs preuves au fil du temps. 
 
Toutefois, MRP est basée sur l’hypothèse que la deman-
de et les délais d'approvisionnement sont connus. Ce-
pendant, dans le monde industriel, on constate que les 
délais d’approvisionnement varient souvent d’une ma-
nière aléatoire. Les délais d’approvisionnements des 
composants finis sont rarement prévisibles d’une maniè-
re fiable. En effet, il y a certains facteurs aléatoires tels 
que les pannes de machines, le retard de transport, etc. 
Par conséquent, les hypothèses déterministes intégrées 
dans les systèmes MRP concernant le temps 
d’approvisionnements sont souvent trop restrictives. 
 
Comme a été indiqué dans plusieurs articles, différentes 
sources d’incertitudes peuvent exister le long de la chaî-
ne logistique. Pour éviter les conséquences de ces incer-
titudes, les entreprises utilisent les stocks de sécurité ou 
les délais de sécurité, les deux provoquent des stocks 
complémentaires qui sont coûteux. Si ces stocks ou dé-
lais ne sont pas satisfaisants cela provoque des ruptures 
en produits finis et des coûts correspondants. Par consé-
quent, il est souhaitable de développer des méthodes de 
planification des approvisionnements minimisant tous 
ces coûts en tenant compte des propriétés stochastiques 
des délais d’approvisionnements et de la demande. 
 
Dans l’approche MRP, une distinction importante est 
faite entre la demande pour le produit final, c'est-à-dire 
la demande indépendante, et la demande d'un de ses 
composants, c'est-à-dire la demande dépendante. La de-
mande indépendante est connue ou prévue par les mé-
thodes qui sont élaborées dans le cadre de "la prévision 
des ventes". Les demandes dépendantes peuvent être 
calculées à partir de la demande indépendante à l'aide de 
la nomenclature du produit finis correspondant et les 
délais d’approvisionnement planifiés. 
 
Sous la logique MRP, le temps est découpé en intervalles 
discrets appelés « time buckets ». Le délai 
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d’approvisionnement est égal au nombre d’intervalles 
écoulés entre la date de lancement de l’ordre et sa date 
de livraison. La taille du lot est la quantité des articles 
commandés. 
 
La méthode MRP est basée sur le calcul déterministe : 
toutes les commandes des composants sont lancées au 
plus tard, donc le coût total sera automatiquement le plus 
petit possible. Mais, s'il existe des facteurs aléatoires, le 
sens de l'expression «au plus tard» est incertain. Dans ce 
cas, pour chaque paramètre de la méthode MRP, nous 
pouvons avoir une probabilité de stockage des compo-
sants et une probabilité de rupture en produit finis. Par 
conséquent, il faut utiliser le paramétrage de la méthode 
MRP, c.-à-d. le choix des valeurs optimales des paramè-
tres minimisant les coûts de stockages et/ou de ruptures. 
Ce problème est appelé le paramétrage des systèmes 
MRP sous incertitudes. 
 
Deux sources d’incertitude touchent principalement la 
méthode MRP (Nahmias, 1997; Vollmann et al., 1997) : 
la demande et les approvisionnements. On peut encore 
diviser ces incertitudes en deux catégories : quantité et 
temps. La première signifie que les quantités fournies 
sont différentes des quantités réelles demandées. La 
deuxième concerne les dates de demandes ou de récep-
tions qui ne sont pas respectées. 
 
Enns (2002) a étudié l’effet de l’erreur de la prévision 
sur la performance de MRP et comment l’incertitude de 
la demande peut être mieux traitée. L’auteur s’est inté-
ressé à l’impact de l’augmentation de stocks et de délais 
d’approvisionnements sur le niveau de service. A travers 
la simulation, il a montré que le niveau de service aug-
mente lorsque le ratio (prévision/demande) augmente. Il 
a également montré qu’en augmentant les stocks de sé-
curité et les délais d’approvisionnent, le niveau de servi-
ce augmente aussi.  
 
Inderfurth (2007) a étudié la performance des systèmes 
MRP et ses paramètres sous les incertitudes de la de-
mande et du rendement. La demande était supposée sta-
tionnaire, le délai d’approvisionnement égal à zéro et le 
rendement était proportionnel à la quantité commandée. 
L’auteur a présenté une expression analytique de stock 
de sécurité pour les lois connues uniforme et normale de 
la demande et du rendement quand la politique 
d’approvisionnement est la politique Lot pour Lot. 
 
Nous nous intéressons donc au problème de paramétrage 
du MRP sous incertitudes de délais d’approvisionnement 
et de demande pour le cas de système d’assemblage à un 
niveau. Afin de se rapprocher de méthodes industrielles 
de planification du type MRP, nous nous plaçons dans 
un environnement temporel discret (le temps est calculé 
en jours par exemple). Ainsi, nous supposons que les 
délais d’approvisionnement en composants sont des va-
riables aléatoires discrètes qui suivent une loi quel-
conque et connue. Nous supposons aussi que la demande 
est aléatoire et qu’elle suit une loi discrète quelconque.  
 
Nous cherchons alors les valeurs optimales des dates de 
lancement des ordres aux fournisseurs et la quantité op-
timale à commander à chacun d’entre eux en minimisant 
le coût total moyen induit par ces incertitudes. 
 
Notons que nous tenons compte dans notre modèle de 
l’interdépendance des stocks. Signalons que nous limi-
tons notre étude à la planification à capacité infinie. 
 
Pour étudier ce problème, nous nous sommes essentiel-
lement basés sur les travaux de Ould Louly et al., (2008 
a et b), Ould Louly et Dolgui (2008) sur les systèmes 
d’assemblage à un seul niveau. Les auteurs ont étudié le 
problème de planification à un seul niveau dans le cas où 
les délais d’approvisionnement suivent une loi discrète et 
la demande est connue est constante. Leur objectif était 
de trouver les stocks initiaux en composants qui permet-
tent de réduire le coût total moyen composé du coût de 
stockage des composants et du coût moyen de rupture en 
produit fini. Pour trouver la solution optimale, ils ont 
proposé une procédure de séparation et évaluation (PSE) 
basée sur des propriétés de dominance et sur un calcul de 
bornes inférieures et d’une borne supérieure de la fonc-
tion objectif.  
 
2 DESCREPTION DU PROBLEME 
Nous étudions le cas de système d’assemblage à un ni-
veau. Un produit fini est obtenu par l’assemblage de n 
types de composants différents (voir figure 1). 
 
 
 
Produit 
fini 
Composant 
1 
Composant 
i 
Composant 
n 
 
Figure 1 : Système d’assemblage à un niveau 
 
 
Nous utilisons par la suite les notations suivantes : 
 
D  Demande en produits finis (variable aléatoire discrè-
te), 
 
n  Nombre de types de composants nécessaires pour 
l’assemblage de produit fini,  
 
id  Quantité nécessaire de chaque type de composant i 
pour assembler une unité de produit fini, 
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r  Prix de vente d’une unité de produit fini, 
 
ih  Coût unitaire de stockage d’un composant i  par 
période, 
 
b  Coût unitaire de retard de début d’assemblage d’un 
produit fini par période, 
 
s  Coût unitaire de vente de produit fini soldé par pé-
riode, 
 
c   Coût unitaire de production de produit fini par pé-
riode, 
 
iL  Délai d’approvisionnement des composants i  (va-
riable aléatoire discrète), 
 
iu  valeur maximale de délai d’approvisionnement iL  
de composants i  ( ii uL 1 ; ni ,...,2,1 );  i
ni
uu
...,,1
max

 , 
minD  valeur minimale de la demande D, 
 
maxD  valeur maximale de la demande D  
( maxmin DDD  ),  
 
ix  Délai d’approvisionnement calculé pour les compo-
sants de type i, 
 
q   La quantité commandée (planifiée) du produit fini, 
 
iq  La taille de lot de composants i ( ii dqq  ), 
 
X  Vecteur de délais d’approvisionnement planifiés 
)...,,( 1 nxx , 
 
L  Vecteur de délais d’approvisionnement réels (aléa-
toires) )...,,( 1 nxx , 
 
[.]E   Espérance mathématique, 
 
[.]F  Fonction de répartition, 
Z  Fonction égale au maximum de Z  et 0 : )0,max(Z . 
 
L’entreprise lance ses ordres aux fournisseurs. Chaque 
fournisseur livre les composants nécessaires avec un 
délai de livraison aléatoire. Les composants sont ensuite 
utilisés pour assembler le produit fini. 
 
L’incertitude de délais d’approvisionnement engendre : 
 
 Stockage des composants i (i=1,…,n) s’ils arri-
vent avant la date prévue d’assemblage (ou s’il y a un 
retard en livraison d’un type de composants). Cette date 
d’assemblage est supposée la même que la date 
d’achèvement exigée par le client (la durée d’assemblage 
est supposée nulle). Le coût de stockage HC  des com-
posants est donc égal à : 
 
   














 
n
i
iiii
ni
ii xlxlhqHC
1 ,..,1
max .  (1) 
 
 Un retard en livraison de produits finis si les com-
posants arrivent après la date prévue d’achèvement. Le 
retard est permis mais pénalisé (il y a un coût de retard). 
Le coût de retard en produit fini est le suivant :  
 
 

 iini
xlDbTC
,..,1
max .  (2) 
 
A son tour, l’incertitude de la demande engendre: 
 
 Un surplus en nombre de produits finis et donc 
une quantité de produits non vendus. Ce surplus est sup-
posé vendu plus tard au prix soldé. Le prix de vente 
d’une unité soldée est inférieur au coût de production. 
Dans le cas contraire, il serait profitable de produire en 
en surplus  scr  . La perte due à ce surplus est 
donc : 
 
  DqscSC )( .   (3) 
 
 Un gain perdu (due à une sous estimation de la 
demande).  Le coût de cette perte est : 
 
  qDcrLC )( .   (4) 
 
Le coût total est donc : 
 
  


n
i
iiii lxhqqDLXC
1
),,,(  
     













  iini
n
i
ii xldhqDb ,..,11
max)(  
                 qDcrDqsc )()(   (5) 
 
Les délais d’approvisionnements li et la demande D sont 
des variables aléatoires. Le coût ci-dessus est donc une 
variable aléatoire. Notre objectif est de minimiser son 
espérance mathématique, c’est-à-dire le coût total moyen 
 ),,,(),( qDLXCEqXC   qui s’exprime comme suit : 
 
Proposition 1 : 
  


n
i
iiii lExhdqqXC
1
][),(  
    
 



















0 11
][1)(][
k
n
i
ii
n
i
ii kxFdhqDEb  
  ))(()(][1)(
0
DEqsckqFsr
k
D  

  (6) 
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Démonstration :  
Pour la démonstration, il suffit de montrer que : 
   
 

 









 
0 1,..,1
][1max
k
n
i
iiii
ni
kxFxlE . 
Etant donnée que :  
   
 







 


 
0 ,..,1,..,1
maxPrmax
k
ii
ni
ii
ni
kxlxlE
 
 





 
0 ,..,1
maxPr1
k
ii
ni
kxl  
et étant que les délais d’approvisionnements sont indé-
pendants : 
   kxlkxlkxl nnii
ni





 

,....,PrmaxPr 11
,..,1
 
donc :  
   
 

 









 
0 1,..,1
][1max
k
n
i
iiii
ni
kxFxlE  
 
3 OPTIMISATION 
Pour optimiser le critère (6), nous proposons une procé-
dure par séparation et évaluation PSE. 
 
Nous commençons par présenter des propriétés de domi-
nance qui permettent de réduire l’espace de recherche de 
solution à chaque étape de la procédure. Ensuite, nous 
présentons des bornes inférieures de la fonction objectif 
qui seront utilisées dans notre PSE à chaque étape de 
calcul. Enfin, nous présentons une borne supérieure. 
 
Afin de simplifier l’écriture des équations nous rempla-
çons q par xn+1 et le vecteur X représentera donc les n+1 
variables de décision (x1,…xi,…,xn+1). Le coût ),( qXC  
sera noté par )(XC . 
 
Soit l’ensemble des solutions réalisables [A, B], avec A= 
( 1a , 2a  ,…, 1na ), et B = ( 1b , 2b , …, 1nb ), avec ia , ib  
les valeurs minimales et maximales possibles de ix . 
Nous proposons quelques techniques qui permettent de 
réduire ces intervalles : iii bxa  , 1,,1  ni  . Pour 
cela, nous introduisons les accroissements partiels à droi-
te et à gauche de xi comme cela a été fait dans les tra-
vaux Ould Louly et al., 2008a,b., par exemple: 
),...,,...,(),...,1,...,()( 1111 
  ninii xxxCxxxCXG ,(7) 
),...,,...,(),...,1,...,()( 1111 
  ninii xxxCxxxCXG .  (8) 
 
Proposition 2 : 
Pour i=1,…,n : 
)(XGi
 = iin hdx 1  
  











 


n
i
iin dhxDEb
1
1 )(][  
                     
  











0 1
][1Pr
k
n
j
jjii
ij
kxFkxl (9) 
Pour i=n+1 : 
)(1 XGn

 =   


n
i
iiii lExhd
1
][  
                   
 













0 11
][1)(
k
n
i
ii
n
i
ii kxFdh  
                  )(1][)( 1 scxFsr nD     (10) 
Pour i=1,…,n+1 : 
)(XGi
 =- ),...,1,...,( 11 
  nii xxxG    (11) 
 
Proposition 3 : 
Nous obtiendrons les propriétés suivantes :  
1. Pour i=1,…,n : 
 )(XGi
  est croissant par rapport à xi et dé-
croissant par rapport à xj pour j différent de i. 
 )(XGi
  est décroissant par rapport à xi et 
croissant par rapport à xj pour j différent de i. 
 
2. Pour i=n+1 : 
 )(1 XGn

  est croissant par rapport à xn+1. 
 )(1 XGn

  est décroissant par rapport à xn+1. 
 
Ces propositions sont évidentes, nous ne faisons donc 
pas leur démonstration. 
 
3.1 Propriétés de dominance 
Nos développons une PSE pour trouver les valeurs opti-
maux des ix , iii bxa  , 1,,1  ni  . 
Il est connu que des propriétés de dominance peuvent 
améliorer la performance d’une PSE. Nous obtiendrons 
les propriétés de dominance suivantes : 
Proposition 3 : 
Si 0),( 1 

ni bAG  (pour i=1,…,n), alors la solution X 
de [A, B] avec ix  = ia  est dominée.  (12) 
Si 0),( 1 

ni aBG  (pour i=1,…,n), alors la solution X 
de [A, B] avec ix  = ib  est dominée.  (13) 
Démonstration :  
En effet, si i  tel que 0),( 1 

ni bAG  , alors le vecteur 
),( 1nbA  est dominé par le vecteur 
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 11 ,...,1,...,  nni baaa  car en utilisant la définition de la 
fonction  XGi  nous obtenons l'inégalité stricte : 
),,...,1,...,( 11  nni baaaC ),,...,,...,( 11  nni baaaC . En 
plus, pour tout vecteur ),( 1nbX  de ],[ BA  tel que 
ii ax  , nous aurons l'inégalité suivante : 
),,...,,,,...,( 1111 

nniiii bxxaxxG  
0),,...,,...,( 11  

nnii baaaG , 
car la fonction  XGi  est décroissante par rapport à jx  
pour j différent de i. Le vecteur ),( 1nbX  de ],[ BA  tel 
que ii ax   est donc, à son tour, dominé par le vecteur 
),,...,,1,,...,( 12,111   nniii bxxaxx .  
La propriété (i) est donc vérifiée, la propriété (ii) se dé-
montre de la même façon.  C.Q.F.D 
 
Ces propriétés de dominance peuvent être utilisées pour 
développer des coupes efficaces. En effet, dans notre 
PSE, après un branchement, deux nœuds (descendants) 
sont crées. Pour chacun de ces nœuds, plusieurs coupes 
peuvent être appliqués pour réduire l’espace de recher-
che correspondant (qui correspond au nœud en question) 
avant de passer au branchement suivant.  
La valeur maximal de ix  qui satisfais la condition  (13) 
donne une limite supérieure ib , et la valeur minimale de 
ix  qui satisfais la condition (12) donne une limite infé-
rieure de ia  pour chaque variable ix . La valeur optimale 
de ix  doit respecter la condition : ia ≤ ix  ≤ ib .  
 
3.2 Borne inférieures de la fonction objectif 
Nous avons également besoin de bornes inférieures à 
chaque étape de la procédure. Dans cette section, nous 
développons ces bornes.  
Proposition 4 : Nous avons les deux bornes inférieures 
suivantes de la fonction objectif sur l’espace [A, B] : 
1BI = )(AC +   


n
i
niiiii aabbGab
1
11 0),,...,,,...,(min)(  
  


n
i
iiii lEahd
1
][         
 
 







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Donc nous obtenons : 
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La première borne inférieure est donc démontrée. 
De la même manière, nous montrons la deuxième borne 
inférieure : 
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En utilisant le fait que :  
Pour k=1,…,n : 
   1111 ,...,,,,..., nkkkk bbsxxxG      
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Donc nous obtenons la deuxième borne inférieure. 
C.Q.F.D 
 
Comme borne inférieure, nous utiliserons dans la PSE : 
BI= max (BI1, BI2)  (16) 
 
3.3 Borne supérieure  
 
Cette procédure commence par l’initialisation de 
l’espace de recherche : 
 
 min,1,....,1 DA  , 
 max1 ,,...,,..., DuuuB ni . 
 
Ensuite, la procédure suivante est appliquée : 
 
 )(),(min BCACBS   
-Réduire l’espace de recherche ],[ BA  en utilisant les 
propriétés de dominance. 
Tant que (le cardinal de ],[ BA  est supérieur à 1) faire :  
- Séparer ],[ BA en deux sous ensembles [A, B1] et [A1, 
B] (cette division du pavé [A, B] en deux pavés [A, B1] 
et [A1, B] est faite en coupant le coté le plus long du 
pavé [A, B]). 
- BS  la solution avec le coût le plus faible, choisie 
parmi les quatre possibilités : A, B1, A1 ou B. 
- Si A ou B1 alors  
 1 ,[],[ BABA  
sinon  
 BABA  ,[],[ 1  
Fin Si 
Fin Tant que 
 
3.4 Algorithme PSE 
L’algorithme PSE que nous proposons utilise pour bran-
chement le schéma suivant. L’ensemble des solutions, 
représenté par le pavé ],[ BA , dont le cardinal est le plus 
grand est divisé en deux sous-ensembles fils ],[ 1BA  et 
],[ 1 BA . Avant d'être intégré dans l'arbre, chaque sous-
ensemble fils est réduit en utilisant les propriétés de do-
minances. L'idée de base est donc la recherche en largeur 
d'abord mais avec des modifications en tenant compte 
des résultats de la réduction.  
 
Début 
 min,1,....,1 DA  , 
 max1 ,,...,,..., DuuuB ni . 
Utiliser les propriétés de dominance pour réduire 
l’ensemble [A, B], 
BS  la borne supérieure de ( [A, B] ) 
le_min_actuel  BS 
La_solution_actuelle  celle donnée par BS 
// Initialiser l’ensemble E des sous ensembles 
E { [A, B] } 
Si A  B alors 
                Tant que (E n’est pas vide) faire 
[A, B]  l’élément de E de cardinal 
maximal 
E  E - { [A, B] } 
Diviser [A, B] en deux sous-ensembles: 
[A, B1] et [A1, B] 
 
Si (l’ensemble [A, B1] n’est pas domi-
né, AB1, et sa borne inférieure BI < 
le_min_actuel ) alors 
on l’ajoute à E : E  E {[A, B1]} 
Fin Si 
 
Si ( A1B et sa borne inférieure BI < 
le_min_actuel) alors 
on l’ajoute à E : E  E  { [A1, B] } 
Fin Si 
 
Si (C(A1) < le_min_actuel ) alors 
le_min_actuel  C(A1) 
La_solution_actuelle  A1 
Fin Si 
 
Si (C(B1) < le_min_actuel ) alors  
le_min_actuel  C(B1) 
La_solution_actuelle  B1 
Fin Si 
Eliminer les éléments de E dont la bor-
ne inférieure (BI) est plus grande que 
le_min_actuel. 
Fin Tant que 
                Fin Si 
          Fin  
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4.  EXEMPLE NUMERIQUE 
 
Considérons l’exemple suivant d’un système 
d’assemblage de 10 composants. La quantité id  de 
composant i nécessaire pour assembler une unité de pro-
duit fini est égale à 1, i=1,…,10. Le prix de vente r  
d’une unité de produit fini est égal à 10. Le coût de pro-
duction c  est égal à 5. Le coût unitaire de vente s  de 
produit fini soldé est égal à 3. Le coût unitaire de retard b 
de produit fini est égal à 5. Les coûts de stockage unitai-
res au niveau 1 et au niveau 2 sont présentés dans le ta-
bleau 1. 
 
i 1 2 3 4 5 6 7 8 9 10 
hi 1 2 0.5 0.3 1.5 1.4 0.8 0.7 1.2 1.8 
Tableau 1 : Les coûts de stockages unitaires 
 
Les valeurs maximales u  de tous les délais 
d’approvisionnement sont égales à 5. Les lois de proba-
bilités des délais d’approvisionnement sont reportées 
dans le tableau 2.  
 
 w 1 2 3 4 5 
Pr (L1=w) 0.50 0.30 0.10 0.05 0.05 
Pr (L2=w) 0.25 0.15 0.20 0.20 0.20 
Pr (L 3=w) 0.15 0.30 0.20 0.15 0.20 
Pr (L 4=w) 0.10 0.20 0.30 0.15 0.25 
Pr (L 5=w) 0.40 0.10 0.20 0.15 0.15 
Pr (L 6=w) 0.40 0.30 0.10 0.10 0.10 
Pr (L7=w) 0.20 0.20 0.20 0.20 0.20 
Pr (L8=w) 0.20 0.20 0.25 0.15 0.20 
Pr (L9=w) 0.15 0.20 0.50 0.05 0.10 
Pr (L10=w) 0.10 0.10 0.20 0.30 0.30 
Tableau 2 : Loi de distribution des délais 
d’approvisionnement 
 
La demande en produit fini prend eagalement 5 valeurs 
possible D ={1,2,3,4,5} ( minD =1 et maxD =5}. La loi de 
probabilité de la demande est présentée dans le tableau 3. 
  
 w 1 2 3 4 5 
Pr (L1=w) 0.10 0.20 0.40 0.20 0.10 
Tableau 3 : Loi de distribution de la demande 
 
Les limites inférieures et supérieures des variables de 
décision xi (i=1,…,11) : ai =1 et bi =5.  
 
4.1 Comportement de PSE  
 
Le cardinal de l’espace de recherche initiale est donc 
égal à 511 ( 1nu ) solutions (48828125 solutions possi-
bles).  
 
Nous avons obtenu la valeur optimale de la fonction ob-
jectif qui est égal à 56,8252. Nous l’avons obtenue après 
2 itérations. La borne inférieure à la première itération 
est 79.6823 et la borne supérieure est 56,8252 et à la 
deuxième opération la borne inférieure est égale à la 
borne supérieure est égale à 56,8252. 
 
4.2 Tests des performances de l’algorithme 
Les tests consistaient à exécuter l’algorithme sur 100 
instances générées d’une manière aléatoire. Pour ces 
instances, le nombre des composants était choisi parmi 
les valeurs suivantes [10, 20, 30, 40, 50, 60, 70, 80, 90, 
100]. Pour chaque nombre des composants, 10 instances 
différentes ont été générées. Les données de chaque ins-
tance sont : la fonction de distribution des délais 
d’approvisionnements des composants et celle de la de-
mande (le nombre de réalisation maximale=5), les coûts 
unitaires de stockage des composants, le coût unitaire de 
retard en produit fini, le coût unitaire de revient (coup de 
production) et le coût unitaire d’un produit soldé. 
 
En utilisant la PSE proposée, les instances de taille supé-
rieure à 30 composants n’ont pas été résolues dans un 
temps d’une heure vu le cardinal très important de 
l’espace de recherche dans ce cas-là (voir le tableau 4).  
 
n 10 20 30 40 50 60 70 80 90 100 
PSE 3,76 10-5 1,23 11,26 Pas résolus 
Tableau 4 : Le temps moyen de calcul (en seconds) 
 
Les résultats montrent l’efficacité des algorithmes pro-
posés pour les problèmes de petite et moyenne taille. La 
résolution optimale du problème dépend donc fortement 
de la qualité des propriétés de dominance, des bornes 
inférieures et de la borne supérieure.  
 
 
5. CONCLUSIONS ET PERSPECTIVES 
 
Nous nous sommes intéressés à la planification des réap-
provisionnements des systèmes d’assemblage quand les 
délais d’approvisionnement des composants sont aléatoi-
res et la demande en produits finis est également aléatoi-
re. Cette démarche s’inscrit dans l’étude plus générale du 
paramétrage de la méthode MRP. 
 
Nous proposons une nouvelle méthode d’optimisation 
pour les systèmes d’assemblage à un niveau. Le critère 
considéré est la somme du coût de stockage des compo-
sants, du coût de retard en produits, des pertes liés aux 
produits soldés et de gains perdus suite à une sous-
estimation de la demande. Notre approche se base sur 
une technique d’optimisation avec des variables de déci-
sion entières, ce qui est plus adapté au contexte de MRP 
qu’une approche continue, plus souvent utilisée dans la 
littérature. Nous avons développé un algorithme 
d’optimisation basé sur la technique de séparation et 
évaluation (PSE). 
 
Notre modèle est mono-période, c.-à-d. que 
l’optimisation est faite pour une seule période (pour une 
demande à une date précise). Son utilisation pour une 
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planification sur plusieurs périodes peut ne pas fournir 
des solutions optimales car, dans ce cas, notre modèle 
surévalue l’influence négative des délais aléatoires (il ne 
tient pas compte des compensations possibles entre les 
stocks de différentes périodes).  
 
Dans notre future recherche, nous voulons étendre le 
modèle et les techniques proposés au contexte multi-
période. Nous allons nous appuyer sur les travaux de 
Ould Louly et Dolgui (2002; 2004, 2008) qui portent sur 
des modèles de planification multi-périodes pour des 
systèmes d’assemblage à un seul niveau avec des délais 
d’approvisionnement aléatoires. Il serait alors possible 
de réduire davantage les stocks de composants. La diffi-
culté n’est pas la moindre, car en plus de la dépendance 
des stocks des composants du même niveau (due à 
l’opération d’assemblage), dans les modèles multi-
périodes, nous devrons aussi considérer la dépendance 
entre les stocks des périodes consécutives et l’effet de 
« crossovers » possibles.  
 
Une autre piste de recherche consisterait à étendre notre 
étude aux systèmes d’assemblage à plus d’un niveau et 
aussi aux systèmes à plus qu’un type de produits finis où 
les nomenclatures se croisent (les différents produits 
finis utilisent les mêmes types de composants). 
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