Abstract-This paper examines the practical construction of k-Lipschitz triangular norms and conorms from empirical data. We apply a characterization of such functions based on k-convex additive generators and translate k-convexity of piecewise linear strictly decreasing functions into a simple set of linear inequalities on their coefficients. This is the basis of a simple linear spline-fitting algorithm, which guarantees k-Lipschitz property of the resulting triangular norms and conorms.
I. INTRODUCTION
Aggregation of several input values into a single output value is an indispensable tool in many disciplines and applications such as decision making, pattern recognition, expert and decision support systems, information retrieval, etc. [1] , [2] . There is a wide range of aggregation functions, which provide great flexibility to the modeling process (see [3] and [4] ) and recent monographs [2] , [5] , [6] .
Triangular norms and conorms (t-norms and t-conorms, in short) are widely used aggregation functions with many useful properties, including associativity, commutativity, and existence of neutral and absorbing elements [5] - [7] . Applications of t-norms and t-conorms are wide ranging, and include probabilistic metric spaces, logic and algebra, theories of nonadditive measures, fuzzy control, decision support and expert systems, probability, statistics, and preference modeling [1] , [6] .
An important class of t-norms are those that are k-Lipschitz (see Definition 4 shortly). The Lipschitz property of aggregation functions guarantees their stability with respect to small perturbation of inputs, which is very desirable for applications [8] . For instance, in fuzzy-rulebased systems, which use different t-norms and t-conorms, it is not desirable to have drastic changes in the output values because of input inaccuracies. Lipschitz condition limits such changes to a predefined constant factor of the changes in the inputs.
The classes of 1-Lipschitz and kernel aggregation functions are well studied [9] , and they include copulas, quasi-copulas, and their duals. Well-known characterization of 1-Lipschitz triangular norms (which are copulas) is based on the convexity of their additive generators [6] . More recently, k-Lipschitz t-norms and t-conorms were studied in [10] - [12] . This class of functions is broader than the class of copulas (and their duals). k-Lipschitz t-norms do not increase the perturbation of inputs by more than a factor of k, which is suitable for many applications.
Fitting t-norms and t-conorms to empirical data is an important practical task, when an aggregation function needs to be chosen for a 
, is given, and the task is to find the most suitable aggregation function for this set, subject to additional application-specific properties (e.g., symmetry, neutral element, etc.) There are several methods of fitting aggregation functions discussed in [5] , [13] , and [14] . For fitting t-norms, a method based on fitting additive generators using linear splines was developed in [15] . However, this method does not ensure k-Lipschitz property.
In this paper, we establish the conditions that ensure that an Archimedean t-norm (or t-conorm) is k-Lipschitz with a fixed parameter k ≥ 1. We will develop a fitting algorithm based on linear splines, and employ the aforementioned conditions in order to construct k-Lipschitz t-norms from empirical data.
After presenting background material in Section II, we present characterizations of k-Lipschitz t-norms via additive generators in Section III. In Section IV, we outline the linear spline-fitting method as a tool for approximating associative functions and present our main results. This section is followed by conclusions.
II. PRELIMINARIES
We recall the basic definitions and properties of triangular norms and conorms. Details can be found in [5] - [7] . Triangular norms and conorms are dual with respect to any strong negation, in particular, the standard negation, i.e., S is a t-conorm if and only if it can be expressed as
where T is a t-norm. Continuity is an important property for t-norms and t-conorms. [16] : Any continuous Archimedean t-norm T admits the following representation: 
III. k-LIPSCHITZ t-NORMS AND THEIR CHARACTERIZATIONS
1063-6706/$26.00 © 2009 IEEE The Lipschitz property can also be defined for other norms or distances (see, e.g., [17] ), but we restrict our attention to the L 1 -norm. Of course, duality with respect to the standard negation preserves the Lipschitz property (and the Lipschitz constant). Because of this, it suffices to study k-Lipschitz t-norms, as k-Lipschitz t-conorms are obtained by duality. Note that k ≥ 1, because of the condition T (x, 1) = x.
The class of k-Lipschitz t-norms, whenever k > 1, has been characterized in [10] and [12] . Note that 1-Lipschitz t-norms are copulas [6] , [7] . A strictly decreasing continuous function t : [0, 1] → [0, 1] with t(1) = 0 is an additive generator of a 1-Lipschitz Archimedean t-norm if and only if t is convex.
The k-Lipschitz property implies the continuity of the t-norm. A continuous t-norm can be represented by means of an ordinal sum of continuous Archimedean t-norms, and by using Theorem 1, a continuous Archimedean t-norm can be represented by means of a continuous additive generator. It was shown in [12] that approximation of any k-Lipschitz t-norm can be performed by k-Lipschitz Archimedean t-norms (strict or nilpotent), and for this reason, it is sufficient to study the fitting of k-Lipschitz Archimedean t-norms. It is also easy to see that if a t-norm T is k-Lipschitz, it is also m-Lipschitz for any m ≥ k.
Let us relate k-Lipschitz property of Archimedean t-norms to the notion of k-convexity of their additive generators, which was introduced in [18] .
Obviously, if k = 1, the function g is convex. A decreasing function g can be k-convex only for k ≥ 1. Moreover, when a decreasing function g is k-convex, it is also m-convex, for all m ≥ k. In the case of a strictly increasing function g , it can be k-convex only for k ≤ 1. Moreover, when g is k-convex, it is also m-convex, for all m ≤ k. Observe that if a monotone function is k-convex, then it is also continuous on ]0, 1[. A rather intuitive but limited interpretation for k-convexity for strictly decreasing differentiable functions is that the slope of the tangent line to the graph of g at y is not smaller than k times the slope at x, for all x ≤ y. Considering k ≥ 1 and a strictly decreasing function g, we have the following characterization [10] , [12] , [18] .
Proposition 1: Suppose that T is a continuous Archimedean t-norm, and let
Another useful characterizations are the following. Corollary 1 [19] :
be an additive generator of a continuous Archimedean t-norm T , which is differentiable on ]0, 1[, and let t (x) < 0, for 0 < x < 1. Then, T is k-Lipschitz if and only if t (y) ≥ kt (x), whenever 0 < x < y < 1.
Corollary 2 [10] : Let T be a continuous Archimedean t-norm, and let t : The following useful results follow from Corollary 1, and with them, we can determine whether a given piecewise differentiable t-norm is k-Lipschitz.
Corollary 3 [10] : Let T be a continuous Archimedean 
The main result of this section is the following Corollary, which will be applied directly in the next section. Proof: Obviously, a linear function is k-Lipschitz. We apply m − 1 times Corollary 4, with the points where the linear pieces are joined together, thus playing the role of a.
IV. FITTING ADDITIVE GENERATORS

A. Fitting With Splines
Suppose we have a set of empirical data (
n , y k ∈ [0, 1], which represents the desired or observed input-output pairs. Our goal is to find the most appropriate t-norm (or t-conorm) that fits these data best. We will investigate the problem of fitting an arbitrary k-Lipschitz t-norm to the data and separately consider strict and nilpotent t-norms. The approach that we explore is how to fit additive generators, which are effectively a tool for fitting arbitrary k-Lipschitz t-norms, because of the results in [20] , [21] , and [12] .
There are no specific requirements on an additive generator t, besides monotonicity, k-convexity, and satisfying t(1) = 0, t(a) = 1, for some 0 ≤ a < 1. The latter condition is used to fix a specific additive generator, because it is not defined uniquely (but up to a positive multiplier). An additive generator need not be differentiable or have any specific algebraic form. For t-norms generated by smooth generators, there is an alternative construction [22] .
The method of spline approximation is popular in numerical approximation, as splines are very flexible to model functions of any shape [23] , [24] . An additional advantage is that polynomial splines allow one to represent the condition of monotonicity via a simple set of linear inequalities involving spline coefficients [25] , [26] . We will use regression splines, which are defined as a linear combination of B-splines, with a priori fixed knots t 1 , t 2 , . . . , t m in the interval [0, 1]
with coefficients c j to be determined from the data. B j are usually chosen as linear B-splines, although other choices are possible [24] . The precision of spline approximation is easily controlled by increasing the number of knots. Monotone regression splines are explored in detail in [25] and [26] , where the condition of monotonicity is reduced to that of nonnegativity (nonpositivity) of coefficients c j in a suitably chosen basis. The spline regression problem is formulated as a linearly constrained least squares problem, which can be solved by a variety of methods [27] .
Our approach for the construction of continuous t-norms consists of using a monotone regression spline F in (4) as an additive generator. We shall use the dataset in which input vectors x k may have different dimensions [since t-norms define aggregation functions of any dimension by using associativity, and t-norm with the same generator can be applied to vectors of any dimensionality (see [15] and [5] )]. By applying (2) and the least squares criterion, we solve
subject to the conditions that F is monotone decreasing: F (1) = 0 and F (a) = 1. Convenient choices of the value a ∈ [0, 1[ will be discussed later in this section.
Conditions of strict monotonicity translate into c j < 0 for the Bspline basis in [25] . Such basis is given as
for j = 2, . . . , m = J , where t 1 , . . . , t m are spline knots. Equality conditions become linear equality constraints given as
Replacing F with (4) and rearranging the terms in the sum, we obtain a quadratic programming problem as
For numerical purposes, the strict inequalities are converted to c j ≤ −ε < 0 for some small ε. We also note that problem (7) is of type least squares with equality and inequality constraints (LSEI) [27] (an instance of a quadratic programming problem), for which special methods have been designed.
Our next task is to determine a. We distinguish two cases: nilpotent and strict t-norms. For nilpotent t-norms, whose additive generators satisfy t(0) < ∞, the choice is simple, and any value of a will do; therefore, we use a = 0. However, for strict t-norms, we need to model asymptotic behavior near 0. Polynomial splines are not suitable, as they are finite. Furthermore, the usual trick of replacing ∞ with a large finite number does not work, because additive generators are defined up to a positive multiplier, i.e., setting F (0) = 1000 is equivalent to F (0) = 1 or any other number, as this number is factored out from the objective function in (7) . A workaround is to use well-founded additive generators [20] , [21] , which is defined as
In this case, we set a = ε, where ε is the smallest strictly positive value among x ik , y k , i = 1, . . . , n k , k = 1 . . . , K.
The asymptote near 0 is modeled by the function 1/x. The reason we can use this function is that no observed data fall within ]0, ε[. Consequently, the values of the additive generator t on ]0, ε[ are not used to calculate any quantity in problems (7) and can be chosen with relative freedom, as long as continuity and monotonicity of t are kept (see [13] , p. 915).
B. Imposing k-Convexity
From (4) and (6) 
for r = 3, . . . , m − 1, which are in addition to c i < 0, i = 2, . . . , m, which guarantee monotonicity. Let us transform (9) into a system of nonredundant linear inequalities. We start with r = 2 and obtain
. . .
Repeating this for all r = 2, . . . , m − 1 and eliminating redundant constraints, we obtain
for i = 1, . . . , m − 2. Of course, for k = 1 (standard convexity of F ), this system simplifies to
Thus, in the case of nilpotent k-Lipschitz t-norms, we solve the problem (7) with a = 0 and additional linear constraints (11) .
Example 1: Consider fitting generator of a k-Lipschitz nilpotent t-norm to empirical data, using a linear spline with four knots t 1 = 0, t 2 = 1/3, t 3 = 2/3, and t 4 = 1. The numbers ∆ i = 3, i = 1, 2, and 3, and take a = 0. The constraints in problem (7) Let us now turn to the case of strict t-norms. In this case, we choose a = ε as in (8); however, the choice of t in (8) does not guarantee k-convexity. Instead, we will require t to be convex on [0, t 2 ] so that it is k-convex on [0, 1]. This is done by using conditions
satisfies these conditions and will serve as a well-founded generator. There are no significant practical differences compared to the nilpotent case (safe the choice of a), but of course, the resulting t-norm is strictly increasing on ]0, 1] 2 . The quality of the approximation is not affected, since any k-Lipschitz t-norm can be approximated uniformly with any desired accuracy by either strict or nilpotent k-Lipschitz t-norm [12] .
C. Fitting k-Lipschitz t-Conorms
By using duality, the t-conorm S expressed as S(x, y) = 1 − T (1 − x, 1 − y) is k-Lipschitz as long as its dual t-norm T is k-Lipschitz. Then, we fit S to data by fitting its dual T to the auxiliary data (1 − x k , 1 − y k ), k = 1, . . . , K. The actual generator of S, i.e., g, is not needed, but can be retrieved by using g(x) = t(1 − x), where t is the fitted generator of T .
V. CONCLUSION
In this paper, we presented a method of constructing triangular norms and conorms that satisfy Lipschitz condition for any fixed Lipschitz constant k ≥ 1. Lipschitz condition is very important for applications, since it limits the changes of the output due to perturbations of inputs to a fixed factor k. We applied recently established characterizations of k-Lipschitz t-norms based on their additive generators. To construct t-norms and t-conorms from empirical data, we fitted their additive generators using linear splines. We converted characterizations of k-Lipschitz t-norms into a set of linear constraints on spline coefficients. This way, the fitting problem remains a convex quadratic programming problem, which is solved by efficient and robust numerical methods. We also presented a method of fitting strict k-Lipschitz t-norms, which involves a class of well-founded generators. The methods that we have presented allow a straightforward computer implementation and will be useful in many practical settings.
