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Numerical weather prediction (NWP) models have become a necessary addition
to the atmospheric research community over the last several decades, and atmospheric
modeling has been used internationally for numerous operational and research purposes.
NWP models contain a vast number of combinations of physical and dynamical
parameterization schemes; however, they are not always accurate in forecasting weather
phenomena at a particular location, as different combinations of parameterization
schemes represent differing conditions. Weather Research and Forecasting (WRF) model
simulations were run to explore which of the commonly used planetary boundary layer
(PBL) schemes best represented upper-air data (as well as PBL evolution) over
northeastern Colorado, southeastern Wyoming, southwestern Nebraska, and northwestern
Kansas. Additionally, errors in soil moisture initialization were investigated to determine
if there was an impact on boundary layer evolution. Based on model soundings, the
Grenier-Bretherton-McCaa (GBM) scheme was the most representative of this region in
terms of the overall PBL structure, and there was no evidence to suggest that errors in
soil moisture initialization impacted boundary layer evolution, but rather, the choice in

surface-layer scheme tended to influence the modeled boundary layer when paired with
specific PBL schemes.
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Introduction
The purpose of this study is to examine and compare the structure and evolution
of the planetary boundary layer (PBL) over northeastern Colorado, southeastern
Wyoming, and western Nebraska and Kansas (Figure 1). This region of the U.S. is mostly
dominated by the “Savanna” land-use classification, and there are also regions of
“Irrigated Cropland and Pasture” that are positioned further east into Nebraska and
Kansas. The region being examined (generally known as the Central High Plains) is
generally known as a transitional zone between the arid climates of the west and the more
humid, wet conditions towards the south and east (Livneh and Hoerling, 2016). The
climate of the study region can be classified as cool and semi-arid, based on the
geographic limits depicted in Figure 1. In spring and summer, there is also potential for
afternoon and evening thunderstorms, which tends to coincide with the growing season
that generally occurs between May and August (Livneh and Hoerling, 2016).
Examining various planetary boundary layer schemes is significant for numerous
reasons, particularly in determining which parameterization schemes would best
represent this region for a variety of applications which could include (but are not limited
to) operational forecasting, additional global and regional climate modeling studies, water
conservation and agricultural practices, drought response and fire weather concerns.
While an increase in global temperature is one of the most obvious signs of climate
change around the world, other global changes include changes in precipitation rates
leading to prolonged droughts, rise in ocean water temperatures, and intensified tropical
systems (Aldaithan, 2017). This region of the U.S. has been susceptible to climate change
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and has experienced an increase of warm-weather days, lack of precipitation (drought),
and fire weather conditions/wildfires.
Soil moisture also plays a significant role in boundary layer evolution, as small
changes in soil moisture can impact evaporation and sensible heat flux, especially in dry
climatic conditions. Precipitation leads to increased soil moisture content, which can
additionally promote further precipitation, while decreased precipitation allows for the
opposite effect to occur, and can decrease the occurrence of precipitation, due to the
nature of feedback loops inherent in land-atmosphere interactions (Sanchez-Mejia and
Papuga, 2013).
Utilizing numerical modeling simulations has also been significant as there are
limitations and gaps in fine-scale meteorological data available for use in terms of soil
moisture and soil temperature. The data available largely depends on state mesonet
networks, and other entities such as the High Plains Regional Climate Center (HPRCC),
Soil Climate Analysis Network (SCAN), and Snowpack Telemetry (SNOTEL) that
usually display point locations, or only current/daily maps (without raw data) are
available for use. There is not a well-defined archive of these observed variables.
Depending on the location, data are not archived or presented on a spatial scale and may
also be sparse on a temporal scale. Additionally, upper-air data in the U.S. are also
generally reported only every 12 hours, at 0000 and 1200 UTC, which correspond to
near-sunrise and sunset times in LST over the region of interest, which omits the
afternoon and overnight PBL and upper-air conditions.
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This research aims to address the following:
1. Which boundary layer parameterization scheme will best-represent the
meteorological conditions during the summer over the Central High Plains?
2. Do errors in soil moisture initialization from the model simulations significantly
impact boundary layer structure and evolution?
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Background Literature
Numerical weather prediction (or NWP) models have become an essential tool in
meteorological research in recent years, to simulate or forecast meteorological variables
(deLange, 2020). Physical parameterization schemes are needed to represent the sub-grid
scale, as well as computationally intensive and not-fully-understood processes in the
atmosphere such as cloud cover and precipitation, radiation parameters, convective
processes, cloud microphysics, and boundary layer transport (Gholami et al., 2021).
For example, cloud microphysics and cumulus schemes aim to parameterize cloud
formation and precipitation processes, such as the Thompson microphysics scheme,
which contain different types of hydrometeors such as: rain, cloud ice, cloud water,
graupel, and snow, with varying collision and collection efficiencies for the hydrometeor
classifications (Thompson et al., 2008). In this scheme, snow is also primarily considered
to be aggregated ice crystals, rather than using the assumption of spheres. Additionally,
the Thompson scheme only predicts the total number of particles for cloud water and
cloud ice. This scheme also considers other processes such as condensation, evaporation,
a threshold for cloud droplets to become rain based on drop size and fall speed, ice
nucleation, as well as deposition and sublimation of freezing hydrometeor types
(Thompson et al., 2008). Land-surface models (such as the NOAH Land-Surface Model)
can contain many parameterizations representing different processes and features and can
also be used as a single parameterization in models. For example, the NOAH LSM
considers vegetation properties such as canopy top and bottom, leaf density, as well as
snowpack that can melt and refreeze, surface water and runoff, and groundwater storage
(Tewari et al., 2004).

5
There can be thousands of differing combinations of parameterization schemes,
intended for varying applications globally, as dynamical and physical options have
differing impacts depending on the location and physical characteristics of the modeling
study (Wang et al., 2020). Due to the improvement of parameterization schemes and
computational power used in modeling applications, as well as the use of nested domains,
NWP models have drastically improved. Regional climate modeling experiments (or
dynamical downscaling) are becoming more common, and can also incorporate nested
domains (Njuki et al., 2022). There are still some uncertainties with NWP models,
however, as there can be issues with some parameterization schemes, as well as
horizontal and vertical resolution (deLange et al., 2020) and initialization errors.
The planetary boundary layer (PBL) is defined as the lowest layer in the
troposphere starting at Earth’s surface. This region of the atmosphere is known to have
significant interaction between the atmosphere and the land surface (deLange et al.,
2020). The depth of the PBL depends on how the surface interacts with the mixed layer,
as well as the time of the day, as conditions within the boundary layer can change greatly
on an hourly temporal scale (Njuki et al., 2022). Over stable, dry locations, during the
daytime, the boundary layer can develop a depth of up to a few kilometers (deLange et
al., 2020). This could be due to a high-pressure system moving through the region, for
example, during the late-afternoon hours. During the nighttime hours, after sunset,
boundary layer heights experience a “collapse” and are significantly lower until the early
morning hours. Following sunrise, surface heating allows the PBL to grow again (Figure
2) (Markowski and Richardson, 2010). The top of the boundary layer is usually defined
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where the entrainment zone meets the free atmosphere during the late afternoon or
evening hours, or capping inversion in the early morning.
Planetary boundary layer schemes tend to parameterize unresolved turbulent
vertical fluxes of heat, for example, and other variables such as moisture content
(deLange et al., 2020). It has also been shown that planetary boundary layer schemes
have had the greatest impacts in terms of representing temperature, winds, and moisture
in numerical modeling applications (Wang et al., 2020). Since the PBL is consistently
changing in nature throughout the day and can influence weather patterns due to the
interactions between the land surface and atmosphere, boundary-layer turbulence is a
significant factor in determining stable or unstable conditions in the planetary boundary
layer (Njuki et al., 2022). Boundary-layer turbulence causes mixing and transport of heat
and momentum, as well as moisture content, throughout the PBL.
PBL schemes can be generally classified by order of closure and by local or nonlocal treatment. Order of closure refers to Reynolds-averaging equations that describe
turbulence and contain statistical variables such as variance and covariances between
mean state variables (such as temperature). These sets of equations often contain
unknowns that cannot be solved for (this is known as the turbulence closure problem), so
lower-order terms must be used to parameterize higher-order terms. For example, a
second-order scheme contains third-order terms that must be parameterized. First and
1.5-order schemes are also common in boundary layer modeling applications. First-order
schemes will have second-order terms that must be parameterized by first-order terms,
and 1.5-order schemes contain parameterizations that include first and second-order
terms (Lee, 2018).
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Local schemes refer to the parameterized higher-order terms that are known at a
specific point. For example, this allows for the exchange of energy and moisture between
adjacent model layers. Eddy diffusivity is diagnosed through shear and stability
parameters, and captures the effects of relatively small eddies. Local closure schemes are
thus ideal for simulating stable boundary layer cases. Non-local schemes refer to the
parameterizations that are not point-specific, and prognostic equations are used to
diagnose turbulent kinetic energy (TKE). In non-local closure schemes, energy and
moisture are exchanged between all model levels (not just adjacent model levels) to
represent vertical mixing within the boundary layer, and eddies are significantly larger
than local schemes. Non-local closure schemes are ideal for simulating convective
applications (Njuki et al., 2022).
Generally, planetary boundary layer schemes are paired with respective surface
layer schemes, which are used to estimate processes within the surface layer, such as heat
and moisture flux (Gholami et al., 2020). Additionally, PBL schemes can also be very
sensitive to variables such as the length of the model time-step, horizontal and vertical
resolution, physical location, and features pertaining to geographical location (Gholami et
al., 2021).
Since model simulations vary in sensitivity from PBL schemes based on a number
of variables, numerous studies have been completed that examine the sensitivity of
meteorological variables to different parameterization schemes globally. Njuki et al.
(2022) used the Weather Research and Forecasting (WRF) model for a regional climate
modeling study to determine an ideal PBL scheme for the Kenyan highlands for forecast
applications, as meteorological data and observations are extremely sparse in this region
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of the world (Njuki et al., 2022). The Kenyan highlands is also a region that is very
susceptible to climate change, where drought and severe flooding are the primary risks
(Njuki et al., 2022). It was determined that the Yonsei University (YSU) scheme was
most suitable for simulating meteorological conditions over the region of interest.
The study conducted by deLange et al. (2020) simulated PBL height and
compared different parameterization schemes to radiosonde data that was available over
the Highveld region, located in South Africa. It was concluded that the Mellor-YamadaJanjic (MYJ) scheme was able to best-represent the PBL height. Gholami et al. (2021)
found an ideal suite of parameterization schemes to properly simulate 10-meter winds
over the Persian Gulf, as there has been difficulty in maintaining reliable meteorological
data in that region of the world. The authors of this study found that the YSU and
Asymmetrical Convective Model version 2 (ACM2) schemes were able to capture the 10meter wind speeds best (Gholami et al., 2021). Gunwani et al. (2021) investigated an
ideal combination of parameterization schemes for Delhi, India, and, while the ACM2
scheme might have performed best for the Persian Gulf region in Gholami et al. (2021),
the wind speeds over Delhi were overestimated with that PBL scheme, and it was found
that the Total Energy-Mass Flux (TEMF) PBL scheme simulated near-surface variables
best in this region, when used in combination with the TEMF surface layer scheme,
Dudhia shortwave radiation scheme, Rapid Radiative Transfer Model (RRTM) longwave
radiation scheme, and Noah Land-Surface Model (NOAH LSM) (Gunwani et al., 2021).
Wang et al. (2020) also conducted a regional climate modeling study from 2003 – 2008
and determined the YSU scheme best-represented conditions over Central Asia from the
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five years of data. The results of this study, however, still varied greatly depending on the
location over Central Asia (Wang et al., 2020).
Cumulus and microphysical parameterization schemes, as well as the choices of
land-surface model, are also significant to consider when working with PBL schemes in
numerical modeling, and numerous studies have been conducted to compare the
effectiveness of NWP models. Madala et al. (2014) examined the performance of PBL
and cumulus physical parameterization schemes during severe thunderstorm events over
the Gadanki Mesosphere-Stratosphere-Troposphere (MST) radar facility in southeastern
India. It was determined that the MYJ scheme performs best in terms of simulating
thunderstorm events, as well as temperature decreases and increases in moisture content,
and that the Grell-Devenyi (GD) cumulus parameterization scheme paired with the MYJ
scheme outperformed the BMJ and KF schemes in terms of variables at the surface such
as radiation fluxes, temperature, equivalent potential temperature, and relative humidity
(Madala et al., 2014).
Li and Pu (2008) examined hurricane intensity and the impact of cloud
microphysics with associated precipitation. In their study, they also used the WRF model
and examined the sensitivity between cloud microphysics and PBL parameterization
schemes. It was found that the rate of intensification for Hurricane Emily depended on
the combination of both parameterization schemes, as there was a variation in the mean
sea-level pressure after the ~ 1 day simulation period (Li and Pu, 2008). The experiments
had large discrepancies between convective heating, surface latent heat fluxes, and
equivalent potential temperature at low-levels, and ultimately failed at representing the
intensification of the hurricane (Li and Pu, 2008).
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Pithani et al. (2019) were interested in the sensitivity of PBL and cloud
microphysics schemes to an advection fog case study over rural India, as the common
occurrence of dense fog in this region of the world has a significant impact on
transportation due to low visibility, and there was a need to forecast fog events better
over rural India as empirical observations and mesoscale model applications were not
very reliable at the time of this study (Pithani et al., 2019). The authors found that, using
a domain of ~ 2 km, utilizing the Mellor–Yamada–Nakanishi–Niino (MYNN) PBL
scheme, along with the WRF-single-moment-microphysics 3 (WSM3), as well as the
WSM6 and Lin microphysics schemes best represented temperature and radiation
parameters, and also indicated fog during the time of the actual event, however, the
simulated fog thickness varied from the observations. The authors noted that the
resolution may have been too coarse to represent the valley and slope features of the
model domain, although the model simulations varied greatly depending on the
combination of PBL and cloud microphysics schemes (Pithani et al., 2019).
When simulating precipitation over Tamil Nadu, India, Singh et al. (2018) found
that the YSU PBL scheme and the NOAH LSM schemes best represented the magnitude
and spatial distribution of rainfall over the region, however, this was only true for the 3
km resolution simulations, where the larger 9 km and 6 km resolutions were not able to
well-represent precipitation. Efstathiou et al. (2013) also simulated a major flooding
event using WRF, utilizing various PBL and microphysical schemes, over northern
Greece, and found that the YSU scheme best simulated (and sometimes overestimated)
the heaviest amounts of rainfall, however, the Purdue Lin (PLIN) microphysics scheme
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also contributed to the increase in rainfall, where the WSM6 and ETA microphysics
schemes simulated less rainfall in combination with the YSU PBL scheme.
While PBL, cumulus, and microphysical parameterization schemes play a
significant role in representing boundary layer depth and evolution, it is also significant
to investigate interactions between the land-surface and the lower atmosphere in regional
climate modeling simulations, as well. There have additionally been numerous studies
conducted demonstrating the impact of soil moisture on the PBL as well as other factors
such as precipitation (intensity), storm structure, vegetation, urban regions, and arid
climates.
In terms of the significance of soil moisture concentration and the PBL
sensitivity, Sun and Bosilovich (1996) discussed the sensitivity of the PBL and the
surface layer to soil moisture parameterizations. Sensitivity tests were performed using a
one-dimensional PBL model coupled with a land-surface parameterization, comparing
model simulations with available satellite observations at the time. The authors found
that, for their study period and area during the summer of 1987 over Kansas with clear
synoptic conditions, where there was sufficient vegetation cover, soil moisture, and solar
radiation present, PBL height is greatest. When there is no vegetation, as soil moisture is
increased, there was little to no change in PBL height when the soil is initially wet, so the
presence of vegetation was the most influential. PBL height is also further sensitive to
these changes, depending on the soil texture (for example, the authors mention the
differences between utilizing sand and clay soil types), and in smaller differences noted
by other factors such as vegetation type, where there may be differences in the resistance
to water. The authors also noted that changes in canopy height did little to the evolution
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of the boundary layer. At the time the study was conducted, the authors mentioned a need
for other variables to be included such as leaf-area index, albedo, and root distribution, as
well as the utilization of a three-dimensional model (Sun and Bosilovich, 1996).
More recently, Sanchez-Mejia and Papuga, (2014) were interested in the influence
that soil moisture had on boundary layer structure in particularly arid climates, as a result
of water conservation concerns. In their study, which was centered over the Santa Rita
Experimental Range (south of Tucson, AZ) from 2008 - 2011. Radiation parameters were
logged every thirty minutes using a net radiometer, soil moisture measurements were
taken using water content reflectometers, and sounding data were retrieved from the
University of Wyoming upper-air archive (Oolman, 2022), for the Tucson radiosonde
station. Although, there were some gaps in the measurement data as there were power
failures that resulted in difficulties regarding the equipment at the time, the authors
concluded that the boundary layer was deepest when soil moisture was low and became
shallower by ~ 1 km when moisture was present and there were lower albedo values
(Sanchez-Mejia and Papuga, 2014).
Zhou and Geerts (2013) examined soil moisture influence on the PBL and
convection over the Catalina Mountain Range. Breuer et al. (2012) also utilized WRF
model soil moisture simulations and examined the impacts on PBL evolution, centering
over Hungary. In the first phase of the study (Zhou and Geerts, 2013), the authors found
that the PBL was shallower and exhibited a more stable profile as a result of larger latent
heating fluxes, as well as lower soil and surface temperatures. Breuer et al. (2012) had
also reached similar conclusions to that of Zhou and Geerts (2013), where the PBL height
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responds to the impact of soil parameters a few hours after sunrise, however, the PBL
height does not correspond to spatial changes in heat flux.
Min et al. (2016) examined the impacts of soil moisture on rainfall over the
Yangtze River Basin and determined that soil moisture content can contribute to
suppressing boundary layer convection during the nighttime hours, as well as leading to a
larger sensitivity in terms of thermodynamic properties over soil environments that are
initially dry rather than surfaces that are already saturated with moisture. The authors also
concluded that the soil moisture data used in the model simulations (Global Land Data
Assimilation System, or GLDAS) has a significant impact on the precipitation pattern of
Mesoscale Convective Systems (MCSs). Min et al. (2016) also suggested initiating more
detailed modeling studies that examine heavy rainfall and soil moisture relationships, as
well as the use of different models to incorporate these findings into the improvement of
numerical modeling applications.
Xu et al. (2021) also examined the effects of soil moisture on the boundary layer,
specifically focusing on daytime profiles over China during the summer season. They
utilized five years of high-resolution radiosonde observations from 2012 – 2016, and also
had similar conclusions to Sanchez-Mejia and Papuga (2014) and Zhou and Geerts
(2013), where there were negative feedback loops observed between soil moisture and
sensible heat fluxes (Xu et al., 2021). Due to the interest in the Urban Heat Island effect
and increase in urbanization, Segura et al. (2021) investigated PBL sensitivity and soil
initialization using the Weather Research and Forecasting-Building Effect
Parameterization-Building Energy Model (WRF-BEP-BEM) over Barcelona, Spain, and
found that when simulating a heat wave event at 1-km resolution, the soil moisture

14
parameters changed the temperatures near the surface, and that the Bougeault-Lacarrère
(BouLac) PBL scheme represented this region best, although temperatures were
overestimated. The authors also concluded that improved land data assimilation did not
enhance the performance of the model during these simulations (Segura et al., 2021).
Although there have been numerous studies that have modeled and examined
boundary-layer evolution and parameterization, as well as impacts with soil moisture
content, each study has their own conclusion as to which boundary layer scheme best
represents their model domain, finding that varying PBL schemes represent different
regions of the world, due to geographic location, climate classification, topography,
vegetation cover, and proximity to mountain ranges and bodies of water. It is critical to
apply many boundary layer parameterization schemes to regional climate modeling
experiments around the world in order to understand small-scale (mesoscale) processes
better, especially in terms of climate change and impacts of drought, agriculture, fire
weather and wildfires, as well as water conservation concerns in the region of interest for
this study.
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Data and Methodology
Model Setup
The model domain covers northeastern Colorado, southeastern Wyoming,
southwestern Nebraska, and northwestern Kansas (Figure 1) with a grid spacing of 4 km.
Two time periods, each spanning a little over two weeks during the months of May, June,
and July of 2020 were selected for study. A majority of days during these periods had
clear, calm conditions due to a high-pressure system prevailing over the model domain,
with some afternoon-evening convection occurring on some days during the simulations.
The synoptic conditions during the study periods are ideal for observing boundary
evolution and collapse throughout the model simulation period.
The latest version of WRF (Weather Research and Forecasting Model, version
4.2) at the time the simulations were conducted, was utilized. WRF is a well-known,
highly used research model that has been involved in numerous research publications and
applications. The set of experiment simulations was completed on Crane from the
Holland Computing Center at the University of Nebraska-Lincoln, which is a Linux HPC.
Six-hourly analysis data from the North American Mesoscale Model (NAM), a widely
used medium-range forecasting model with a 12 km resolution, were obtained from the
National Centers for Environmental Prediction (NCEP) and provided initial and lateral
boundary conditions for the WRF simulations (National Centers for Environmental
Prediction/National Weather Service/NOAA/U.S. Department of Commerce). The first
objective of this study was to determine a suite of parameterization schemes that
represented the PBL best for the location of interest, so several PBL schemes were tested
in both time periods while the other schemes such as the surface layer, radiation,
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microphysics, and cumulus schemes remained fixed (Table 1). The first set of simulations
extended from 1200 UTC 27 June 2020 through 1200 UTC 13 July 2020 using a
selection of parameterization options for testing. The second set of simulations covered
the period from 1200 UTC 29 May 2020 through 1200 UTC 15 June 2020. This second
set of simulations aimed to further verify the suite of parameterizations chosen from the
June-July simulations.
All simulations utilized the Noah Land-Surface Model, the revised MM5 MoninObukhov or the Monin-Obuknov (Janjic Eta) surface layer scheme, the Community
Atmosphere Model (CAM) radiation scheme, the Thompson microphysics scheme, and
the Betts–Miller–Janjić (BMJ) cumulus scheme. The model simulations contained 45
vertical levels, at varying intervals based on the geographic location within the model
domain. There are approximately 15 vertical levels that fall in the boundary layer,
(between 925 and 520 hPa), depending on the geographic location within the model
domain. The model time step was constant throughout all simulations and was left
unchanged at 24 seconds. Nesting was not utilized in the simulations, as it was deemed
not necessary at the time, and also due to added complexity and computational time. Due
to the nature of the terrain and placement of the domain, which is just east of the Rocky
Mountains, it was necessary to validate that the WRF model was working as intended.
Before starting the experiments for the two time periods mentioned above, an “out-ofthe-box” run was completed, where all of the physical and dynamical parameterization
schemes were left as-is (using the Contiguous U.S. or CONUS suite) when version 4.2
was distributed (Table 2).
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Output data from this simulation was then compared to the High-Resolution
Rapid Refresh model (HRRR). The HRRR is a 3-km resolution mesoscale model that is
updated every hour and is well known for severe weather forecasting. Six-hourly analysis
model output, obtained from the HRRR Archive at the University of Utah (Blaylock and
Horel, 2022) was used for this verification. The WRF output looked quite comparable to
the HRRR, and there was no indication of errors due to the domain being placed just east
of the Front Range of the Rocky Mountains, even at 850 hPa. This is significant in terms
of being able to identify differing air masses and frontal boundaries, as well as nearsurface features at higher elevations (Figure 3). Once all simulations were completed and
verified, model output data were compared to several various meteorological data
sources, detailed in Table 3.
Planetary Boundary Layer (PBL) Scheme Descriptions
The Yonsei University (YSU) PBL scheme is a widely used parameterization
scheme in meteorological simulations, such as air quality and wind applications (Yang et
al., 2019). It is a first-order non-local closure scheme and is updated from the Medium
Range Forecast (MRF) PBL scheme (Hong et al., 2006). Entrainment is calculated
explicitly (rather than implicitly in the MRF scheme) and it utilizes the Bulk-Richardson
method (Hong et al., 2006). The YSU scheme was able to out-perform the MRF scheme
in a tornadic outbreak case study during November 2002 (Hong et al., 2006). The YSU
scheme was also able to correct issues that were found in the MRF scheme, such as too
rapid PBL growth, by decreasing mixing for free convection and increasing mixing for
forced convection. It was also found that the YSU PBL scheme was improved in terms of
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accurately determining severe weather forecasting variables, such as convective
inhibition (CIN), which is very significant.
The Shin-Hong scheme is a 1.5-order local closure scheme and aimed to improve
the parameterization of vertical transport in the boundary layer for high-resolution
modeling applications (specifically with the goal of reaching sub-kilometer scale
simulations), that can take advantage of increased computational power (Shin and Hong,
2015). Shin and Hong (2015) also attempt address what is known as the “gray-zone
problem”, where parameterization schemes that are intended for applications at coarser
resolutions were being used for finer resolutions, at which those assumptions may no
longer be valid. This could create issues in model output. This PBL scheme tends to
follow the YSU scheme in terms of mixing in the free atmosphere and stable layer, and is
also scale dependent (Skamarock et al., 2020). This scheme was tested by Shin and Hong
(2015) in cases simulating convective rolls and found that there were issues regarding
spin-up, and the horizontal convective rolls were more intense than the YSU scheme and
reference profiles.
The Asymmetrical Convective Model version 2 (ACM2) PBL scheme is also a
non-local first-order closure scheme that is a modification of the original ACM PBL
scheme, that includes eddy diffusion (Skamarock et al., 2020) to address concerns over
accurately representing the convective boundary layer when modeling weather patterns as
well as air quality. The original ACM scheme lacked sub-grid turbulent mixing on
smaller scales (Pleim, 2007). Like the YSU scheme, the ACM2 scheme also utilizes the
Bulk-Richardson method. This scheme also includes local upward mixing and non-local
downward mixing (Skamarock et al., 2020). The one-dimensional version of the ACM2
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scheme was tested with large-eddy simulations using data from the 1999 Cooperative
Atmosphere-Exchange Study (Pleim, 2007). It was found that the ACM2 scheme
performed quite well in representing PBL height and other meteorological variables, as
well as the concentration of chemicals in the atmosphere (Pleim, 2007).
The Mellor-Yamada-Janjic (MYJ) scheme is a local 1.5-order turbulent kinetic
energy (TKE) scheme, rather than utilizing the Bulk-Richardson method. Local vertical
mixing is also included in this scheme. It has been used in the Eta – now known as the
North American Mesoscale Model (NAM) – and the Nonhydrostatic Mesoscale Model
(NMM) operational models. Unlike the other six schemes being tested, the MYJ scheme
must use the Monin-Obukhov (Janjic Eta) surface-layer scheme. At the time their study
was conducted, it was found that the Eta model was over-precipitating, specifically over
warmer water (Betts and Miller, 1993). There was also widespread, light precipitation
being modeled over the oceans, which led to the re-examination of the Betts-Miller (BM)
cumulus scheme (Betts and Miller, 1993) and Mellor-Yamada (MY) PBL (Yamada and
Mellor, 1975) schemes. The revised schemes were tested against two cases: a 48-hour
forecast with spurious precipitation, and a 36-hour tropical storm forecast. It was
concluded that the modified schemes did improve these areas of concern, however it did
not eliminate the excess precipitation. The updated scheme was implemented in the Eta
model in 1990 (Janjic, 1994) and is the version included in the current WRF version used
in this study.
The Bougeault-Lacarrère (BouLac) PBL scheme is another 1.5-order, local
closure TKE scheme. The BouLac scheme has been used for applications involving an
urban-canopy model, specifically the Building-effect Parameterization (BEP)
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(Skamarock et al., 2020). The goal of this study was to improve upon the representation
of turbulent events due to orography and altitude. The authors expanded upon a preexisting work from Therry and Lacarrère (1983) and tested the new scheme in 2D
simulations from the French Weather Service Limited Area Model Péridot. They tested
the simulations against a 1982 bora event in Yugoslavia, a stationary mountain wave over
the Rocky Mountains from 1970, and a widely studied chinook event that occurred over
Boulder, Colorado in 1972. The authors concluded that the scheme was working as
intended and suitable for use based on the comparisons between the observations and the
simulations (Bougealt and Lacarrere, 1989).
The Gernier-Bretherton-McCaa (GBM) scheme is another 1.5-order local closure
TKE scheme. This scheme has mainly been previously used in cases involving cloudcapped convection (Skamarock et al., 2020). The goal of this PBL scheme was to
improve upon marine tropical and subtropical low-level clouds for mesoscale modeling
purposes. The GBM scheme is based on work from Kain and Fritsch (1990), which is a
buoyancy-sorting, single plume model. The GBM scheme was verified using singlecolumn modeling simulations and performed well against large-eddy cases (Grenier and
Bretherton, 2001).
The University of Washington (UW) scheme is yet another 1.5-order local closure
and TKE scheme that has been used in the CESM climate models (Skamarock et al.,
2020). The UW scheme is modified from the GBM scheme and accounts for additional
cloud-top processes. This scheme was originally implemented in the Community
Atmosphere Model (CAM). This scheme was intended to represent clouds better and
have the capability of handling the longer time steps that are used in climate modeling
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applications (Bretherton and Park, 2009). The major differences between the UW and
MYJ PBL schemes is that TKE is a diagnostic variable in this scheme, rather than
prognostic in the MYJ scheme (Bretherton and Park, 2009). Single-column simulations
with the modified scheme were tested against the default parameterizations, and it was
concluded that the UW scheme outperformed the GBM scheme, especially for the stable
boundary layer and nocturnal stratocumulus case studies (Bretherton and Park, 2009).
Another case was performed using CAM version 3.5, where overall climate biases were
noted to be reduced significantly compared to available global observations (Park and
Bretherton, 2009).
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Results
Various combinations of parameterizations were tested for the June-July study
period in an effort to select the “best” PBL parameterization for this region in the summer
months. Results from these tests are first compared to archived sounding profiles from
radiosonde stations. The variables that were compared against the PBL schemes and the
observed Skew-T profiles included PBL height, the overall structure (or depth) of the
layers within the boundary layer, approximate temperature and dewpoint, vertical wind
profile, and other notable features of interest (such as PBL structure through the diurnal
cycle, and inversions). The Platteville, CO, wind profiling radar, as well as HRRR 6hourly analysis data (Blaylock and Horel, 2022) are also used for further comparisons.
The data presented were then verified against an additional series of simulations, from
late May to mid-June. The best-performing schemes were then selected to be presented in
the majority of the discussion of results.
Soundings
Soundings (Modeled vs. Observed Skew-T Diagrams)
Overall, the GBM scheme performed the best out of all simulations for the JuneJuly time periods and was able to capture boundary layer evolution quite well. This is
especially true for the 1200 UTC (during the early morning) profiles over North Platte,
NE, and Denver, CO. The best-performing PBL schemes during the June-July model
simulations are shown against observations taken from the University of Wyoming
Sounding Archive (Oolman, 2022) for North Platte, NE (Figure 4) and Denver, CO
(Figure 5). Two annotated Skew-T’s (morning and nighttime) are provided to further aid
the comparisons being made (Figure 6). The major discrepancies between the model
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sounding profiles and upper-air observations are the wind direction and near-surface
features at low levels, which is likely due to the lack of representation of small-scale,
local impacts at each station, as there were only ~15 out of the 45 vertical levels that
represented the surface and lower to mid-levels. It is also significant to note that using
PBL schemes with the Monin-Obukhov (Janjic Eta) surface-layer scheme (UW and
BouLac schemes, with the exception of the MYJ PBL scheme) produced significantly
moister profiles with lower cloud layers on days that precipitation was observed, and that
using the Revised MM5 Monin-Obukhov surface layer scheme for these schemes
produced more realistic results when compared to the observations (Figures 7 and 8).
All schemes performed similarly within the first few days into the model runtime,
from 1200 UTC 27 June through 1 July 1200 UTC. Once the model was a few days into
its runtime, beginning on 0000 UTC 2 July, the GBM, MYJ, and ACM2 PBL schemes
performed best in terms of maintaining the temperature and dewpoint profiles, as well as
wind direction at the North Platte, NE and Denver, CO radiosonde stations.
North Platte, Nebraska
Beginning with North Platte, NE on 0000 UTC 2 July, the GBM, MYJ, and
ACM2 PBL schemes continued to perform quite similarly to the observations in terms of
capturing the overall PBL height and temperature profile, although the models missed the
inversion observed at mid-levels. Additionally, the ACM2 scheme did not capture the
dewpoint profile nearly as well as the MYJ and GBM schemes and is significantly
moister at mid-levels. While the MYJ scheme better represented conditions near the
surface in terms of dewpoint profile, the GBM scheme was slightly drier at mid-levels,
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which compares better to the observations. At 1200 UTC 2 July, all schemes performed
similarly to what was observed for this time.
On 0000 UTC 4 July, all schemes continued to perform similarly to the observed
sounding, although they all missed the warmer surface temperature and the significant
decrease in dewpoint temperature near the surface. This could be due to rain being
periodically produced in the model output, where there was actually surface drying
occurring in the observations. By 1200 UTC, the GBM scheme best represented the
morning sounding for 4 July, with the exception of the sharp increase in temperature near
500 hPa, which all schemes missed. The GBM scheme was also able to capture the
inversion near the surface, which the ACM2 and MYJ schemes missed. The MYJ scheme
in particular had a surface temperature ~5 ºC lower than the ACM2 and GBM schemes,
which were much closer to the observed ~20 ºC surface temperature.
By 0000 UTC 7 July, all schemes behaved similarly and were able to capture the
entrainment zone apparent in the observations, with the GBM and ACM2 PBL schemes
demonstrating this the best. All PBL schemes experienced a slightly lower Lifted
Condensation Level (LCL) and moister profile in comparison to the observations,
however the ACM2 scheme was slightly drier than the other schemes, but still moister
than the observations. By 1200 UTC, no schemes were able to discern the near-surface
features within the stable boundary layer, however, the GBM scheme was able to capture
this best. All schemes additionally missed the easterly winds near the surface, but the
representation of the wind profile improved with height, within and above the boundary
layer.
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It is significant to note that for the model sounding profiles over LBF across all
PBL schemes on July 9th, at 0000 UTC do not appear to be characteristic of a 0000 UTC
sounding for this region of the model domain. However, there was a moderate amount of
precipitation that was modeled over North Platte, NE, prior to the sounding, which could
explain why there might have been an inversion present much sooner than expected. In
the WRF model, simulated precipitation was more widespread over west-central
Nebraska and into northwestern Kansas. In the observations, there was significantly less
precipitation accumulation recorded for North Platte, and it appears that a large region of
heavier rainfall was observed to the northeast and northwest of the radiosonde station.
There was not a large distinction between the model and observed soundings on this
particular date and time for Denver, CO, where no precipitation was observed or
modeled. By 1200 UTC 9 July, the GBM scheme represented the morning profile best,
especially near the surface. The soundings produced by the ACM2 and MYJ schemes
were drier, and the significant increase in temperature shown in the model within the
stable boundary layer was less pronounced in the observations.
On 12 July at 0000 UTC, one of the final days of the June-July model
simulations, the GBM scheme continued to perform the best out of the PBL schemes that
were tested. None of the schemes were able to capture the thickness of the entrainment
zone, however they all followed a similar pattern. The wind speeds tended to be slightly
overestimated closer to the surface, but models performed quite well at mid- to upper
levels. The ACM2 appeared to have a lower PBL height than the GBM and MYJ
schemes. By 1200 UTC, all schemes missed the surface dewpoint features, however the
GBM scheme was able to best capture the capping inversion. The wind profile was well-
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represented by all PBL schemes, although wind speeds were underestimated near the
surface.
Denver, Colorado
The GBM, MYJ, and ACM2 PBL schemes also performed best in comparison to
the Denver radiosonde observations. On 0000 UTC 2 July, all four schemes behaved
similarly. The entrainment zone was modeled to be slightly deeper than the observed
profile, and also experiencing a slightly drier environment, overall. The winds compared
quite well across all schemes throughout the profile. All schemes performed quite well
against the observations at 1200 UTC, with the exception of missing the capping
inversion near 500 hPa.
On 0000 UTC 4 July, all PBL schemes continued to perform well with little
discrepancies between the model soundings, and the PBL height compares quite well to
the observations. By 1200 UTC, all schemes continued to behave similarly, however,
they all missed the features within the residual layer that was observed for that time
period. The observed wind profile additionally experienced winds with a more easterly
component between 700 and 500 hPa that was not represented as well in the model.
On 0000 UTC 7 July, all schemes performed similarly, with the exception of the
decrease in wind speeds and the change in direction of the wind profile up to 500 hPa. All
model soundings additionally missed the surface dewpoint feature. By 1200 UTC, all
model soundings continued to behave similarly, and represented the PBL height and
vertical wind profile quite well, however they all exhibited a similar issue that was
observed on 1200 UTC 4 July, where the residual layer was shallower in the model
soundings, in comparison to the observed profile.
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For 0000 UTC 9 July, all of the model soundings continued to represent the
observed soundings well, with the exception of the wind direction from the surface up to
700 hPa. The model soundings all experienced a northwesterly wind, while the observed
wind profile showed a more northeasterly component. At 1200 UTC, the model
soundings were able to capture the wind profile overall. On 0000 UTC 12 July, all PBL
schemes performed quite similarly to the observed conditions for that day. At 0000 UTC,
the winds had a more easterly component than the observed profile, but overall compared
quite well. At 1200 UTC, the stable boundary layer appeared slightly deeper in the model
soundings than in the observations, and the dewpoint temperature at the surface was
slightly lower in the model soundings.
It appears that the best-performing PBL schemes were primarily 1.5-order local
closure schemes, except for the ACM2 scheme, which is a first-order, non-local scheme
(Table 4). The first surface layer scheme option in the model also produced better results.
When the second surface-layer scheme option is used for the UW and BouLac schemes,
the structure of the boundary layer is not well-captured. However, it is interesting to note
that the MYJ scheme behaved differently with utilizing the second surface-layer scheme
option and performed similarly to the ACM2 and GBM schemes. While all schemes
performed similarly, the GBM was deemed best as it was able to best-capture the vertical
wind profile as well as near-surface features. The GBM scheme had also been
additionally verified against soundings from the May-June study period to confirm this.
Therefore, only results from the GBM scheme will be discussed further.
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Upper-air Maps
Upper-air maps at 850, 700, and 500 hPa from only the GBM scheme simulations
were compared to the HRRR analysis times (Figures 9, and 10, and 11), which further
verify the “out-of-the-box” simulation. On 2 July, the 850, 700 hPa maps compare quite
well utilizing the GBM PBL scheme. There is a larger region of high relative humidity
from the WRF simulations, which persists on 2 July, and 12 July, with the exception of 8
July where there is a bulge of moisture in western Kansas, on the southern end of the
model domain. On 2 July, the 10 ºC temperature contour dips down into northeastern
Colorado and northwestern Kansas, where it stays in Nebraska in the HRRR model
analysis. The wind and height field for 700 and 500 hPa from the WRF simulations also
compare well to the 0000 UTC HRRR analyses, though there are some slight differences
over the Nebraska panhandle where there is a larger region of weaker winds that are
noted in the HRRR analysis in comparison to the winds generated by the WRF model on
12 July. The HRRR model analyses at both levels also tend to have a more westerly
component in some regions, such as over northeastern Colorado on 8 July, where the
wind directions shift suddenly at mid-levels, which may be due to the lack of topographic
influence.
Wind Profile
Data provided by the NOAA Wind Profiling Network (NOAA/PSL) was used to
compare the wind speed and direction at upper levels to WRF model output (Figure 12).
Platteville, CO was the only station that was available for comparison within the model
domain, as most of the wind profiling radars had been decommissioned across the U.S.
from 2012 – 2014. It is also significant to note that the wind profiler observations appear
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to omit wind values that are located above the boundary layer or exceed speeds of 80 kts.
Additionally, the Platteville, CO wind profiler logs wind data every two hours, while
WRF model produced data every three hours.
Starting with 30 June – 28 June, at the start of the simulation period, the vertical
wind profile appears to follow a similar pattern to that of the observed radar data initially
at the surface to lower levels, up to ~2.5 km, this where the winds produced by the GBM
start to overestimate by a few knots.
From 3 July – 1 July, the GBM scheme successfully captured the pocket of high
southerly winds from ~1000 UTC 2 July - ~ 0300 UTC 2 July, as well as the lighter
winds and direction by the end of the two-day time period. There is still a significant
overestimation of the wind speed, primarily between 0000 and 0300 UTC on 2 July,
where the observations note lower values, ranging between 15 – 30 kts of a difference,
the largest seeming to occur with larger wind speeds. There was also another significant
discrepancy at 0000 UTC 3 July, from near-surface to just over ~2 km, although the wind
direction agreed well with the observations through the top of the boundary layer.
Similar characteristics to that of 0000 UTC 3 July – 0000 UTC 1 July, the twoday period spanning between 0000 UTC 8 July – 0000 UTC 6 July also exhibited a
pocket of higher wind speeds between 1200 UTC 08 July and 0300 UTC 08 July, but
overall agreed quite well near the surface between ~2000 UTC 07 July – 0000 UTC 06
July, as well as the overall wind direction throughout both vertical wind profiles. During
the final time period, between 0000 UTC 12 July and 0000 UTC 10 July, the increase in
the northerly wind speed starting at ~0900 – 1000 UTC, the overestimation of the winds
was significantly reduced in comparison to the prior two time periods, although was not
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able to properly capture the more southeasterly-southerly wind direction between ~2200
UTC – 1500 UTC 9 July. This was also apparent between 0400 UTC and 0400 UTC 9
July. The windspeeds between ~1000 UTC 10 July – 0000 UTC 10 July, but were quite
comparable from ~5.5 km to almost 6.0 km.
While there were overall severe overestimations, primarily concerning higher
wind speeds at mid-upper levels, the wind direction between the two profiles were wellrepresented between the four selected two-day time periods. Differences in wind speed
could be attributed to what the wind profiler radar captures at upper-levels, as there may
be a fewer meteorological scatterers than near the surface, or other factors such as errors
in data collection, as there are small “gaps” with missing data (such as ~1600 – 1500
UTC 1 July.
Surface Conditions
The GBM scheme also performed quite well in terms of capturing near-surface
variables such as 2-m temperature (Figure 13), 2-m

dewpoint temperature (Figure 14),

and the 10-meter wind field (Figures 13 and 14). The same times were used for
comparison as the upper-air conditions. On 0000 UTC 30 June, at the beginning of the
model simulations, the WRF model output and the HRRR analysis had a very similar
distribution of surface temperature, with some discrepancies over north-central
Nebraska, where there was a larger region of 25 – 30 ºC surface temperatures in the
HRRR analysis and at the most southern region of the model domain, in western Kansas,
where a pocket of 40 – 45 ºC temperatures was observed. On 2 July, the WRF model
produced a larger region of 30 ºC surface temperatures, which can be noted over regions
such as northeastern Colorado and into Nebraska. On 8 July, the WRF model produced a
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larger pocket of lower temperatures in northeastern Colorado, and a larger area of higher
temperatures over southwest Nebraska in comparison to the HRRR analysis. On 12 July,
the WRF model continued to predict a more widespread region of lower temperatures to
the north and higher temperatures to the south.
The WRF model output also performed quite well in terms of surface dewpoint
temperature, although, compared to the HRRR model, conditions were predicted to be
slightly less dry than the HRRR analyses over the majority of eastern Colorado and
southern Wyoming, especially during 30 June and 2 July. On 8 July, the WRF model
output compared much better to the HRRR analysis in this region, although there is a
region of higher dewpoint temperatures in northeastern Colorado that is not present in the
observations. Towards the end of the model simulations, the dewpoint temperature
distribution compared the best on 12 July, with fewer discrepancies.
Soil Moisture and Temperature
To further examine soil moisture and soil temperature data spatially, WRF model
output were compared to Soil Moisture Active Passive (SMAP) observations (O’Neill et
al., 2021). This satellite mission is intended for measuring soil conditions every couple of
days. Specifically, the water content within the topmost soil layer (near 10-cm depth) is
measured from the radiometer so that global soil moisture maps can thus be created. This
mission is primarily for the use of agricultural applications, as well as the improvement
of flood and drought warnings. SMAP Level II data (9-km spatial resolution) was plotted
against model output (Figure 15) for the topmost soil level (0-10 cm) to further examine
soil moisture observations, though SMAP does not have high temporal coverage. Soil
moisture observations were mostly available near 0000 and 1200 UTC and were
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commonly two to three days apart. Additionally, there were some gaps in the data,
particularly around 0000 UTC, where there was not full spatial coverage available, so
1200 UTC maps were the most beneficial for comparison.
The GBM scheme corresponded to the observations quite well, as the overall
pattern of drier soil moisture concentration remains over the majority of eastern Colorado
and Wyoming, and thus increases towards the southeast into southern Nebraska and into
western Kansas, which can be noted on ~1200 UTC 3 July 2020 (Figure 15a). Three days
later, on 6 July, the driest concentrations centered over central Nebraska for both the
WRF simulations and the SMAP observations, although there are some discrepancies in
the WRF simulations where there are higher soil moisture concentrations in the southern
portion of the model domain, as well as into southeastern Wyoming. This is also apparent
for 1200 UTC 11 July, which was the latest time available for comparison towards the
end of the WRF simulations.
While validating this with the May-June simulations, this can also be further
shown on 1200 UTC 9 June, where rainfall was produced in the model and is
corroborated in the SMAP observations, there are higher soil moisture values further
north over eastern Colorado and southeastern Wyoming in the WRF simulations, which
additionally extends into the Nebraska panhandle and southern Nebraska. A similar
pattern is demonstrated from the SMAP observations, although is shifted southwards
from what is projected in the WRF simulations.
Soil temperature daily observation maps were provided by the High-Plains
Regional Climate Center (HPRCC) (J. Lahowetz, personal communication, 2021), which
provided larger spatial coverage over Colorado, Kansas, Nebraska, North Dakota, and the
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majority of Wyoming. WRF model output at 0000 UTC were compared to the daily
Automated Weather Data Network (AWDN) soil temperature maps, that are generated at
0000 LST (0600 UTC).
Generally, the WRF model simulations followed a similar pattern to the data
provided by the HPRCC (Figure 16). On 3 July, the regionally highest soil temperatures
can be seen over western Nebraska, with a small region of high soil temperature being
noted over the Nebraska panhandle, as well (Figure 16). On 6 July, there is a larger
region of ~27 – 30 ºC soil temperatures observed in Nebraska and eastern Colorado,
which compares well with the WRF simulations. On 11 July, soil temperatures increased
significantly over eastern Colorado, and decreased over north-central Nebraska, with the
largest soil temperatures ranging between ~ 29 – 32 ºC. On 9 June, which is the same
validation time that was used for the soil moisture comparisons, the drop in soil
temperatures over southeastern Wyoming compares to the widespread region of higher
soil moisture over Colorado, southern Wyoming, and the Nebraska panhandle. The
higher soil temperatures corroborate with the drier regions noted by the lower soil
moisture over southern Nebraska and southeastern Colorado. It is interesting to note that
the coolest soil temperatures are centered over the Nebraska panhandle for this day rather
than southeastern Wyoming in the WRF simulations, which could be due to when and
where the precipitation was being observed compared to the time the daily soil
temperature observations were being recorded.
The soil temperatures recorded from AWDN are cooler by approximately
between 5 – 10 ºC, and the soil temperature differences were notably larger during the
June-July simulation period in comparison to the May-June simulations. This could be
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due to the differences in the data collection and processing from the AWDN soil
temperature maps, as they are 1-day averages at a 4” (~ 10 cm) depth, daily and the
WRF model output is instantaneous at the output time, averaged over the top 10 cm,
utilizing the soil temperatures at 0000 UTC, which is at or near the maximum values for
each day, depending on the location within the model domain. Additionally, AWDN
observations are taken at 10 cm depths, while model averaged over the 0 – 10 cm layer.
There are also slight differences in the topmost soil depth that was measured in the
observations and utilized in the model simulations, which could all be factors that allow
for lower temperatures during this time period.
Accumulated Precipitation (GRIDMET vs. WRF)
Also known as METDATA, gridMET is a higher resolution dataset (~4-km) that
encompasses surface observations (such as temperature, wind, precipitation, radiation
parameters, etc.) for the contiguous U.S. and British Columbia from 1979 to the present
and is widely used as an input for modeling applications (Abatzoglou, 2013). This dataset
uses climatological and land use data from Parameter-elevation Regressions on
Independent Slopes Model (PRISM) and North American Land Data Assimilation
(NLDAS), respectively.
Across all simulations, the WRF model output was not able to properly represent
precipitation and tended to over-precipitate in regions where there was little to no
observed daily precipitation accumulation from gridMET observations (Figure 17). On
30 June 2020, a couple of days into the WRF simulations, the GBM scheme projected the
largest amount of rainfall over southeastern Wyoming and the Nebraska panhandle. The
observed precipitation from the gridMET output shows that the heaviest precipitation that
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fell on 30 June was actually located in south-central Nebraska, with smaller amounts of
daily accumulated precipitation over northern and eastern Colorado.
On 3 July, there were slightly heavier amounts of accumulated precipitation
forecasted for the Nebraska panhandle and western Kansas, however the gridMET
observations show that the heaviest concentration of accumulated rainfall is centered over
eastern Colorado and western Kansas. The precipitation accumulation for this day is also
shifted towards the southwest in the observations. While the gridMET observations show
generally heavier rainfall amounts on 3 July, the coverage of precipitation accumulation
is still widespread in the WRF model output, even though the surrounding regions show
significantly lesser amounts of accumulated precipitation, such as the very small amounts
highlighted on the far eastern edge of the model domain, which are not known to be due
to artifacts or edge effects of the model in this specific case. This can also be examined
for 6 July. Although the WRF simulations failed to forecast the heavy concentration of
rainfall over northeastern Colorado and into central Nebraska, there was again a large
region of low precipitation amounts spread over the western edge of the model domain.
The WRF model also missed a small pocket of rainfall over eastern Colorado. There were
additionally some small regions of heavy rain highlighted over western Kansas, which
did not actually occur in the precipitation observations. These discrepancies on 3 July and
6 July can be attributed to the common occurrence of afternoon thunderstorms in this
region of the U.S. during the summer season. On 11 July, there was little-to-no observed
daily accumulated precipitation. However, the WRF model output shows a wide-spread
region of rainfall ranging from 0.1 – 32 mm for the majority of western Nebraska, with
some of the accumulation lingering down into eastern Colorado.
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The way virga is represented in the model is likely due to the choice of cumulus
scheme, which was the BMJ scheme for this set of simulations. Additionally, the BMJ
cumulus scheme is an adjustment scheme, which aims to remove any additional
instabilities based on a climatological profile and is a popular choice in regional climate
modeling due to a reduction in model runtime and use of computational resources, but it
may also produce spurious precipitation (Attada et al., 2020).
To further address this question, two additional simulations were completed with
a different cumulus parameterization, using the Kain-Fritsch (KF) scheme. Based on the
WRF output from these two experiments, it appears that selecting a different cumulus
parameterization would have been more suitable for the specific model domain, as there
is significantly less accumulated precipitation produced the model using KF rather than
BMJ (Figure 18). On 6 June 2020, there is a significantly larger amount of precipitation
being forecasted for western Kansas when selecting the BMJ cumulus scheme in
comparison to the KF scheme. Both schemes forecasted where the largest amount of
precipitation would fall in approximately the same region, however the GBM scheme had
significantly more widespread precipitation in eastern Colorado and southeastern
Wyoming, where there was little to none noted in the KF scheme (Figure 18a,c). This can
also be further corroborated in a case where little-to-no precipitation was reported
throughout the model domain on 2 July, where there was still a larger, more wide-spread
region of daily precipitation being forecasted over northeastern Colorado, where that is
not nearly as prevalent with the KF scheme simulations (Figure 18b,d), however, the
gridMET observations show widespread precipitation over the majority of western
Nebraska and Kansas.

37
It is still quite unclear as to how virga is handled in the WRF model (for example,
if this process is primarily handled in the cumulus scheme vs. the microphysics scheme),
which is certainly an important topic to investigate in future work, as virga is quite a
common occurrence during the summer months over the model domain, especially when
considering drought response concerns for this region of the United States.
While the BMJ scheme failed to properly-capture precipitation patterns in some
regions over the model domain, the KF scheme may have been a much more suitable
choice for the region of study, during the summer months, but would likely not change
the representation of the boundary layer significantly. It is significant to note that there is
still the need to better-capture virga in modeling experiments, as the KF scheme did not
completely represent the accumulated precipitation from the gridMET observations. It is
likely that the KF scheme produces more reasonable precipitation for the majority of the
time periods because of how the cumulus scheme handles specific processes such as
downdrafts. In the KF scheme, downdrafts form between 150 – 200 hPa, and are based
off of relative humidity and stability parameters (Kain, 2004). The KF scheme also
allows for convective clouds that do not precipitate, which might have assisted in some
cases where virga was occurring in the observations. The BMJ scheme is a column
adjustment scheme (Skamarock et al., 2020) and adjusts to a pre-determined,
climatological profile. Unlike the KF scheme, there is no clearly defined updraft or
downdraft algorithm (Skamarock et al., 2020).

38

Conclusion
Several WRF simulations were performed in order to determine a suite of
parameterization schemes that best represented boundary layer evolution, temperature,
dewpoint, wind, precipitation, soil moisture, and soil temperature over the Central High
Plains in the summer. The GBM PBL scheme, the Thompson microphysics scheme, and
the BMJ cumulus scheme appeared to be the best combination of parameterizations to
best capture most of these variables. Additionally, soil moisture data from WRF output
appeared to compare well with point locations and spatial maps generated from various
local stations and SMAP Level II data. This suggests there is not an issue or large
sensitivity to soil moisture errors in the WRF model when NAM model data is ingested.
The choice in surface-layer scheme tended to influence the modeled boundary layer when
paired with specific PBL schemes such as the UW and BouLac schemes, and during
some days, produced completely different environments from each other and the
observed sounding profile. With the exception of the MYJ PBL scheme, the schemes that
tended to perform best were local 1.5-order TKE schemes, paired with the first surfacelayer scheme option in WRF.
For this specific time period, during the summer months for the year 2020 and for
the model domain, this combination of schemes can be recommended for modeling
applications, though it is significant to note that this set of parameterization schemes may
not work for other regions in the U.S., other regions around the world, or even during
different time periods or varying years over the model domain, as there is high
complexity when choosing parameterization schemes for modeling applications. It would
be recommended to run modeling tests in the future with this suite of parameterization
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schemes, perhaps considering other cumulus schemes, as well, and compare results to
other appropriate parameterization schemes, specifically for years past. This may be
particularly useful to compare wind profiler observations from before the network was
decommissioned in 2012 in order to ensure the suite of parameterizations would still be
ideal under different summer seasons. It may also be useful to pre-define the vertical
levels in the model, if possible, so that the majority of them can remain within the
boundary layer, rather than at mid-upper levels.
It is significant to note that there may have been issues with vertical resolution
while comparing the model soundings to the observations, as the WRF model
experiments all utilized only 45 vertical levels, and the data appeared “smoothed” and
tended to miss certain features captured in the observations near the surface and at midlevels. This is likely due to the majority of the levels being above the surface, and these
simulations would have certainly benefited from pre-defining where the layers are placed,
rather than merely specifying the number of vertical layers throughout the model. There
could have also been numerical differences and statistical analyses conducted on
attempting to quantify these results if there was more time for this study, and it might
have been useful to re-grid the HRRR datasets in order to make these comparisons.
There were also issues with representing precipitation accumulation in the model
across the majority of simulations. This is also quite apparent while comparing soil
temperatures to archived observations that were available. As mentioned above, altering
the chosen cumulus scheme aided in the discrepancies between total precipitation
accumulation, however, they were not eliminated altogether. At the time of this study,
there is still little to no information in the literature that currently addresses how virga is

40
represented in the WRF model. This information would be critical to investigate, and
have further documentation on this matter, especially for regions that have been severely
impacted by drought conditions because of climate change. The virga issue becomes
additionally significant, if climate-change induced drying to the below-cloud
environment becomes more prevalent, allowing for further evaporation to falling
precipitation. This would also provide useful information for future regional climate and
forecasting applications that involve the need to find a set of parameterization schemes
that would best suit a domain of interest, as there are thousands of combinations of
parametrizations that can be utilized in the modeling community and the “best” choice
may differ across different regions of the world as a result of experiencing varying
climate types.
Another significant note to mention was the difficulty in obtaining reliable,
consistent data for soil moisture and soil temperature. There is also a significant spatial
and temporal gap in upper-air radiosonde observations. The wind profiling network
additionally only had one station remaining that was not yet decommissioned during the
time these simulations represent, which may not be sufficient when comparing wind
speed and direction in the upper atmosphere. While it was possible to use several
different sources of data to provide an idealistic picture of spatial and temporal
observations, it would certainly be beneficial to have a network of easily accessible
archived and current soil moisture and soil temperature observations spatially and
temporally, rather than point locations that only offer the most recent measurements, as
well as expanding the coverage of upper-air stations and wind profiling radars.

GBM (12)
MoninObukhov
(1)

NOAH (2)

CAM (3)
Thompson
(8)
BMJ (2)

UW (9)

MoninObukhov (1),
MoninObukhov
(Janjic Eta)
(2)

NOAH (2)

CAM (3)

Thompson
(8)

BMJ (2)

PBL
Schemes

Surface
Layer
Schemes

LandSurface
Model

Radiation
scheme

Microphysics
Scheme

Cumulus
physics
Scheme

BMJ (2)

Thompson
(8)

CAM (3)

NOAH (2)

MoninObukhov
(1), MoninObukhov
(Janjic Eta)
(2)

BouLac (8)

BMJ (2)

Thompson
(8)

CAM (3)

NOAH (2)

MoninObukhov
(Janjic Eta)
(2)

MYJ (2)

BMJ (2)

Thompson
(8)

CAM (3)

NOAH (2)

MoninObukhov
(1)

ACM2 (7)

BMJ (2)

Thompson
(8)

CAM (3)

NOAH (2)

MoninObukhov
(1)

Shin-Hong
(11)

Table 1. Listed PBL and fixed parameterization schemes that were used in the WRF simulations.

BMJ (2)

Thompson
(8)

CAM (3)

NOAH (2)

MoninObukhov
(1)

YSU (1)
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Tables

Radiation scheme

4 - Rapid Radiative
Transfer Model
(GCM
Applications)
(RRTMG)

Microphysics
scheme

8 - Thompson

Cumulus
scheme

6Tiedtke

2 - NOAH

Land-Surface
Model

2 - MoninObukhov (Janjic
Eta)

Surface-layer
scheme

Table 2. Listed parameterizations used in the “ out-of-the-box” verification run.

2 - MYJ

PBL scheme
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Timeline

Timelines vary

Timelines vary

Timelines vary

Maps regenerated daily and
weekly.
2015 - Present

1979 - present

Data Source

Archived NOAA wind profiler data

HRRR 6-hourly analyses (0000 UTC)
(Upper-air and surface maps)

Atmospheric soundings (DNR, LBF) – University of Wyoming archive

AWDN (HPRCC)

SMAP LEVEL II Soil Moisture

gridMET daily precipitation accumulation

comparisons.

Table 3. Description of available data sources and their respective timelines that were used for WRF model
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Table 4. Description of order and closure (local or non-local) of PBL schemes used for
the WRF simulations.
PBL Scheme

Order

Closure

YSU
Shin-Hong

First-order
1.5-order

Non-local
Local

ACM2

First-order

Non-local

MYJ

1.5-order

Local

BouLac
GBM

1.5-order
1.5-order

Local
Local

UW

1.5-order

Local
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Figures

Figure 1. Details the land-use classification of the model domain (bottom-left: Colorado,
top-left: Wyoming, top-right: Nebraska, and bottom-right: Kansas). The model domain
for this study along with the USGS land-use classification. 4-km grid spacing was used in
all WRF simulations.
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Figure 2. Schematic of the boundary layer height and evolution over time (Markowski
and Richardson, 2010).
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Figure 3. WRF model (left) verification (temperature, in red contours; relative humidity, shading; and winds barbs) against 6-hourly
HRRR analysis (right) at 850 hPa. The WRF output masks the output where the pressure level is below the topography.
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Figure 4. WRF modeled (topmost) Skew-T diagrams over North Platte, Nebraska (LBF) at 0000 and 1200 UTC for the GBM, MYJ,
and ACM2 PBL schemes for July 2nd, July 4th, July 7th, July 9th, and July 12th (left to right). The observed Skew-T diagrams taken
from the University of Wyoming sounding archive are the bottom-most images (PNG, 6.6 MB).

Figure 5. WRF modeled (topmost) Skew-T diagrams over Denver, Colorado (DNR) at 0000 and 1200 UTC for the GBM, MYJ, and
ACM2 PBL schemes for July 2nd, July 4th, July 7th, July 9th, and July 12th (left to right). The observed Skew-T diagrams taken from the
University of Wyoming sounding archive are the bottom-most images (PNG, 4.5 MB).
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Figure 6. Example annotated Skew-T charts for an afternoon/evening (0000 UTC) profile and an early morning profile (1200 UTC).
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Figure 7. WRF modeled (topmost) Skew-T diagrams over North Platte, Nebraska (LBF) for 11 July at 0000 UTC for the UW and
BouLac PBL schemes (utilizing the second surface layer scheme option). The observed Skew-T diagram (bottom) is taken from the
University of Wyoming sounding archive.
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Figure 8. WRF modeled (topmost) Skew-T diagrams over Denver, CO Nebraska (DNR) for 05 July at 0000 UTC for the UW and
BouLac PBL schemes (utilizing the second surface layer scheme option). The observed Skew-T diagram (bottom) is taken from the
University of Wyoming sounding archive.
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Figure 9. Upper-air maps from June 30th, July 2nd, July 8th, and July 12th, 2020 at 850 hPa from the WRF model output at 0000
UTC (top) and HRRR model analyses (bottom). Relative humidity at 850 hPa is shaded, wind barbs, and red temperature
contours at all levels. The WRF output masks the output where the pressure level is below the topography.
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Figure 10. Upper-air maps from June 30th, July 2nd, July 8th, and July 12th, 2020 at 700 hPa from the WRF model output at 0000
UTC (top) and HRRR model analyses (bottom). Relative humidity at 850 hPa is shaded, wind barbs, and red temperature contours
at all levels. The WRF output masks the output where the pressure level is below the topography.
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Figure 11. Upper-air maps from June 30th, July 2nd, July 8th, and July 12th, 2020 at 500 hPa from the WRF model output at 0000
UTC (top) and HRRR model analyses (bottom). Wind barbs, and red temperature contours at all levels. The WRF output masks the
output where the pressure level is below the topography.
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Figure 12. WRF-modeled wind profiles (top) against NOAA wind profiler observations for Platteville, CO (bottom). Four twoday time periods are shown. 30 June – 28 June, 1 July – 3 July, 6 July – 8 July, and 10 July – 12 July.
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Figure 13. WRF modeled (top) (surface temperature, in colored contours; and 10-m winds (wind barbs) against 6-hourly HRRR
(bottom) surface analysis for 0000 UTC June 30th, July 2nd, July 8th, and July 12th (left to right).
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Figure 14. WRF modeled (top) (surface dewpoint temperature, in colored contours; and 10-m winds (wind barbs) against 6-hourly
HRRR (bottom) surface analysis for 0000 UTC June 30th, July 2nd, July 8th, and July 12th (left to right).
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Figure 15. WRF modeled (a) and SMAP (b) soil moisture distribution measured at the topmost layer (10 cm) for four different days
(July 3rd, July 6th, July 11th, and June 9th), all occurring at 12 UTC. Warmer, brown colors note low soil moisture concentrations
(inferred drier regions), and cooler colors note higher soil moisture concentrations (inferred wetter regions). June 9th are the last
images in this figure, as it was in the simulation period to further verify the GBM scheme.
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Figure 16. WRF modeled soil temperatures (a) measured (in degrees C) at the topmost layer (10 cm) and AWDN observed soil
temperatures that are generated daily by the HPRCC (b - in degrees F, with degrees C conversions overlayed) for four different
days (July 3rd, July 6th, July 11th, and June 9th) during the WRF simulations, all occurring at 0000 UTC. Warm colors note higher
soil temperatures, and cooler colors note lower soil temperatures.
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Figure 17. WRF modeled (a) and gridMET daily accumulated precipitation observations (b) in millimeters (0000 UTC) for four
different days during the June-July simulations (June 30th, July 3rd, July 6th, July 11th). Cooler colors note regions of light precipitation
accumulation, and darker colors note regions of heavier accumulated precipitation

61

Figure 18. WRF modeled daily accumulated precipitation in millimeters (0000 UTC)
utilizing the BMJ cumulus scheme (top), the Kain-Fritsch cumulus scheme (middle),
compared with gridMET precipitation observations (bottom) for July 2nd (left) and June
6th (right). Cooler colors note regions of light precipitation accumulation, and darker
colors note regions of heavier accumulated precipitation.
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