Absolute auditory threshold decreases with increasing sound duration, a phenomenon explainable by the assumptions that the sound evokes neural events whose probabilities of occurrence are proportional to the sound's amplitude raised to an exponent of about 3 and that a constant number of events are required for threshold (Heil and Neubauer, Proc Natl Acad Sci USA 100: [6151][6152][6153][6154][6155][6156] 2003). Based on this probabilistic model and on the assumption of perfect binaural summation, an equation is derived here that provides an explicit expression of the binaural threshold as a function of the two monaural thresholds, irrespective of whether they are equal or unequal, and of the exponent in the model. For exponents 90, the predicted binaural advantage is largest when the two monaural thresholds are equal and decreases towards zero as the monaural threshold difference increases. This equation is tested and the exponent derived by comparing binaural thresholds with those predicted on the basis of the two monaural thresholds for different values of the exponent. The thresholds, measured in a large sample of human subjects with equal and unequal monaural thresholds and for stimuli with different temporal envelopes, are compatible only with an exponent close to 3. An exponent of 3 predicts a binaural advantage of 2 dB when the two ears are equally sensitive. Thus, listening with two (equally sensitive) ears rather than one has the same effect on absolute threshold as doubling duration. The data suggest that perfect binaural summation occurs at threshold and that peripheral neural signals are governed by an exponent close to 3. They might also shed new light on mechanisms underlying binaural summation of loudness.
INTRODUCTION
The amplitude or sound pressure level required for detecting a sound in quiet (absolute threshold) decreases with increasing sound duration in every vertebrate species studied (for review, see Fay 1992) . Likewise, absolute threshold is lower for a pair of successive identical sounds than for a single sound (Hall and Lummis 1973; Viemeister and Wakefield 1991; Krumbholz and Wiegrebe 1998) and continues to decrease as the number of successive identical sounds in each observation interval increases (e.g., Zwislocki et al. 1962; Gerken 1966; Carlyon et al. 1990; Gerken et al. 1990; Solecki and Gerken 1990 ). This trade-off between stimulus amplitude and duration is frequently referred to as a "temporal-integration function." The name is unfortunate, as criticized by, e.g., Viemeister and Wakefield (1991) and Meddis (2006) , because it implies a particular neural mechanism. In fact, the trade-off has traditionally been interpreted to indicate that the auditory system acts as a leaky temporal integrator (e.g., Plomp and Bouman 1959; Dallos and Johnson 1966; Green 1985; Clock Eddins and Peterson 1999; O'Connor et al. 1999; Recanzone and Sutter 2008) whose behavior can be modeled analogously to the charging of a capacitor in combination with a resistor (for review, see Verhey 2010). Furthermore, the quantity commonly believed to be integrated is sound intensity (which is proportional to the square of the stimulus amplitude). However, the time constants required by such an integration model are very long (up to hundreds of milliseconds; for reviews, see, e.g., Brown and Maloney 1986; Gerken et al. 1990 , O'Connor et al. 1999 and are at variance with other experimental data (as noted by, e.g., deBoer 1985; Green 1985; Gerken et al. 1990; Viemeister and Wakefield 1991) . As an alternative to long-timeconstant temporal integration, Viemeister and Wakefield (1991) proposed a "multiple-looks" model according to which the listener samples the sound at a high rate. Each sample or "look" provides independent information, which is stored in memory and which can be accessed and processed selectively, and information from multiple looks can be combined in a near-optimal fashion. If the information from each look were proportional to stimulus energy and these values were simply summed, the model's outcome would be identical to that of a perfect integrator of stimulus intensity. If the values of each look were weighted exponentially before summing, the model's outcome would be identical to that of the leakyintegrator model. While the multiple-looks model appears to be able to account for many experimental findings, a number of uncertainties remain. They include the nature of the look, the shape of the temporal window that defines a look, the possibility that successive looks might not be independent, and the nature and characteristics of the memory used to store the information from the looks. Moreover, the accumulation of information across looks still requires an integrator that operates over a long time (a point made by Meddis and Lecluyse 2011) . Heil and Neubauer (2003) suggested another, physiologically plausible and simple, alternative to long-time-constant temporal integration. They proposed a probabilistic model according to which the stimulus evokes stochastic neural events and is detected when a criterion number of such events have occurred (probability summation). Thus, the higher the probability of events per unit of time, the shorter the average time required to reach the criterion. Because the event probability increases with stimulus amplitude raised to an exponent, the amplitude required for a given performance (e.g., threshold criterion) decreases as stimulus duration increases. Meddis and Lecluyse (2011) formulated a similar probabilistic model of absolute threshold. However, it differs from that of Heil and Neubauer (2003) in important aspects. For example, Meddis and Lecluyse assume the exponent to be 1. In contrast, estimates of its value by Heil and colleagues are close to 3 (Heil and Neubauer 2003; Neubauer and Heil 2004; Heil et al. 2013b , Pohl et al. 2013 ). This exponent likely originates in the auditory periphery, because detailed analyses show that an exponent of about 3 governs the growth of the mean spike rate of auditory-nerve fibers with stimulus amplitude (Heil et al. 2011 ) and the dependence of the timing of the first spike on stimulus amplitude and onset envelope Heil et al. 2008 ). An intriguing possibility is that the exponent results from the Ca 2+ sensor mediating exocytosis from inner hair cells, as discussed in detail elsewhere (Heil and Neubauer 2010; Heil et al. 2011) .
Here, it is examined whether an exponent of about 3 also governs binaural summation at threshold. Binaural summation has been of interest since the nineteenth century (for review, see Hirsh 1948) , but the underlying process is still not resolved (see Whilby et al. 2004; Moore and Glasberg 2007) . Most studies agree that binaural thresholds are lower than monaural thresholds (by 1-4 dB), that the binaural advantage is greatest when the two ears are equally sensitive or are experimentally "equated," and that there is essentially no binaural advantage in unilaterally hearing-impaired listeners (where the binaural threshold is roughly equal to that of the better ear) (Gage 1932; Shaw et al. 1947; Hirsh 1948; Pollack 1948; Hempstock et al. 1966; Babkoff and Gombosh 1976; Ohta et al. 1979) . Based on the probabilistic model sketched above and on the assumption of perfect binaural summation, an equation is derived here that provides an explicit expression of the binaural threshold as a function of the two monaural thresholds and the exponent in the model. The validity of this equation is tested, and the exponent determined, by comparing measured binaural thresholds with those predicted from the monaural thresholds. The data are compatible only with exponents close to 3. A preliminary account of this work has been presented as part of a more detailed account of the monaural model (Heil et al. 2013a) .
METHODS

Derivation of an equation predicting the binaural threshold from the monaural thresholds
The derivation is based on a model developed earlier to explain monaural absolute thresholds as well as the dependence of the timing of the first (stimulusdriven) spike of auditory-nerve fibers (i.e., a neural threshold) on stimulus onset envelope and amplitude (see Heil and Neubauer 2003; Heil 2004, 2008; Heil et al. 2008 Heil et al. , 2013a . In brief, the model assumes that the stimulus is low-pass or bandpass filtered and its temporal envelope extracted.
Next, neural events are formed (event formation) whose time-varying probabilities of occurrence, for the low sound pressure levels required at threshold, are proportional to the time-varying amplitude of the filtered stimulus raised to an exponent α. The stimulus thus gives rise to an internal representation, S, whose average magnitude is proportional to the integral of the event probabilities (probability summation):
Here, P denotes the maximum amplitude (in pascals, Pa) of the stimulus temporal envelope. k is a scaling factor (in Pa −α s −1 ), or measure of sensitivity, which represents a concatenation of all the gains in the monaural system. The larger this factor, the higher the sensitivity and the lower the maximum amplitude of the stimulus required to yield a given internal representation. f(t) represents the time-varying amplitude of the low-or band-pass filtered stimulus normalized to a maximum of 1. Note that when there is no external stimulus, i.e., when P=0, then S=0. For convenience, the integration boundaries might therefore denote the beginning and end of the observation interval. A summand N (90) may be added to both sides of Eq. (1) to capture additive noise, so that in the absence of a signal, S+N=N90. Such noise might then give rise to false alarms in, for example, a yes/no paradigm (which, however, was no tested here).
Detection probability p is a monotonic saturating function of S (the probability of yes responses is a monotonic function of S + N). Following Neubauer and Heil (2008) , a reasonable function may be p =1− exp(−S), but the exact function is not important here. What is important is that because threshold is defined as a constant probability of correct responses (here 0.707; see "Procedure"), the magnitudes of the internal representations at threshold evoked by monaural stimulation of the left ear and the right ear, S L − thr and S R − thr , must be identical. It is also assumed here that the same is true for the internal representation at threshold evoked by binaural stimulation, S B , so that:
Another key assumption is that the internal representations evoked by stimulation of the left and right ears add arithmetically, while the amount of additive noise N is the same in all three listening conditions (see "DISCUSSION"). Thus, when both ears are stimulated with the same stimulus, of maximum amplitude P B , it follows that:
where k L and k R represent the scaling factors of the left and right monaural systems, respectively. Thus, according to this model, and provided α 9 0, the stimulus amplitude required to yield a given magnitude of the internal representation is lower with binaural stimulation than with monaural stimulation of either ear alone. For the condition at threshold, S B in Eq. (3) can be substituted by S B − thr , P B by P B − thr , and
Here, P B − thr denotes the maximum amplitude (in pascals) of the stimulus required for threshold when both ears are stimulated diotically and P L−thr and P R−thr the maximum amplitudes when the left and right ears are stimulated alone. Solving for P B−thr and taking Eq. (2) into account yields:
Equation (4) provides an explicit formulation of the threshold for a binaurally and diotically presented stimulus as a function of the thresholds for the same stimulus presented monaurally to the left and right ears, irrespective of whether the monaural thresholds are identical or not, and of the exponent α. It is worth noting, and elaborated on in the "DISCUSSION," that the same equation results when additional noise N is assumed to be present and when threshold corresponds to a constant ratio of the stimulus-evoked internal representation S to the noise, so that the signalto-noise ratio at threshold is constant, i.e., (S/N) thr =const. However, the assumption of a lack of influence of additional noise on binaural summation was not tested here.
For a fixed value of α90, Eq. (4) predicts lower binaural than monaural thresholds. It predicts the largest binaural advantage when the monaural thresholds are identical, viz. 20⋅log(2 1/α ) (dB), and how the binaural advantage approaches zero as the absolute difference between the two monaural thresholds increases. It also predicts the binaural advantage to be independent of the stimulus.
Recall that the monaural and binaural thresholds in Eq. (4) specify the maximum amplitude of the stimulus at threshold (in pascals). Testing the equation does not require any knowledge of, or assumptions about, the properties of filters acting on the stimuli, the nature of the internal representation S, or its size (other than that S L − thr = S R − thr = S B − thr ). Conversely, this means that the comparison of binaural and monaural thresholds cannot provide information on filters and internal representations. It does, however, provide an effective means to estimate the value of the exponent. To test the validity of this equation and to find the optimal exponent α, left-ear, right-ear, and binaural thresholds of a large number of human listeners were measured for each of four different stimuli (3.125-kHz tones differing in duration and temporal envelope; Fig. 1A ).
Subjects
Fifty-four subjects (29 females, 25 males; median age 25 years, range 19 to 47 years) completed all of the experiments. All subjects were informed of the purpose of the study, gave written informed consent, and received monetary reward (€10 per hour) for their participation. For most subjects, audiograms were measured prior to the experiments by means of standard audiometry (Otometrics Madsen Itera II). All audiograms were normal or near normal. The thresholds for the test stimuli of the subjects for whom an audiogram was not measured were also normal. The study was approved by the ethics committee of the Otto von Guericke University, Magdeburg.
Stimuli
Thresholds were measured for four different stimuli. All stimuli had a carrier frequency of 3.125 kHz, as in some previous studies from this lab (e.g., Heil et al. 2006; Tiefenau et al. 2006; Heil et al. 2013a; Zoefel and Heil 2013) . The stimuli, however, differed substantially in temporal envelope (Fig. 1A) to allow testing of the prediction of Eq. (4) that there should be no significant effect of the stimulus envelope on the binaural advantage. There was no particular reason for choosing exactly these stimuli.
Stimulus 1 was a single sinusoidal burst with constant amplitude (plateau) between the end of the rise time and the beginning of the fall time. Rise and fall times were shaped by cosine-squared functions of 4.16 ms each (corresponding to 13 periods of the carrier frequency). The plateau duration was 528.32 ms (corresponding to 1,651 periods of the carrier frequency). Thus, the total stimulus duration was 536.64 ms. Stimulus 2 consisted of 64 consecutive bursts. Each burst was characterized by a cosinesquared rise time of 4.16 ms followed immediately by a cosine-squared fall time of the same duration. There was no plateau between rise and fall and no silent interval between individual bursts. The stimulus was thus equivalent to a sinusoidal amplitude-modulated tone with a modulation depth of 100 % and a modulation frequency of 120 Hz. Its total duration was 532.48 ms. Stimulus 3 was identical to stimulus 2, except that the 64 bursts were separated by silent gaps of 4.16 ms each. Thus, the total stimulus duration, from the beginning of the first burst to the end of the last burst and including the 63 silent gaps in between, was 794.56 ms. Stimulus 4 was also a single burst. It was shaped with a cosine-squared rise time of 532.48 ms followed immediately by a cosine-squared fall time of 4.16 ms. The total duration of this ramplike stimulus was thus 536.64 ms.
Experimental setup
The subjects sat on a comfortable chair within an illuminated and ventilated spacious double-walled soundproof chamber (Industrial Acoustic Chamber). They wore circumaural headphones (Sennheiser HDA 200) through which the auditory stimuli were presented either monaurally or diotically. Subjects could view a computer screen that, for the measurement of absolute thresholds, displayed three gray squares in a row (labeled 1, 2, and 3 from left to right). The squares changed luminance in succession and marked the observation intervals. The screen also FIG. 1. The stimulus temporal envelope has no significant effect on the binaural advantage. ATemporal envelopes of the four stimuli for which monaural and binaural thresholds were measured. All had a carrier frequency of 3.125 kHz. B Binaural advantages for each of the four stimuli. Symbols and error bars represent the mean and the 95 % CIs across the 54 subjects. The means do not differ significantly.
provided feedback on the subject's performance on each trial (see below) as well as some written instructions.
The stimuli were generated with a sampling rate of 96 kHz and a resolution of 24 bits by a PC with a sound card (ESI Audiotechnik Juli@). To achieve the desired sound pressure levels, the output of the soundcard was attenuated by a programmable attenuator (Tucker Davis Technologies PA5) in series with two fixed attenuators (Siemens D112, one for each channel) and then fed directly to the headphones.
The system was calibrated using defined sound sources (Microtech Gefell MG 4000 and Brüel & Kjaer pistonphone 4228) and an artificial ear (Brüel & Kjaer 4153) equipped with a condenser microphone (Brüel & Kjaer 4133) connected to a conditioning amplifier (Brüel & Kjaer Nexus) and a multimeter (Agilent 34401A). The difference in the sound levels of the left and right headphone speakers for a given input voltage was less than 0.1 dB and was not corrected.
Procedure
Absolute thresholds were measured using an adaptive three-interval-three-alternative forced choice (3I-3AFC) procedure. Each trial comprised three consecutive observation intervals of 1.6 s duration, marked visually as described above and separated from each other by 0.6 s. The auditory stimulus to be detected was presented during one of those intervals, which was chosen randomly and with equal a priori probability. The subject had to indicate, after the end of the third interval and by pressing an appropriate key of a keyboard, during which interval the auditory stimulus had occurred. Immediate feedback (correct or incorrect) was provided on the screen, and the next trial started 2 s later. A "2-down-1-up" rule was implemented, i.e., after two correct responses in a row, the stimulus level was decreased, and after one incorrect response, the level was increased. This procedure converges on the stimulus level that yields correct responses with a probability of 0.707 (Levitt 1971; Zwislocki and Relkin 2001) . The starting level of the stimulus was always clearly above the expected threshold. The level step size was 5 dB until the fourth reversal and decreased to 1 dB thereafter. After another eight reversals, the track was terminated. The SPL corresponding to the mean of the stimulus SPLs at the last four reversals was defined as the single-track threshold.
For a given subject, on a given day, and in a single session, 18 such single-track thresholds were measured. A single session lasted about 2 to 2.5 h, including breaks (usually after the 6th and the 12th track, or as requested by the subject). All 18 singletrack thresholds measured in a given session were for the same auditory stimulus (1, 2, 3, or 4), but under different conditions: six single-track thresholds each were obtained for monaural presentation to the left ear (L), monaural presentation to the right ear (R), and binaural, diotic presentation (B).
Six different sequences of the L, R, and B conditions were designed and employed to minimize potential order effects within and across subjects. Three of the sequences started with the B condition and the other three with monaural conditions. In all sequences, the first three conditions tested comprised an L, an R, and a B condition. Furthermore, consecutive conditions were always different. For three of the six sequences, the fourth position was occupied by a B condition and for the other three sequences by a monaural condition. For a given subject, different sequences were used for the different auditory stimuli, always employing two sequences starting with a B condition and two starting with a monaural condition. For a given auditory stimulus, different sequences were used in different subjects. Approximately half of the sequences started with the B condition and the others with a monaural condition. For the majority of subjects, thresholds for the different stimuli were measured in the sequence 1, 3, 2, and 4. Thus, each subject participated in at least four sessions, on different days, during which 72 single-track thresholds were measured. For 20 subjects, monaural and binaural thresholds were measured repeatedly (18 single-track thresholds per day), up to 16 times, to examine day-to-day variations and possible longer-term effects. In total, 264 sessions were completed, and 4,680 single-track thresholds measured, for this study. The bulk of the data reported is from one session per subject and stimulus, i.e., from 54×4=216 sessions.
Definition of threshold
The first three single-track thresholds measured in a given session, one for each condition, were discarded to further reduce any possible order effects. The arithmetic mean of the remaining five single-track thresholds (in decibel SPL) for each condition was defined as the threshold for that subject, stimulus, and condition, and the corresponding standard deviation (SD, in decibels) served as a measure of the reliability of the threshold estimate. Because the thresholds for the B, the L, and the R condition were all measured on the same day, effects of possible dayto-day variation in sensitivity (Hempstock et al. 1966; Heil et al. 2006 ) are ruled out. The justification for arithmetically averaging single-track thresholds in decibel SPL, rather than in pascals, is the observation that the distribution of threshold estimates obtained repeatedly from a given subject to the same stimulus is approximately normal when thresholds are expressed in decibel SPL, and consequently log-normal when expressed in pascals (H. Neubauer, personal communication).
Definition of binaural advantage
The binaural advantage is defined here as the difference between the monaural threshold for the better ear and the binaural threshold (both in decibel SPL). Because of this definition, the binaural advantage (in decibels) is positive when the binaural threshold is lower than the monaural threshold. Note that in some previous publications, the binaural threshold has also or instead been expressed relative to the monaural threshold of the worse ear (e.g., Gage 1932; Ohta et al. 1979) or to the average of the two monaural thresholds (e.g., Shaw et al. 1947; Hempstock et al. 1966; Babkoff and Gombosh 1976) . When defined in the latter ways, there is of course no upper limit to the binaural advantage possible.
Data analysis and display
Data analysis and simulations were performed in Excel (Microsoft), and statistical tests were performed with SPSS and R. The figures plot means and 95 % confidence intervals (CIs), rather than standard deviations or standard errors. The CI is defined as CI ¼ t α=2;n−1 ð Þ SD ffiffi n p , where SD is the standard deviation, n the number of samples, and t (α/2; n−1) is the t statistic for that n.
RESULTS
Lack of a significant effect of the stimulus temporal envelope on the binaural advantage Figure 1B shows the mean binaural advantage, along with the associated 95 % CIs, for each of the four stimuli. As expected, for each stimulus, the mean binaural advantage is positive and significantly different from zero, i.e., the binaural threshold is significantly lower than the better monaural threshold (onesided paired t tests: for stimulus 1, t 53 =8.759, p=3.505· 10 −12 ; for stimulus 2, t 53 =6.819, p=4.408·10 −9 ; for stimulus 3, t 53 =8.779, p=3.254·10 −12 ; for stimulus 4, t 53 =5.914, p=1.241·10 −7 ; all p values are G10 −6 even after Bonferroni correction for multiple comparisons). The null hypothesis of a normal distribution of the binaural advantages did not have to be rejected for any of the stimuli (Kolmogorov-Smirnov test with Lilliefors modification: for stimulus 1, p=0.152; for stimuli 2-4, p90.2). The mean binaural advantage varied between 1.32 dB for stimulus 1 and 0.95 dB for stimulus 4. It was next examined whether the binaural advantages for the four stimuli differed significantly. This was not the case. There was no need to reject the null hypothesis of a homogeneous variance of the binaural advantage across the four stimuli (Levene's test of the Brown-Forsythe version: p =0.841). A subsequent repeated-measures ANOVA with a multivariate approach provided no reason to reject the null hypothesis of equal mean binaural advantages for the four stimuli (F 3/51 =1.902; p=0.141). Hence, there was no significant effect of the stimulus temporal envelope on the binaural advantage, just as predicted by Eq. (4). For subsequent analyses, the data for the different test stimuli were therefore combined. The grand mean binaural advantage, averaged across all subjects and stimuli, was 1.10 dB with a 95 % CI of ±0.15 dB.
The spectra of stimuli 2 and 3, unlike those of 1 and 4, contain prominent sidebands, at distances from the carrier corresponding to integer multiples of the repetition frequency of the bursts (120 and 80 Hz, respectively). These sidebands might differentially affect the data for the four stimuli if the different cochleae would exhibit pronounced and different microstructures (e.g., Elliott 1958; Cohen 1982; Mauermann et al. 2004 ). For example, if the carrier frequency falls into a microstructure trough, thresholds for stimuli 2 and 3 (unlike those for 1 and 4) might be worse than expected from a cochlea with relatively flat sensitivity (at the level of the trough), because the sidebands fall into less sensitive regions. Conversely, if the frequency of the test tones falls onto a microstructure peak, thresholds for stimuli 2 and 3 (unlike those for 1 and 4) might be better than expected from a cochlea with relatively flat sensitivity (at the level of the peak), because the sidebands fall into more sensitive cochlear regions. Such effects might be expected to result in a larger variance of thresholds, and hence also of the binaural advantages, for stimuli 2 and 3 relative to those for 1 and 4. However, the variances of the binaural advantages for stimuli 2 and 3 were very similar to, and not significantly different from, those for 1 and 4 (see error bars in Fig. 1B and Levene's test above). The same was true for the variances of the monaural thresholds (see "Monaural Thresholds" below). Hence, effects of cochlear microstructure, if present, might be too small to be detected.
The best exponent α is close to 3
In this section, it is demonstrated that the best exponent α in Eq. (4) has a value close to 3. Because the number of subjects employed here is much larger than in any previous study, the exponent can be derived with greater accuracy and reliability. Figure 2A plots the 216 binaural thresholds measured from the 54 subjects for the four stimuli against those predicted from the corresponding measured monaural thresholds of each ear. The value of α in Eq. (4) used to generate this plot is 3. The data points scatter unsystematically and closely around the diagonal. The differences between measured and predicted binaural thresholds are plotted in a cumulative fashion in Figure 2B (green circles). The distribution of the differences does not significantly differ from a normal distribution (Kolmogorov-Smirnov test with Lilliefors modification; p90.2). The differences range from approximately −3.4 to 2.7 dB, with a mean and 95 % CI of −0.055±0.128 dB, not significantly different from zero (paired t test: t 215 =−0.852; p=0.3952). For comparison, Figure 2B also plots the distributions of the differences for values of the exponent of α=2 and α=4 (red squares and blue triangles, respectively). While the shapes of the distributions are similar to that for α=3, their positions are not. For α=2, i.e., assuming the summation of a neural signal proportional to acoustic intensity, power, or energy, measured binaural thresholds are systematically higher than those predicted (mean and 95 % CI, 0.792±0.133 dB; t 215 = 11.781, p=4.799·10
−25
). For α=4, measured binaural thresholds are lower than those predicted (mean and 95 % CI, −0.435±0.129 dB; t 215 =−6.677, p=2.048· 10 −10 ). Figure 2C (symbols with error bars and connected by solid lines, labeled "individual") plots the mean difference between measured and predicted binaural thresholds, and the associated 95 % CI, as a function measured binaural thresholds against those predicted by the model for an exponent of α=3. B Cumulative plots of the differences between measured binaural thresholds and those predicted for exponents of α=2 (red), 3 (green), and 4 (blue). For α=3, the mean difference is very close to zero, whereas for α=2, measured binaural thresholds are higher, and for α=4 lower, than predicted. C Symbols with error bars along the continuous line represent mean differences (symbols) and 95 % CIs (error bars) between measured binaural thresholds and those predicted for selected values of the exponent α between 1 and 6. Predictions are based on the individual monaural thresholds. Only exponents within the range from 2.8 to 3.1, where the 95 % CIs include the mean difference of 0, are consistent with the data. The other two lines show the differences between the mean of the measured binaural thresholds (across subjects and stimuli) and that predicted from the mean left-ear and mean right-ear thresholds (narrowly spaced dashed line) or mean better-ear and mean worseear thresholds (widely spaced dashed line). D Cumulative plots of the differences between binaural thresholds and those predicted for an exponent of α=3, for the measured data (green, replotted from C) and for simulated data (gray). See text for further explanations.
of the exponent α. Differences are shown for selected values of α between 1 and 6 (with a minimal step width of 0.1). For α=1, measured binaural thresholds are considerably (about 3.6 dB) higher than those predicted with this exponent. The mean difference decreases with increasing α to reach values very close to zero for values of α near 3. The smallest absolute mean difference (0.0001 dB) is reached at an α of 2.9. As α increases further, the sign of the mean difference reverses, i.e., measured binaural thresholds are lower than those predicted, and the absolute mean difference increases. The 95 % CIs are small and vary little, between ±0.128 and ±0.148 dB, with α. Paired t tests revealed that for all exponents outside the narrow range of 2.8 to 3.1, the observed differences are significantly different from zero. Consequently, exponents outside this narrow range are not consistent with the data. Of course, in individual subjects, the two monaural thresholds are not always identical (see below). Equation (4) predicts a nonlinear relationship between the binaural advantage and the difference between the two monaural thresholds (see below). Therefore, to estimate the exponent α correctly, it is necessary, as was done above, to apply Eq. (4) individually, i.e., to use the individual monaural thresholds to predict the individual binaural threshold for each stimulus. The exponent is then estimated as that value which yields the smallest average difference between measured and predicted thresholds. The exponent would be underestimated if Eq. (4) were applied to mean data, i.e., using the mean left-ear and mean right-ear thresholds to predict the mean binaural threshold. This is illustrated in Figure 2C by the narrowly spaced dashed line. It shows the difference between the mean measured binaural threshold (0.383 dB SPL) and that predicted based on the mean measured left-ear (3.21 dB SPL) and right-ear thresholds (2.86 dB SPL), averaged across all stimuli and subjects. This function crosses the line of zero difference at a value of the exponent near 2.2. A similar erroneous estimation of the exponent, though not quite as pronounced, would be obtained if Eq. (4) were applied to the mean measured better-ear (1.48 dB SPL) and worse-ear (4.59 dB SPL) thresholds to predict the mean binaural threshold (widely spaced dashed line in Fig. 2C ). This function crosses the line of zero difference at a value of the exponent near 2.6.
The binaural advantage depends on the magnitude of the monaural threshold difference
For most subjects, the monaural threshold estimates differed. The absolute difference varied across subjects and stimuli from 0.04 to 13.42 dB, with a mean and 95 % CI of 3.11±0.36 dB, similar to values reported in previous studies (e.g., Gage 1932; Shaw et al. 1947; Hempstock et al. 1966) . Figure 3A plots the measured binaural advantage against the absolute difference between the two monaural thresholds. It also plots the functions predicted by Eq. (4) for exponents of α=2, α=3, and α=4 (colored lines). As expected from the literature (as cited in the "INTRODUCTION") and from Eq. (4), the binaural advantage tends to decrease as the difference between the monaural thresholds increases. Because the 216 data points scatter widely (some estimates of the binaural advantage are even negative), a running average was calculated to emphasize the trend (gray circles). The running average clearly shows that the binaural advantage is largest (about 2 dB) when the two monaural thresholds are identical or very similar and that it approaches 0 dB as the monaural threshold difference increases. The running average from the data falls closely onto the model prediction for α=3 (green line), but consistently below that for α=2 (red line) and above that for α=4 (blue line). Of course, the distributions of the differences between the observed binaural advantages and those predicted by the model for α=2, α=3, and α=4 are identical to those shown in Figure 2B , except that the signs are opposite.
To examine whether there are significant differences across the range of absolute monaural threshold differences in the differences between the observed binaural advantages and those predicted by Eq. (4) with α=3, the data were grouped into four bins along the monaural-threshold-difference axis. Each bin contained 54 data points, and the bin width varied accordingly. The prediction errors were not significantly different between bins (one-way ANOVA: for stimulus 1, F 3/50 = 0.235, p= 0.871; for stimulus 2, F 3/50 =1.575, p=0.207; for stimulus 3, F 3/50 =1.100, p= 0.358; for stimulus 4, F 3/50 =0.651; p=0.586).
For completeness, the difference between the average of the monaural thresholds and the binaural threshold, occasionally defined as a binaural advantage (e.g., Hempstock et al. 1966) , along with the model predictions for α=2, α=3, and α=4, is shown in Figure 3B . This difference increases with increasing monaural threshold difference. Of course, the prediction errors by the model are the same as for the binaural thresholds shown in Figure 2B .
Accuracy of predictions
Although on average the binaural threshold is accurately predicted by Eq. (4) for values of α close to 3, individual measured binaural thresholds and binaural advantages can deviate considerably from the predicted values (Figs. 2A, B and 3A, B) . Here, it is examined whether this variation can be explained quantitatively. The five single-track thresholds used to compute the threshold for each subject, stimulus, and condition were generally not identical. The SD associated with these thresholds varied between about 0.2 and 6.2 dB. To examine whether this variability can account for the distribution of the differences between measured and predicted binaural thresholds, simulations were performed. This was done by first drawing 216 samples from a normal distribution of "left-ear" thresholds (in decibel SPL; note use of inverted commas to identify thresholds used in simulations) with a SD equal to the mean SD associated with the real left-ear thresholds (viz., 1.47 dB, averaged across subjects and stimuli). Similarly, 216 "right-ear" and 216 "binaural" thresholds were drawn from normal distributions with SDs equal to the mean SDs associated with the real right-ear and binaural thresholds (1.56 and 1.38 dB, respectively). The mean "left-ear" and "right-ear" thresholds were assumed to be identical and the "binaural" threshold to be 2 dB below the "monaural" thresholds, as predicted by Eq. (4) for α=3. Next, each of the 216 "left-ear" and "right-ear" thresholds, after conversion into units of pascals, was used once to predict a "binaural" threshold, using Eq. (4) with α=3. The resulting 216 predicted "binaural" thresholds were converted into the decibel scale and compared with the 216 "binaural" thresholds sampled from the normal distribution. Figure 2D plots the resulting 216 differences in a cumulative fashion. As expected, the mean of this distribution is close to zero (0.098 dB). Remarkably, however, the distribution is much wider than that obtained from the real data, which is replotted from Figure 2B for comparison. The SD of the distribution obtained from the simulated data is about 1.7 times that obtained from the real data (1.68 dB compared to 0.96 dB for the real data). Several such simulations were performed, including some with unequal "monaural" thresholds, but the means and the widths of the resulting distributions of the differences between predicted and simulated "binaural" thresholds were similar. These simulations reveal that the observed deviations of the measured from the predicted binaural thresholds are smaller than expected if the estimates of the monaural and binaural thresholds were subject to independent noise. This suggests that left-ear, rightear, and binaural threshold estimates are influenced by common factors, which results in some interdependence of the threshold estimates. This hypothesis was tested by first sorting separately the left-ear, right-ear, and binaural single-track thresholds of each session in the order in which they had been measured. Next, the correlation coefficients were calculated between the left-ear and the rightear single-track thresholds, between the left-ear and the binaural single-track thresholds, and between the right-ear and the binaural single-track thresholds from the same session, omitting the first single-track threshold of each condition, just as for the calculation of the mean threshold (see "Definition of Threshold"). The mean of the 3×216 correlation coefficients was 0.12 and the associated 95 % CI was ±0.07. Simulations were performed to examine whether the distribution of observed correlation coefficients differed significantly from that expected by chance. First, 5×216 single-track "left-ear," "right-ear," and "binaural" thresholds were drawn from normal distributions with SDs corresponding to the mean SDs of the single-track thresholds observed in the real data (1.47, 1.56, and 1.38 dB, respectively). Next, the 3× 216 correlation coefficients were computed, as for the real data. As expected, the mean correlation coefficient of the simulated data was very close to zero (0.001). The associated 95 % CI was ±0.033. The distributions of correlation coefficients of simulated and real data differed significantly (KolmogorovSmirnov test: p=2.4·10 −6 ). This analysis reveals that left-ear, right-ear, and binaural threshold estimates are indeed influenced by common factors, which results in some interdependence of the threshold estimates.
Increasing fatigue of the subjects in the course of an experimental session may be one such factor.
Fatigue would be expected to result in elevations of single-track thresholds over time. Due to the sequence in which left-ear, right-ear, and binaural single-track thresholds were measured (see "METHODS"), fatigue should affect all three of them in a similar fashion. To examine this, the average (across all subjects and 264 sessions) left-ear, right-ear, and binaural single-track thresholds were computed, separately for each measurement. Indeed, these mean thresholds all increased from the first to the sixth measurement, by about 0.5 dB (not shown).
Due to this interdependence of single-track thresholds, Eq. (4) was also applied to the single-track thresholds. A binaural single-track threshold was predicted from the two monaural single-track thresholds of the same rank (2-5). Next, the difference was calculated between the measured binaural singletrack threshold in the same rank and that predicted, for different values of the exponent α. The smallest mean prediction error across the 5×216 observations (0.02 dB with a 95 % CI of ±0.11 dB) was obtained for α=3.1, but an exponent of 3 was also compatible with the data (mean prediction error, 0.07 dB; 95 % CI, ±0.11 dB; t 1079 =1.233; p=0.2179). Very similar results were obtained when data from all 264 sessions were included in this analysis. Figure 3C shows the "binaural" advantage, i.e., the difference between the "better ear" and the "binaural" threshold, calculated from the same simulated thresholds used to generate Figure 2D and as described above, as a function of the absolute difference between the two "monaural" thresholds. Figure 3D plots the corresponding difference between the average of the two "monaural" thresholds and the "binaural" threshold as a function of the absolute difference between the two "monaural" thresholds. The simulated data show the same trends as the real data, except for the expected wider vertical scatter (cf. Fig. 3A, B) . In addition, and interestingly, the horizontal scatter of the differences in the simulated "monaural" thresholds is narrower than in the real data. The "left-ear" and "right-ear" threshold estimates from these simulations differed on average by 1.59 dB with a 95 % CI of ±0.15 dB, considerably less than the real data (mean, 3.11 dB, 95 % CI, ±0.36 dB; see above). The simulation therefore also suggests that some of the monaural threshold differences in the real data reflect true differences between the ears and not just noise (see below). The mean "binaural" advantage calculated from the simulated data was 1.27 dB with a 95 % CI of ±0.24 dB, slightly larger than that derived from the measured data (1.10 and± 0.15 dB; see above), again consistent with the notion that some of the monaural threshold differences in the measured data are real. The mean "binaural" advantage of the simulated data is considerably smaller than the 2 dB advantage of the "binaural" threshold assumed in the simulations. The resulting lower mean "binaural" advantage is of course a consequence of the bias introduced by calculating it as the difference between the threshold of the "better ear" and the "binaural" threshold, a point already noted by Pollack (1948) . Nevertheless, Eq. (4) describes the simulated data correctly (see above), because it takes this bias into account.
Monaural threshold differences
To explore further the extent to which the sensitivities of the left and right ears differ in some subjects, the monaural thresholds for the four different stimuli were averaged separately for each subject and ear. The corresponding 95 % CI was computed from the differences between the individual single-track thresholds and their stimulus-specific means. Figure 4A plots the mean right-ear thresholds against the mean leftear thresholds, along with their associated 95 % CIs, for the 54 subjects. For each subject, a paired t test was performed using the 5×4 single-track thresholds of the left and right ears. An α value of 0.01 was selected and Bonferroni corrected for multiple comparisons (n=54). According to this conservative test, left-and right-ear thresholds differed significantly in 25 of the 54 subjects (blue symbols in Fig. 4A ). With an α value of 0.02, that number increased to 29. Several factors could be responsible for or contribute to such differences, including inter-ear differences in cochlear threshold microstructure (e.g., Elliott 1958).
The left-ear thresholds are lower in some subjects and higher than the right-ear thresholds in other subjects. The distribution of the 54 differences between the mean thresholds of the left and right ears was not significantly different from a normal distribution (Kolmogorov-Smirnov test with Lilliefors modification: p90.2), with a mean left-right difference of 0.35 dB and a 95 % CI of ±1.02 dB, not significantly different from zero (paired t test: t 53 = 0.684, p=0.497). In other words, across the sample of subjects, there was no significant difference between left-and right-ear thresholds for the 3.125-kHz test tones, although these thresholds differed significantly in approximately half of the individual subjects.
Monaural thresholds
As expected from previous studies (e.g., Gerken et al. 1990; Heil and Neubauer 2003; Heil et al. 2013a, b) , monaural thresholds, when expressed in decibel SPL, depend on the temporal envelope of the stimulus. Figure 4B plots the mean thresholds across the 54 subjects for the four different stimuli, separately for each ear. The thresholds are lowest for stimulus 1, followed by stimuli 4, 2, and 3. The difference in thresholds for stimuli 2 and 3 is consistent with the observations of Carlyon et al. (1990) and Heil et al. (2013a) . The error bars show the 95 % CI after compensating for individual differences in sensitivity. This was achieved by adding to each individual threshold the difference between the grand mean threshold of each ear (averaged across all subjects and stimuli) and the individual mean threshold (averaged across the four stimuli) of each ear (cf. Pohl et al. 2013) . In this way, the error bars are dominated by measurement errors, rather than by differences in the sensitivity of ears between subjects. Without such thresholds of the 54 subjects. Symbols represent the mean thresholds across all four stimuli and error bars the associated 95 % CIs using the single-track thresholds after correcting each threshold for stimulusspecific differences. The dashed line marks the diagonal. For many individual subjects, left-ear and right-ear thresholds differ significantly (blue symbols), but across the population, there is no significant difference between the thresholds for both ears. B Mean monaural thresholds of left and right ears and model predictions for the four stimuli. Error bars represent 95 % CIs after compensating for differences in sensitivity between subjects. See text for further explanations.
compensation, the 95 % CIs would be much larger (1.5 to 1.6 dB instead of 0.4 to 0.5 dB). Again, differences in cochlear threshold microstructure between subjects might be one factor behind the observed differences in sensitivity at the test frequency.
The monaural model, which assumes that the stimulus generates events whose probabilities of occurrence are proportional to the amplitude of a filtered version of the stimulus raised to an exponent of 3 (see above), can describe these data rather well. It is not attempted here to fit any filter parameters, because of the small number of different stimuli used here. For the predictions illustrated in Figure 4B , the filter was assumed to be a fourth-order gamma-tone filter with an equivalent rectangular bandwidth (Glasberg and Moore 1990) of 193 Hz. This is not to say that band-pass filters in the cochlea would have to be that narrow to explain the thresholds. Instead, the temporal smearing of the amplitude envelope caused by this filter might reflect the combined effects of a broader band-pass filter and a subsequent low-pass filter. In any event, these assumptions alone suffice to capture rather well the thresholds for the stimuli relative to each other. Only a scaling parameter, one for each ear, was fitted to also capture the mean of the monaural thresholds.
DISCUSSION
In this study, an equation has been derived which provides an explicit expression of the binaural threshold as a function of the two monaural thresholds and an exponent. The derivation is based on a probabilistic model of monaural absolute threshold and its dependence on stimulus duration and temporal envelope (Heil and Neubauer 2003; Heil 2004, 2008; Heil et al. 2008 Heil et al. , 2011 Heil et al. , 2013b Pohl et al. 2013 ) and on the assumption of perfect binaural summation. Binaural thresholds measured in a sizable sample of subjects, much larger than in previous studies of this topic, and for a range of stimuli were compared with those predicted by the model for different values of the exponent. The results are compatible with the model for exponents close to 3.
Comparison of the data with the literature
The data reported here are generally in good agreement with the literature. Several earlier studies of binaural summation at threshold used procedures to "equate" the sensitivities of the two ears, by presenting the binaural sound with unequal levels to the two ears. The sound levels were chosen such that they effectively compensated for, or canceled, the difference in the monaural thresholds. Studies using this procedure reported binaural advantages mostly between about 2 and 3 dB, independent of frequency (see Fig. 1 in Hirsh 1948) and stimulus duration (Ohta et al. 1979) . These values are slightly higher than the maximum of 2 dB predicted by the equation proposed here (Eq. (4) with α=3). However, equating procedures require the monaural thresholds to be measured first. It is thus conceivable that, during the measurements, subjects in the cited studies may have improved on the task, due to procedural or perceptual learning, a factor that would have led to apparent binaural advantages in excess of the expected 2 dB.
The finding of the present study that there is no significant effect of the temporal envelope on the binaural advantage is corroborated also by the data of Babkoff and Gombosh (1976) . They measured monaural and binaural thresholds of nine subjects for noise bursts varying in duration and found, like Ohta et al. (1979) , no significant effect of stimulus duration on the binaural advantage. Babkoff and Gombosh (1976) observed no significant differences between left-ear and right-ear monaural thresholds and reported only mean monaural thresholds (averaged across ears and subjects). Linear fits to the decrease of monaural and binaural thresholds with log duration yielded slopes of −6.32 and −5.75 dB per decade of duration, respectively, which were not significantly different. The same analysis yielded an intercept difference of 2.5 dB. Because of the subtle slope difference, however, the intercept difference overestimates the binaural advantage. A better estimate is the mean difference between the mean monaural and the binaural thresholds. From their Figure 1 , a mean binaural advantage of 1.92 dB and 95 % CI of ±0.66 dB can be extracted, not significantly different from the 2 dB expected from Eq. (4) with α=3.
The decrease in the binaural advantage with increasing absolute difference between the monaural thresholds obtained here (Fig. 3A, B ) is also consistent with the literature. Pollack (1948) measured, in eight subjects, the binaural advantage for white noise after equating the ears and after introducing defined mismatches of 3, 6, 9, and 12 dB between them. With increasing mismatch, the average binaural advantage decreased systematically from 2.1 to 0.2 dB. In another experiment, he measured the binaural advantage for 1-kHz tones and for whitenoise stimuli after equating the two ears which, across ten subjects, averaged to 2.5 dB and to 1.9 dB, respectively. These data are also plotted in Figure 3A . They are consistent with the notion that the exponent α is about 3, but inconsistent with binaural summation of acoustic intensity, power, or energy (i.e., with α=2), as noted by Pollack (1948) . Similarly, Hempstock et al. (1966) reported mean binaural advantages, across 12 subjects, defined by them as the difference between the average monaural and the binaural thresholds, at a range of frequencies from 0.1 to 10 kHz. They are plotted in Figure 3B and are also systematically lower than those predicted by summation of acoustic power (α=2), as noted by Hempstock et al. (1966) , but appear consistent with α=3 (though some caution is necessary because they are mean data).
Comparison of the model with the literature
The model proposed here appears to be novel. Only Pollack (1948) lists some values of the binaural advantage predicted when the sensitivities of the ears are equated or mismatched by defined amounts and when acoustic power is summed. The values are the same as those obtained via Eq. (4) with α=2. Tempest et al. (1968) discussed a series of model variants of binaural summation at threshold. The basic architecture, common to all variants, is illustrated in Figure 5A . It consists of two noisy transducers, one for each ear. Each transducer produces a noise output, N 1 , and a signal output, S, where the latter is proportional to the stimulus amplitude raised to an exponent. Tempest et al. examined exponents of α=1 and α=2, i.e., assuming that S is proportional to the amplitude or the intensity of the stimulus, respectively, but not α =3. The outputs from each noisy transducer, S+N 1 , are summed at a summation point that adds further (central) noise, N 2 , and the resultant combination is passed to a detector that relates threshold to some fixed signal-to-noise ratio (S/N). Tempest et al. (1968) made two further assumptions: (1) in the monaural condition, the combination of noise and signal output seen by the detector is S M + N 1 +N 2 , so that at threshold (S/N) M =S M /(N 1 +N 2 ); (2) in the binaural condition, the combination of noise and signal output seen by the detector is 2·S B +2·N 1 + N 2 , so that at threshold (S/N) B =2·S B / (2·N 1 +N 2 ). Because at threshold (S/N) M =(S/N) B , the predicted binaural advantage (in decibels) is 20·log [((2+2·N 2 Tempest et al. (1968) aimed for a binaural advantage of 2.5 dB, the mean for "equated" ears extracted from several studies available at that time (their Table I ). They argued, "from a biological point of view," that the noises N 1 and N 2 should be roughly the same. Under this constraint, the model requires the signal output from each ear to be directly proportional to stimulus amplitude (i.e., α=1). However, in light of much work, including ours (see citations in "INTRODUCTION") and the present study, an exponent of α=1 is highly unlikely.
There are ways in which the architecture proposed by Tempest et al. (1968) can account for a binaural advantage of 2 dB when α=3. One possibility is that N 1 , rather than being similar to N 2 , is negligibly small. Then, the model essentially becomes a "late-variability model," as discussed in the context of the detection of compound signals (Wickens 2002) . Wickens argues, however, that the process implied by this type of model is not very realistic because each component (here the signal to or output from each ear) has its own intrinsic variability, a central premise of signaldetection theory. A second possibility is therefore favored, viz., that the assumption (1) of Tempest et al. (1968) is incorrect. It is proposed here instead that in the monaural condition, noise is present also in the output from the nonstimulated ear. This seems highly plausible given the presence of spontaneous activity in nearly all auditory-nerve fibers (e.g., Kiang et al. 1965 ). In the monaural condition, therefore, and provided the noise in both monaural channels is the same (as assumed by Tempest et al. 1968) , the combination of noise and signal output seen by the detector is S M +2·N 1 +N 2 , so that at threshold (S/N) M = S M / (2·N 1 +N 2 ) . Then, the model predicts a binaural advantage (in decibels) for equal monaural thresholds of 20·log(2 1/α ), i.e., the same as that predicted by Eq. (4). The predicted advantage is independent of the noise before (N 1 ) and after (N 2 ) the summation point and independent of the N 2 /N 1 ratio, because the noise cancels out. This happens even if the noise N 1 from the left ear were different from that of the right ear, because the sum of the noises is the same in monaural and binaural situations.
It also follows from these considerations that the point of summation and the detector need not be separate so that the noise N 2 and the separate detector can also be omitted from the model. This scheme is illustrated in Figure 5B . A third example for a connectivity scheme that is consistent with the data is therefore a mixture of the other two. Here, the detector receives input from a point of summation and directly from the two transducers, as sketched in Figure 5C . Such a scheme may come closest to the connectivity of the ascending auditory system with its parallel monaural and binaural pathways.
Relationships to models for combining multiple observations
According to Green and Swets (1966, pp. 235ff ) two distinct notions exist about how multiple observations (here two, one from each ear) are combined for signal detection. The "integration model" suggests that information from individual observations is added together, without loss, to form the accumulation of evidence used to make an overall decision. With the further assumptions of independence of the observations and normal distributions with the same variance under noise and signal-plus-noise conditions, the detectability index d′ for n observations combined is given by
1/2 (Green and Swets 1966, p. 239). The "decision-threshold model," on the other hand, assumes that an increase in detectability for multiple observations results because each additional observation constitutes another independent detection opportunity. If the observer makes a positive response when any one of the n observations elicits a positive response, then the detection probability for n observations is given by: p n =1−∏ i=1 n (1−p i ) (Green and Swets 1966).
If, for the experiments performed here, the psychometric function (in the absence of false alarms) were indeed given by the exponential equation p=1−exp(−S), and if α= 3, the observed binaural advantages are consistent with the prediction of the "decision-threshold model" for n=2 (even though the interpretation appears to differ). For the leftear condition, p L ¼ 1−e −S L , so that S L =−ln(1−p L ), and analogously for the right-ear condition, p R ¼ 1−e −S R , so that S R =−ln(1−p R ), and for the binaural condition, This corresponds to the prediction of the "decisionthreshold model" for n=2. As shown above, arithmetic summation of the signals from both ears leads to Eq. (4), and the data are compatible with an exponent α close to 3. With stochastic summation, as assumed by the "integration model," the squares of the signal representations would add up, so that
q . This would lead to predicted binaural thresholds given
. Thus, to explain the observed binaural advantages by the "integration model" with its stochastic summation, the exponent would have to be half that with arithmetic summation, i.e., about 1.5. It is worth noting here that the same holds for the decrease in relative threshold observed for two or more consecutive, sufficiently separate, identical stimuli presented to the same ear (Heil et al. 2013b and references therein). The advantage resulting from such multiple observations of a single ear is about 20/3 log(n), which corresponds to 2 dB for n=2, the same as the binaural advantage observed and predicted here for equal ears with α=3. Again, an exponent of 1.5 would have to be assumed to bring those data in line with the "integration model." However, early neural representations (at the level of the auditory nerve) of the type of stimuli used here are governed by an exponent of α=3, or one close to it Heil et al. 2008 Heil et al. , 2011 , with the intriguing possibility that this exponent results from the Ca 2+ cooperativity of the Ca 2+ sensor mediating fast exocytosis from inner hair cells (e.g., Heil and Neubauer 2010; Heil et al. 2008 Heil et al. , 2011 . Still, a dismissal of the "integration model" would be premature as long as the shapes of the psychometric functions are not known in detail.
CONCLUSIONS
Perfect arithmetic summation of neural signals from each ear, analogous to the summation of the conductance of parallel conductors in electric circuits, can account for the observed binaural advantages, independent of the mon- 
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HEIL: Binaural Summation at Threshold aural threshold difference and of the amount of noise. One possibility to explain this result is that the listener directs his attention to a point of summation to which the neural signals from each ear are transmitted with equal fidelity (Fig. 5A) . Alternatively, the listener can attend to both ears simultaneously and perfectly (Fig. 5B) . Some combination of the two scenarios is also possible (Fig. 5C ). Our findings suggest that the neural signal is proportional to the amplitude of the stimulus raised to an exponent of about 3. The same exponent was derived from the dependence of absolute thresholds on stimulus duration and temporal envelope (Heil and Neubauer 2003; Neubauer and Heil 2004; Heil et al. 2013a, b; Pohl et al. 2013) . Thus, doubling the number of equally sensitive ears has the same effect on absolute threshold as doubling sound duration. If the neural signals from each ear summed stochastically, as assumed by the "integration model" of signal-detection theory for the detection of multidimensional and compound stimuli (Green and Swets 1966; Wickens 2002) , their squares add up. The observed binaural advantages would then seem to require the early neural signals to be proportional to the stimulus amplitude raised to an exponent of 1.5. However, an exponent of about 3 governs the relevant behavior of auditory-nerve fibers, such as the rate-level function (Heil et al. 2011 ) and the dependence of the first-spike latency on stimulus amplitude and temporal envelope Heil et al. 2008) . The data and model presented here might also help to improve models of binaural loudness summation (e.g., Whilby et al. 2004; Moore and Glasberg 2007) .
