Purpose: This article proposes a rigorous optimal control framework for the design of preparation schemes that optimize MRI contrast based on relaxation time differences. Methods: Compared to previous optimal contrast preparation schemes, a drastic reduction of the optimization parameter number is performed. The preparation scheme is defined as a combination of several block pulses whose flip angles, phase terms and inter-pulse delays are optimized to control the magnetization evolution. Results: The proposed approach reduces the computation time of B 0 -robust preparation schemes to around a minute (whereas several hours were required with previous schemes), with negligible performance loss. The chosen parameterization allows to formulate the total preparation duration as a constraint, which improves the overall compromise between contrast performance and preparation time. Simulation, in vitro and in vivo results validate this improvement, illustrate the straightforward applicability of the proposed approach, and point out its flexibility in terms of achievable contrasts. Major improvement is especially achieved for short-T 2 enhancement, as shown by the acquisition of a non-trivial contrast on a rat brain, where a short-T 2 white matter structure (corpus callosum) is enhanced compared to surrounding gray matter tissues (hippocampus and neocortex). Conclusions: This approach proposes key advances for the design of optimal contrast preparation sequences, that emphasize their ability to generate non-standard contrasts, their potential benefit in a clinical context, and their straightforward applicability on any MR system.
| INTRODUCTION
The variety of contrasts that can be achieved with Magnetic Resonance Imaging (MRI) without contrast agents is a huge advantage over other imaging modalities. In the vast majority of imaging applications, free water relaxation time differences are at the origin of the acquired contrast. 1 There is an abundant literature that quantifies water and metabolite relaxation times at different magnetic field strengths, for various organs and tissues. [2] [3] [4] [5] [6] [7] Prior knowledge of relaxation times can be used | 425 VAN REETH et al. to tune acquisition parameters such as echo time (TE) and repetition time (TR), to obtain the desired contrast. Contrast can also be achieved before the excitation scheme, through the use of preparation pulses. Their function is to create a significant amount of longitudinal magnetization difference between the targeted species, which produces image contrast when flipped into the transverse plane. Depending on the characteristics of the targeted tissues, various contrast preparation strategies have been proposed. Inversion recovery strategies are used when T 1 is the most discriminating parameter between the targeted species. The inversion time (TI) is usually chosen to saturate, and thus eliminate from the image, the undesired tissue. This is used for example for fat suppression with short tau inversion recovery (STIR) sequences, and cerebro-spinal fluid (CSF) suppression in FLAIR sequences. 8 Two categories of T 2 -based preparation strategies can be identified. A typical T 2 preparation is composed of a tip-down π/2-pulse, a refocusing π-pulse followed by a tip-up π/2-pulse. 9 This allows the combination of excellent T 2 -weighted contrast and fast acquisition sequences such as ultra-short (UTE) or even zero echo time (ZTE). Various declinations of this approach have been proposed to increase B 0 and/or B 1 robustness, 10 in the context of coronary imaging 11 and black blood imaging. 12 The second T 2 -weighted preparation strategy aims at enhancing short or ultra-short T 2 (<1 ms) tissues. This can be performed with inversion pulses, [13] [14] [15] long-echo image subtraction, [16] [17] [18] and long narrow-band excitation pulses followed by crusher gradients, 19, 20 using the fact that short T 2 have a wider spectral distribution. 21 Finally, a mixed preparation scheme that mitigates both the effects of T 1 and T 2 relaxation has been proposed in the context of peripheral angiography 22 and myocardial imaging. 23 This T2-prep-IR scheme is composed of a standard refocused T2-preparation, followed by a flip onto the negative part of the longitudinal axis where T 1 differences further improve the contrast.
All these methods generate contrast by combining the effects of excitation, relaxation and recovery, and depend on various parameters such as the amplitude and number of flip angles and delays. Selecting the optimal set of parameters is not straightforward since they are usually inter-dependent, and because contrast optimization often results in non-convex multi-dimensional problems. In the literature, parameter selection is often performed by fixing an a priori subset of parameters (e.g. the preparation pulse sequence), and deriving the value of the other parameters (e.g. the preparation timing) with Bloch simulations or steady-state signal evolution, 22 to optimize the contrast. This strategy produces a contrast whose optimality is always relative to the initial subset parameter selection, that is, with no guarantees that a different initial subset would not improve the contrast.
In a recent article, a novel preparation pulse design strategy was proposed to optimize the contrast in MRI. 24 Its goal is to determine the preparation pulse shape that maximizes the contrast considering the magnetization temporal evolution of two samples, with no prior constraints on the preparation scheme. The fact that more degrees of freedom are considered than in previous approaches, leads to a more generic optimization, which could make the resulting contrast approach its physical limit. 25 Based on optimal control theory, it produces (T 1 , T 2 )-specific contrasts, robust to experimental variations, from which a complete pulse dictionary could be derived off-line for typical applications.
However, this approach does not optimize the pulse duration and requires prohibitive computational time to achieve sufficient robustness to large experimental variations. This limits its application to new contrast problems, its implementation on MR systems with limited authorization to apply user-defined pulses, and obscures the underlying contrast mechanism. The present article proposes a simplified scheme to compute contrast preparation pulses that aims at: (i) drastically reducing the number of optimization parameters and thus the computational time, (ii) facilitating the application of the proposed contrast preparation on any MR system by using a combination of standard RF pulses, and (iii) improving the ratio between contrast performance and preparation time. It is based on the observation that in the initial implementation, 24 the pulse shapes often consisted of a finite number of high amplitude peaks when large robustness ranges were considered. It is thus proposed to optimize only a finite number (N) of RF pulses, defined by their respective flip angle (α (i) ), phase (θ (i) ) and inter-pulse delay (τ (i) ), instead of optimizing the pulse complex amplitude at each time point -typically of the order of thousands of time points. This simplified scheme can be seen as a trade-off between the generic strategy with extensive degrees of freedom, and over-constrained schemes that were previously proposed. Note that other studies proposed to adapt the pulse parameterization to make the design process more efficient. [26] [27] [28] Figure 1 presents a schematic comparison of the parameterization, illustrating the drastic reduction of the number of control parameters. Using interpulse delays as optimization variables leads to a straightforward formulation of pulse duration constraints, which improves the compromise between contrast performance and preparation time. Moreover, the flip angle computation facilitates the respect of SAR restrictions and makes it easier to understand the underlying contrast mechanism. Simulation results show that the simplified implementation with N = 3 (i.e. only 9 optimization parameters) introduces only a limited performance loss compared to the original implementation. In vitro experiments compare the contrast obtained by optimal contrast preparation with standard T 1 or T 2 weighting protocols. It illustrates the ability of optimal contrast pulses to improve the trade-off between contrast and preparation time. In vivo experiments validate the efficiency of the proposed contrast method, by improving a non-trivial contrast between white and gray matter in a rat brain.
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| METHODS

| Optimal control pulse design
Optimal control theory (OCT), via the application of the Pontryagin Maximum Princple (PMP), 29 consists of optimizing the evolution of a given dynamic system by computing the corresponding control function. Optimality is defined with respect to a cost functional, which typically penalizes the distance to the target state, the control energy or the control time. In the context of MRI, optimal control pulse design has been applied for robust excitation and refocusing, [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] parallel transmission, [41] [42] [43] [44] [45] [46] [47] phase control, 48 and contrast optimization. 24, 25, [49] [50] [51] [52] [53] Analytic solutions of the optimal control problem can be derived for low-dimension problems, 49, 51, [54] [55] [56] [57] [58] [59] but otherwise, numerical schemes are generally used to solve robust control problems. 38, 60 In this context, the state variable is the magnetization vector of each isochromat whose evolution is governed by the Bloch equation:
with Δ B 0 the resonance offset, M 0 the equilibrium magnetization and (ω x , ω y ) respectively the x and y components (in the rotating frame of reference) of the RF pulse.
In the present study, the control field vector U is composed of (3×N) elements, with N the total number of considered pulses.
The terms (ω (i)
x , ω (i) y ) are the constant real and imaginary parts of the i-th pulse, from which the flip angle α (i) and phase θ (i) are deduced. Each i-th pulse is represented as an extremely short block pulse, that is, an instantaneous rotation by α (i) around the axis specified by θ (i) .
| Numerical resolution
The numerical resolution is based on the GRadient Ascent Pulse Engineering (GRAPE) algorithm, a gradient descent based algorithm initially introduced for Nuclear Magnetic Resonance optimal pulse design. 60, 61 Starting from an initial guess, the control field U is iteratively updated to reduce the cost function at each step, while fulfilling the constraints imposed by the PMP. The gradient calculation is based on the forward propagation of the magnetization, and the backward propagation of the adjoint state. The adjoint state has no direct physical interpretation but serves as a Lagrange multiplier in the optimization problem, to minimize the cost function while respecting the system dynamics. The PMP provides the following final boundary condition for the adjoint state
The basic version of the algorithm can be summarized in the following steps:
1. Initialization of the control field U (0) 2. Forward propagation of the magnetization ��⃗
Update of the current control field: with γ>0.
Repeat steps 2 to 4 until a convergence criterion is met
The control field update of step 4 can be improved by using more elaborate convergence schemes than a simple fixedstep gradient descent. In our implementation, a second order approximation via the implementation of a lBFGS (limited-memory Broyden-Fletcher-Goldfarb-Shanno) method is used. 62 Convergence is considered reached when the gradient norm or the step norm is below a given threshold.
In the present implementation, the control updating term ∂C ∂U , which cannot be explicitly written, is approximated using complex differentiation as suggested in. 63 The idea is to express the Taylor series expansion of a function f :ℝ n → ℝ, to which is added a small imaginary increment: which leads to the following derivative formulation, by taking the imaginary part of both sides of the equation:
The cost function derivative with respect to each control term can thus be written as:
Using Equation (2) as a derivative expression significantly reduces the approximation error when small values of h are used. 63 In subsequent simulations, h is set to 10 −10 .
| Cost function
The cost function is defined with respect to the magnetization of two isochromats a and b: ��⃗ M (a) and ��⃗ M (b) , whose relaxation times differ. The cost function is designed to maximize the difference between the magnetization norm of both samples at the end of the control time t f . It leads to a pulse sequence that optimizes the final state discrimination based on the relaxation time difference of both samples. In addition, off-resonance effects due to both magnet imperfections and magnetic susceptibility effects have to be considered for B 0 -robust control, because they induce large disparities in the magnetization trajectories. The problem is thus extended so that a given number of frequency offsets for each element: a j and b j with j = {1,…,J}, are simultaneously controlled. The choice of the range and sampling rate of the frequency intervals are discussed in next section.
An additional control time penalization term is added in order to favor time-minimal solutions. It is expressed as the sum of the optimized post-pulse delays τ (i) . The cost function, which arbitrarily maximizes and minimizes the signal respectively coming from elements a and b, is thus defined as:
The term β balances the influence of the control time penalization. This cost function decreases when ‖ ��⃗ M b (t f )‖ tends to 0, and ‖ ��⃗ M a (t f )‖ tends to 1 (considering normalized magnetization vectors). Note that the cost function given in Equation (3) does not force all magnetization trajectories to end on the z-axis, as is expected from a preparation pulse. In particular, it was noticed that when T 1 differences are not used to create the contrast, the magnetization trajectories terminate in the transverse plane. In this case, a slight change is applied to the cost function:
The absolute value is used for |M b z | to avoid the situation where M b z ends at (00−1)′ and M a z ends at (000)′, which would invert the targeted contrast. Equation (4) is not used as the default cost function because it does not explicitly control the final transverse magnetization components, and leads to a less smooth convergence which slows down the computation.
| Implementation details
The optimization of a preparation sequence depends on β. Simultaneously finding the optimal value of β, together with minimizing the cost function of for example, Equation (3), is not a straightforward problem because of the inter-dependency of the optimization variables. In practice, the sequence optimization is decomposed into a two-step process. First, a number of candidate sequences are computed for a range of β values. Secondly, the best sequence (i.e. the optimal β) is chosen with respect to a given criterion. One could rationally choose to maximize a ratio of the form:
with c(β) the normalized contrast, TR = t f + t d with t d the detection time including excitation, detection and relaxation. This expression considers the square-root dependency of the contrast-to-noise ratio (CNR) efficiency with the total acquisition time, which is proportional to TR.
The resonance offset range is set in order to fully include the limits of a pre-acquired B 0 field map. In all following applications, the robustness interval is set to [−500, 500] Hz, which corresponds to [−2.5, 2.5] ppm at 4.7 T. This interval is non-uniformly sampled, in order to correlate the sampling density with the frequency offset distribution. A total of 100 points are distributed in the robustness interval.
Gradient-descent optimization schemes only guarantee local minimum convergence. Multiple initialization or prior insights on the solution can be used to approach the global minimum. Delays τ (i) are initialized to the minimum T 2 value of the samples to be contrasted. A total number of (2 N + 1 )
� initial combinations are tested, with flip angles either set to π/2 or π, and phase terms set to either 0 or π. This leads to a widely distributed set of initial parameters, that provides a coarse description, although not exhaustive, of the energy landscape. The selected initialization is the one that best minimizes the cost function after 50 iterations. The computation time, including the initialization step, is around one minute on a 8 × 2.7 GHz machine using Matlab (The MathWorks, Inc., Natick, Massachusetts, R2015a). A slightly more efficient implementation would allow online computation of robust sequences adapted to each specific application. In comparison, a pulse with similar robustness properties was computed in around 20 hours on a similar machine with the original implementation (for a total of around 2000 optimization parameters, and 200 simultaneous magnetization trajectories).
| Comparison with the original framework
The objective of this section is to compare the contrast performance of the original (oOCP) versus the simplified (sOCP) optimal contrast preparation, to evaluate the impact of reducing the number of optimization variables. A simulation experiment was performed using the same framework as in the original study. 24 In a first experiment, no resonance offsets are considered, meaning that both  and P are computed with J = 1. Figure 2A shows the sOCP contrast performance distribution on the considered range of T 2 values. Figure 2B Robust contrast performance is essential for MR acquisitions where both static field inhomogeneities and magnetic susceptibility artifacts inevitably introduce deviations from the carrier frequency. As a consequence, it is interesting to compare the performance of both schemes on a wider resonance frequency range. Figure 2C displays the sOCP B 0 -robust contrast performance, where each point of this graph represents the average magnetization difference between samples a and b over a frequency offset range of 1 kHz ([−500, 500] Hz). Comparing the resonant and the robust sOCP performances in Figure 2D shows that the sOCP contrast performance only slightly drops when a resonance frequency interval of 1 kHz is considered. This is explained by the fact that considering resonance offsets imposes the introduction of refocusing pulses which produces robust but slightly less efficient solutions. In comparison, it was noted in 24 that the oOCP contrast performance significantly dropped when a 1 kHz resonance offset range was considered. Although this performance loss was not quantified due to the prohibitive required computation time, it can be anticipated that comparable B 0 -robust contrast performances will be obtained with both oOCP and sOCP schemes. This validates the 3-pulse approximation introduced in the simplified scheme, as a valuable compromise between contrast performance, computation time and practical applicability of the preparation sequence.
| In Vitro set-up
Simplified optimal contrast pulses are validated on a phantom composed of four samples, whose resonance frequencies and proton densities are considered identical, but with different relaxation times. Samples were made with various concentrations of nickel sulfate, glycerol and distilled water in order to obtain an inhomogeneous distribution of T 1 and T 2 values (Table 1 ). They were measured using a mono-exponential fit of the water peak acquired with a localized PRESS spectroscopy sequence for different TE and TR. All four samples were immersed and sealed into a cylinder filled with agar gel to reduce magnetic susceptibility artifacts, and to avoid the formation of air bubbles. Acquisitions were carried out on a small animal 4.7 T Bruker MR system using a quadrature mouse body coil with an inner diameter of 40 mm. The optimal preparation sequence was placed before a spin-echo acquisition scheme. TR was set to 1.5 s, which is considered long enough to ensure full longitudinal magnetization recovery, and TE was set to a minimal value (6.7 ms) to acquire the signal as close as possible to the prepared state.
Optimal contrast pulses were computed for all 12 pairwise contrast possibilities. The resonance offset robustness range was set to [−500, 500] Hz. The parameter β was chosen to optimize the compromise between contrast and control time.
| In Vivo set-up
Acquisitions on an adult female rat brain were performed in accordance with the rules and regulations of the UCBL Ethics Committee on animal experimentation. Acquisitions were carried out on a small animal 4.7 T Bruker MR system using a volumetric excitation coil with a 72 mm inner diameter, and a dedicated rat brain surface reception quadrature coil. A spin-echo sequence was used with TR = 4 s, | 429 VAN REETH et al. of them having a fixed duration of 0.3 ms. Their amplitudes were set according to the optimized flip angles. Note that although 0.3 ms block pulses can no longer be considered as instantaneous rotations, it was verified numerically that this was still a valid approximation on the considered resonance offset interval [−500, 500] Hz. The targeted contrast consists in maximizing signal coming from the corpus callosum -the largest white matter brain structures (shorter T 2 )-and minimizing gray matter structures (longer T 2 ). Respective relaxation times at 4.7 T are estimated from 4 at: T w 1 , T w 2 = [1097, 58] ms, and T g 1 , T g 2 = [1353, 66] ms. The corresponding sOCP sequence was computed for a B 0 robustness range of [−500, 500] Hz, and β is empirically set to 0.08 as a good compromise between SNR and contrast performance. It has a total duration of 662 ms, and is composed of:
In comparison, the optimal TI to contrast the same structures based on T 1 differences is 1187 ms. Notice that setting TI = 662 ms would be too short for the shortest T 1 (white matter) to reach saturation and start recovering on the positive part of the M z -axis.
| Preliminary study on multiple sclerosis lesions
In order to illustrate the flexibility and the ability of the proposed framework to converge toward innovative preparation schemes, a demonstration on the problem of multiple sclerosis (MS) lesion detection is presented. In this context, the objective is to contrast white matter (WM), gray matter (GM) and cerebrospinal fluid (CSF), whose relaxation times at 3T are taken from the literature 64 66, 67 which allows to saturate both WM and CSF based on their respective T 1 values. Using the proposed optimization with N = 4 pulses and β empirically set to 10 −3 , the following B 0 -robust scheme was derived:
The cost function used is similar as Equation (3), where the magnetization norm of the WM and CSF are minimized, and the magnetization norm of the GM is maximized. Here, the first inversion is replaced by a T 2 -prep-IR scheme, allowing the use of T 2 differences to enhance the final contrast between the targeted structures. The resulting prepared magnetization is compared with two DIR sequences that have different inversion times (TI). The standard-DIR uses two inversion times (TI 1 = 3400 ms, and TI 2 = 325 ms) as advised in the literature at 3 T. 67 The optimized-DIR is defined by computing the optimal inversion times with the proposed framework with (N = 2), and by forcing both flip angles to π-pulses (TI 1 = 3428 ms, and TI 2 = 563 ms). Figure 3 compares the contrast obtained with sOCP, T 1weighting (using optimal TI) and T 2 -weighting (using optimal TE). The x-axis represents the label of the contrasted samples, starting with the one that is maximized. For clarity purpose, only experiments involving sample 1 and short-T 2 enhancement are discussed. Note the absence of T 2 -weighted (T 2 w) data when short T 2 samples are to be maximized, emphasizing that standard T 2 -weighting can only maximize the longer T 2 sample. Three categories of results can be distinguished.
| RESULTS
| In Vitro results
| Comparable performance
In four out of seven experiments (1-2; 1-3; 1-4; 3-1), sOCP sequences lead to equivalent contrast performance and preparation time to either T 1 w or T 2 w, that is, either inversionrecovery or refocused T 2 decay. This is mostly due to the fact that samples have a rather low
ratio, for which inversion-recovery strategies are efficient. This illustrates the fact that the proposed optimization scheme is consistently able to converge toward intuitive solutions when these are optimal.
| Preparation time improvement
The second category corresponds to a situation where a pure inversion-recovery with TI = 304 ms leads to a marginally better contrast, but where a more interesting trade-off between contrast performance and preparation time can be derived. This corresponds to experiment (4-1), for which the sOCP sequence has a total duration of 256 ms and is composed of:
where each pulse is described by (α (i) ,θ (i) )
⟶. The corresponding magnetization trajectories are shown in Figure 4A . In this experiment, the T 1 recovery process is preceded by a refocused T 2 decay in the transverse plane which accelerates the overall contrast mechanism by 48 ms with respect to optimal inversion recovery. The contrast performance of both strategies is measured from the acquired in vitro image by subtracting the average raw intensity of both samples. The ideal inversion-recovery scheme ( Figure 5B ) produces a contrast that is only 0.2% higher than sOCP ( Figure 5C ). Note that this is not confirmed by visual inspection because of automatic image normalization performed by the MR interface. In order to evaluate the benefit of the initial T 2 decay in the sOCP scheme, an inversion-recovery image with TI = 256 ms is also acquired ( Figure 5D ). It produces a contrast 14% lower than sOCP, which is confirmed by visual inspection. It is expected that the improvement of the tradeoff between contrast performance and preparation time will grow for samples with shorter T 2 and longer T 1 values, as usually found for in vivo tissues.
The choice of β is key to optimize this trade-off. Figure  6 illustrates the impact of β on the contrast performance, the preparation time and the sOCP structure. For (β < 0.3), the sOCP sequence is an inversion-recovery scheme (starting at TI = 304 ms for β = 0, which corresponds exactly to the contrast-maximal experiment of Figure 5B ). For (0.1 < β < 0.3), the inversion-recovery scheme is preserved with only a marginal decrease of the inversion time. This means that, for this range of β, it is more advantageous to preserve both preparation time and contrast performance, than decreasing the inversion time at the expense of a contrast reduction. This solution can be interpreted as a critical point in the energy landscape, since further increasing β (>0.3) induces a drastic change of the solution structure, which evolves to a sequence where initial T 2 decay is used before longitudinal recovery. As β increases, the proportion of T 2 decay over T 1 recovery also grows, which decreases both contrast performance and preparation time. The dashed arrow indicates the value of β chosen for the experiment. As mentioned in earlier sections, although CNR efficiency maximization can be chosen as a criterion to automatically choose β, it can be anticipated that the optimal trade-off will highly depend on specific application constraints.
| Short-T 2 enhancement
The last result category corresponds to short-T 2 enhancement, when both samples have comparable T 1 values (experiments (2-1) and (4-3)). As mentioned earlier, standard T 2 w strategies fail to produce such a contrast. However, Figure 3 shows that sOCP succeeds to produce the desired contrast and significantly outperforms the T 1 w contrast in both amplitude and preparation time, suggesting that T 2 differences were efficiently used in the contrast mechanism. The short-T 2 enhancement ability of optimal contrast pulses was already noticed in the original OCP study. 24 Studying the magnetization trajectories in Figure 4B and C shows that the contrast mechanism first uses T 2 decay to discriminate both samples, before flipping the magnetization on the M z -axis until maximum contrast is attained. The corresponding sOCP sequences are:
( 2 ,0) 13 Acquisition results shown in Figure 7 validate the short-T 2 enhancement ability of sOCP. Figure 7 also features the results of a similar experiment performed with the MR simulator ODIN. 68, 69 A numerical phantom was defined with similar relaxation times as the actual phantom, and similar acquisition parameters were used. Notice the very close match between simulation and in vitro results, validating the accuracy of the control. A very good correspondance can also be made with the simulated M z magnitude map in the (T 2 , T 1 ) space, shown in Figure 7E and F. These maps characterize the signal distribution created by the sOCP sequence on a wide range of relaxation times, indicating the amount of signal that will be acquired once the magnetization is flipped into the transverse plane. The fact that isolevel curves are both functions of T 1 and T 2 points out that both relaxation time differences are used in the contrast mechanism. Building up on these results, the next section presents an in vivo example of short-T 2 enhancement on the rat brain. Figure 8 presents the in vivo acquisition results. Figure 8A shows a standard RARE acquisition (T 2 w with TE = 56 ms, TR = 5 s, matrix size of 256 × 256) illustrating the fact that short-T 2 structures (thalamus, corpus callosum) appear with less signal than longer-T 2 structures (hippocampus). Figure  8B displays the image acquired after the sOCP preparation.
| In Vivo results
The targeted contrast is obtained with a good relative match with the simulated intensity map displayed in Figure 8C . This map highlights the fact that the sOCP contrast mechanism saturates a region containing gray matter structures (hippocampus), while enhancing shorter T 1 and T 2 tissues (corpus callosum and thalamus). The resulting contrast is thus a combination of T 1 and T 2 differences, pointing out the ability of the sOCP scheme to adapt to various relaxation time combinations. The optimization of non-trivial contrasts involving white matter is key in actual clinical challenges such as the effect of aging or Alzheimer disease. 70 The use of sOCP in this particular context could for example improve white matter discrimination and delineation. This practical example illustrates the practical interest and the straightforward implementation of a sOCP sequence, by showing how it can be used to optimize non-trivial tailored contrast targets.
| Preliminary results on multiple sclerosis lesions
The resulting longitudinal magnetization distribution with respect to T 1 and T 2 is illustrated in Figure 9 . The resulting maps of Figure 9 illustrate the T 2 dependency of the final magnetization obtained with the proposed preparation scheme. Figure 9C shows that using T 2 decay in the preparation allows to preserve more signal for species with long T 1 and short T 2 , which by essence cannot be obtained by DIR sequences. Interestingly, this improves the discrimination of MS lesions, which have been reported to have T 1 values close to the average T 1 of gray matter at 3 T-around 1350 ms. 65 This is confirmed in Figure 9D , which compares the longitudinal signal evolution with respect to T 1 values obtained by all three preparation schemes for a fixed value of T 2 = 80 ms. Figure 9E depicts the absolute value of the longitudinal signal derivative with respect to T 1 , that is, how well structures can be discriminated in a given T 1 neighborhood. These graphs show that in the T 1 range of interest ([700, 1800] ms), the optimal preparation produces a significantly better contrast than the standard-DIR but a lower signal, and both a contrast and signal improvement compared to the optimal-DIR. In order to quantify the expected contrast gain, the absolute signal differences between lesion and white matter are derived for all three sequences: D = |M L z | − |M WM z |. Computing the relative difference between these values (e.g. (D OC −D opt DIR )/D OC ) shows that the optimal preparation produces a contrast that is 14% better than the optimal-DIR and 52% better than the standard-DIR. As a result, the optimal preparation seems to offer an advantageous compromise between contrast and SNR, with similar preparation times as typical DIR sequences. Note that it also preserves the synergistic effect of long T 1 and T 2 , which was pointed out as a significant advantage of STIR and DIR sequences over FLAIR sequences. 71, 72 Although a clinical study would have to be performed to validate the benefit of the proposed preparation scheme, it still points out the flexibility of the optimization framework to improve the contrast in non-trivial situations. Its impact is expected to grow for intricate contrast targets involving numerous species, for which intuitive solutions are unlikely to be the most efficient.
| DISCUSSION AND CONCLUSION
This article presents a rigorous framework for the design of optimal contrast preparation sequences. A finite number of flip angles, phase terms and inter-pulse delays are optimized in order to maximize the prepared contrast based on relaxation time differences. The optimization method is based on optimal control theory which efficiently controls the magnetization evolution throughout the contrast preparation. Simulation and in vitro results emphasize the valuable compromise offered by the proposed scheme between contrast performance, computation time and practical applicability of the preparation sequence. A remarkable match between simulated and acquired MR images is obtained, validating the choice of the optimization model and the problem definition. Static field inhomogeneities can be incorporated in the proposed framework, which is validated by the simulation and acquisition of various contrasts, where a major interest is noticed for short-T 2 enhancement. This is illustrated by obtaining a non-trivial in vivo contrast between gray and white matter on a rat brain, where the corpus callosum, despite its shortest T 2 , is clearly enhanced compared to the surrounding gray matter tissues such as the hippocampus or the neocortex. As a potential application, preliminary results on the detection of multiple sclerosis lesions are discussed. Simulations show that optimal preparation sequences improve the resulting contrast compared to double inversion recovery schemes that are typically used in this context.
Additional comments can be added on specific aspects of this study. First of all, prior knowledge of the targeted relaxation times is required, and can either be obtained from the abundant literature for a large variety of tissues, or by T 1 /T 2 quantification as was performed in this paper. Although sOCP sequences are tuned to contrast specific 
F I G U R E 9 Comparison between DIR sequences with different inversion times and the proposed preparation scheme. A-C: Absolute
normalized longitudinal magnetization with respect to T 1 and T 2 . These maps illustrate the T 2 signal dependency introduced by the proposed scheme, which allows to produce more signal than DIR schemes for species with long T 1 and short T 2 values. D-E: Comparison of the absolute longitudinal signal evolution D, and the absolute longitudinal signal derivative with respect to T 1 E, for a fixed value of T 2 = 75 ms. It illustrates the efficient compromise offered by the optimal preparation between the resulting contrast and amount of signal relaxation times, there is a certain tolerance for estimation errors as can be seen by the smoothness of the signal maps in Figures 7E, F and 8C . This also means that tissues with comparable relaxation times can not be well-contrasted, which points out the limits of relaxation time based contrast. In this case, other discriminant parameters such as proton density differences and chemical shifts could be incorporated into the proposed framework to create the desired contrast, which might result in original preparation timing and/or flip angles.
The present study assumed uniform excitation fields. B 1 variations could be compensated by adding more degrees of freedom in the optimization problem, such as increasing the number of optimized hard pulses. Using composite or adiabatic preparation pulses as initialization sequences could facilitate the convergence toward B 0 and B 1 robust optimal sequences. Moreover, more elaborate pulses than hard pulses could be chosen in a context of restricted SAR deposition.
Choosing small values of N is interesting since it reduces the number of optimization parameters, and thus the computation time. It was verified through simulations that using greater values of N than the ones chosen in the paper did not improve the contrast performance. Moreover, it can be anticipated that N will increase with the number of species to contrast. Additional algorithmic improvements could lead to even faster calculation, such as optimizing the number of considered resonance offsets (non-regular sampling, weighting each offset with respect to the static field distribution), writing a C++ version of the algorithm, or using prior knowledge on the optimal flip angles and phases.
In this study, most of the robust sOCP sequences computed for short-T 2 enhancement consisted in a refocused T 2 -preparation followed by an inversion delay, which corresponds to the T 2 -prep-IR preparation scheme. 22, 23 While this can be regarded as a result in itself, it is worth noticing that the proposed strategy: (i) provides the optimal set of delays, (ii) remains more generic in the sense that it allows to modify the structure of the preparation sequence for other contrast configurations for which the T 2 -prep-IR strategy is no longer optimal, and (iii) optimizes via β the compromise between contrast performance and preparation time.
Future work will focus on two different directions. The integration of sOCP into UTE sequences will be performed in order to improve short-T 2 enhancement performance by avoiding post-excitation contrast loss. The use of sOCP-UTE sequences could also be investigated for the visualization of ultra-short T 2 tissues (<1 ms). Finally, the current GRAPE implementation imposes that magnetization returns to the thermal equilibrium before the next TR. On-going work is being done to release this constraint and optimize a steadystate that should improve the achievable contrast-to-noise ratio per unit of time.
