Abstract-Spam is a key problem in electronic communication. Especially in large-scale email systems. Content-based filtering is one mainstream method of combating this threat in its forms, an e-mail filtering system can learn directly from a user's mail set, but the previous Content-based filtering methods are hard to find a balance between efficiency and effectiveness. Such algorithms of text categorization as Naïve Bayes, kNN, Decision Tree and Boosting can be applied in spam filtering. However, the effectiveness of Naïve Bayes is limited and it is not fit for instant feedback learning. Others algorithm such as SVM are more effective but complicated to compute. Because in a real email system a large volume of emails often need to be handled in a short time, efficiency will often be as important as effectiveness when implementing an anti-spam filtering method. So we intend to find a linear classifier to solve this problem, two online linear classifiers: the Perception and Winnow were explored for this task, which are two fast linear classifiers. The training of these two methods is online and mistake driven. Furthermore, they are suitable for feedback. We employ the two methods in three benchmark corpora, including PU1, Ling spam and 2005-Jun, the experiments in public e-mail corpus show an effective result. We conclude that the two online linear classifiers have a state-of-the-art performance for filtering spam, especially for Chinese spam emails.
I. INTRODUCTION
Electronic communication is increasingly plagued by unwanted or harmful content known as spam. The most well known form of spam is email spam, which remains a major problem for large email systems. A 1997 study [1] found that spare messages constituted approximately 10% of the incoming messages to a corporate network. Since May 2003 the amount of spam exceeded legitimate emails [2] . From China's anti-spam alliance data show that: in July 2009, spam accounted for an average total 89% [3] . Of the total e-mail on average 10 e-mails, only one is a normal e-mail, and the rest are all spam. In October of Symantec's report, China's top ten spam ranked seventh in the country of origin [4] , the report from Anti-spam center of ISC showed that the spam in Chinese take a proportion of 21.6% [5] . So we can see that how important for us to find a competitive Method to filter spam, especially Chinese spam. As we all know that the increasing volume of spam has become a serious threat not only to the Internet, but also to society. For the business and educational environment, spam has become a security issue. Spam has gone from just being annoying to being expensive and risky. The enigma is that spam is difficult to define. What is spam to one person is not necessarily spam to another. Fortunately or unfortunately, spam is here to stay and destined to increase its impact around the world. It has become an issue that can no longer be ignored; an issue that needs to be addressed in a multi-layered approach: at the source, on the network, and with the end-user. How to find an efficient spam filtering methods has always been a concerned problem by all sectors of society.
The task of spam filtering can be seen as a special problem of text classification, the text classification's duty is: in assigns under the category system, according to the text content, maps automatically in the category which it assigns. Category system generally by manpower according to application demand structure. Text classification based on content needs supervision, in the other words it needs a certain amount of good classified texts and examples, the system gains the essential information from the training text, and constructs the classifier. However, the spam filtering is not as the same as TC problem totally. According to our analysis, spam has the following three characteristics: first, in a real email system a large volume of emails often need to be handled in a short time; efficiency will often be as important as effectiveness when implementing an antispam filtering method. Second, email receivers may pay more attention to the precision than the recalled rate of the filtering system. Because they will read some spam rather than missing one important email. Third, the contents of both the legitimate and spam email classes may change dynamically over time, so the anti-spam filtering profile should be easily updatable to reflect this change in class definition.
For the above characters, an effective and efficient classifier, which can be easily and effectively updated, is the goal for anti-spam filtering. In the numerous text classification algorithms, one kind is the linear classifier, the most major characteristic this kind of approaches is the computation is simple, it can control the computing complexity in linearity range; and its training process is the mistake driven, moreover, the effect is also very good in many situations. This paper is an effort to introduce linear classifier for spam filtering task. Two online linear classifiers: the Perceptron and Winnow are investigated in our experiments. These two algorithms' computation is simple, and their speed is quick, what's more, they are quite stable, and the effect is also good. Moreover, this online mistake-driven training way is suitable for the spam filtration's immediate feedback study. When feedback, in view of each sample, if classified badly, then adjust the weights. Because Perceptron and Winnow algorithms have the above these merits, they will have the practical application value very much in the task of spam filtration, which may be used in the client side and the server to filter emails.
We employ the two methods in three benchmark corpora, including PU1, Ling spam and 2005-Jun. We design a series experiments to compare different feature selection methods, different classifiers and different corpora. The experiments in public e-mail corpus show an effective result and Perceptron and Winnow algorithms are very competitive classifiers for anti-spam filtering tasks, especially for Chinese spam filtering.
The remainder of the paper is organized as follows: Sect. 2 outlines relevant previous research in anti-spam filtering; Sect. 3 introduces the corpora we used. Sect 4 introduces the two linear classifiers used in our study: the Perceptron and Winnow, Sect. 5 describes our experiments, including details of the test collections and experimental results, and finally our conclusions and future work are given in Sect. 6.
II. RELATED WORK
The Internet is gradually becoming an integral part of everyday life. Internet usage is expected to continue growing and e-mail has become a powerful tool intended for idea and information exchange, as well as for users' commercial and social lives. Along with the growth of the Internet and e-mail, there has been a dramatic growth in spam in recent years [6] . The majority of spam solutions deal with the flood of spam. However, it is amazing that despite the increasing development of antispam services and technologies, the number of spam messages continues to increase rapidly.
Spam filtering is able to control the problem in a variety of ways. Identification and spam removal from the e-mail delivery system allows end-users to regain a useful means of communication. Anti-spam filtering is a popular problem in academic circles. Several proposals have been applied to filter spam emails, include technical, economic and legal methods [9] . Currently, machine learning for spam classification is an important research issue at present. The success of machine learning techniques in text categorization has led researchers to explore learning algorithms in spam filtering [7] [8] . The mainly machine learning methods can be divided into rule-based and statistical-based methods. The former obtains the people understandable explicit rule; the latter often promotes the result through some kind of computation expression. Essentially, the statistical-based method may regard as one kind of exceptional case of rule-based methods, but the rules obtained by the statistical-based method are the implicit rules which are not understood easily by human. No matter rule-based method or statistics method, the whole system will experiences from the training to the filtration process. It concludes the corresponding spam rule (including explicit rule or implicit rule) through training the existing training set, and then applies the rule in the new mail determination, which will possibly add the man-machine interaction process in the actual system.
In fact the rule-based method's study process is the process of summarizing and it summaries regular information to format rules through examining each training sample. The Representative methods are Ripper [10] , PART [11] , Decision tree [12] [13] , and Rough Sets [14] . The rule-based method's principal advantage is it may produce the rules which are understandable. The shortcoming is that pure rule-based methods have not achieved high performance because spam emails cannot easily be covered by rules.
Statistical-based methods have proven more successful, and are generally adopted in mainstream work [15] . Bayesian classifiers are the most widely used method in this field. The representative figure is Sahami et al [16] and Greek scholar Androutsopoulos [17] . Sahami et al trained a Naïve Bayesian classifier on manually categorized legitimate and spare messages, reporting impressive performance on unseen messages. Following this work, Androutsopoulos et al. extended the Naïve Bayes (NB) filter proposed by Sahami et al. by investigating the effect of different number of features and training-set sizes on the filter's performance. Meanwhile, they compared the performance of NB to a memory-based approach, and they found both abovementioned methods clearly outperform a typical keyword-based filter. In addition to the Naı¨ve Bayes model, other Bayesian models have also been considered for anti-spam filtering. Androutsopoulos et al. [18] introduced a flexible Bayes model which is one kind of model for continuous valued features. Their experiments showed that the flexible Bayes model outperforms Naı¨ve Bayes.
Other machine learning methods, including Support Vector Machine (SVM) [19] , Rocchio, kNN and Boosting [20] , have also been applied in anti-spam filtering. To the best of our knowledge, few online linear classifiers have been explored in the area of spam filtering, and few experiments are carried on Chinese corpora. These reasons motivate us to explore the application of online linear classifiers to the task of Chinese anti-spam filtering. The raw data set removed all html tags in the body part and kept only the plain text part of each message, but it remained the 'Content-type' header unchanged (it may be useful),but in our experiment, we removed the 'Contenttype' header also. In another word, the Chinese corpora we used in our experiment are pure composed by Chinese characters.
The PU1 corpus consists of 481 spam messages and 618 legitimate messages, which are all real private personal emails. Because of privacy problems, these messages have been transformed to an ''encrypted'' version prior to distribution, in which the words are encoded with integers. Unfortunately, this transformation also limits the potential to explore language based filtering techniques.
The Ling-Spam corpus was built up in a different way. The 481 spam messages are the same as the spam messages of PU1, but the 2,412 legitimate messages were collected from a freely accessible newsgroup, Linguist list. Thus Ling-Spam has no privacy problem and is not encrypted. Because the legitimate messages of LingSpam are more domain topic-specific than those of PU1, Ling-Spam is more appropriate for spam filtering of a topic-specific newsgroup. [17] IV. THE PERCEPTRON [21] AND WINNOW [22] According to whether the decision surface in the feature space is a hyperplane or not, classifiers can be divided into two categories: linear classifiers and nonlinear classifiers. The most widely used classifiers are linear models. A linear classifier represents each class The Perceptron algorithm is an example of a weightupdate linear classifier which is proposed by Rosenblatt [21] in the late 1950s and early 1960s. Winnow is an alternate algorithm introduced by Littlestone [23] in the late 1980s. The basic idea of both of these classifiers is to update the vector w driven by classification errors and both of them are the kind of linear classifier, which is the most widely used classifiers, follows are the detailed description of two algorithms.
A. The Perceptron Algorithm
One of the oldest algorithms used in machine learning is an online algorithm for learning a linear threshold function called the Perceptron Algorithm. For simplicity, we'll use a threshold of 0, so we're looking at learning functions like: . That is, every time we make a mistake, the dot-product of our weight vector with the target increases by at least γ.
Proof: if x was a positive example, then we get . Now, all we need to do is use the fact that 
C. The comparison of two classifiers
The difference between the winnow and Perceptron is in how they increment the weights. The Perceptron algorithm adds a positive constant to each of them, whereas Winnow multiplies each of them by a constant that is larger than one. Similarly, if the prediction was right, the parameters will not be changed, else the weights of i w with are decremented either by subtracting a constant or dividing by a constant. We call choosing these parameters tuning to adjust the performance of the algorithms.
Because the two classifiers can both update the vector w driven by classification errors, which is why they are called error-driven [24] methods.
V. EXPERIMENTAL RESULTS

A. Feature selection
Training set contains a large vocabulary, and if each of it is considered as a feature then there will be a series of problems: fist of all, the dimension of the vectors will be enormous, which would add a huge burden to the calculation, while occupying a huge storage room and slowing down the processing speed. Secondly, a large part of the vocabulary actually has nothing to do with the classes, thus it is not helpful for the classification. We, therefore, have to decrease the dimensions of the vectors, and choose only the representative ones as the feature.
So firstly we pre-process the text by eliminating those "stop words" that are not essential to the classification. ) (t P represents the probability of term t appearing in the training document set. The larger the MI, the more likely that word and class will co-occur. It is also known as the Kullback-Leibler divergence, which reflects the divergence between the probability distribution of text genres and that of which with the appearance of a certain word, the bigger the divergence, the more influential such a word is towards the text classification. In our experiments each document d is represented with a binary vector( 1 
+ =
F1 combines recall and precision into a single measure and is frequently used in TC. Accuracy is widely used in many previous anti-spam filtering studies. However, we believe that it is greatly affected by the class distribution. For example, if the number of legitimate messages is much bigger than that of spam messages, the accuracy will not be greatly affected by spam messages. In other words, the accuracy may be very high even though the spam filtering performance is very poor due to the skew distribution. So the F1 measure is mainly used in our experiments, but accuracy results are included for comparison with existing work.
C. Experiment result
We performed four sets of experiments using 2005-Jun data set ("Chinese" in the Figures), the PU1 and LingSpam test corpora. The parameters of the classifiers were set to the same values for each test corpora for each classifier. All of the experiments were performed using tenfold cross validation, where each corpora was equally divided into ten parts, nine of them were used for training, while the other part was used for testing.
In the first set different feature selection methods were compared. In the second set different corpora were compared under the same classifier, here is Winnow and Perceptron respectively. The relationship between the number of features and the performance was also investigated. The third set of experiments focused on the performance in the three classifier in the same corpora. Three methods were tested in 2005-Jun data set, Lingspam and PU1 respectively. In the last set of experiments, we list all composite indicators in the Table1 to indicate the recalled rate, accuracy and precision in 3 corpora with 3 methods.
1) Experiments with different feature selection
Our first experiments used different feature selection approaches for both the Perceptron and Winnow in three corpora. Three feature selection approaches were applied: MI, 2 χ statistic and RE. The top-k words with the highest MI, 2 χ statistic and RE were selected as the final features. We then changed the number of features k. The range variations were divided into two parts. In the first part, k varied from 10 to 200 by 10, and then from 200 to 800 by 50; in the second part, it varied from 500 to 15,000 by 500.
From Figure 2 . we can see that for both the Perceptron From the Figure 3 . and Figure 4 . we can see that when the number of the feature selected increases, the performance of three corpora also increases. But that the F1 performance only increases slowly compared to the increase in the size of the feature numbers. When the number of feature is below 200, PU1 outperformed than the other 2 corpora. However, when the feature numbers is above 200, Chinese corpora has the best performance no matter using the Winnow classifier or the Percetron.
3) Different classified methods in the same corpora
In the third set of experiments, we investigated the performance of the three classified methods in the some corpora. we can see that when the number of features is small, Naı¨ve Bayes performs comparably to the Perceptron and Winnow filters, but that when the number of features increases, the performance of Naı¨ve Bayes falls, while the performance of the Perceptron and Winnow increase and then, as shown previously (see Figure 5 . ), become very stable as the number of features increases. A reasonable explanation for this behavior is that anti-spam filtering is a task with many irrelevant features, but Naı¨ve Bayes cannot perform very well if many irrelevant features are considered to estimate the probabilities. However, from Figure 5 . , we can see clearly that the Perceptron and Winnow can handle such conditions very well.
Here we can also conclude that, in the Chinese corpora, when the feature number is below 300, the Perceptron method outperformed a little better than Winnow, however, with the number of the feature increased, the F1 value remains stable, which means the two methods reaches the same level of effective. 4) All the composite indicators of the three methods in three corpora From TABLE I, we can see the composite indicators clearly, the Winnow algorithm shows the best performance in Accuracy. No matter in English corpora or Chinese corpora, two linear classifiers show a better efficiency and effectiveness than classic Naïve bayes algorithm. Finally, every index in Chinese corpora all outperforms than that in English. So we can see the advantage of the two linear classifier than other classifier, they outperformance than the classic classifiers and are more suitable to finish Chinese spam filtering task.
VI. CONCLUSION AND FUTURE WORK
Though our experiment data above, we can see that the two classifiers outperformed than other previous filtering approaches in filtering performance, computation complexity and some other indexes. So we concluded as follows: 1. The experimental results show that both the Perceptron and Winnow are more suitable to handle the Chinese corpora. Obviously, when compared with the two set of English corpora, the result on Chinese corpora is much better. 2. It was also shown that theoretical and implementation computational complexities of these two classifiers are very low, and they can very easily be adaptively updated. Especially on the Chinese corpora. 3. Experimental results show that these two classifiers outperform existing methods for spam filtering and they are very fast and suitable for real use.
Certainly, we also see much future work to do, for example, though we got a great performance in Chinese corpora, we can't give a reasonable for this phenomena, maybe there is some special characteristics in Chinese language itself we didn't find yet, and another problem is the contents of both the legitimate and spam email classes may change dynamically over time in a real spam filtering system, so the anti-spam filtering profile should be easily updatable to reflect this change in class definition. We may consider building dynamical corpora for filtering task. Other work is currently focused on developing a benchmark corpora for Chinese spam email filtering.
