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Abstract
Let (Σ, g) be a compact Riemannian surface. Let ψ, h be two smooth functions on Σ with∫
Σ
ψdvg , 0 and h ≥ 0, h . 0. In this paper, using a method of blowup analysis, we prove
that the functional
Jψ,h(u) = 1
2
∫
Σ
|∇gu|2dvg + 8π
1∫
Σ
ψdvg
∫
Σ
ψudvg − 8π log
∫
Σ
heudvg (1)
is bounded from below in W1,2(Σ, g). Moreover, we obtain a sufficient condition under which
Jψ,h attains its infimum in W1,2(Σ, g). These results generalize the main results in [9] and [25].
Keywords: Trudinger-Moser inequality, variational method, blowup analysis, Kazdan-Warner
equation
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1. Introduction and main results
Let (Σ, g) be a compact Riemannian surface. Let ψ, h be two smooth functions on Σ. In the
celebrated paper [9], Ding-Jost-Li-Wang studied the functional Jψ,h in W1,2(Σ, g) when ψ ≡ 1
and h > 0. Using a method of blowup analysis, they obtained a sufficient condition ((8) with
ψ ≡ 1) under which J1,h attains its infimum in W1,2(Σ, g).
In this paper, we shall generalize Ding-Jost-Li-Wang’s work [9]. Precisely, we prove the
following:
Theorem 1. Let (Σ, g) be a compact Riemannian surface. Let ψ be a smooth function on Σ
satisfying
∫
Σ
ψdvg , 0. For any u ∈ W1,2(Σ, g) we have∫
Σ
eudvg ≤ CΣ exp
{
1
16π ||∇gu||
2
2 + u˜
}
,
where u˜ = 1∫
Σ
ψdvg
∫
Σ
ψudvg and CΣ is a positive constant depending only on (Σ, g).
Email address: zhuxiaobao@ruc.edu.cn (Xiaobao Zhu)
Preprint submitted to *** September 24, 2018
Let Gy(x) be the Green function which satisfies∆gGy(x) = 8π
(
ψ(x)∫
Σ
ψdvg
− δy(x)
)
, x ∈ Σ,∫
Σ
ψGydvg = 0.
(2)
In a normal coordinate system around y, Gy(x) has the expression
Gy(x) = − 4 log r + Ay + b1r cos θ + b2r sin θ
+ c1r
2 cos2 θ + 2c2r2 cos θ sin θ + c3r2 sin2 θ + O(r3), (3)
where r(x) = dist(x, y) is the distance function from x to y on (Σ, g).
To prove Theorem 1, we consider the perturbed functional
Jψ,hǫ (u) =
1
2
∫
Σ
|∇gu|2dvg + 8π(1 − ǫ) 1∫
Σ
ψdvg
∫
Σ
ψudvg − 8π(1 − ǫ) log
∫
Σ
heudvg (4)
for ǫ ∈ (0, 1). In view of the classical Trudinger-Moser inequality (c.f. Lemma 4 below), ∀ǫ ∈
(0, 1), ∃ uǫ ∈ W1,2(Σ, g), such that Jψ,hǫ (uǫ) = infu∈W1,2(Σ,g) Jψ,hǫ (u) and uǫ satisfies the Euler-
Lagrange equation
∆guǫ = 8π(1 − ǫ)
 ψ∫
Σ
ψdvg
− he
uǫ∫
Σ
heuǫ dvg
 . (5)
Without distinguishing sequence and its subsequences, there are two possibilities:
(i). If uǫ has a uniform bound in W1,2(Σ, g) (i.e., a bound does not depend on ǫ), then uǫ converges
to some u0 in W1,2(Σ, g) and u0 attains the infimum of Jψ,h in W1,2(Σ, g).
(ii). If ||uǫ ||W1,2(Σ,g) → ∞ as ǫ → 0, one calls uǫ blows up, we shall prove that
inf
u∈W1,2(Σ,g)
Jψ,h(u) ≥ −8π − 8π logπ − 4π max
y∈Σ\Z
(
2 log h(y) + Ay
)
, (6)
where Z = {y ∈ Σ : h(y) = 0} and Ay is a smooth function on Σ defined in (3). Combining the
results in (i) and (ii) one proves Theorem 1.
When uǫ blows up, we construct a blowup sequence {φǫ }ǫ>0 (c.f. (46)). By a direct calculation
one obtains (56), letting ǫ → 0 we have
inf
u∈W1,2(Σ,g)
Jψ,h(u) ≤ lim
ǫ→0
Jψ,h(φǫ) = −8π − 8π logπ − 4π max
y∈Σ\Z
(
2 log h(y) + Ay
)
. (7)
Combining (6) and (7) we have
Theorem 2. Let (Σ, g) be a compact Riemannian surface. Let Jψ,h, Jψ,hǫ and uǫ be defined in (1),
(4) and (5) respectively. If uǫ blows up, then we have
inf
u∈W1,2(Σ,g)
Jψ,h(u) = −8π − 8π logπ − 4π max
y∈Σ\Z
(
2 log h(y) + Ay
)
,
where Ay is defined in (3).
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In view of (56), if one has (8) below, then we have Jψ,h(φǫ) < infu∈W1,2(Σ,g) Jψ,h(u) for suf-
ficiently small ǫ > 0. Then Theorem 2 tells us that no blowup happens, so Jψ,h achieves its
infimum at some function u ∈ W1,2(Σ, g). Precisely, we obtain the following existence theorem.
Theorem 3. Let (Σ, g) be a compact Riemannian surface, Kg be its Gaussian curvature. Let ψ, h
be two smooth functions on Σ with
∫
Σ
ψdvg , 0 and h ≥ 0, h . 0. Denote Z = {y ∈ Σ : h(y) = 0}.
Suppose 2 log h(y) + Ay attains its supremum in Σ \ Z at p. Let b1(p) and b2(p) be the constants
in the expression (3). In a normal coordinate system around p we write ∇gh(p) = (k1(p), k2(p)).
If
∆gh(p) + 2 [b1(p)k1(p) + b2(p)k2(p)]
> −
4π
 ψ(p)∫
Σ
ψdvg
+ 1
 + (b21(p) + b22(p)) − 2Kg(p)
 h(p), (8)
then the infimum of the functional Jψ,h in W1,2(Σ, g) can be attained at some u ∈ C∞(Σ) which
satisfies
∆gu = 8π
 ψ∫
Σ
ψdvg
− he
u∫
Σ
heudvg
 . (9)
There are three motivations for the study of this paper:
Motivation 1. Ding-Jost-Li-Wang [9] studied existence of the Kazdan-Warner equation ∆gu =
8π − 8πheu on a compact Riemannian surface with volume 1. First, they used a variational
method to derive a lower bound for J1,h in W1,2(Σ, g); Then, they construct a blowup sequence
{φǫ}ǫ>0 to display that no blowup happens and obtained a sufficient condition ((8) with ψ ≡ 1)
for the existence of the Kazdan-Warner equation (c.f. [14]). Our first motivation is to generalize
these results, see Theorems 1 and 3.
Motivation 2. Let (Σ, g) be a compact Riemannian surface, Kg be its Gaussian curvature. The Li-
ouville energy of metric g˜ = eug with respect to metric g is represented as Lg (˜g) =
∫
Σ
|∇gu|2dvg +
4
∫
Σ
Kgudvg. When (Σ, g) is a topological two sphere with volume 4π and bounded curvature Kg,
Chen-Zhu [8] proved that Lg(˜g) is bounded from below in W1,2(Σ, g). Their proof is analytic,
does not rely on the uniformization theorem and the Onofri inequality. In fact, this problem is
equivalent to prove that J1,1 is bounded from below in W1,2(Σ, g). Our second motivation is gen-
eralize Chen-Zhu’s result to general Riemannian surfaces. This is our major motivation.
Motivation 3. Yang and the author [25] weakened the condition h > 0 in [9] to h ≥ 0, h . 0.
Our third motivation is study existence of the generalized Kazdan-Warner equation (9) under this
condition.
We refer the readers to [20, 23, 15, 19, 3] and references therein for more relevant works.
Concluding remark: In this paper, we shall follow closely the lines of [9] and [25]. We
would like to point out two things: First, in the proof of Theorem 1 when we estimate the integral∫
Σ
|∇guǫ |2dvg, we divide it into two parts∫
BRrǫ (xǫ )
|∇gu|2dvg &
∫
Σ\BRrǫ (xǫ )
|∇gu|2dvg
3
instead of three parts∫
BRrǫ (xǫ )
|∇gu|2dvg &
∫
Bδ(xǫ )
|∇gu|2dvg &
∫
Σ\Bδ(xǫ )
|∇gu|2dvg
in [9], which can simplify the proof of Theorem 1. Second, when uǫ blows up, Ding-Jost-Li-
Wang [9] proved that
inf
u∈W1,2(Σ,g)
J1,h(u) ≥ −8π − 8π logπ − 4πmax
y∈Σ
(
2 log h(y) + Ay
)
.
we say more about this point. In fact, we shall prove in Theorem 2 that
inf
u∈W1,2(Σ,g)
Jψ,h(u) = −8π − 8π logπ − 4π max
y∈Σ\Z
(
2 log h(y) + Ay
)
for a general smooth ψ satisfies
∫
Σ
ψdvg , 0, where Z = {y ∈ Σ : h(y) = 0}.
Some main notations:
• u¯ = 1
Volg(Σ)
∫
Σ
udvg • u˜ =
1∫
Σ
ψdvg
∫
Σ
ψudvg
• X˜ =
{
u ∈ W1,2(Σ) : u˜ = 0
}
• Z = {y ∈ Σ : h(y) = 0}
• || · ||p =
(∫
Σ
| · |pdvg
)1/p
, Lp − norm on (Σ, g)
• Jψ,h(u) = 1
2
∫
Σ
|∇gu|2dvg + 8π
1∫
Σ
ψdvg
∫
Σ
ψudvg − 8π log
∫
Σ
heudvg
• Jψ,hǫ (u) =
1
2
∫
Σ
|∇gu|2dvg + 8π(1 − ǫ) 1∫
Σ
ψdvg
∫
Σ
ψudvg − 8π(1 − ǫ) log
∫
Σ
heudvg
The paper is organized as follows: In Section 2, we give three key inequalities. The proof of
Theorem 1 is given in Section 3. In Sections 4 and 5, we divide the proof of Theorem 3 into two
parts: h > 0 and h ≥ 0, h . 0.
Throughout this paper, we use C to denote a positive constant and its changes from line to
line. We do not distinguish sequence and its subsequences in this paper.
2. Three key inequalities
In this section, we present three key inequalities which are very important in the following
study.
2.1. The Trudinger-Moser inequality on a compact Riemannian surface
Lemma 4. ([11, 9]) Let (Σ, g) be a compact Riemannian surface. For any u ∈ W1,2(Σ, g) we
have ∫
Σ
eudvg ≤ CΣ exp
{
1
16π ||∇gu||
2
2 + u¯
}
, (10)
where u¯ = 1Volg(Σ)
∫
Σ
udvg and CΣ is a positive constant depending only on (Σ, g).
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For improvements of the above Trudinger-Moser inequality, we refer the readers to Adimurthi-
Druet [1], Yang [21, 22], Lu-Yang [16], Wang-Ye [18], Yang-Zhu [24], Tintarev [17] and the
author [26].
2.2. The Poincare´ type inequality
Lemma 5. Let (Σ, g) be a compact Riemannian surface. Let ψ be a smooth function on Σ satis-
fying
∫
Σ
ψdvg , 0. Assume q > 1, then for any u ∈ W1,q(Σ, g) we have(∫
Σ
|u − u˜|qdvg
)1/q
≤ CΣ
(∫
Σ
|∇gu|qdvg
)1/q
(11)
where u˜ = 1∫
Σ
ψdvg
∫
Σ
ψudvg and CΣ is a positive constant depending only on (Σ, g).
Since the proof of Lemma 5 is completely analogous to the case that ψ is a constant, we omit
it here and refer the readers to Theorem 2.10 in [13].
2.3. The Sobolev-Poincare´ type inequality
Lemma 6. Let (Σ, g) be a compact Riemannian surface. Let ψ be a smooth function on Σ with∫
Σ
ψdvg , 0. Assume p ≥ 1, then for any u ∈ W1,2(Σ, g) we have(∫
Σ
|u − u˜|pdvg
)1/p
≤ CΣ
(∫
Σ
|∇gu|2dvg
)1/2
.
where u˜ = 1∫
Σ
ψdvg
∫
Σ
ψudvg and CΣ is a positive constant depending only on (Σ, g).
Proof. The proof is standard. Suppose not, there exists a sequence of functions {un}∞n=1 ⊂
W1,2(Σ, g) such that (∫
Σ
|un − u˜n|pdvg
)1/p
≥ n
(∫
Σ
|∇gun|2dvg
)1/2
.
Let
vn =
un − u˜n(∫
Σ
|un − u˜n|pdvg
)1/p .
Easily check can find that
||vn||p = 1, ||∇gvn||2 ≤
1
n
, v˜n = 0.
By Lemma 5 we have
||vn||2 ≤ C.
So
||vn||W1,2(Σ,g) ≤ C.
Therefore,
vn ⇀ v0 weakly in W1,2(Σ, g),
vn → v0 strongly in Lq(Σ, g) (∀q ≥ 1). (12)
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By the lower semi-continuous property of ||∇g · ||22 one knows ||∇gv0||22 = 0, so v0 is a constant.
From (12), we have
v˜0 = 0 (13)
and
||v0||p = 1. (14)
Since v0 is a constant, (13) tells us that v0 ≡ 0. This is a contraction with (14). This ends the
proof of the lemma.
3. Proof of Theorem 1
In this section, we shall derive the lower bound of Jψ,h. As a consequence, we shall prove
Theorem 1.
Since Jψ,hǫ (u + c) = Jψ,hǫ (u) and Jψ,h(u + c) = Jψ,h(u) for any ǫ ∈ (0, 1), c ∈ R and any
u ∈ W1,2(Σ, g), we have
inf
u∈X˜
Jψ,hǫ (u) = inf
u∈W1,2(Σ,g)
Jψ,hǫ (u), inf
u∈X˜
Jψ,h(u) = inf
u∈W1,2(Σ,g)
Jψ,h(u),
where X˜ =
{
u ∈ W1,2(Σ) : u˜ = 0
}
. Therefore, we can without loss of generality assume that
uǫ ∈ X˜. There are two possibilities:
Case a). ||∇guǫ ||2 ≤ C.
Since uǫ ∈ X˜, by the Poincare´ inequality (11) we know uǫ is bounded in W1,2(Σ, g). Then we
may assume
uǫ ⇀ u0 weakly in W1,2(Σ, g),
uǫ → u0 strongly in Lp(Σ, g), ∀p ≥ 1. (15)
This together with the Trudinger-Moser inequality (10) and the Ho¨lder inequality leads to∫
Σ
h (euǫ − eu0 ) dvg =
∫
Σ
h
∫ 1
0
d
dt e
u0+t(uǫ−u0)dtdvg
=
∫ 1
0
∫
Σ
heu0+t(uǫ−u0)(uǫ − u0)dvgdt
→ 0 as ǫ → 0. (16)
From (15) and the Ho¨lder inequality we have∫
Σ
ψ(uǫ − u0)dvg → 0 as ǫ → 0. (17)
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The lower semi-continuous of ||∇g · ||22 together with (15)-(17) gives us
inf
u∈X˜
Jψ,h(u) ≥ lim inf
ǫ→0
inf
u∈X˜
Jψ,hǫ (u) = lim inf
ǫ→0
Jψ,hǫ (uǫ) ≥ Jψ,h(u0).
That is to say, u0 ∈ X˜ attains the infimum of Jψ,h in X˜ and satisfies (9). The elliptic regularity
theory implies that u0 ∈ C∞(Σ). The proof of Theorems 1 and 3 terminates in this case.
Case b). ||∇guǫ ||2 → +∞ as ǫ → 0.
Though the L2-norm of the gradient of uǫ is infinity, we have
Lemma 7. For any 1 < q < 2, ||∇guǫ ||q ≤ C.
Proof. Let q′ = q/(q − 1) > 2, by equation (5) we have
||∇guǫ ||q ≤ sup
||ζ ||W1,q′ (Σ)≤1,
∫
Σ
ζdvg=0
∫
Σ
∇guǫ∇gζdvg
= sup
||ζ ||W1,q′ (Σ)≤1,
∫
Σ
ζdvg=0
∫
Σ
8π(1 − ǫ)
− ψ∫
Σ
ψdvg
+
heuǫ∫
Σ
heuǫ dvg
 ζdvg
≤ C,
where in the last inequality we have used the Sobolev embedding W1,q′ (Σ, g) →֒ C0(Σ).
Denote λǫ =
∫
Σ
heuǫdvg. We have
Lemma 8. lim infǫ→0 λǫ > 0.
Proof.
Jψ,hǫ (uǫ) = inf
u∈X˜
Jψ,hǫ (u) ≤ Jψ,hǫ (0) ≤ −8π(1 − ǫ) log
∫
Σ
hdvg. (18)
If lim infǫ→0 λǫ = 0, then up to a subsequence we have
Jψ,hǫ (uǫ) =
1
2
∫
Σ
|∇guǫ |2dvg − 8π(1 − ǫ) log λǫ → +∞
as ǫ → 0, which contradicts (18). This ends the proof of Lemma 8.
Let cǫ = maxΣ uǫ = uǫ(xǫ). Suppose xǫ → p as ǫ → 0, then
Lemma 9. cǫ → +∞ as ǫ → 0. Furthermore, we have λ−1ǫ ecǫ → +∞ as ǫ → 0.
Proof. Multiplying both sides of the equation (5) by uǫ and integrating both sides on (Σ, g), we
have ∫
Σ
|∇guǫ |2dvg ≤ 8π(1 − ǫ)cǫ . (19)
This implies cǫ → +∞ as ǫ → 0 since ||∇guǫ ||2 → +∞ as ǫ → 0.
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By Lemmas 4 and 5 one has
λǫ =
∫
Σ
heuǫdvg ≤C exp
{
1
16π ||∇guǫ ||
2
2 + u¯ǫ
}
≤C exp
{(
1
16π + δ
)
||∇guǫ ||22 +Cδ
}
. (20)
Substituting (19) into (20) and choosing δ = 1+2ǫ32π(1−ǫ) , then
λ−1ǫ e
cǫ ≥ Ce 14 cǫ → +∞ as ǫ → 0.
This ends the proof of Lemma 9.
Choosing a local coordinate system (U, z) around p, which satisfies z(p) = 0. Let rǫ =√
λǫe
−cǫ/2 and define
ϕǫ(x) = uǫ(z(xǫ) + rǫ x) − λǫ , x ∈ BR(0) ⊂ z(U).
Then in BR(0),
∆gϕǫ (x) =8π(1 − ǫ)
ψ(z(xǫ) + rǫ x)∫
Σ
ψdvg
r2ǫ − h(z(xǫ) + rǫ x)eϕǫ (x)

:= fǫ (x).
We have the following asymptotic phenomenon of uǫ near the blowup point p.
Lemma 10.
ϕǫ (x) → ϕ0(x) = −2 log(1 + πh(p)|x|2) (21)
in C1loc(R2) as ǫ → 0.
Proof. Since fǫ ∈ L∞(BR(0)), by Theorem 9.15 in [12] we can consider the equation ∆gϕ
1
ǫ (x) = fǫ(x), x ∈ BR(0),
ϕ1ǫ |∂BR(0) = 0.
Let ϕ2ǫ = ϕǫ − ϕ1ǫ , then ∆gϕ2ǫ = 0. Since ϕǫ ≤ 0, fǫ is bounded in BR(0). The elliptic esti-
mates together with W2,p0 (BR(0)) →֒ C(BR(0)) give supBR(0) |ϕ1ǫ | ≤ C. Because ϕǫ 6 0, we have
sup
BR(0) ϕ
2
ǫ 6 C. The Harnack inequality yields that supB R
2
(0) |ϕ2ǫ | 6 C, because ϕ2ǫ (0) is bounded.
Therefore sup
B R
2
(0) |ϕǫ | 6 C.
By the elliptic estimates, we can show that ϕǫ(x) → ϕ0(x) in C1loc(R2) as ǫ → 0, where ϕ0(x)
satisfies 
∆R2ϕ0 = −8πh(p)eϕ0,
ϕ0(0) = 0,∫
R2
h(p)eϕ0dx ≤ 1.
By Chen-Li’s classification theorem [6] we know
ϕ0(x) = −2 log
(
1 + πh(p)|x|2
)
.
This is the end of the proof of Lemma 10.
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Away from the blowup point p, we have
Lemma 11. For any Ω ⊂⊂ Σ \ {p}, we have ||uǫ ||L∞(Ω) ≤ C.
Proof. Let Ω ⊂⊂ Σ \ {p}. We choose another two compact sets Ω1 and Ω2 in Σ \ {p} such that
Ω ⊂⊂ Ω1 ⊂⊂ Ω2 ⊂⊂ Σ \ {p}. Calculating directly, one knows in Lemma 10
lim
R→+∞
lim
ǫ→0
λ−1ǫ
∫
BRrǫ (xǫ )
heuǫdvg =
∫
R2
h(p)eϕ0dx = 1. (22)
Then by (22) one has
lim
R→+∞
lim
ǫ→0
λ−1ǫ
∫
Σ\BRrǫ (xǫ )
heuǫ dvg = 0. (23)
So we have
lim
ǫ→0
λ−1ǫ
∫
Ω2
heuǫdvg = 0. (24)
Assume u1ǫ be the unique solution of ∆gu
1
ǫ = −8π(1 − ǫ)λ−1ǫ heuǫ in Ω2,
u1ǫ = 0 on ∂Ω2.
(25)
From (24) and Theorem 1 in [4] one knows that for some q ∈ (1, 2), we have∫
Ω2
eq|u
1
ǫ |dvg ≤ C. (26)
It follows that in (25) one has
||u1ǫ ||Lq(Ω2) ≤ C.
Let u2ǫ = uǫ − u1ǫ . Then ∆gu2ǫ = 8π(1 − ǫ)ψ/
∫
Σ
ψdvg in Ω2. It follows from the interior
Lp-estimates (c.f. Theorem 8.17 in [12]) and Lemma 7 that
||u2ǫ ||L∞(Ω1) ≤C||u2ǫ ||Lq(Ω2)
≤C
(
||uǫ ||Lq(Ω2) + ||u1ǫ ||Lq(Ω2)
)
≤C
(
||∇guǫ ||Lq(Σ) + ||u1ǫ ||Lq(Ω2)
)
≤C. (27)
By combining (26) and (27) we have∫
Ω1
epuǫ dvg =
∫
Ω1
epu
1
ǫ epu
2
ǫ dvg ≤ C.
Using the standard elliptic estimates to equation (25), one obtains
||u1ǫ ||L∞(Ω) ≤ C.
Thus,
||uǫ ||L∞(Ω) ≤ C. (28)
This ends the proof of Lemma 11.
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Remark 12. In fact, one can show that uǫ → Gp in C1loc(Σ \ {p}) as ǫ → 0, like in [9]. However,
we do not need this fact, so we omit it here.
To complete the proof of Theorem 1, we still need a lower bound for uǫ away from the
maximum point xǫ .
Similar to [9], we have the following lemma by the maximum principle.
Lemma 13. For any fixed R > 0, let rǫ =
√
λǫe
−cǫ/2
. Then for any y ∈ Σ \ BRrǫ (xǫ), we have
uǫ(y) − Gxǫ (y) ≥ −cǫ + 2 logλǫ − 2 log π − 2 log h(p) − Ap + oǫ(1) + oR(1),
where oǫ(1) → 0 as ǫ → 0 and oR(1) → 0 as R → +∞.
Proof. By (5) and (2), we have for any y ∈ Σ \ BRrǫ (xǫ)
∆g
(
uǫ −Gxǫ
)
= −8πǫ ψ∫
Σ
ψdvg
− 8π(1 − ǫ)λ−1ǫ heuǫ .
Notice that one needs to deal with the term −8πǫψ/
∫
Σ
ψdvg which sign is unknown. Employing
the trick introduced by Chen-Zhu (c.f. Lemma 3.5 in [8]), we define
ψ′ =

ψ∫
Σ
ψdvg
, if ψ∫
Σ
ψdvg
≤ 0,
φ
ψ∫
Σ
ψdvg
, if ψ∫
Σ
ψdvg
> 0,
where φ(x) ∈ [0, 1] is a measurable function on Σ such that
∫
Σ
ψ′dvg = 0. Assume ∆gζ = ψ′ on
Σ. Then ζ is bounded on Σ. Consider the function uǫ −Gxǫ + 8πǫζ, we have
∆g
(
uǫ −Gxǫ + 8πǫζ
)
= −8πǫ
 ψ∫
Σ
ψdvg
− ψ′
 − 8π(1 − ǫ)λ−1ǫ heuǫ ≤ 0, y ∈ Σ \ BRrǫ (xǫ).
Lemma 10 together with (3) tells us that(
uǫ −Gxǫ + 8πǫζ
) ∣∣∣∂BRrǫ (xǫ ) = −cǫ + 2 logλǫ − 2 logπ − 2 log h(p) − Axǫ + oǫ(1) + oR(1).
Then by the maximum principle we know
uǫ − Gxǫ + 8πǫζ ≥ −cǫ + 2 logλǫ − 2 log π − 2 log h(p) − Axǫ + oǫ(1) + oR(1).
Since ζ is bounded and Axǫ → Ap as ǫ → 0, we have
uǫ − Gxǫ ≥ −cǫ + 2 logλǫ − 2 log π − 2 log h(p) − Ap + oǫ(1) + oR(1).
This ends the proof of the lemma.
We are now ready to estimate Jψ,hǫ (uǫ) from below and give the proof of Theorem 1.
Proof of Theorem 1. Recall that rǫ =
√
λǫe
−cǫ/2
, for any fixed R > 0, we have∫
Σ
|∇guǫ |2dvg =
∫
Σ\BRrǫ (xǫ )
|∇guǫ |2dvg +
∫
BRrǫ (xǫ )
|∇guǫ |2dvg. (29)
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From Lemma 10 one knows∫
BRrǫ (xǫ )
|∇guǫ |2dvg =
∫
BR(0)
|∇R2ϕ0|2dx + oǫ(1)
=16π log
(
1 + πh(p)R2
)
− 16π + oǫ(1) + oR(1). (30)
By the equation of uǫ (c.f. (5)) we have∫
Σ\BRrǫ (xǫ )
|∇guǫ |2dvg = −
∫
Σ\BRrǫ (xǫ )
uǫ∆guǫdvg −
∫
∂BRrǫ (xǫ )
uǫ
∂uǫ
∂n
dsg
=8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
uǫheuǫdvg
− 8π(1 − ǫ)∫
Σ
ψdvg
∫
Σ\BRrǫ (xǫ )
ψuǫdvg −
∫
∂BRrǫ (xǫ )
uǫ
∂uǫ
∂n
dsg. (31)
Lemma 13 leads to
8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
uǫheuǫdvg
≥8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
Gxǫ heuǫdvg − 8π(1 − ǫ)λ−1ǫ
(
cǫ − 2 logλǫ
) ∫
Σ\BRrǫ (xǫ )
heuǫ dvg
+ 8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
(
−2 log π − 2 log h(p) − Ap + oǫ(1) + oR(1)
)
heuǫdvg. (32)
From (5) and (2) one has
8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
Gxǫheuǫ dvg
=
∫
Σ\BRrǫ (xǫ )
Gxǫ
−∆guǫ + 8π(1 − ǫ) ψ∫
Σ
ψdvg
 dvg
=
8π∫
Σ
ψdvg
∫
BRrǫ (xǫ )
uǫψdvg −
8π(1 − ǫ)∫
Σ
ψdvg
∫
BRrǫ (xǫ )
Gxǫψdvg
+
∫
∂BRrǫ (xǫ )
Gxǫ
∂uǫ
∂n
dsg −
∫
∂BRrǫ (xǫ )
uǫ
∂Gxǫ
∂n
dsg. (33)
It also follows from (5) that
− 8π(1 − ǫ)λ−1ǫ
(
cǫ − 2 logλǫ
) ∫
Σ\BRrǫ (xǫ )
heuǫ dvg
=
(
cǫ − 2 log λǫ
) ∫
∂BRrǫ (xǫ )
∂uǫ
∂n
dsg −
(
cǫ − 2 logλǫ
) 8π(1 − ǫ)∫
Σ
ψdvg
∫
Σ\BRrǫ (xǫ )
ψdvg. (34)
It follows from (23) that
8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
(
−2 logπ − 2 log h(p) − Ap + oǫ(1) + oR(1)
)
heuǫdvg = oǫ(1). (35)
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Inserting (33)-(35) into (32) one obtains that
8π(1 − ǫ)λ−1ǫ
∫
Σ\BRrǫ (xǫ )
uǫheuǫ dvg
≥ 8π∫
Σ
ψdvg
∫
BRrǫ (xǫ )
uǫψdvg −
8π(1 − ǫ)∫
Σ
ψdvg
∫
BRrǫ (xǫ )
Gxǫψdvg
+
∫
∂BRrǫ (xǫ )
Gxǫ
∂uǫ
∂n
dsg −
∫
∂BRrǫ (xǫ )
uǫ
∂Gxǫ
∂n
dsg
+
(
cǫ − 2 log λǫ
) ∫
∂BRrǫ (xǫ )
∂uǫ
∂n
dsg
− (cǫ − 2 log λǫ) 8π(1 − ǫ)∫
Σ
ψdvg
∫
Σ\BRrǫ (xǫ )
ψdvg + oǫ(1). (36)
Substituting (36) into (31) we have∫
Σ\BRrǫ (xǫ )
|∇guǫ |2dvg ≥
8π∫
Σ
ψdvg
∫
BRrǫ (xǫ )
uǫψdvg −
8π(1 − ǫ)∫
Σ
ψdvg
∫
BRrǫ (xǫ )
Gxǫψdvg
+
∫
∂BRrǫ (xǫ )
Gxǫ
∂uǫ
∂n
dsg −
∫
∂BRrǫ (xǫ )
uǫ
∂Gxǫ
∂n
dsg
+
(
cǫ − 2 logλǫ
) ∫
∂BRrǫ (xǫ )
∂uǫ
∂n
dsg
− (cǫ − 2 logλǫ) 8π(1 − ǫ)∫
Σ
ψdvg
∫
Σ\BRrǫ (xǫ )
ψdvg
+
8π(1 − ǫ)∫
Σ
ψdvg
∫
BRrǫ (xǫ )
ψuǫdvg −
∫
∂BRrǫ (xǫ )
uǫ
∂uǫ
∂n
dsg + oǫ(1). (37)
Lemma 10 tells us that ∫
BRrǫ (xǫ )
uǫψdvg = oǫ(1). (38)
From (3) one knows ∫
BRrǫ (xǫ )
Gxǫψdvg = oǫ(1). (39)
Using Lemmas 10 and 13, one has
−
∫
∂BRrǫ (xǫ )
∂uǫ
∂n
(
uǫ −Gxǫ + cǫ − 2 logλǫ
) dsg
≥ 8π
2h(p)R2
1 + πh(p)R2
(−2 logπ − 2 log h(p) − Axǫ ) + oǫ(1) + oR(1)
= − 16π logπ − 16π log h(p) − 8πAp + oǫ(1) + oR(1). (40)
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In view of (21) and (3) we have
−
∫
∂BRrǫ (xǫ )
uǫ
∂Gxǫ
∂n
dsg = −
(
cǫ − 2 log(1 + πh(p)R2) + oǫ(1)
)
(−8π + O(Rrǫ))
=8πcǫ − 16π log(1 + πh(p)R2) + oǫ(1) + oR(1). (41)
It is clear that by Lemmas 8 and 9
− (cǫ − 2 logλǫ) 8π(1 − ǫ)∫
Σ
ψdvg
∫
Σ\BRrǫ (xǫ )
ψdvg = −8π(1 − ǫ) (cǫ − 2 logλǫ) + oǫ(1). (42)
Therefore, by inserting (38)-(42) into (37) we obtain∫
Σ\BRrǫ (xǫ )
|∇guǫ |2dvg ≥ − 16π logπ − 16π log h(p) − 8πAp
+ 8πǫcǫ − 16π log(1 + πh(p)R2)
+ 16π(1 − ǫ) log λǫ + oǫ(1) + oR(1). (43)
Substituting (30) and (43) into (29) one has
Jψ,hǫ (uǫ) =
1
2
∫
Σ
|∇guǫ |2dvg − 8π(1 − ǫ) log λǫ
≥ − 8π − 8π logπ − 8π log h(p) − 4πAp
+ 4πǫcǫ + oǫ(1) + oR(1) (44)
Letting ǫ → 0 first, and then R → +∞ in (44), we have
inf
u∈W1,2(Σ,g)
Jψ,h(u) = lim
ǫ→0
Jψ,hǫ (uǫ) ≥ −8π − 8π logπ − 8π log h(p) − 4πAp
≥ −8π − 8π logπ − 4π max
y∈Σ\Z
(
2 log h(y) + Ay
)
. (45)
Then Theorem 1 follows directly. 
4. Proof of Theorem 3—Part I: h > 0
In this section, we shall construct a blowup sequence {φǫ}ǫ>0 with
Jψ,h(φǫ) < −8π − 8π logπ − 4πmax
y∈Σ
(
2 log h(y) + Ay
)
for sufficiently small ǫ. This is a contradiction with (45), so no blowup happens, then we are in
the position of Case a) and the proof terminates. In fact, our proof also shows that, if Jψ,h has no
minimizer in W1,2(Σ, g), then
inf
u∈W1,2(Σ,g)
Jψ,h(u) = −8π − 8π logπ − 4πmax
y∈Σ
(
2 log h(y) + Ay
)
.
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Proof of Theorem 3—Part I: h > 0. Suppose that 2 log h(p) + Ap = maxy∈Σ
(
2 log h(y) + Ay
)
.
Let r = dist(x, p). Denote
β(r, θ) =Gp −
(
−4 log r + Ap + b1r cos θ + b2r sin θ
)
=c1r
2 cos2 θ + 2c2r2 cos θ sin θ + c3r2 sin2 θ + O(r3).
We define
φǫ =

−2 log
(
r2 + ǫ
)
+ b1r cos θ + b2r sin θ + log ǫ, r ≤ α
√
ǫ,(
Gp − ηβ(r, θ)
)
+Cǫ + log ǫ, α
√
ǫ ≤ r ≤ 2α√ǫ,
Gp +Cǫ + log ǫ, r ≥ 2α
√
ǫ,
(46)
where η ∈ C10
(
B2α√ǫ (p)
)
is a cutoff function satisfying η ≡ 1 in Bα√ǫ(p) and |∇gη| ≤ Cα√ǫ ,
Cǫ = −2 log α2+1α2 − Ap, α = α(ǫ) satisfying α → ∞ and α
√
ǫ → 0 as ǫ → 0 will be determined
later.
We denote by (r, θ) the chosen normal coordinate system around p. We write g = dr2 +
g2(r, θ)dθ2. It is well-known that
g(r, θ) = r − Kg(p)6 r
3
+ O(r4). (47)
Using (47) and calculating directly, we have∫
Σ
|∇gφǫ |2dvg =16π log
α2 + 1
α2
− 16π log ǫ − 16π + 16π 1
1 + α2
+ 8πAp +
16
3 πK(p)ǫ log(α
2
+ 1) + O
(
α4ǫ2 log(α2ǫ)
)
(48)
and ∫
Σ
heφǫ dvg =πh(p) α
2
α2 + 1
[
1 +
1
α2 + 1
− 16 K(p)
α2 + 1
α2
ǫ log
(
α2 + 1
)
+
1
4
a2 + 1
α2
(
b21 + b22
)
ǫ log
(
α2 + 1
)
− 1
4
α2
α2 + 1
(
b21 + b22
)
ǫ log
(
α2ǫ
)
− 1
2
α2
α2 + 1
(c1 + c3 − 13 K(p))ǫ log
(
α2ǫ
)
+
1
4
α2 + 1
α2
∆gh(p)
h(p) ǫ log
(
α2 + 1
)
− 1
4
α2
α2 + 1
∆gh(p)
h(p) ǫ log
(
α2ǫ
)
+
1
2
α2 + 1
α2
k1b1 + k2b2
h(p) ǫ log
(
α2 + 1
)
− 1
2
α2
α2 + 1
k1b1 + k2b2
h(p) ǫ log
(
α2ǫ
)]
+ O
(
α4ǫ2
)
+ O(ǫ). (49)
We refer the readers to pages 241 and 245 in [9] for the details of calculation of (48) and (49).
Suppose that
ψ(x) − ψ(p) =l1r cos θ + l2r sin θ + l3r2 cos2 θ + 2l4r2 sin θ cos θ + l5r2 sin2 θ + O(r3)
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in Bδ(p) for a small δ > 0.
Direct computations tell us that∫
Bα√ǫ (p)
(ψ − ψ(p))
(
−2 log(r2 + ǫ) + b1r cos θ + b2r sin θ
)
dvg = O
(
α4ǫ2 log(α2ǫ
)
and ∫
Bα√ǫ (p)
(
−2 log(r2 + ǫ) + b1r cos θ + b2r sin θ
)
dvg
= − 2πα2ǫ log
(
(α2 + 1)ǫ
)
− 2πǫ log
(
α2 + 1
)
+ 2πα2ǫ + O
(
α4ǫ2 log(α2ǫ
)
.
So ∫
Bα√ǫ (p)
ψφǫdvg =ψ(p)
[
−2πα2ǫ log
(
(α2 + 1)ǫ
)
− 2πǫ log
(
α2 + 1
)
+ 2πα2ǫ
]
+ log ǫ
∫
Bα√ǫ (p)
ψdvg + O
(
α4ǫ2 log(α2ǫ
)
. (50)
We have∫
Σ\Bα√ǫ (p)
ψ
(
(Gp − ηβ(r, θ)) +Cǫ + log ǫ
)
dvg
=
∫
Σ\Bα√ǫ (p)
ψGpdvg −
∫
B2α√ǫ (p)\Bα√ǫ (p)
ψηβ(r, θ)dvg + (Cǫ + log ǫ) ∫
Σ\Bα√ǫ (p)
ψdvg. (51)
By a direct calculation, one has∫
Σ\Bα√ǫ (p)
ψGpdvg = −
∫
Bα√ǫ (p)
ψGpdvg
= −
∫
Bα√ǫ (p)
(ψ − ψ(p)) Gpdvg −
∫
Bα√ǫ (p)
ψ(p)Gpdvg
= − ψ(p)
(
−2πα2ǫ log
(
α2ǫ
)
+ 2πα2ǫ + πApα2ǫ
)
+ O
(
α4ǫ2 log(α2ǫ
)
(52)
where we have used ∫
Bα√ǫ (p)
ψdvg = πψ(p)α2ǫ + O
(
α4ǫ2
)
.
Meanwhile we have
−
∫
B2α√ǫ (p)\Bα√ǫ (p)
ψηβ(r, θ)dvg = O
(
α4ǫ2
)
. (53)
Inserting (52) and (53) into (51), we have∫
Σ\Bα√ǫ (p)
ψφǫdvg = − ψ(p)
(
−2πα2ǫ log
(
α2ǫ
)
+ 2πα2ǫ + πApα2ǫ
)
+ (Cǫ + log ǫ)
∫
Σ\Bα√ǫ (p)
ψdvg + O
(
α4ǫ2 log(α2ǫ
)
. (54)
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Combining (50) and (54), we have∫
Σ
ψφǫdvg =
∫
Bα√ǫ (p)
ψφǫdvg +
∫
Σ\Bα√ǫ (p)
ψφǫdvg
=
∫
Σ
ψdvg
log ǫ − 2 log α2 + 1α2 − A(p) − 2π ψ(p)∫
Σ
ψdvg
ǫ log(α2 + 1)

+ O
(
α4ǫ2 log(α2ǫ
)
. (55)
Then by (48), (49) and (55) one has
Jψ,h(φǫ) =12
∫
Σ
|∇gφǫ |2dvg + 8π
1∫
Σ
ψdvg
∫
Σ
ψφǫdvg − 8π log
∫
Σ
heφǫ dvg
= − 8π − 8π logπ − 4πAp − 8π log h(p)
− 16π2
 ψ(p)∫
Σ
ψdvg
− 1
4π
Kg(p)
 ǫ log (α2 + 1) + 16π2
(
1 − 1
4π
Kg(p)
)
ǫ log
(
α2ǫ
)
− 2πα
2
+ 1
α2
(
b21 + b
2
2
)
ǫ log
(
α2 + 1
)
+ 2π
α2
α2 + 1
(
b21 + b
2
2
)
ǫ log
(
α2ǫ
)
− 2πα
2
+ 1
α2
∆gh(p)
h(p) ǫ log
(
α2 + 1
)
+ 2π α
2
α2 + 1
∆gh(p)
h(p) ǫ log
(
α2ǫ
)
− 4πα
2
+ 1
α2
k1b1 + k2b2
h(p) ǫ log
(
α2 + 1
)
+ 4π α
2
α2 + 1
k1b1 + k2b2
h(p) ǫ log
(
α2ǫ
)
+ O
(
ǫ log(α2 + 1)
α2
)
+ O
(−ǫ log(α2ǫ)
α2
)
+ O
((
ǫ log(α2 + 1)
)2)
+ O
((
−ǫ log(α2ǫ)
)2)
+ O
(
1
α4
)
+ O
(
α4ǫ2
)
+ O(ǫ),
where we have used Proposition 3.2 in [9], i.e., c1 + c3 + 23 Kg(p) = 4π. By choosing α =(
ǫ log(− log ǫ))−1/4, we have
Jψ,h(φǫ) = − 8π − 8π logπ − 4πAp − 8π log h(p)
− 16π2
12
 ψ(p)∫
Σ
ψdvg
+ 1
 − 14πKg(p) + b
2
1 + b
2
2
8π +
∆gh(p)
8πh(p) +
k1b1 + k2b2
4πh(p)
 ǫ(− log ǫ)
+ o(ǫ(− log ǫ)). (56)
So if (8) is satisfied, by (56) we have
Jψ,h(φǫ) < −8π − 8π logπ − 4πmax
y∈Σ
(
2 log h(y) + Ay
)
for sufficiently small ǫ > 0. This ends the proof of Theorem 3 when h > 0. 
5. Proof of Theorem 3—Part II: h ≥ 0, h . 0
In this section, we shall deal with the situation that h ≥ 0 and h . 0 on Σ and end the proof
of Theorem 3. The idea comes from our paper [25].
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First, we need the following concentration lemma, which can be seen as a generalization of
one on S 2 proved by Chang-Yang [5] and one on a general compact Riemannian surface proved
by Ding-Jost-Li-Wang [10].
Proposition 14. Let (Σ, g) be a compact Riemannian surface. Let ψ be a smooth function on Σ
satisfying ∫
Σ
ψdvg , 0. Given a sequence of u j ∈ W1,2(Σ, g) with
∫
Σ
eu j dvg = 1 and
1
2
∫
Σ
|∇gu j|2dvg + 8π
1∫
Σ
ψdvg
∫
Σ
ψu jdvg ≤ C.
Then either
(i) there exists a constant C0 > 0 such that
∫
Σ
|∇gu j|2dvg ≤ C0 or
(ii) there exists a subsequence which is also denoted by u j concentrates at a point p ∈ Σ, i.e.,
for any r > 0,
lim
j→∞
∫
Br(p)
eu j dvg = 1.
To prove Proposition 14, one needs the following ”distribution of mass” lemma, which can
be seen as a generalization of one proved by Aubin [2] (see also [7]).
Lemma 15. Let (Σ, g) be a compact Riemannian surface. Let ψ be a smooth function on Σ
satisfying
∫
Σ
ψdvg , 0. Let Ω1 and Ω2 be two subsets of Σ satisfying dist(Ω1,Ω2) ≥ ǫ0 > 0 and
α0 ∈ (0, 1/2). For any ǫ ∈ (0, 1), there exists a constant C = C(ǫ, ǫ0, α0) such that∫
Σ
eudvg ≤ C exp
{
1
32π(1 − ǫ) ||∇gu||
2
2 + u˜
}
holds for any u ∈ W1,2(Σ, g) satisfying∫
Ω1
eudvg∫
Σ
eudvg
≥ α0 and
∫
Ω2
eudvg∫
Σ
eudvg
≥ α0. (57)
Proof. Let φ1, φ2 be two smooth functions on Σ such that
0 ≤ φi ≤ 1, φi ≡ 1, for x ∈ Ωi, i = 1, 2
and supp φ1 ∩ supp φ2 = ∅. It suffices to show that for u ∈ W1,2(Σ, g), u˜ = 0, (57) implies∫
Σ
eudvg ≤ C exp
{
1
32π(1 − ǫ) ||∇gu||
2
2
}
. (58)
We can assume without loss of generality that ||∇g(φ1u)||2 ≤ ||∇g(φ2u)||2. Then by (57) and
Theorem 1, one has ∫
Σ
eudvg ≤
1
α0
∫
Ω1
eudvg ≤
1
α0
∫
Σ
eφ1udvg
≤ C
α0
exp
{
1
16π ||∇g(φ1u)||
2
2 + φ˜1u
}
≤ C
α0
exp
{
1
32π ||∇g
[(φ1 + φ2)u] ||22 + φ˜1u
}
≤C(ǫ0)
α0
exp
{
1
32π (1 + ǫ1)||∇gu||
2
2 +C(ǫ1)||u||22
}
(59)
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for some small ǫ1 > 0, where in the last inequality we have used Lemma 5 and the Cauchy’s
inequality.
Using the condition u˜ = 0 one can get rid of the term ||u||22 on the right hand side of (59).
Given small enough η > 0, there exists aη such that Volg{x ∈ Σ : u(x) ≥ aη} = η. Applying
(59) to the function (u − aη)+ = max{0, (u − aη)}, we have∫
Σ
eudvg ≤eaη
∫
Σ
e(u−aη)dvg ≤ eaη
∫
Σ
e(u−aη)+dvg
≤C exp
{
1
32π (1 + ǫ1)||∇gu||
2
2 +C(ǫ1)||(u − aη)+||22 + aη
}
, (60)
where C = C(ǫ0, α0).
By the Ho¨lder inequality and Lemma 6, we have∫
Σ
∣∣∣(u − aη)+∣∣∣2 dvg =∫
{x∈Σ: u(x)≥aη}
∣∣∣(u − aη)+∣∣∣2 dvg
≤
∫
{x∈Σ: u(x)≥aη}
∣∣∣(u − aη)+∣∣∣4
1/2 · η1/2
≤
(∫
Σ
|u|4dvg
)1/2
· η1/2
≤C
∫
Σ
|∇gu|2dvg · η1/2. (61)
By the Ho¨der inequality and Lemma 5, we have
aη · η ≤
∫
{x∈Σ: u(x)≥aη}
udvg ≤
∫
Σ
|u|dvg ≤ C
(∫
Σ
|∇gu|2dvg
)1/2
.
So
aη ≤ η
∫
Σ
|∇gu|2dvg +
C
η
. (62)
Substituting (61) and (62) into (60) and choosing ǫ1 and η sufficiently small such that
1
32π (1 + ǫ1) +C(ǫ1)Cη
1/2
+ η ≤ 132π(1 − ǫ) ,
then we obtain the inequaliaty (58). This ends the proof of Lemma 15.
Proof of Proposition 14. If (ii) does not hold, i.e., every subsequence of u j does not concen-
trate. Then for any p ∈ Σ there exists r ∈ (0, iΣ/16) such that
lim
j→∞
∫
Br(p)
eu j dvg < δ0 < 1, (63)
where iΣ is the injective radius of (Σ, g). (Note that we do not distinguish sequence and its
subsequences.)
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Since (Σ, g) is compact, there exists a finite set {(pl, rl) : l = 1, 2, ..., L} satisfying
lim
j→∞
∫
Brl (pl)
eu j dvg < δ < 1
and ⋃Ll=1 Brl(pl) = Σ.
Without loss of generality, one may assume that
lim
j→∞
∫
Br1 (p1)
eu j dvg ≥ α0 > 0
where α0 ∈ (0, δ0) is a constant.
We prove (i) must happen by contradiction. Suppose (i) not happens, i.e.,
∫
Σ
|∇gu j|2dvg is
unbounded. Then from Lemma 15 we know
lim
j→∞
∫
Σ\B2r1 (p1)
eu j dvg = 0. (64)
Choosing a normal coordinate system (x1, x2) around p1 and assuming in B16r1(p1)
1
2
|x − y| ≤ distg(x, y) ≤ 2|x − y|,
where |x − y| = distR2 (x, y).
We consider the square P1 = {|xi| ≤ 4r1 : i = 1, 2} ⊂ R2, from (64) one knows
lim
j→∞
∫
expp1 (P1)
eu j dvg = 1.
Dividing P1 into 16 equal sub-squares. Since
∫
Σ
|∇gu j|2dvg is unbounded, by Lemma 15 one gets
a square P2 which is a union of at most 9 of the equal sub-squares of P1 such that
lim
j→∞
∫
expp1 (P2)
eu j dvg = 1.
Continuing this procedure, we can obtain a sequence of square Pn. It is easy to check that
Pn → p0 as n → ∞ for some p0 ∈ Σ and
lim
j→∞
∫
Br(p0)
eu j dvg = 1
for any r ∈ (0, iΣ). This contradicts (63). The contradiction tells us that
∫
Σ
|∇gu j|2dvg is bounded,
i.e., (i) holds. This ends the proof of Proposition 14. 
Now, we are ready to prove Theorem 3 when h ≥ 0, h . 0.
Proof of Theorem 3—Part II: h ≥ 0, h . 0. Checking the proof of Theorem 3—Part I: h > 0
carefully, one will finds that the condition h > 0 is just used in solving the bubble (21). Therefore,
if h ≥ 0, h . 0, we just need to prove that the blowup (if happens) will not happen on zero point
of h.
19
In the following we assume uǫ blows up, i.e., ||∇uǫ ||2 → +∞ as ǫ → 0.
Recalling that in (5), we have uǫ ∈ C∞(Σ) ∩ X˜. Lemma 9 still holds, i.e., cǫ → ∞ as ǫ → 0.
Let Ω ⊂ Σ be a domain. If λ−1ǫ
∫
Ω
heuǫ dvg 6 12 − δ for some δ ∈ (0, 12 ), then (28) implies that
||uǫ ||L∞(Ω0) ≤ C(Ω0,Ω), ∀Ω0 ⊂⊂ Ω. (65)
Suppose xǫ → p as ǫ → 0. As we explained before, to prove Theorem 3, it suffices to prove
that h(p) > 0. For this purpose, we set vǫ = uǫ − log
∫
Σ
euǫ dvg. Then we have∫
Σ
evǫ dvg = 1, Jψ,hǫ (vǫ) = Jψ,hǫ (uǫ) (66)
and
Jψ,hǫ (uǫ) = inf
u∈X˜
Jψ,hǫ (u) ≤ Jψ,hǫ (0) = −8π(1 − ǫ) log
∫
Σ
hdvg. (67)
The Ho¨lder inequality together with Lemmas 5 and 7 tells us that
|u¯ǫ | = |˜uǫ − u¯ǫ | =
∣∣∣∣∣∣∣ 1∫
Σ
ψdvg
∫
Σ
ψ (uǫ − u¯ǫ) dvg
∣∣∣∣∣∣∣ ≤ C (68)
By Jensen’s inequality and (68), we have
v˜ǫ = − log
∫
Σ
euǫ dvg = − log Volg(Σ) − log
(
1
Volg(Σ)
∫
Σ
euǫ dvg
)
≤ − log Volg(Σ) + C
≤ C. (69)
Combining (66), (67) and (69) one obtains
1
2
∫
Σ
|∇gvǫ |2dvg + 8π˜vǫ ≤Jψ,hǫ (vǫ) + 8πǫv˜ǫ + 8π(1 − ǫ) log
∫
Σ
hevǫ dvg
≤Jψ,hǫ (uǫ) + 8πǫv˜ǫ + 8π(1 − ǫ) log max
Σ
h
≤C + 8π(1 − ǫ) log maxΣ h∫
Σ
hdvg
≤C.
Clearly, (ii) of Lemma 14 holds in this case. Hence there exists some p′ ∈ Σ such that vǫ
concentrates at p′, namely,
lim
ǫ→0
∫
Br(p′)
evǫ dvg = 1, ∀r > 0. (70)
We first claim that
h(p′) > 0. (71)
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To see this, in view of (70), we calculate∫
Σ
heuǫ dvg∫
Σ
euǫ dvg
=
∫
Σ
hevǫdvg =
∫
Br(p′)
hevǫ dvg +
∫
Σ\Br(p′)
hevǫdvg
= (h(p′) + or(1))
∫
Br(p′)
evǫdvg + oǫ(1)
= (h(p′) + or(1))(1 + oǫ(1)) + oǫ(1)
= h(p′) + or(1) + oǫ(1). (72)
Because the left hand side of (72) does not depend on r, we have by passing to the limit r → 0,∫
Σ
heuǫdvg∫
Σ
euǫ dvg
= h(p′) + oǫ(1). (73)
So by (73) and Theorem 1 we have
Jψ,hǫ (uǫ) =
1
2
∫
Σ
|∇guǫ |2dvg − 8π(1 − ǫ) log
∫
Σ
heuǫ dvg
=
1
2
∫
Σ
|∇guǫ |2dvg − 8π(1 − ǫ) log (h(p′) + oǫ(1))
− 8π(1 − ǫ) log
∫
Σ
euǫ dvg
≥1
2
∫
Σ
|∇guǫ |2dvg − 8π(1 − ǫ) log (h(p′) + oǫ(1))
− 8π(1 − ǫ) log
(
C exp
{
1
16π
∫
Σ
|∇guǫ |2dvg
})
≥ − 8π(1 − ǫ) log (C(h(p′) + oǫ(1))) . (74)
Combining (67) and (74), we obtain
−8π(1 − ǫ) log
∫
Σ
hdvg ≥ −8π(1 − ǫ) log (C(h(p′) + oǫ(1))) ,
and whence
log
∫
Σ
hdvg ≤ log
(
Ch(p′)) .
This immediately leads to (71).
Then we claim that
p′ = p. (75)
In view of (ii) of Lemma 14, there holds
∫
Ω
evǫ dvg → 0, ∀Ω ⊂⊂ Σ \ {p′}. Noting that uǫ ∈ X˜,
from (73) we have
λ−1ǫ
∫
Ω
heuǫdvg = λ−1ǫ
∫
Σ
euǫ dvg
∫
Ω
hevǫdvg ≤
maxΣ h
h(p′) + oǫ(1)
∫
Ω
evǫ dvg → 0 (76)
as ǫ → 0. Combining (65) and (76), we obtain ||uǫ ||L∞(Ω) ≤ C and thus ||vǫ − v˜ǫ ||L∞(Ω) ≤ C for any
Ω ⊂⊂ Σ \ {p′}. This together with (69) implies that vǫ(x) ≤ C for all x ∈ Ω ⊂⊂ Σ \ {p′}.
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It follows from (73) and uǫ ∈ X˜ that
λ−1ǫ
∫
Σ
euǫdvg =
1
h(p′) + oǫ(1) <
2
h(p′)
for sufficiently small ǫ > 0. Suppose p′ , p. Recalling that cǫ = uǫ(xǫ) = maxΣ uǫ and xǫ → p,
we find a domain Ω such that xǫ ∈ Ω ⊂⊂ Σ \ {p′}. Hence
cǫ − log λǫ = uǫ(xǫ) − log λǫ = vǫ(xǫ) + log
(
λ−1ǫ
∫
Σ
euǫ dvg
)
≤ C,
which contradicts Lemma 9 and concludes our claim (75). Combining (71) and (75), we obtain
h(p) > 0. The remaining part of the proof of Theorem 3 is completely analogous to Section 4,
we omit the details here. 
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