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Introduction 
Questions of environmental health confront us 
with the most complex phenomena science has 
yet attempted to analyze. Environmental sys? 
tems have geologic, physical, chemical, and 
biologic components, and these are intricately 
connected to human health, behavior, and pol? 
icy decisions. Over the past decades, the 
attempt to understand these connections has 
led to a new scientific discipline: quantitative 
risk assessment. Given the anthropocentric 
attitude of society, aspects of human health 
originally received priority among the risk 
assessment activities, but with the realization of 
the intimate connections between human and 
environmental health, interest in ecologic sys? 
tems and the environment followed quickly. 
Even though human and environmental 
risk assessments have much in common, their 
different emphases have resulted in quite dif? 
ferent philosophic and mathematical 
approaches. In human risk assessment, the 
individual receives attention, and potentially 
fatal hazards are considered along with com- 
parably less significant consequences such as 
rashes or headaches. In contrast, ecologic risk 
assessment is characterized by large numbers 
of individuals and species and their interac? 
tions, and by questions of ecosystem stability 
and diversity. Ecologic assessments often tar? 
get the survival of entire populations or the 
sustainability of an ecosystem, and individual 
deaths or illnesses are rather readily tolerated. 
Even the local extinction of populations is 
often accepted unless these populations 
belong to globally endangered species. 
Changes in ecosystem composition are moni? 
tored but are not necessarily cause for con? 
cern per se. 
Ecologic risk assessors have made great 
strides in characterizing the effects of contam? 
inants on integrated environmental systems. 
By contrast, human health risk assessors have 
traditionally tried to associate a single disease 
with a single cause, thereby ignoring the con- 
nectivity of environmental systems. Although 
the differences in goals and methods of 
human and environmental risk (or health) 
assessment are understandable, it appears that 
an integrative approach to assessing environ? 
mental hazards with respect to human and 
environmental health would be better bal- 
anced and more cost effective than two sepa? 
rate frameworks of analysis. As Olden and 
Klein (1) putit: 
Along with understanding the basic build? 
ing blocks of cellular and molecular systems 
and their interactions with environmental 
agents, we must integrate these single-sys- 
tem studies into multi-system studies. This 
effort is especially important for the study 
of environmental effects because environ? 
mental agents can affect different organs 
differently, effects can vary over time and 
with health status, and effects can be 
complicated by the multiple exposures that 
are typical ofthe human experience. 
The present review focuses exclusively on 
issues of modeling. In this context, an inte- 
grative approach, as suggested by Olden and 
Klein, requires novel strategies of merging 
various types of information from the differ? 
ent branches and hierarchical levels of envi? 
ronmental systems into comprehensive yet 
manageable mathematical structures. To this 
end, the review proposes to study the applica- 
bility of a methodologic framework, called 
canonical modeling, to integrated environ? 
mental health analyses. Canonical modeling 
was originally designed to deal with biochem? 
ical systems and was called biochemical sys? 
tems theory but later found applications far 
beyond biochemistry. The objective of this 
approach, independent of the specific applica? 
tion area, is to capture the dynamics of com? 
plex systems that are characterized by 
numerous components and large numbers of 
mostly nonlinear interactions. 
Because of their nonlinearities, complex 
systems defy the law of superposition [which 
Garfinkel (2) traces back to Julius Caesar's 
motto Divide et Impera, or Divide and 
Conquer]. Linear systems can be disassem- 
bled, their parts can be studied in isolation, 
and the subsequent reassembly of individual 
responses into an overall response is mathe- 
matically valid. In contrast, nonlinear systems 
usually lose essential characteristics when 
taken apart. An organism or ecosystem is 
much more than a disorganized mix of chem? 
icals. In nonlinear systems, superposition is 
supplanted by synergisms and antagonisms; 
overall responses are stronger, weaker, or 
entirely different than the sum of all individ? 
ual responses. This differences between linear 
and nonlinear systems is of crucial impor? 
tance because all simplifications resulting 
from studying one component at a time are 
no longer automatically justified. In fact, they 
are often invalid. 
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Before I review methodologic advances in 
addressing complex systems, it might be use? 
ful to identify what exactly it is that makes a 
system complex. The first feature is a large 
number of components. In terms of environ? 
mental issues, one might think of the thou- 
sands of organisms making up the rainforest, 
but one doesn't have to go that far. An organ? 
ism like a yeast cell is rather simple in com? 
parison to a higher animal or plant, yet it 
consists of tens of thousands of biochemical 
components. The human brain contains on 
the order of 100 billion neuronal components 
and hundreds of trillions of interconnections 
(3). The human body is composed of some 
five octillion atoms (4). Just describing, not 
even analyzing, these components poses an 
enormous bookkeeping problem that can 
only be managed by mathematical means. 
These magnitudes are the rule rather than the 
exception, leading Goldenfeld and Kadanoff 
(5) to remark almost cynically, "Everything is 
simple and neat?except, of course, the 
world." The large numbers of components 
have to be contrasted with the capacity of the 
human mind. Supported by an array of psy? 
chologic experiments, Miller (6) suggested 
that the human mind is limited to simultane- 
ously processing 7 ? 2 pieces of information. 
Clearly, that capacity unaided does not go 
very far. 
The second crucial feature of complex sys? 
tems is the ubiquitous hierarchy of processes. 
Processes occur in large numbers at different 
levels of organization and at different tempo? 
ral scales. The environment is full of exam? 
ples. One may only think of the control of 
population size, which at one level is deter? 
mined by growth rates, mortality, predation, 
immigration, and other high-level processes, 
but at a lower level also is the consequence of 
processes at the biochemical and physiologic 
levels of individuals. 
Adding to the complications caused by 
their large numbers and hierarchical organiza? 
tion, most processes governing complex sys? 
tems are nonlinear. Beyond the invalidity of 
the principle of superposition, nonlinearities 
cause two problems for any intuitive, non- 
mathematical approach. First, they create sit? 
uations that lead our thinking in terms of 
causes and effects astray. Without the aid of 
mathematical analysis, one cannot even reli- 
ably predict the effects of the simplest regula- 
tory mechanisms such as the ubiquitous 
feedback inhibition. If an input to the system 
is increased, does the output decrease 
(because ofthe inhibition)? Does it increase 
(in spite ofthe feedback)? Is it unaffected? 
Questions of this nature cannot be answered 
with intuition alone. In fact, one can show 
that qualitatively different responses in a feed? 
back loop are possible, depending on the 
numerical specifications ofthe system (7). 
In more general terms, nonlinearities 
make it difficult to find intuitive explanations 
for why systems in nature are designed the 
way they are, and it is often impossible reli- 
ably to predict the correct system response 
without a rigorous quantitative approach (8). 
For instance, it is impossible to evaluate the 
advantages of inhibition of product formation 
over activation of its degradation, even 
though both can generate the same overall 
system responses (7-9). 
The second problem caused by nonlineari? 
ties is that the qualitative types of system 
responses may depend on quantitative proper? 
ties of the system: If some parameter is within 
a certain range, the system hovers around a 
normal state; if it is less than some lower 
threshold value, the system may exhibit sus? 
tained oscillations; and when the parameter 
exceeds some higher threshold, the system may 
cease to function altogether. With numerous 
parameters having these characteristics, there is 
no possibility to understand or predict the 
effects of changes in some system components 
without a mathematical analysis (8). While the 
"lure ofthe linear" (10), with its solid theoreti? 
cal underpinnings and a great repertoire of 
powerful tools, has great appeal for the mathe- 
matician, nature simply is not linear. It is 
therefore necessary for the scientific commu? 
nity to develop germane methods of capturing 
the essence of nonlinear phenomena. 
The nonlinear character of environmental 
systems and the associated invalidity of the 
principle of superposition constitute a true 
challenge. The main philosophy of science 
over the past hundred years has been reduc- 
tionism, and since this approach implicitly 
assumes superposition, it is no longer applica? 
ble if the focus of an investigation is the inte? 
grated nature of a system. As Savageau (11) 
pointed out: 
Paradoxically, it is at the very height of its 
success that the weaknesses of this para? 
digm [of reductionism] are becoming 
apparent. We shall soon have the complete 
parts catalog of E. coli. Yet, by comparison, 
we still know little about the integrated 
system, what makes it a living cell, or how 
it will respond to novel environments, and 
to specific changes in its molecular consti- 
tution. Our knowledge is fragmented and 
descriptive; we have almost no understand? 
ing of the "design principles" that govern 
the intact biological system....We need a 
radically different approach that is able to 
elucidate quantitative and qualitative fea? 
tures of complex integrated systems. 
Summarizing the state of the art of 
reductionism, Simpson (12) concluded that 
reduction to atomic and molecular levels 
alone is neither philosophically nor practi- 
cally sufficient and that all levels of the 
biologic hierarchy have to be studied if 
biological phenomena are to be explained. 
Yates (13), a strong supporter of studying 
complexity and a proponent of an integrated 
approach to biology, found that even among 
true believers in reductionism "there is a 
residual mystery after the reduction is 
accomplished." 
The failure of reductionism to yield a true 
understanding of phenomena in nature has 
led to the advent of a paradigm shift (14) in 
scientific thinking. It has become evident that 
new laws or reconstruction have to be postu- 
lated?not laws describing parts, but laws 
capturing the responses of integrated systems 
(11). With a paradigm shift from reduction 
to reconstruction unfolding before us, one 
must ask what the new challenges are and 
what types of strategies one must devise to 
address them. Three components seem to be 
essential for accepting the challenge: a valid 
means of problem simplification, a conve- 
nient terminology, and a convenient mathe? 
matical representation for large systems. 
Simplification 
Nature itself has afforded us with different 
types of simplifications for the analysis of 
complex systems. They are based on organiza- 
tional, temporal, and spatial hierarchies (7). 
The typical organizational simplification con? 
sists of intentionally ignoring very much lower 
or very much higher levels of biologic organi? 
zation. If the relationships between an envi? 
ronmental contaminant and the prevalence of 
a disease are the focus of investigation, the 
laws of particle physics are certainly still in 
effect, but it is unnecessary and undesirable to 
represent the disease mechanisms in these 
terms. Thus, one simplification consists of 
replacing the complexity at all molecular and 
submolecular levels with some average behav? 
ior. By the same token, one is often justified 
to ignore processes at higher levels, such as 
evolution and long-term changes in climate, 
when processes at a lower level are the focus. 
In many instances, the hierarchy in orga? 
nizational levels corresponds to a hierarchy of 
time scales at which processes occur. In an 
environmental context, one could, for 
instance, differentiate quantum physical, bio? 
chemical, physiologic, developmental (with 
respect to individuals and populations), evo? 
lutionary, and geologic time scales. Limiting 
an analysis to a single time scale provides a 
significant simplification, as processes occur? 
ring at much faster speeds approach their 
steady states so fast that their dynamics are 
irrelevant, whereas processes with much 
slower rates don't change much and thus are 
essentially constant (7,15). 
Another simplification results from the 
spatial organization of natural systems. 
Species occupy niches, forming a "patchy" 
environment. This spatial heterogeneity 
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strongly affects the patterns of interactions 
between species. For instance, diseases do not 
move randomly throughout an ecosystem, 
especially if it is as big as the globe, but often 
spread in patterns that resemble directed dif- 
fusion processes or traffic patterns. At a cellu? 
lar scale, enzymes do not randomly collide 
with all kinds of proteins until they inciden- 
tally find their substrate. They are confined to 
compartments, attached to channels or sur? 
faces, or exist in complexes that service con? 
secutive steps of metabolic pathways (16-19). 
These and other natural simplifications trans- 
late directly into significant mathematical 
simplifications that can and should be 
exploited in approaches to analyzing complex 
systems (7). 
Terminology 
The second ingredient of an integrated systems 
approach is an efficient and convenient termi? 
nology. Selecting terminology is not just a cos- 
metic decision but a crucial step in the 
modeling process because it determines what 
types of questions can be asked and answered 
by the analysis. The terminology of canonical 
modeling is a subset of applied mathematics. 
One distinguishes dependent variables, inde? 
pendent variables, and parameters, and 
describes the dynamics ofthe system by formu- 
lating differential equations that describe how 
each dependent variable changes over time. 
A dependent variable represents a system 
component or a pool of components whose 
numerical value (e.g., its size or concentra? 
tion) is affected by the system and the envi? 
ronment. Typically, the values of dependent 
variables change during an experiment. In an 
age-structured population model, the depen? 
dent variables are sizes of subpopulations with 
a given age. In a toxicologic model, they may 
represent biologic reactive intermediates. 
An independent variable represents a sys? 
tem component, or a pool of components, 
that is unaffected by the system. In a popula? 
tion model, the number of immigrants of a 
given age may be an independent variable. In 
a toxicologic model, the chemical agent of 
concern may be coded as an independent 
variable. Typically, independent variables are 
constant during any given mathematical 
experiment or they change in a manner that is 
controlled by the experimentalist or the envi? 
ronment but not by the investigated system. 
A parameter quantifies some property of 
the system and is defined as an entity with a 
constant numerical value. A parameter could 
be the size of the territory occupied by the 
population or a buffered pH in an in vitro 
experiment. 
Mathematical Representation 
The standard approach to describing the 
dynamics of systems is to study the temporal 
changes in all components. To this end, one 
formulates for each dependent variable a dif? 
ferential equation, whose right-hand side has 
a valid and convenient form. The quality of 
this valid and convenient form is measured 
against several requirements. Ideally, the 
mathematical representation (model) should 
satisfy the following criteria: 
? It should capture the essence of the sys? 
tem under realistic conditions. The model 
should respond to relevant inputs the 
same way as the actual system. Ideally, the 
model would respond correctly under all 
imaginable conditions, but this would be 
too restrictive a requirement. Instead, one 
requires the model to react correctly 
under most realistic conditions. If a sys? 
tem in situ is being investigated, then in 
situ conditions should determine what 
realistic means. This relaxation of perfor? 
mance criteria has significant conse? 
quences. For instance, one may create 
experimental conditions in the lab that 
span several orders of magnitude in con? 
centrations of a contaminant and study 
the responses of select organisms. If the 
contaminant in reality only occurs in a 
limited concentration range, a mathemati? 
cal model describing the effects of the 
contaminant in the environment should 
be required to capture the responses in 
this limited range but not necessarily out? 
side this range. 
? It should be qualitatively and quantita- 
tively consistent with key observations. 
The model should offer one-to-one rela? 
tionships between actual observations and 
the mathematical representation. A good 
model should render it possible to execute 
mathematical experiments that corre- 
spond, one to one, to those executable in 
the environmental system of interest. 
? It should, in principle, allow analyses of 
arbitrarily large systems. The structure of 
environmental models should be indepen? 
dent of the size of the system. An example 
of a size-independent structure is a system 
of linear equations: The addition of a 
new variable increases the number of 
terms in each equation and requires a fur? 
ther equation, but the system is still lin? 
ear, its structure is unchanged, and all 
methods of linear analysis still apply. In 
contrast, if one adds an inhibitor to a tra? 
ditional toxicologic model, the structure 
of several rate laws is likely to change, 
and there are no clear recipes for imple- 
menting these changes. 
? It should be generally applicable. Many 
models require the investigator to know 
or assume the precise mathematical form 
of all processes of a system before the 
model can be analyzed. This requirement 
becomes very severe in environmental 
systems. A preferable modeling approach 
must allow the investigator to formulate 
model equations directly from the struc? 
ture ofthe analyzed phenomenon, i.e., 
from a diagram that shows the flow of 
material and the existence of modulations. 
? It should be characterized by measurable 
quantities. Ideally, every variable and 
every parameter should have a uniquely 
defined, measurable role and meaning. A 
system component may represent a fea- 
ture that is not traditionally measured or 
cannot be measured with today's meth? 
ods, but it should, in principle, be a mea? 
surable feature. 
? It should allow simple translation of 
results back into subject area language, be 
it toxicology, ecology, epidemiology, or 
health risk assessment. Once a mathemat? 
ical model is formulated, its analysis con? 
sists of procedures of applied mathematics 
and computer simulation, and typical 
results are expressed in mathematical ter? 
minology. A good modeling approach 
should render it easy to translate what the 
numeric or symbolic results mean in 
terms of environmental health assessment. 
? It should have a mathematical form that 
is amenable to analytic and numeric eval? 
uation. All the previous features were con? 
cerned with the appropriateness of a good 
mathematical representation. Almost as 
important is its mathematical tractability. 
There is little use for a mathematical 
model, no matter how appropriate, if one 
cannot analyze it. 
No mathematical model is known to 
combine all desired features in an ideal fash- 
ion. In many cases, a model either is mathe- 
matically very complex and accurately 
represents some set of observations or it 
allows standard mathematical analyses but 
shows deficiencies in comparison with the 
actual system. The multitude and complexity 
of processes governing environmental phe? 
nomena almost always preclude the direct use 
of traditional mechanistic models that deal 
with isolated processes. For instance, if one 
asks for the quantitative relationship between 
some environmental contaminant and the 
ultimate health effects in humans, it is obvi- 
ous that no simple algebraic function is able 
to describe this relationship. 
The only feasible alternative lies in the pru- 
dent use of approximations. Accompanying 
this switch from detailed mechanisms to 
approximations, the types of questions to be 
asked shift from individual processes toward a 
more global cooperation of system compo? 
nents. When analyzing integrated system mod? 
els, one may ask how the temporal change in 
one variable affects the concentration of the 
other variables, how the system is affected by 
changes in modulation, or why nature has 
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selected a particular mode of regulation over 
other possible modes. One may ask what types 
of perturbations an organism can tolerate or 
which components of a system are most sensi? 
tive to such perturbations. 
Among the best compromises currently 
known are models in which the interactions 
between components are represented as prod? 
ucts of power functions. These functions may 
appear to be rather unusual, but they are 
mathematically and logistically justifiable as 
well as convenient. 
Canonical Modeling 
The canonical modeling approach is based on 
key papers of Savageau (20-22) and was sub? 
sequently expanded in collaboration with sev? 
eral laboratories around the world. In most 
cases, this methodology has been applied to 
questions in biochemistry and the regulation 
of gene expression. It is adapted here to ques? 
tions of environmental health assessment. 
Several hundred articles and book chapters 
about this methodology have appeared in the 
literature. For summaries relevant in the pre? 
sent context see, for instance (23?270- 
The formulation of dynamic models for 
complex systems begins with general equa? 
tions that describe how each system compo? 
nent changes over a period of time. Although 
it is usually impossible to formulate directly 
the value of a component as an explicit func? 
tion of time, one can often determine from 
observations which processes contribute to 
the increase or augmentation of a component 
and which contribute to its decrease of deple? 
tion. If this information is translated into 
mathematical terminology, the result is a sys? 
tem of differential equations. 
For streamlined notation, suppose the 
term X?t) describes the status of a dependent 
variable, which is one that actually changes 
during the time period of interest, at a time 
point t. For n components of this type (i = 1, 
..., n) one may thus symbolically assert 
xit) = vt{XM, x2(t), x3(t),..., xn(t)] 
i= 1,2, ...,?. [1] 
The functions V; may be extremely compli? 
cated, but if we assume for a moment that we 
knew these functions and the status of the sys- 
tem at the beginning of our observation 
period, then the equation contains all possible 
information about the system. Of course, in 
reality the functions are not known. 
Nonetheless, this starting point is useful, as it 
focuses the problem of capturing the overall 
dynamics of a large system to the mathematical 
characterization of clearly localized processes. 
S-Systems 
It is useful to amend Equation 1 slightly by 
splitting up the functions V^ into two 
functions each, reflecting that the change in a 
component is the balance between all 
processes of production or augmentation of 
Xt and those of degradation or depletion. The 
differential equations accounting for the com? 
bined dynamics read 
-Vr(Xx,X2,X5,...,X^ 
i=l,2,...,n. [2] 
As an alternative, one could argue that many 
processes may contribute to the production 
and to the depletion of X; and that, therefore, 
the right-hand side of the differential equa? 
tion should consist of many functions. 
Mathematically speaking, this scenario is 
already included in Equation 2, as Vf and 
Vf are not yet specified and can, in particu? 
lar, be sums of functions that each represents 
one individual reaction. However, there is a 
semantic difference between these formula? 
tions, which leads to alternate representa- 
tions, as will be discussed later. 
In addition to the dependent variables, 
whose values change over time, it is useful to 
include independent variables in the model for? 
mulation. These variables are constant for the 
duration of each experiment but may change 
from one experiment to the next. Independent 
variables are not formulated as differential 
equations, as they are constant, and the right- 
hand sides of their differential equations would 
equal zero. Nevertheless, the independent vari? 
ables are included in right-hand sides ofthe sys? 
tem equations to make their influence explicit. 
Accounting for n dependent and m indepen? 
dent variables, the general differential equations 
for the entire system are thus 
Xi = Vf(Xx,X2, ...,Xn,Xn+x,Xn+m) 
- Vf(Xx,X2, ...,Xn,Xn+x,Xn+n) 
/=1,2, ...,? [3] 
These n differential equations are called the 
system equations, or, collectively, the system 
equation, or the system description. 
Sometimes they are also referred to as 
(Kirchhoff s) node equations because they 
show some similarity to equations describing 
the flow of currents in branched electric cir- 
cuits (28). When one talks about the behavior 
or response of a system, one means the collec- 
tive change of all its constituents. 
In the mathematical formulations above, 
the system descriptions are very general, as the 
functions Vf and V[~ on the right-hand sides 
have not been specified. Identification of 
appropriate functions is the key to a successful 
systems analysis. As discussed above, there is 
no hope of finding explicit, mechanistic func? 
tions that could be used here, and because 
biologic and environmental systems are essen? 
tially always nonlinear, one comes to the con- 
clusion that Vf and Vf are to be found as 
convenient nonlinear approximations. 
In most situations, nothing really definite 
is known about the actual processes that are 
to be captured by the functions Vf and Vf, 
but for simplicity of argument it is reason? 
able to assume that they are sufficiently 
smooth (differentiable; without gaps or sharp 
corners) and positive-valued. If the latter is 
not the case, the problem can be reformu- 
lated in terms of additional functions to 
ensure positivity (29). 
The crucial concept of canonical model? 
ing is a suitable representation of Vf and Vf 
in terms of power-law functions. The deriva? 
tion of this representation follows rigorous, 
well-established methods of numerical analy? 
sis and has been discussed numerous times 
(7,20,23,27). In a nutshell, the functions and 
variables are represented in logarithmic coor- 
dinates. In this coordinate system, the func? 
tions are approximated by Taylor series, 
where only the constant and linear terms are 
retained. In other words, the functions are 
linearized in logarithmic space. The linearized 
functions are subsequently translated back 
into Cartesian coordinates. The result of this 
strategy is a representation of Vf and Vf as 
products of power-law functions in the 
dependent and independent variables: 
n+m 
Vf-OLillXj' i = l2,...,n 
n+m 
Vr^hllXj9 i = l,2,...,n [4] 
The multipliers OC; and P, in these terms are rate 
constants that characterize the flux rates 
between pools or variables. The exponents gx 
and by are called kinetic orders. Their numeri? 
cal values reflect the strengths ofthe effects that 
the corresponding variables have on a given 
flux term. A large positive value signifies a 
strong activating or augmenting effect, a nega? 
tive value signifies inhibition, and a value close 
to 0 indicates that the corresponding variable is 
not very influential in the given flux term. 
Although the representations in Equation 4 for- 
mally include all dependent and independent 
variables, it is not difficult to see that ultimately 
only those variables are included that directly 
affect the functions Vf and Vf. All other vari? 
ables have exponents of 0, which effectively 
eliminates them from the corresponding terms. 
To appreciate the interpretation of the 
exponents gx and hu as kinetic orders, recall 
the basics of elemental chemical kinetics. In a 
bimolecular reaction of the type X\ + X2 => 
X$, the production of X$ is equal to the prod? 
uct of a rate constant, k, and the two concen? 
trations of Xi and X2: 
Production of X3 = X, = kXxX2. [5] 
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If the reaction involves two molecules of Xx 
and one molecule of X2, then Xx enters the 
change equation with a power of 2, 
% = kX\X2, [6] 
and one says that the kinetic order of the 
reaction with respect to the chemical species 
Xx is 2 and that the kinetic order of the reac? 
tion with respect to the chemical species X2 is 
1. In elemental chemical kinetics, these pow- 
ers are directly interpreted as the numbers of 
molecules involved in each individual reac? 
tion, and as a consequence, these powers 
assume values like 1 and 2. In canonical mod? 
eling, they are allowed to assume any real val? 
ues. It is noted that the same type of 
formulation of associate processes as products 
of variables is also found in the famous preda- 
tor-prey models of Lotka (30) and Volterra 
(31) and their generalizations. 
At one point of choice, the operating 
point, the representations in Equation 4 are 
exactly equivalent to the original functions Vf 
and Vf if the numerical values of the rate 
constants and kinetic orders are chosen appro- 
priately. In many cases (but not necessarily), 
the operating point is chosen as a steady-state 
point, which is a point at which the system, in 
an overall sense, does not change. This point 
often consists of the nominal values of all vari? 
ables, i.e., of values that are found under nor? 
mal (steady-state) conditions in situ. Close to 
the operating point, the power-law representa? 
tions are guaranteed by Taylor's theory to be 
very accurate. Ample experience has demon? 
strated that the range of valid representation is 
often wide, sometimes spanning several orders 
of magnitude in the values of the dependent 
and independent variables (7,23,32). 
If the power-law approximations 
(Equation 4) are substituted in the general 
system description (Equation 3), the result is 
a highly structured system of differential 
equations known in the biomathematical lit? 
erature as an S-system: 





It is noted that this functional form is 
always the result, when the functions Vf and 
Vf in Equation 3 are linearized in logarith- 
mic coordinates, independent of their mathe? 
matical structure. The only pieces of 
information used in this approximation are 
the operating point and the slopes of Vf and 
Vf at this point in logarithmic coordinates. 
Just as smooth functions of one or two argu? 
ments can be approximated with a straight 
line or a plane, a realistic system can always 
be approximated by simple power-law 
functions or their multivariate products. 
A very important consequence is that the 
approximation strategy is applicable even if 
the functions Vf and Vf are unknown. This 
may be surprising at first glance but again is 
analogous to the fact that any unknown func? 
tions, as long as they are smooth (differen- 
tiable), can be locally represented by linear 
functions. If the true functions Vf and Vf are 
unknown, the numerical values of the para? 
meters in the power-law representation 
(Equations 4 and 7) are not known, but the 
structure of the equations is always the same. 
Consequently, this structure can be formu- 
lated without knowledge of the original func? 
tions and is based solely on information about 
which variables directly affect Vf and Vf. 
Examples 
Example 1. Consider the system in Figure 1 
with only one dependent and two indepen? 
dent variables. In this system, X2 is supplied 
by the experimenter at a constant rate. The 
independent component X2 is converted into 
X\, which is subsequently degraded. The 
degradation is inhibited by X$. Even though 
X3 is inside the system, it is considered an 
independent variable because the dynamics of 
X\ does not change the value of X^. X$ is sim- 
ply sending a signal, but there is no flow of 
material. 
Because there is only one dependent vari? 
able, the S-system contains only one equa? 
tion. The mathematical description in 
symbolic form thus reads 
X2 = const. 
X3 = const. [8] 
Without further information, the values of 
the parameters and the (constant) indepen? 
dent variables X2 and X3 are unknown. It is 
known, though, that only /?13 is negative, as it 
represents an inhibitory effect. The remaining 
kinetic orders g\2 and hu, as well as the rate 
constants 0^ and pj, are positive. 
Example 2. This example may be consid? 
ered an expansion of the previous example in 
which X2 is now a dependent variable whose 
production is also under investigation. 
Specifically, X2 is the product of a reaction 
Figure 1. An externally supplied substrate X2 is con? 
verted into X] and subsequently degraded. X3 inhibits 
the degradation. 
that uses X4 as substrate and is activated by Xx 
and inhibited by Xy A graphical representa- 
tion is given in Figure 2. The single equation 
of the previous example is augmented with an 
equation describing the dynamics of X2. The 
symbolical system description is 
X = aXu-?>iXiUX315 
X2 = a.X^X^X*24 -%Xh222 
X$ = const. 
X4 = const. [9] 
Again, one deduces from the structure of the 
system that hx$ and gX2 are negative, as they 
represent inhibitory effects; all other parame? 
ters are positive. Furthermore, the numerical 
values of gX2 and h22 are equal, as are the val? 
ues of ax and p2> because the degradation of 
X2 and the production of Xx are identical. 
With typical numerical specifications cho? 
sen for illustrative purposes, the system may 
read 
Xx = 2X2 -l.2X^X~l X{(0) = 2 
X2 = 2X*AXlxXf 
- 
2X2 X2(0) = 0.1 
^ = 0.5 
XA=\. [10] 
The dynamics of the system is shown in 
Figure 3. It is obtained by numerically solv- 
ing the differential equations in [10] with a 
general all-purpose solver like a Runge-Kutta 
or Gear algorithm or with specific algo- 
rithms for canonical models [e.g., PLAS 
(httpillcorreio.cc.fc. ul.pt/*aenflplas.html); see 
also Voit(27)]. 
Alternate Canonical Models 
If the model is set up in a fashion where the 
right-hand sides contain several functions and 
not just one Vf and one Vf, the same type of 
power-law approximation may be applied to 
each function. For instance, the kh. equation 
ofthe general system description could be 
Figure 2. The diagram of Figure 1 is expanded to 
include X2 as a dependent variable whose production 
is modulated by X3 and an additional independent 
variable, X4. 
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Figure 3. Dynamics of X\ and X2 in the example 
depicted in Figure 2 and formulated in Equation 10. Xy 
initially undershoots but ultimately reaches a level 
higher than at the beginning of the experiment. X2 
shows a simple monotonic increase. 
where each function Vf or Vf may depend 
on several or all of the dependent and inde? 
pendent variables X\, ..., Xn+m. In general, 
the result of this strategy is a collection of 
products of power-law functions on each of 
the right-hand sides. This type of canonical 
model is called a Generalized Mass Action 
(GMA) system and has the form 
x^yniix]1* ?yi2TlXj2? ?-.. 
;=1 ;=1 
?yuJLxiJk*. H2] 
where the positive coefficients y are rate 
constants of the associated processes and the 
exponents ?are again kinetic orders. 
This type of equation, which was also 
called a multinomial system (33), is a legiti- 
mate system description, and many compar? 
isons between this representation and 
corresponding S-systems have been performed 
in the context of metabolic pathway analysis. 
These comparisons have elucidated derivation, 
development, analytic and computational 
tractability (34,35), biochemical validity 
(36-38), accuracy (32), feasibility for opti- 
mization (39), and general mathematical prop? 
erties (23,29,40) ofthe two representations. 
Both representations, S-systems and GMA 
systems, have advantages in their own right, 
and depending on the purpose of the analysis, 
one or the other power-law representation may 
be preferable. Whether one or the other model 
is closer to the true metabolic dynamics is an 
unanswered question, and one can easily imag- 
ine that not one model would always be supe- 
rior. Furthermore, for analyses, numeric or 
algebraic, that remain in close vicinity of a nor? 
mal operating point, the two modeling strate? 
gies usually yield rather similar results. 
Nonetheless, the S-system form has great ana? 
lytic advantages that derive from the fact that S- 
systems have linear steady-state equations; some 
examples will be discussed in a later section. 
As a second alternative, one could argue 
that the difference between Vf and Vf itself 
is a function Vj that could be approximated 
by a single product of power-law functions. 
The general system description in this case 
would simply be 
xi.vycl,...,x?.j. [13] 
Again developing the Taylor polynomial, 
one obtains the change in X; as 
n+m f.. 
^=?y.nV i 
= l,2,...,n [14] 
;=i 
Systems consisting of these types of equations 
are known as Riccati systems (33) or half- 
systems (29). While mathematically interest- 
ing, they are generally inconvenient for the 
analysis of real-world applications. 
Properties of S-System Models 
Validity. S-system models are consistent with 
a number of specific features of environmen? 
tal systems at all levels. At the chemical level, 
S-system models are a direct generalization of 
the traditional laws of elemental chemical 
kinetics. At the biochemical level, power 
functions, as they are the basis for S-systems, 
appear to provide rate laws of sufficient accu? 
racy [see Voit and Savageau (32) and 
Savageau (41) for a discussion of this ques? 
tion]. Furthermore, S-systems are consistent 
with modern observations that biochemical 
reactions in heterogeneous media show fractal 
kinetic orders (41-43). 
At a higher level of organization, S-systems 
conform very well with observations of allom- 
etry, which have been made in a variety of 
environmental contexts. The paradigm exam? 
ple is allometric growth: one finds that the 
absolute growth of one part of an organism 
(or other system) is not linearly related to the 
growth of another part, but instead, that the 
relative growth of two parts very often is lin? 
early related. If the first part grows by 5% over 
a certain period of time, then the other part 
grows by approximately the same percentage. 
Expressed mathematically, the relative growth 
ofthe two parts Xand Kcan be formulated as 




ln(? = q-ln(AJ + Q, [16] 
and exponentiation produces the allometric 
relationship in its typical form 
r= aX*, [17] 
where a = exp(c2) and g- cx. 
Allometric relationships are mathematically 
very convenient. On one hand, they are non? 
linear and tend to describe biologic phenom? 
ena with greater accuracy than linear 
functions. On the other hand, these relation? 
ships are linear when represented in logarith? 
mic coordinates, as shown in Equation 16. 
There are literally hundreds of examples of 
allometric relationships (shown in logarith? 
mic coordinates) for different species; they 
include blood clearance, respiratory activity, 
and cardiac cycles, which are all allometrically 
related to body mass (44,45). A directly rele? 
vant example in the context of environmental 
health is the relationship between LD50 and 
the time to metabolize one body mass equiva? 
lent of 02, which follows a power-law 
function that many species obey (46). 
Toxicology and risk assessment regularly 
use allometric models for extrapolations 
between species and for predicting biologic 
responses in humans based on the corre? 
sponding responses in a laboratory animal. 
This strategy makes the explicit or implicit 
assumption that the same mechanisms are at 
work in different species, but that their mag? 
nitude or speed is related to other physio? 
logic parameters that characterize the species. 
It would be of great benefit to test the relia- 
bility of this scaling procedure with respect 
to chemical susceptibility and disease devel? 
opment among different animal species and 
among different groups of animals within the 
same species. These comparisons would pro? 
vide "experimental confidence intervals," 
which would show to what degree risk scal? 
ing is appropriate in human or wildlife 
health assessments. 
The most frequently used baseline para? 
meter for scaling is body weight. It is known 
that smaller organisms have higher metabolic 
and physiologic rates, and in very many cases, 
body weight and these rates are rather accu? 
rately related by allometric relationships. 
An allometric example at a different scale 
is provided by quantitative structure-activity 
relationships (QSARs). QSARs have the 
mathematical form of power-laws and are 
used to predict rate constants of unknown 
chemical reactions from corresponding 
known reactions or known reactions in struc? 
turally similar compounds (47). QSARs are 
of vital importance in predicting the toxicity 
of unknown compounds and of mixtures of 
contaminants, which may act synergistically 
or antagonistically (48). 
Even higher-order characteristics often 
are related allometrically. For instance, the 
relationship between the sizes and numbers 
of trees in a plot very often follows the 3/2 
rule, which corresponds to a power-law func? 
tion with power 3/2 (49,50). Similarly, the 
number of wildlife species appears to be allo? 
metrically related to the inhabited area, even 
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though the scatter in this case is often 
considerable (51). 
An allometric relationship is not 
necessarily a function of only one variable. 
For instance, in the context of risk assess? 
ment and interspecies scaling, Hayton (52) 
summarized findings showing that the sys? 
temic clearance of chemicals is a power-law 
function of both body weight and brain 
weight. Suter (53) discusses dose-response 
models that are power-law functions in 
both dose and duration. 
Expanding the terminology of Equations 
16 and 17, a two-variable scaling function reads 
Y^aX^xp [18] 
or, equivalently, 
ln(? = ln(cc) + gx ? \n(Xx) + g2 
? \n(X2). [19] 
For more variables, K takes the form of Vf or 
Vf in Equation 4. 
Savageau (54) showed that S-system 
models of growing organisms under rather 
unrestrictive conditions exhibit this type of 
allometry. Voit (55) demonstrated that 
S-system models are unique in the sense that 
all their components show allometric 
dynamics. 
It is becoming increasingly evident that 
environmental assessments depend on appro? 
priate time scales. This is particularly relevant 
in ecologic assessments, where organisms with 
drastically different life expectancies are 
exposed to the same hazards but respond with 
widely differing strengths (56,57). One thus 
has to ask whether time scaling is compatible 
to canonical models. The answer is that allo? 
metric time scaling does not alter the struc? 
ture of canonical models. If one makes the 
original time scale in an S-system model 
explicit by calling it Xq and formally includ? 
ing it on the right-hand sides, one obtains 
X0 = l 
X-aiflX^-hflx'/. [20] 
The first equation in this system results from 
the fact that X0 = dX0l dt = dtl dt = 1. 
Introduction of a new time scale T = Xtf, 
application of the chain rule, and possibly 
renaming of the new time variable returns 
exactly the same mathematical form. In the 
simple case of proportional scaling (57), all a 
and (3 coefficients are simply multiplied with 
the same scaling factor, whereas the expo- 
nents are unchanged. 
The natural scalability of canonical 
power-law models must be seen in contrast to 
alternative models. For example, consider a 
basic Michaelis-Menten model of an enzyme- 
catalyzed reaction. If the substrate is replaced 
with a power-law function S - aRg, the 
resulting rate law is 
V Rg 
v = _jnax- [21] 
Xm+V 
which has the form of a Hill equation. This 
form is qualitatively different from a 
Michaelis-Menten rate law in that it is 
s-shaped and has a 0 slope at 0 concentration, 
whereas the Michaelis-Menten law is simply 
saturated and has a slope of 1 for 0 substrate. 
Telescopic property. An intriguing feature 
of the S-system form is its so-called telescopic 
property (58,59). It is often of interest to 
model a phenomenon at different levels. In a 
first analysis, one could be interested in the 
enzyme-catalyzed reactions that constitute a 
biochemical pathway. Then, in a second 
step, one might want to study interactions 
between organelles or cells, and finally, the 
focus could be the dynamics of a system 
within its environment. 
This hierarchy of foci raises the question, 
To what degree can the structure and results 
of lower-level models be incorporated into 
higher-level models? In other words, if a sin? 
gle variable of the higher-level system consti- 
tutes an entire system at the lower level, how 
do the two models relate to each other? In 
linear models, where the right-hand sides of 
all differential equations consist of sums of 
variables, this substitution of a variable with 
a lower-level system does not change the lin? 
ear structure ofthe higher-level model. 
However, as soon as the differential equa? 
tions contain nonlinear terms, the structure 
is usually destroyed. A very rare exception is 
found in S-systems and related differential 
equations based on products of power func? 
tions. Like linear models, S-systems preserve 
their structure when variables are exchanged 
for lower-level systems (58). Because one can 
focus on different levels of the same phe? 
nomenon and always use S-system models of 
the same type, one says that S-systems have 
telescopic properties. 
Theoretical justification. No model can 
ever be proven mathematically to be correct. 
A model is based on abstractions and simplifi- 
cations that on one hand make the model eas- 
ier to understand than the modeled reality, 
but on the other hand result in differences 
between model responses and reality. 
Depending on the type of abstractions and 
simplifications, the compromise between 
validity and simplification turns out differ- 
ently and it is difficult, if not impossible, to 
rank competing models according to their 
overall quality. 
In addition to its consistency with experi? 
mental observations, the S-system form is 
supported by different types of theoretical 
arguments. 
S-systems are derived from a very general 
system description through rigorous math? 
ematical methods of approximation the? 
ory. This theory assures us that S-systems 
are valid representations if the concentra? 
tions of all variables remain relatively close 
to their nominal operating values. Very 
often this is indeed the case. Many in situ 
systems are very well buffered against vari? 
ations in concentration. Experience with a 
variety of biologic and nonbiologic phe? 
nomena has further shown that the prod? 
ucts of power functions, on which the 
S-system equations are based, are in fact 
valid representations. Often, a metabolite 
concentration can be varied 10 times or 
100 times and still the power-function 
representation is sufficiently accurate. 
These ranges of variation are much wider 
than typically seen in situ. The most 
prominent and ubiquitous mechanism 
that tends to keep concentrations within 
close limits is feedback inhibition, but 
other mechanisms like feedforward regula? 
tion and the physiologic shortening of 
pathways [for references, see (7) are also 
powerful means for buffering concentra? 
tion variations in vivo. These observations 
and theoretical explanations support the 
use of S-system representations in environ? 
mental analyses. 
Every mathematical model can describe a 
certain repertoire of behaviors, whereas 
other behaviors cannot be modeled. For 
instance, monotonic functions cannot 
represent oscillations, and linear differen? 
tial equations cannot describe saturation. 
It is often not easy to determine which 
types of behaviors particular nonlinear 
differential equations can capture and 
what is outside their reach. In the case of 
S-systems, it was shown with mathemati? 
cal rigor that virtually any phenomenon 
that can be formulated as a differential 
equation at all can also be formulated as 
an equivalent S-system. For instance, 
oscillations of numerous types can be 
modeled, including limit cycle oscilla? 
tions that cannot be represented with lin? 
ear systems. Even deterministically 
chaotic systems such as Lorenz and 
Rossler oscillators are special cases of 
canonical models. This richness of 
canonical models was demonstrated by a 
constructive proof showing how differen- 
tiable functions and ordinary differential 
equations can be recast equivalently in 
the form of canonical S-system, GMA 
system, or half-system models (29). This 
demonstration is of importance, as it 
assures the canonical modeler that there 
are no structural limitations to what these 
models can represent. By contrast, linear 
models provide the great advantage of 
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uncounted algebraic methods of analysis, 
but because these models cannot capture 
important phenomena like saturation or 
stable oscillations, linear models are of 
limited use by their very nature. 
Analytic convenience. S-system models 
have unique properties that make mathemati? 
cal and numerical analyses possible and often 
relatively simple. 
? For S-system models, the translation of a 
flow diagram of a real-world phenomenon 
into differential equations follows straight- 
forward recipes. This is possible because 
the differential equations always have the 
same homogeneous structure and because 
all parameters have a well-defined mean- 
ing. In contrast, ad hoc models require a 
high degree of mathematical ingenuity and 
often numerous assumptions and simplifi? 
cations that may be hard to justify. For 
instance, there are no generally applicable 
rules for devising the optimal mechanistic 
rate law for a highly regulated pathway in 
vivo. Furthermore, the complexity of ad 
hoc models grows immensely with the 
inclusion of additional metabolites and 
regulators, whereas the structure of the S- 
system differential equations always 
remains the same. Of course, the number 
of variables, equations, and parameters 
grows, but even for large systems it is still 
possible to set up the equations with the 
same simple recipes. 
? All parameters of an S-system model have 
clearly defined meanings. This is very 
important. In principle, all parameter val? 
ues can be deduced from the environ? 
mental system through experimental 
measurements. These experiments may be 
difficult to execute, or one may not yet 
have the techniques to perform them at 
all. However, in contrast to "fudge fac? 
tors," which are mathematically necessary 
but have no actual meaning and therefore 
never will be measurable, time and scien? 
tific ingenuity will provide the technology 
necessary to estimate S-system parameters. 
? The particular mathematical form of the 
S-system differential equations offers out- 
standing features when it comes to mathe? 
matical and computer-aided analysis. No 
other general type of differential equa? 
tions is known to provide realistic and rel? 
evant representations of the same 
mathematical convenience. 
? The homogeneous structure of S-systems 
permits comparative analyses of alternate 
model structures that are conceptually 
analogous with control experiments in the 
bench sciences. These mathematically 
controlled analyses elucidate the relative 
importance of any of the system compo? 
nents and explain why nature has selected 
observed regulatory patterns rather than 
other possible designs (59-64). Even 
though this type of mathematical experi- 
mentation provides more insight than 
many other typical analyses, it is not often 
performed in other approaches to systems 
analysis, because mathematical models 
without a homogeneous structure are not 
well suited for such mathematically 
controlled experiments. 
Dynamics 
Once a canonical model is set up and its para? 
meters are determined, two types of analyses 
can be performed. One explores features of 
the dynamics of the system, that is, of 
changes in the values of variables over time. 
The other type of analysis addresses features 
associated with the steady state of the system, 
in which the variables do not change in mag? 
nitude and all influxes and effluxes are in bal? 
ance. Steady-state analyses are discussed in 
the following section. 
Typical dynamic experiments with canon? 
ical models fall in to three categories. First, 
one begins with a system at steady state, per- 
turbs one of the dependent variables, and 
studies the responses of the system over time. 
For instance, one may study whether the sys? 
tem returns to the original steady state, and 
whether the transient behavior is monotone or 
shows overshoots, undershoots, or oscillations. 
In a population model, this type of experi? 
ment could correspond to the accidental death 
of many individuals. In a biochemical model, 
it could correspond to the exogenous supply 
of one ofthe metabolites of interest. 
The second type of experiment changes 
the value of one of the independent variables. 
Such a change is truly different from the first 
type of experiment, since the system has no 
means of adjusting the independent variable. 
Thus, the alteration is permanent and not 
transient as it is when a dependent variable is 
changed. If the system reaches a steady state 
after the perturbation, it is usually a state dif? 
ferent from that where the system started. 
The third type of experiment deals with 
changes in parameter values. Again, these 
changes are permanent, as the system does 
not have the capability of changing back the 
parameter values. 
Special cases. Instead of demonstrating 
these types of experiments with generic exam? 
ples, it might be more useful to review special 
cases in the context of environmental health. 
The interested reader may consult the litera? 
ture for detailed numerical examples of 
dynamic analyses of real-world systems 
(65-68). 
Psysiologically based pharmacokinetic mod? 
els. Physiologically based pharmacokinetic 
models (PBPK) belong to the standard reper- 
toire of risk assessment (69). These models 
are designed to investigate how chemicals 
distribute among the compartments within 
an organism over time. For instance, upon 
an intravenous injection of a chemical, this 
chemical is distributed throughout the 
bloodstream and enters the various organs at 
rates determined by their volumes, flow rates, 
and other physiologic features. The models 
capture the temporal changes in concentra? 
tions in each compartment. 
PBPK models typically use differential 
equations with first-order kinetics for transport 
and Michealis-Menten functions for enzyme- 
catalyzed reactions within compartments. 
Although these functions are often sufficient, 
they are not always valid in situ (8). As a spe? 
cific example, Krishnan et al. (70) found in a 
PBPK analysis of chemical mixtures that sim? 
ple first-order or Michaelis-Menten kinetics 
did not always capture the observed dynamics 
of dichloroethylene in rats, and hypothesized 
that some of the involved enzymes were sub? 
ject to inhibition. Indeed, the inclusion of 
inhibitory effects improved the data fit consid? 
erably. Accounting for inhibition in traditional 
enzyme kinetics requires knowledge or 
assumptions about the mechanism of inhibi? 
tion, and the chosen mechanism dictates the 
mathematical format of the equation. For sim? 
ple systems, this choice may not be difficult, 
but once PBPK models approach the level of 
sophistication of some of the more advanced 
models of biochemical systems, the use of gen? 
eralized Michaelis-Menten models becomes 
limiting [for example, see models and compar? 
ative discussions in (71-73). An alternative is 
the use of canonical models, in which inhibi- 
tions and other regulatory signals are formu- 
lated in the streamlined fashion of power-law 
functions. The resulting representations of 
metabolic fluxes or clearance terms are readily 
implemented as stand-alone models or within 
the shell of a PBPK model (74). 
Multistage models. These popular models 
of carcinogenesis have not been approached 
with methods of canonical model analysis, 
but they do have the form of simple GMA 
systems (75,76). Typically, multistage models 
are analyzed only for very low doses of radia? 
tion or chemical insults, which allows simpli? 
fications up to a point where the probability 
of a resulting malignancy is a linear function 
of dose. Nevertheless, the full multistage 
model is dynamic and methods of canonical 
modeling could be applied for its analysis. 
Ecosystem models. These models are typi? 
cally formulated as Lotka-Volterra models 
(30,31,33). They consist of a system of ordi? 
nary differential equations in which the right- 
hand side of any variable Xj consists of a 
product of Xi itself with a linear combination 
of all dependent variables, i.e.: 
;=1 
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Lotka-Volterra systems are direct special 
cases of GMA systems in which each product 
consists of one or two factors with exponents 
ofl. 
Transient mass balance models. These 
models are frequently used to describe the 
flow of material through ecosystems. They 
often take the general form 
d(stored mass) 
~dt 
= transport in + source production 
- 
transport out 
- sink elimination [23] 
(77). Clearly, these systems fall into the 
general system description (Equation [3]), 
and can thus be approximated by canonical 
models, as shown above. On a much smaller 
scale, the same type of model may describe 
the change in chemical mass with respect to 
time at any small unit of the two- or three- 
dimensional space. 
Survival. For simplicity of argument, 
suppose one is interested in a cohort of indi? 
viduals without replenishment. The survival 
dynamics of this group is described by a curve 
that starts at 100% and monotonically 
decreases toward 0. Survival phenomena are 
very complex because they are not only func? 
tions of time but also depend on uncounted 
internal and external factors and processes 
that ultimately lead to survival or death. In 
light of this complexity, it is amazing that the 
overall appearance of observed survival curves 
is usually rather smooth and simple. 
A possible explanation for this phenome? 
non can be found in a mathematical deduc- 
tion for the relative simplicity of growth 
curves, as proposed by Savageau (58). 
Suppose in a Gedankenexperiment that all 
processes contributing to survival could be 
formulated in a comprehensive, multi-variate 
S-system model. Since S-systems can have 
essentially any degree of complexity, such a 
model would theoretically be an option, even 
though one would not be able in practice to 
implement it. 
Given the complex nature of survival, the 
involved processes are manifold, and it is 
likely that they run at vastly different time 
scales. At one extreme, biochemical and mol? 
ecular processes occur within seconds or min- 
utes, while at the other extreme, evolutionary 
processes and global climate changes are very 
slow in comparison to the life span of an 
individual or population. As discussed above, 
variables describing very fast or very slow 
processes can be replaced with constants. The 
very fast processes reach their steady states so 
quickly that they are essentially always in 
steady state, whereas the very slow processes 
change so little throughout the lifetime of the 
individual or population that the change is 
negligible. In either case, the time derivative 
of each associated variable is 0, and its differ? 
ential equation becomes an algebraic func? 
tion, constraining the remaining variables. 
This function can again be approximated as a 
power-law function and substituted in the S- 
system, which retains its mathematical struc? 
ture but is reduced in size. 
Thus, the survival process is governed by 
only a few processes that occur at just the 
right time scale. If survival processes are 
dominated by just one or two dominating 
hazards, they can ultimately be represented 
with one- or two-variable S-systems. 
Savageau (54,58,78) supported the analo? 
gous conclusion for growth functions by 
demonstrating that many published growth 
laws are in fact one- or two-variable S-sys? 
tems. The same type of support is available 
for statistical distributions and survival func? 
tions; many of them are well represented by 
small S-systems or even a single S-system 
equation (79?82). This so-called S-distribu- 
tion is expressed in terms of the random vari? 
able Xand its cumulative distribution ^and 




= 0.5. [24] 
Xq is the median of the distribution, the posi? 
tive parameter a determines its spread, and 
the real-valued powers g and h(g< h) charac? 
terize its shape. In survival analysis, the ran? 
dom variable X represents time (X= i) and F 
represents the cumulative failure distribution, 
which is the complement ofthe survival func? 
tion S(t): E(t) = l- S(t). 
S-distributions have interesting properties 
from an academic as well as a practical point 
of view. They provide a shape-based classifi? 
cation of traditional and new distributions 
(80) and a convenient tool for Monte-Carlo 
simulations in which input parameters have 
distributions whose mathematical structure is 
a priori unknown (83,84). They also offer a 
number of procedures for parameter estima? 
tion and random number generation, which 
in turn, is an essential component of any 
Monte-Carlo simulations. 
Steady-State Analysis 
Computation of steady states of S-systems. 
Many aspects of a dynamic model are related 
to the steady state, in which production and 
depletion for all variables are in balance. In 
contrast to dynamic analyses that address the 
temporal features of system responses to per- 
turbations, steady-state analyses deal with 
more permanent changes in the system char? 
acteristics. A typical example is a persistent 
change in environmental conditions that 
evokes a permanent change in the values of 
some or all the variables. 
The steady state of any dynamic model is 
simply characterized by the equations 
^=0 i=\,2,...,n. [25] 
For nonlinear systems, these equations cannot 
usually be solved with algebraic means and 
require solution by some search algorithm. A 
notable exception is the model formulation as 
an S-system. In this representation the steady- 
state equations actually become linear, and 
this facilitates a host of further analyses. The 
linearity ofthe steady-state equations of S-sys? 
tems is readily demonstrated. Upon setting 
the differential equations equal to 0, the P~ 
terms are brought to the left-hand side. 
Taking logarithms on both sides and sorting 
terms yields a set of linear equations in the 
logarithms of the original dependent and 
independent variables. 
Thus, for a system without independent 
variables, one obtains, 
0 = a,f[I^ -hflX** i = \,2,...,n, 
[26] 
or, equivalently, 
a-iflXj* =hflXj* i 
= l,2,...,n. 
[27] 
Given the most relevant case that none of the 
rate constants OC; and P, are zero, one can take 
the logarithm on both sides and obtain 
ln(a,) + 
ln^EjX'j* j 
= ln(fc) + 
ln(jftX/ j 
[28] 
Because the logarithm of a product converts 
into a sum of logarithmic terms, the steady- 







Now define y? = ln(JQ and move all terms 
containing y^s to the left side and all terms 
without yi to the right side. The result is 
i^-SV;=ln(P.)-ln(?,) 
i=\,2,...,n. [30] 





and bi = ln(p^) - ln(a/) = ln^/oC;) for all i 
and all j. With that, a general S-system with n 
dependent variables and no independent 
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variables has a steady state characterized by a 
set of n linear equations of the form 
auy\ + ^12^2 + ^13^3 + ?'' + *\nJn = K 
<htf\ + *22 J2 + ^23^3 + ''' + a2nyn = K 
a3\y\ + ^32^2 + ^33^3 + ? ? ? + HnJn = h3 
an\y\ + *niyi + ^?373 + ? ? ? + ^nnJn = K> 
[31] 
and this is true as long as no rate constant is 
0. In matrix notation, Equation 31 is written 
succinctly as 
A-y = b. [32] 
Matrix A consists of the coefficients a^ 
= gx - 
hij, J is a row vector consisting of the n com? 
ponents y: 
- ln(X) (j - \,...,n), and b is a 
row vector containing the solution coeffi? 
cients bi- ln((Votj) (*= 1,...,?). 
When there are m independent variables 
Xn+X, ..., Xn+m, exactly the same procedures 
apply. As before, one introduces new variable 
names j/y= \n(Xj), for j 
= 1, 2, ..., n+m, and 




A,y and ^ 
= 
ln(P//a^. The result consists of n linear equa? 
tions in n+m variables (f/f Equation 31): 
*ll7l+*12.)'2+--- + *bJ? 
~ox ? #in+iyn+\ ?... 
? 
d\,?+my?+m 
a2iy\ + a22y2 + --'+a2nyn 








aniy\+an2y2+-- + an,nyn 
= bn~ an,n+iyn+\ 
~ ? ? ? ~ *n*+my?+m [33] 
Note that the equations are arranged in such a 
way that the (unknown) dependent variables 
are separated from the (known) independent 
variables. The left-hand side is exactly the 
same as the expression A-f that was devel? 
oped above for systems without independent 
variables. The right-hand side contains the 
solution vector b as before but also the inde? 
pendent variables and coefficients associated 
with independent variables. Distinguishing 
vectors and matrices of coefficients associated 
with dependent or independent variables with 
indices D and /, one obtains the steady-state 
matrix equation 
AD'yD=b-Aj'yj. [34] 
If a steady-state solution exists in which no 
variables are 0, the matrix Aq has maximal 
rank, and one can use the inverse AD 
l to 
express the solution formally as 
This formulation demonstrates explicitly how 
the dependent variables are affected by the 
system characteristics, as represented by the 
coefficients a?- = g?- - h?- in the matrices Ad 
and Aj, the solution coefncients b; = \n($fa-), 
and the independent variables, given in loga? 
rithmic coordinates as j/. 
GMA systems can also exhibit steady 
states, which are characterized by the equations 
^=0 [36] 
for all dependent variables. However, since 
the differential equations of GMA systems do 
not necessarily have exactly one difference of 
products of power-law functions on the right- 
hand sides, their steady states cannot be con? 
verted into linear equations as in S-systems. 
Steady-state solutions of GMA systems there? 
fore require numerical search algorithms. 
Stability and sensitivities. The explicit 
representation of steady states of S-systems of 
arbitrary size is a great advantage for further 
analyses. Among the standard diagnostics for 
steady states are assessments of stability and 
sensitivities. The concept of stability can be 
divided further into two classes: local and 
structural. Local stability assesses whether a 
system will return to the original steady state 
after a small perturbation, whereas structural 
stability deals with the question of whether 
the qualitative behavior of the system changes 
if one of the parameters is altered. For 
instance, it may happen that a system begins 
to oscillate if a parameter value is increased or 
decreased. 
For S-system models, questions of local 
stability can be answered algebraically or 
numerically with well-known methods of 
eigenvalue analysis (7,23,27,85). Structural 
issues are generally much more complicated, 
but for the widely relevant case of the emer? 
gence of limit cycle oscillations (at Hopf 
bifurcations), the S-system structure provides 
astonishingly simple criteria (86). 
Sensitivity analysis also addresses ques? 
tions of structure and robustness. The key 
idea here is to quantify the magnitude of a 
system response to small changes in a parame? 
ter value or independent variable. If the sys? 
tem responds strongly to minute changes, it is 
usually deemed unrealistic or unreliable, as 
small variations in parameters or independent 
variables are encountered in the real world on 
a regular basis. Because the steady-state equa? 
tions of S-systems are linear, methods of lin? 
ear algebra are directly applicable to the 
analysis of sensitivities. Even though GMA 
systems and other nonlinear models do not 
have linear steady-state equations, sensitivities 
can be computed, for instance, with methods 
of implicit differentiation (87,88). 
Special cases of steady-state analyses in 
environmental health assessment. As in the 
previous section, it might be useful to study 
some steady-state features of canonical mod? 
els in the context of environmental health by 
a review of special applications. 
Exposure models. Because of their sizes and 
multitudes of details, exposure models often 
appear to be rather complex. However, in the 
majority of cases, they are ultimately sums of 
products. The products quantify parameters 
like dose, duration, body weights, and such 
aspects as bioavailability, while the sum of 
these products accounts for different exposure 
routes and different exposure scenarios. More 
complicated models of exposure assessment 
account for spatial and temporal aspects of 
source and contact. 
A typical example, in rather general terms, 
is an exposure equation that accounts for dif? 
ferences in concentrations and exposure dura- 




Each partial exposure in a microenvironment 
is determined by the fraction f of time spent 
in the /th microenvironment, the ambient 
concentration Camy, the effective penetration 
factor Pi for the ambient pollution into the 
microenvironment, and the effective source 
strength Stofthe pollutant. 
Suppose one constructs an exposure model 
within the framework of canonical GMA sys? 
tems. The variables would include the concen? 
tration ofthe target chemical (the agent), 
which one could code as Xx, as well as all kinds 
of physical features at the location of exposure, 
which could be coded as X2, ..., Xn. A 
dynamic simulation with the model would 
describe how the agent and some of the physi? 
cal features change over time. For simplicity of 
argument, one may assume that Xx decays 
according to a first-order process and that it 
has no other direct effect on its own dynamics. 
This assumption may or may not always be 
justified but is in line with traditional 
approaches to exposure assessment. The 





where none ofthe products contain Xx. 
At steady state, Equation 38 is set equal 
to 0 and divided by the positive rate y. 
Bringing Xx to the left-hand side results in a 
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steady-state exposure equation that consists 
of a sum of products of power-law functions. 
The same is true if the degradation term yX\ 
is replaced with a full product of power-law 
functions. In this case, the steady-state equa? 
tion is first divided by this product, except 
for Xx. 
If all variables affect exposure in a linear 
fashion, all exponents fUj are either 0 or 1, 
and the steady-state exposure equation 
reduces to the traditional form. Thus, simpli- 
fying the full GMA model in such a way that 
it reflects traditional assumptions produces 
the well-known results, quasi as a special case. 
The full GMA model goes beyond the tradi? 
tional model by accounting for nonlinear 
effects, synergisms, and feedbacks, and of 
course the overall dynamics of the exposure 
process. 
Responses to low-dose chemical exposure. For 
this scenario, consider how an environmental 
agent affects the metabolism of an exposed 
organism. It may influence one or several 
pathways and act in different ways; for 
instance, as substrate for one pathway and 
inhibitor of another. Consistent with the phi- 
losophy of canonical modeling, the agent is 
an independent variable, as its concentration 
outside the body and its dynamics in the 
environment are not directly affected by the 
metabolic activity within the organism. 
Suppose one could model all pathways 
directly or indirectly affected by the environ? 
mental agent and formulate this model as a 
potentially huge S-system. The dependent 
variables of this system would be metabolites, 
and the agent of interest would be among the 
independent variables. Whereas some clinical 
symptom presumably would be the ultimate 
measure of health risk, it is useful to study 
biochemical responses, which eventually 
could lead to an adverse health outcome. At 
the biochemical level, the typical response to 
the presence of the agent is a combination of 
sustained, elevated, or decreased concentra? 
tions or fluxes. In terms of canonical model? 
ing, the system (temporarily) assumes a new 
steady state, and a comparison of this state 
with the original state is a measure for the 
potency ofthe agent. 
To be specific, suppose the system con? 
sists of n dependent variables, the agent of 
interest is represented by the independent 
variable Xn^, and the metabolic response of 
most interest occurs in the dependent variable 
Xj. If X?+k is elevated, the system reacts by 
assuming a new steady state in which the 
response or (response rate) is increased (or 
decreased), leading to an elevated (or low- 
ered) steady-state value of X. Of course, Xn+^ 
also affects other variables, and because of the 
connectivity ofthe organism's metabolism, Xj 
is affected secondarily by these changes in 
other variables. 
Because there are independent variables, 
the new steady state of the S-system model is 
characterized by a set of linear equations with 
more variables than equations, as shown 
above. Limiting the analysis exclusively to the 
effect of the environmental agent, coded in 
logarithmic form as yn+k> on the dependent 
variable of interest, coded in logarithmic form 
as yj, one thus obtains the result 
yJ=cl + c2yn+k, [39] 
where c\ and c2 are well-defined linear combi? 
nations of many of the original system para? 
meters. The parameter c2 is known in the 
literature as logarithmic gain (7,23,27,90). 
The linear relationship is expressed in log? 
arithmic coordinates but readily translated 
back to the Cartesian space. The result asserts 
that the dependent variable of interest, X is a 
power-law function of the independent vari? 
able Xn+k: 
X^exp^X^. [40] 
This result includes not only the direct effect 
of the agent on X but all indirect effects that 
filter through the potentially huge, nonlinear 
system. 
Thus, whatever singular or multiple 
effects an environmental agent exerts upon a 
metabolic system, each dependent variable 
responds in a power-law fashion as long as 
the perturbation is not too large. The 
responses generally differ among the depen? 
dent variables in magnitude and direction, 
with some increasing and some decreasing, 
but the mathematical structure of their 
responses is always the same, namely that of a 
power-law function. Further details are pre? 
sented elsewhere (91). 
The linear-logistic model. Epidemiologists 
commonly approach health risks to popula? 
tions by studying the proportion, P, of the 
diseased individuals, D, within a population 
of size N: P = D/N. More specifically, one 
uses the concept of the odds of this propor? 
tion. For the relevant case where not all indi? 
viduals in the population are healthy, this 
odds is defined in terms of diseased and 
healthy (H) individuals as 
P _ (N-H)/N _D 
1-P~ 1-(N-H)/N~ H 
[41] 
[cf. (92)]. The linear-logistic model assumes 
that the proportion P is related to a weighted 
sum of risk factors Y^ and takes the form of a 
multi-variate logistic function: 
p =_:_ Mol 
l + e~ Q+aiYi+a2Y2+...+anYn] 
The coefficients ax, ..., an quantify the 
impact of the respective risk factors on disease 
development, whereas the coefficient a$ is not 
associated with a particular risk factor but 
reflects the background risk. It corresponds to 
the logarithm of the odds for disease among 
the unexposed. 
In light of the enormous complexity that 
governs the dynamics of a disease in a popula? 
tion, it is quite surprising that the rather sim? 
ple linear-logistic model turns out to be 
widely applicable and accurate. The canonical 
approach can provide some explanations why 
this may be so. 
Suppose the disease process is formulated 
as a (potentially very large) S-system model. 
For bookkeeping purposes, the two variables 
Xn+X and Xn+2 of the S-system code for the 
numbers of diseased and healthy individuals, 
respectively. At steady state, the system can be 
solved and leads to a set of linear equations in 
logarithmic coordinates, as shown above. 
Translation back to Cartesian coordinates 
produces the corresponding solution in terms 
of products of power-law functions. 
Specifically, one obtains 
& - X?+\ = Y?+i^i X2 .. .Xnn, 
H = X?+2=y?+2xflX2f\..X?f\ [43] 
where the subscripted parameters y, e, and / 
are sums and products of the original S-sys? 
tem parameters (21,24). Substitution of D 
and //in to Equation 41, the formula for the 
odds ofthe disease proportion, results in 
J_ = ln+LXrfix^2 mmmxyf*. [44] 
1 ~~ P Jn+2 









Algebraically solving for P readily shows 
that Equation 45 is equivalent to the linear- 
logistic model in Equation 42. This result is 
very interesting because it implies that the lin? 
ear-logistic model is a natural and necessary 
consequence of the formulation of the disease 
process as a dynamic model in S-system form. 
The result derives from the canonical model 
essentially without assumptions beyond gen? 
eral tenets of dynamic modeling and the 
power-law approximation that underlies the 
canonical approach. It is not only academi- 
cally intriguing but also has some practical 
implications. On one hand, one can interpret 
the parameters in the linear-logistic model as 
weights of the contributing risk factors, as 
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done in epidemiology. On the other hand, it is 
now also possible to interpret them within the 
framework of dynamic modeling, where the 
weights correspond to amplification or gain 
factors (7,24,90) that are very well known in 
engineering and general systems theory. 
All standard computations with the 
linear-logistic model can be executed within 
the framework of canonical models (24). For 
instance, one can produce 2x2 tables and 
compute the proportions of diseased individ? 
uals exposed to some environmental agent or 
who possess a given risk factor. Of course, the 
results are identical, but the canonical model? 
ing framework allows additional interpreta- 
tions and an assessment of the limitations of 
the linear-logistic model. 
The derivation ofthe linear-logistic model 
from concepts of systems theory provides a 
natural explanation of the multiplicativity of 
risk factors: In the underlying S-system 
model, the risk factors appear as products, 
and the strengths of their effects are given as 
powers. If such a power is positive, the effect 
is positive, if it is negative, the effect is nega? 
tive, and a power of zero signifies the irrele- 
vance of the factor in question. If a risk factor 
affects only one process within the system, 
the associated power in the S-system model 
translates directly into the corresponding 
coefficient of the linear-logistic risk model. 
However, if a risk factor affects several 
processes, the corresponding coefficient in the 
linear-logistic model combines all effects in a 
fashion that is not a priori evident but that 
directly follows the simple algebra presented 
above. The coefficient of the linear-logistic 
model thus loses some resolution over the 
dynamic model. It reflects the overall effect of 
the risk source but, for instance, cannot dis- 
tinguish between direct and indirect effects or 
between modulations of the birth rate or the 
death rate. 
One may ask what happens if the general 
disease model is not formulated as an 
S-system model. The overall answer is that 
the odds of the proportion are not likely to be 
in the form of the traditional linear-logistic 
model. In fact, most nonlinear models do not 
permit the formulation of explicit steady-state 
equations, and this makes further evaluations 
difficult if not impossible. A definite answer 
can be given if the general disease model is 
approximated by a linear model, which itself 
is canonical in nature. In this case, the 
dynamic equations for the diseased and 
healthy subpopulations read 
& = %n+\ = an+\,0 + an+\,\X\ + ^+1,2^2 
+ "-an+l,n+2^n+2' 
H - Xn+2 - an+2,0 + *?+2,l^l + ^h+2,2^2 
+ '-an+2,n+2Xn+2- [461 
The associated steady-state equations are 
linear, and barring unusual singularities, one 
can express X?+1 and Xn+2 as linear functions 
of Xh ...Xn. The proportion of diseased, P - 
D/N, also is a linear function, since Nis a. 
constant at steady state. Thus, the linear dis? 
ease model leads to the linear risk model 
/> = a + ?p,Jf,.. [47] 
This type of risk model indeed is sometimes 
found in textbooks. It is to be used as an 
alternative to the linear-logistic model in cases 
in which the risk difference is of interest (93). 
From a systems point of view, there is 
exactly one decision that needs to be changed 
to obtain the linear model instead of the lin? 
ear-logistic model. This decision is to approx- 
imate the general system model (Equations 
1-3) not with an S-system model (i.e., via 
linearization in logarithmic coordinates) but 
with a linear model (i.e., via linearization in 
Cartesian coordinates), which emphasizes the 
additive rather than the associative nature of 
the processes that govern the system. 
Cox's proportional hazards model. The 
use of the linear-logistic model becomes 
problematic if significant numbers of individ? 
uals are lost to follow-up or to unrelated 
death. It is instead customary to base risk esti? 
mates on person-years of survival and to com- 
pute an incidence rate, incidence density, or 
hazard rate, as originally suggested by Cox 
(94). The resulting model typically takes the 
form 
\n(incidence rate) 
= Kt) + blYl + b2Y2 + ... + b?Y?. [48] 
The term b(t) describes a time-dependent 
baseline effect, whereas the coefficients b\, ..., 
bn account for the contribution of each risk 
factor to the overall disease incidence rate. As 
in the case of the linear-logistic model, this 
relationship is rather simple, yet surprisingly 
accurate and applicable, and again, the corre? 
sponding canonical model provides some 
explanations why that is so. The dynamics of 
the group of diseased individuals is given by 
the equation 
?+2 g , . n+1 h , . 
*?+1=??+1 n xj 
*??> - p?+1 n Xj -^. [49] 
;'=1 ;'=1 
Furthermore, the instantaneous increase in 
the number of diseased individuals is specifi? 
cally and uniquely represented by the a term 
of this equation. Thus, this term is equivalent 
to the incidence rate in question. Taking the 
logarithm of the a term and recoding Y? - 
ln(X^) as before, one directly obtains 
ln(incidence rate) <* ln(oc?+1) + %gn+\,jYj [50] 
which already has almost the form of Cox's 
model in Equation 48. The only apparent 
difference is the time dependence of the 
baseline term in Cox's model, ?(/). This dif? 
ference is readily explained. It is very unlikely 
that absolutely all risk factors are captured in 
Cox's risk model. Thus, there are variables 
that actually contribute to the disease process 
but are not explicitly listed. They may repre? 
sent physiologic or environmental factors 
that drive the population dynamics, regard- 
less of whether the population is exposed to 
the risk factors in question. These variables 
are time dependent, but as they are not 
explicitly stated in Cox's model, they are 
lumped with OLn+x in the corresponding 
canonical model, thereby making this para? 
meter a time-dependent term that corre- 
sponds to b(t). As in the case of the 
linear-logistic model, these results follow 
directly from the S-system description of the 
disease process. 
Importance ofsubsuming special cases. A 
crucial feature of any theoretic framework is 
the assessment of its boundaries. In pure 
mathematics, boundaries and assumptions are 
explicitly stated with every definition and 
every theorem. In an environmental context, 
a precise definition of boundaries is often dif? 
ficult to obtain and therefore substituted with 
collective positive experience in similar situa? 
tions. In the present context, the linear-logis? 
tic model and Cox's proportional hazard 
model have been used successfully many 
times, even though it was not at all clear why 
these models were appropriate and what their 
boundaries were. 
The demonstration that these and other 
environmental models are special cases of 
canonical S-system models provides a theo? 
retic framework that permits explanations 
and further assessments. All assumptions that 
explicitly or implicitly underlie the environ? 
mental models can now be traced back to the 
assumptions that underlie the canonical 
approach and its implementation in the form 
of S-systems. This strong result is true, as no 
assumptions beyond those underlying the 
canonical approach are necessary to derive 
these environmental models. In particular, 
questions of appropriateness and validity of 
the models are mapped onto questions of 
approximation quality. As long as the power- 
law approximation of the disease model is 
valid, the epidemiologic models are valid. 
The weights in the risk functions of the 
previous section can be reinterpreted as loga- 
rithmic gains, which are sensitivities of the 
model responses to changes in independent 
variables. There exists a large body of litera? 
ture on sensitivity analysis, and because ofthe 
re-interpretation of weights as sensitivities, 
this knowledge can now be brought to bear 
on the epidemiological models. 
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The sensitivities indicate how a dependent 
variable responds to changes in independent 
variables. In an environmental health context, 
they describe the instantaneous change in the 
number of sick that is a consequence of a 
change in a risk factor. Sensitivities are con- 
ceptually based on infinitesimally small varia? 
tions in independent variables. This implies 
that the coefficients in the two epidemiologic 
models also are, strictly speaking, guaranteed 
only for infinitesimally small changes in risk 
factors. Experience with sensitivities of 
canonical models has shown that responses to 
variations of 5%, 10%, or more in an inde? 
pendent variable are usually quite accurately 
captured by sensitivity analysis. However, 
there is no guarantee, and in a particular 
application one may significantly over- or 
underestimate the responses. Because of the 
equivalence between risk-factor weights and 
sensitivities, one has to expect analogous 
results for the epidemiologic models. For 
instance, the linear-logistic model breaks 
down for large extrapolations in risk factors 
and in situations in which risk factors are not 
independent. Assessing these observations 
from a canonical modeling point of view, one 
finds new interpretations of these failures of 
the epidemiologic models and can develop 
modeling strategies for avoiding them. 
For instance, if dependencies are included 
in a linear-logistic model, one typically repre? 
sents them in the risk equation as multiplica? 
tive terms like X2X$. The S-system model, by 
virtue of its structure, directly accounts for 
interactions between variables, and the result? 
ing risk equation does not directly allow for 
such terms. However, if one assumes that one 
of the kinetic orders is a function of time or 
of other variables, the above derivation leads 
directly to multiplicative terms. As an alterna? 
tive, one may define an additional variable 
that represents a product like X2X3. The the? 
ory behind S-systems then guarantees that 
one can again write the differential equation 
of this additional variable as an S-system 
equation. Thus, according to the above 
derivation, the additional variable, and thus 
the product X2X3, appears in the risk equa? 
tion like any original variable. 
Conclusion 
Mathematical modeling is a relatively young 
field. It has not matured to a point where 
there is a canon of good professional practices 
guiding the modeler from a simple verbal or 
graphic description of the phenomenon to 
the design, analysis, and interpretation of a 
generally accepted model. Some methods, 
such as assessments of stability and robustness 
are becoming standard procedure, but 
beyond these basic features, the choices of 
model structure and features to be analyzed 
are rather wide. 
Canonical modeling provides guidelines 
for setting up models and for analyzing and 
interpreting them. At first, canonical models 
seem to be overly restricting straightjackets, as 
they allow only one type of function, namely 
sums and differences of products of power- 
laws. However, it has been shown that these 
types of representations are rich enough to 
model all dynamic behaviors the biologist or 
environmental health expert is likely to 
encounter (29). Furthermore, a wide array of 
applications has demonstrated the usefulness 
and power of these types of models. 
This review has attempted to demonstrate 
how canonical modeling may play a role in 
integrated assessments of environmental 
health issues at various levels. Canonical 
models of biochemical and metabolic systems 
have the potential of explaining, at the level 
of metabolites and enzymes, how toxic agents 
affect an organism and why different species 
may respond differently to comparable expo? 
sures. Similar models may be good candidates 
for quantifying and explaining the dynamics 
of biomarkers, whether they are used as diag? 
nostic tools of exposure or in toxicity testing. 
Numerous canonical analyses have elucidated 
patterns of gene expression and regulation 
(62-64). At a somewhat higher level of orga? 
nization, canonical models have been used at 
the boundary of physiology and population 
dynamics (83,95,96). At the population level 
itself, canonical analyses have addressed the 
boundaries between dynamic modeling and 
statistics. The assessment of disease patterns 
with the linear-logistic and Cox models was 
shown as an example above. Other studies 
demonstrated how dynamic models can lead 
to trends in statistical distributions (97). 
Examples in this category include the meta? 
bolic accumulation of contaminants in fish 
(83) and the assessment of growth patterns in 
children (98). Finally, canonical models were 
used to describe transitions from dynamic 
models to survival processes (26). 
At this point in time, canonical model 
analyses have addressed systems with moder? 
ate numbers of components. For instance, 
Curto et al. (68) constructed models of 
purine metabolism with 18 variables, 
Shiraishi and Savageau (72) designed a model 
of the TCA cycle consisting of about 50 vari? 
ables, and Ni and Savageau (67,73) proposed 
a model for red blood cell metabolism involv? 
ing close to 100 variables. These sizes of mod? 
els are an order of magnitude more complex 
than models proposed only 10 years before, 
which indicates the rapid development of effi? 
cient algebraic and numeric models for these 
types of models. It is expected that this trend 
will continue. 
In fact, readily scaleable, well-structured 
dynamic models are arguably the only hope 
if we are to understand the interactions 
within bigger systems, such as food webs. It 
appears that the larger such models become, 
the more they will benefit from a canonical 
structure that allows standardized analyses 
and controlled comparisons. Whereas ad hoc 
models become structurally and numerically 
unfathomable, yielding results whose accu? 
racy and reliability are extremely difficult to 
assess, the same types of analyses apply to 
small as to large canonical models. For 
instance, the same structural relationships 
exist between local features (kinetic orders) 
and global features (sensitivities), no matter 
how large the model. The resulting capability 
of canonical analyses to pinpoint problem 
areas in large models (72) is a tremendous 
asset in the diagnostics and refinement of 
models. It is astonishing to observe how 
many mathematical models are proposed 
without any analysis of sensitivities or 
robustness. The reason for this lack presum- 
ably lies in the algebraic and logistic compli- 
cations of obtaining sensitivities and criteria 
for their evaluation. 
Methods of controlled comparisons allow 
the researcher to focus on one or a few 
processes while keeping the remainder of the 
system unchanged. This strategy of controls is 
a fundamental component of the scientific 
process, and research in biology and chemistry 
is almost unthinkable without using this con? 
cept. Yet controlled comparisons are still a 
rare exception in mathematical modeling. 
Canonical modeling offers unique ways of 
comparing alternate candidate models because 
their structures are the same, models are com? 
parable on equal footing, and their compar? 
isons can be executed in an objective fashion. 
Canonical models are particularly useful 
when the available data for comparison are 
limited. The models can be constructed from 
the topology of processes, i.e., from arrow 
diagrams that show all fluxes of material and 
relate which system components modulate 
each other. Because every parameter in a 
canonical model has a uniquely defined 
meaning, educated guesses are often sufficient 
to set up a model and test its features in an 
order-of-magnitude fashion. In some cases, 
even the canonical model in its symbolic 
form, i.e., without the specification of numer? 
ical values for all parameters, yields insight in 
the design of natural systems. For instance, 
Savageau (7) compared with purely algebraic 
means all imaginable patterns of feedback 
regulation. Similarly, Hlavacek and Savageau 
(62-64) elucidated patterns of gene expres? 
sion, often without having to assume or mea? 
sure parameter values. Given the size and 
complexity of environmental systems, this 
tolerance of canonical models of ignorance of 
particular parameter values is of great value. 
Canonical models do not exist in total 
isolation from other modeling efforts. It was 
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shown here and elsewhere that many natural 
laws and accepted models are in fact canoni? 
cal models, either directly or upon mathemat? 
ical reinterpretation or transformation. For 
instance, many growth laws were shown to be 
simple canonical models, and it was explained 
why that might be so (54,58). It was shown 
above that exposure and transport models are 
simplified canonical models. Although it 
remains to be seen whether canonical model? 
ing can improve or aid in analyses with these 
models, it is noteworthy that these models are 
in fact special cases. This supports the validity 
of the canonical modeling structure on one 
hand and may provide new avenues of analysis 
on the other. The latter was indicated with the 
example ofthe linear-logistic and proportional 
hazards models. 
Canonical models are no panacea. It is 
clear that there are scenarios for which a tradi? 
tional model or a new ad hoc model is supe? 
rior, simpler, or both. Nonetheless, canonical 
modeling seems to provide a good compro- 
mise in many situations, in particular, when 
information is sketchy and of a diverse nature. 
Canonical modeling often reduces mathemati? 
cal complexity, and this has theoretic as well 
as very practical implications. On a theoretic 
level, the crucial question is whether one can 
get away with the simpler power-law approxi? 
mation of a process instead of using a mathe? 
matically more complicated structure such as a 
polynomial, rational, or trigonometric func? 
tion. If the answer is yes, the homogeneous 
structure of canonical models allows algebraic 
and numerical analyses that are otherwise dif? 
ficult or impossible to achieve and provides a 
repertoire of tools that elucidates critical fea? 
tures of complex phenomena. One might 
even accept some inaccuracies to obtain a 
canonical modeling structure that offers the 
advantages summarized in this review. 
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