Abstract-This paper describes a Java-based graphical user interface to a large number of data analysis programs the first author has written in C over the years. In addition, this toolbox is equipped with basic visualization capabilities, like scatter plots and bar charts, but also with specialized visualization modules for decision and regression trees as well as prototype-based classifiers. The architecture is like a toolbox: individual tools refer to the different data analysis methods. All parts of this toolbox (Java as well as C based) are free and open software under the Gnu Lesser (Library) Public License. 
I. INTRODUCTION
Since 1996 the first author of this paper has been developing a large number of data mining and intelligent data analysis programs. However, most of these programs are command line programs in C and thus not particularly user friendly. Even though this did not hinder them to become popular, as expert users may even prefer command line programs due to the possibility of using them in scripts, a novice user is usually repelled by a command line interface. Starting with the decision and regression tree programs and continuing with association rule induction as well as fuzzy and probabilistic cluster induction, individual system-independent graphical user interfaces in Java were then provided.
In a recent effort, we have tried to combine these individual user interfaces into a single toolbox, in order to make them more easily accessible, and also in order to convey to a user, who may have been using one of the programs already, the large variety of methods that are available. As a consequence the FrIDA program was written, which combines all individual user interfaces that were developed so far in a uniform and consistent architecture. A main focus in the development was to provide quick and easy ways to view generated models and prediction results. This is reflected in a large number of "View" buttons spread over the dialog boxes, which allow a user to view a table or a generated model with a single click. In addition, the main window (see Figure 2 ) allows for simple and direct data visualization in scatter plots and bar charts.
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II. DATA VISUALIZATION
The main window of FrIDA (see Figure 2 ) allows a user to easily load a data table (the format of which is fairly flexible, see Section III) and to visualize it. In addition to the mandatory simple table viewer (see Figure 3 ), 3-dimensional scatter plots and bar charts can be generated. Examples are shown in Figures 4 and 6 , which depict a scatter plot and a bar chart of the well-known Iris data [11] . These The main window also provides access to all intelligent data analysis tools, which are available from a simple menu. They are organized as individual tool boxes, which combine interfaces to all programs that are needed for a specific method. For example, the decision and regression tree tools combine interfaces to a program for the data type determination, decision or regression tree induction, pruning and execution. The clustering tools combine interfaces for data type determination as well as cluster induction and execution. These examples already indicate that some interfaces (here the automatic data type determination) are available multiple times, so that they are close at hand wherever one may need them.
III. DATA FORMAT The data format that can be read by FrIDA is defined by five sets of characters. It is assumed that the input file is divided into records, and each record into fields, with special separator characters (record separators and field separators) providing for this division. In addition, blank characters may have been used to fill fields to specified with, for example, in order to align them in an editor. These blank characters will be removed when the file is read. The fourth set of characters identifies null values (fields containing only blanks and null value characters are assumed to be null), the fifth comment records (a record starting with a common character is ignored).
In addition, it is possible to generate default field/column names, in case the data file does not contain them, but consists purely of data. Finally, each record may contain in its last field an occurrence counter, which can be used to handle in determination tab. The data format can be configured independently for each toolbox, using the data format tab, which is always the first in all individual toolboxes (see Figure 8) . The main window is also independent and maintains its own settings of the data format parameters. It can be set through a data format dialog available in the "File" menu of the main window. However, the possibility of copying these settings between the main window and the toolboxes will also be available soon.
Once the data format is fixed, the domains of the individual fields (columns) have to be determined, which is made simple by an automatic type determination module, as shown in Figure 9 . Since such an automatic type determination can fail (for example, if nominal attributes are coded by integer numbers), the domain description may also be altered with a simple editor, see Figure 10 . (However, this way of changing the types of attributes will be improved in the near future.)
Since the underlying programs are written in C, this tab also comprises the possibility to locate them on the file system, in case they have not been placed in the same directory as the graphical user interface and are not reachable through the "PATH" environment variable. In the standard distribution of FrIDA such locating is not necessary. Fig. 11 . Fuzzy/probabilistic cluster parameters. Fig. 12 . Fuzzy/probabilistic cluster induction. Fig. 13 . Fuzzy/probabilistic cluster execution.
IV. FuzzY AND PROBABILISTIC CLUSTERING FrIDA comprises a very flexible program for prototypebased clustering, which combines classical (crisp) k-means clustering [14] , standard fuzzy c-means clustering [1] , [3] , [15] , more sophisticated fuzzy clustering [13] , [12] , expectation maximization for a mixture of Gaussians [10] , [4] , hard and soft learning vector quantization [17] , [18] , [22] as well as several extended and generalized methods [6] , [7] , [8] .
An impression of the power of this program is given by the tabs of the corresponding toolbox that are shown in Figures 15  to 13 , which show the basic parameters that can be used to configure the cluster prototypes as well as the cluster induction and execution. Note, for example, that the cluster prototypes can have adaptable sizes, variances, covariances, and weights (or prior probabilities). The cluster centers may be normalized to unit length, or they may be fixed at the origin, allowing only the size and shape to vary. These latter options can be advantageous for document clustering [8] .
The cluster induction tab ( Figure 12 ) makes it possible to keep, but not use, a target attribute, so that the clustering result can be used to initialize a radial basis function neural network. The cluster execution tab allows a user to execute a cluster model like a classifier, assigning membership degrees for each cluster to each data tuple, or assigning each tuple to the best cluster with an indication of the highest membership degree.
Clustering results may be visualized, wherever a cluster model is used as an input or output, by simply pressing the accompanying "View" button. An example screen shot (of a Gustafson-Kessel clustering [13] result for the Iris data [11] is shown in Figure 14.1 The saturation of the color indicates the degree of membership to the cluster having the highest degree of membership and colors code the different clusters. In order to make the individual clusters more easily visible, their centers can be marked, together with the 1-, 2-, or 3-ur ellipses of the cluster-specific covariances matrices. (Figure 14 shows only the centers as small squares and the 1-(7 ellipses.) 1This screen shot is of a visualization program written in C, which is currently ported to Java, to make it platform independent. However, a specialized version for Windows exists, so that even now it can be executed on the most widely used systems. 
V. DECISION AND REGRESSION TREES
No data analysis program is complete without a possibility to induce and execute decision trees. FrIDA contains a very flexible version of a decision tree induction program. Its most distinguishing feature is the large number of attribute evaluation/selection measures, which allow to configure so that it behaves similar to ID3 (information gain), C4.5 (information gain ratio), CART (Gini index), or CHAID (X2 measure). Several other common features are also supported, see Figure 15 . In this paper we presented FrIDA, a Free Intelligent Data Analysis Toolbox. The program is still under development, but is already very powerful and supports all standard data mining and data analysis techniques. Due to the toolbox concept underlying it, it is very easily extendable, as new tools can be integrated basically by extending the tools menu of the main window.
Software
The toolbox described in this paper as well as all accompanying C programs will soon be made available at http://www.borgelt.net/frida.html. 
