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ABSTRACT 
Humpback whales songs have been widely investigated in the past few decades. This study 
proposes a new approach for the classification of the calls detected in the songs with the use	 ﾠ
of Hidden Markov Models (HMMs). HMMs have been used once before for such task but in	 ﾠ
an unsupervised algorithm with promising results. Here HMMs were trained and two models	 ﾠ
were employed to classify the calls into their component units and subunits. The results show	 ﾠ
that classification of humpback whale songs from one year to another is possible even with	 ﾠ
limited training. The classification is fully automated apart from the labelling of the training	 ﾠ
set and the input of the initial HMM prototype models. Two different models for the song	 ﾠ
structure are considered: one based on song units and one based on subunits. The latter model	 ﾠ
is shown to achieve better recognition results with a reduced need for updating when applied	 ﾠ
to a variety of recordings from different years and different geographic locations. 
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 ﾠHEARD	 ﾠAT	 ﾠSOME	 ﾠDISTANCE	 ﾠFROM	 ﾠTHE	 ﾠANIMAL.	 ﾠPECTORAL	 ﾠSLAPPING	 ﾠIS	 ﾠ
PART	 ﾠOF	 ﾠTHE	 ﾠCOURTSHIP	 ﾠBEHAVIOUR:	 ﾠIN	 ﾠTHE	 ﾠPICTURE	 ﾠABOVE	 ﾠA	 ﾠFEMALE	 ﾠAND	 ﾠA	 ﾠMALE	 ﾠWERE	 ﾠPERFORMING	 ﾠTHIS	 ﾠDISPLAY	 ﾠ
SOMETIMES	 ﾠSIMULTANEOUSLY	 ﾠAS	 ﾠPART	 ﾠOF	 ﾠTHEIR	 ﾠCOURTSHIP	 ﾠRITUAL.	 ﾠTHE	 ﾠMALE	 ﾠWAS	 ﾠALSO	 ﾠROLLING	 ﾠON	 ﾠITS	 ﾠSIDE	 ﾠTO	 ﾠDISPLAY	 ﾠITS	 ﾠ
LARGE	 ﾠPECTORAL	 ﾠFIN.	 ﾠALL	 ﾠTHE	 ﾠABOVE	 ﾠPHOTOGRAPHS	 ﾠWERE	 ﾠTAKEN	 ﾠBY	 ﾠTHE	 ﾠAUTHOR	 ﾠDURING	 ﾠTHE	 ﾠ2009	 ﾠFIELD	 ﾠSEASON	 ﾠIN	 ﾠ
MADAGASCAR.	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FIGURE	 ﾠ3.1:	 ﾠANATOMY	 ﾠOF	 ﾠTHE	 ﾠUPPER	 ﾠVOCAL	 ﾠAPPARATUS	 ﾠ(SAGITTAL	 ﾠPLANE).	 ﾠTHE	 ﾠSOURCE	 ﾠWHICH	 ﾠARE	 ﾠTHE	 ﾠLUNGS	 ﾠARE	 ﾠNOT	 ﾠDEPICTED	 ﾠ
IN	 ﾠTHIS	 ﾠDIAGRAM	 ﾠ(ADAPTED	 ﾠBY	 ﾠTHE	 ﾠAUTHOR	 ﾠFROM	 ﾠPUBLIC	 ﾠTEMPLATE),.	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FIGURE	 ﾠ3.2:	 ﾠBLOCK	 ﾠDIAGRAM	 ﾠOF	 ﾠHUMAN	 ﾠSPEECH	 ﾠ(VOICED)	 ﾠPRODUCTION	 ﾠMODEL	 ﾠ(ADAPTED	 ﾠFROM	 ﾠDELLER	 ﾠET	 ﾠAL,	 ﾠ1993),	 ﾠAND	 ﾠ
EXAMPLE	 ﾠOF	 ﾠSPEECH	 ﾠSOUND	 ﾠTHAT	 ﾠIS	 ﾠGENERATED	 ﾠPASSING	 ﾠTHROUGH	 ﾠTHE	 ﾠVOCAL	 ﾠFOLDS	 ﾠ(BLUE	 ﾠBOX)	 ﾠAND	 ﾠFURTHER	 ﾠMODIFIED	 ﾠBY	 ﾠ
THE	 ﾠFILTER	 ﾠWHOSE	 ﾠFREQUENCY	 ﾠRESPONSE	 ﾠIS	 ﾠDEPICTED	 ﾠIN	 ﾠTHE	 ﾠGREEN	 ﾠBOX	 ﾠTO	 ﾠPRODUCE	 ﾠTHE	 ﾠSOUND	 ﾠOUTPUT	 ﾠIN	 ﾠTHE	 ﾠRED	 ﾠBOX.	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FIGURE	 ﾠ3.3:	 ﾠAMPLITUDE	 ﾠ(TOP)	 ﾠAND	 ﾠSPECTROGRAM	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 ﾠOF	 ﾠTHE	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 ﾠ(LEFT)	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 ﾠA	 ﾠHANNING	 ﾠWINDOW	 ﾠ(FREQUENCY	 ﾠ
RESOLUTION	 ﾠ43.06	 ﾠHZ/BIN)	 ﾠAND	 ﾠA	 ﾠTONAL	 ﾠCALL	 ﾠ(RIGHT)	 ﾠOF	 ﾠA	 ﾠHUMPBACK	 ﾠWHALE.	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FIGURE	 ﾠ3.4:	 ﾠAMPLITUDE	 ﾠ(TOP)	 ﾠAND	 ﾠSPECTROGRAM	 ﾠWITH	 ﾠHANNING	 ﾠWINDOW	 ﾠ(FREQUENCY	 ﾠRESOLUTION	 ﾠ43.06	 ﾠHZ/BIN)	 ﾠBOTTOM)	 ﾠOF	 ﾠ
THE	 ﾠUNVOICED	 ﾠCONSONANT	 ﾠ/S/	 ﾠ(LEFT)	 ﾠAND	 ﾠOF	 ﾠA	 ﾠ“NOISY”	 ﾠSOUND	 ﾠOF	 ﾠHUMPBACK	 ﾠWHALE	 ﾠ(RIGHT).	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FIGURE	 ﾠ3.5:	 ﾠAMPLITUDE	 ﾠAND	 ﾠSPECTROGRAM	 ﾠWITH	 ﾠHANNING	 ﾠWINDOW	 ﾠ(FREQUENCY	 ﾠRESOLUTION	 ﾠ43.06	 ﾠHZ/BIN)	 ﾠ	 ﾠOF	 ﾠA	 ﾠHUMPBACK	 ﾠ
WHALE	 ﾠAMPLITUDE	 ﾠMODULATED	 ﾠVOCALISATION.	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FIGURE	 ﾠ3.6:	 ﾠDIAGRAM	 ﾠSHOWING	 ﾠTHE	 ﾠHIERARCHY	 ﾠUSED	 ﾠTO	 ﾠDESCRIBE	 ﾠCALLS	 ﾠIN	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 ﾠTHESIS	 ﾠ(A)	 ﾠAS	 ﾠOPPOSED	 ﾠTO	 ﾠTHE	 ﾠHIERARCHY	 ﾠUSED	 ﾠBY	 ﾠ
DUNLOP	 ﾠET	 ﾠAL.	 ﾠ(B)(2007C).	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FIGURE	 ﾠ3.7:	 ﾠEXAMPLES	 ﾠOF	 ﾠSUBHARMONICS,	 ﾠINDICATED	 ﾠBY	 ﾠTHE	 ﾠRED	 ﾠARROWS,	 ﾠIN	 ﾠA	 ﾠHUMPBACK	 ﾠWHALE	 ﾠSONG	 ﾠRECORDED	 ﾠIN	 ﾠ
MADAGASCAR	 ﾠIN	 ﾠAUGUST	 ﾠ2009.	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FIGURE	 ﾠ3.8:	 ﾠSPECTROGRAM	 ﾠOF	 ﾠHUMPBACK	 ﾠWHALE	 ﾠVOCALISATIONS	 ﾠWHERE	 ﾠDETERMINISTIC	 ﾠCHAOS	 ﾠ(AREAS	 ﾠCIRCLED	 ﾠIN	 ﾠBLUE)	 ﾠCAN	 ﾠBE	 ﾠ
OBSERVED	 ﾠIN	 ﾠTHE	 ﾠRECORDING	 ﾠOF	 ﾠAUGUST	 ﾠ2009.	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FIGURE	 ﾠ3.9:	 ﾠEXAMPLES	 ﾠOF	 ﾠFREQUENCY	 ﾠJUMPS	 ﾠIN	 ﾠSOME	 ﾠUNITS	 ﾠOF	 ﾠHUMPBACK	 ﾠWHALE	 ﾠSONG	 ﾠRECORDED	 ﾠON	 ﾠTHE	 ﾠ12
TH
	 ﾠOF	 ﾠAUGUST	 ﾠ
2009.	 ﾠTHE	 ﾠNUMBERS	 ﾠIN	 ﾠTHE	 ﾠTOP	 ﾠPANEL	 ﾠOF	 ﾠTHE	 ﾠFIGURE	 ﾠSHOWING	 ﾠTHE	 ﾠAMPLITUDE	 ﾠOF	 ﾠTHE	 ﾠSIGNAL	 ﾠHIGHLIGHT	 ﾠINSTANCES	 ﾠIN	 ﾠ
WHICH	 ﾠTHE	 ﾠJUMPS	 ﾠOCCUR.	 ﾠSUCH	 ﾠJUMPS	 ﾠARE	 ﾠEASILY	 ﾠSEEN	 ﾠIN	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠREPRESENTATION	 ﾠOF	 ﾠTHE	 ﾠSIGNAL	 ﾠ(BOTTOM	 ﾠ
PANEL,	 ﾠRED	 ﾠARROWS).	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FIGURE	 ﾠ3.10:	 ﾠSPECTROGRAM	 ﾠOF	 ﾠA	 ﾠSERIES	 ﾠOF	 ﾠFAST	 ﾠUPSWEEPS	 ﾠAND	 ﾠTHE	 ﾠSUBUNITS	 ﾠTHAT	 ﾠWERE	 ﾠFOUND	 ﾠIN	 ﾠASSOCIATION	 ﾠWITH	 ﾠIT	 ﾠ
(FREQUENCY,REQUENCY	 ﾠRSOLUTION	 ﾠ86.13	 ﾠHZ/BIN,	 ﾠHANNING	 ﾠWINDOW,	 ﾠ75%	 ﾠOVERLAP).	 ﾠTHE	 ﾠBASIC	 ﾠSUBUNIT	 ﾠIS	 ﾠPRESENTED	 ﾠIN	 ﾠ
A);	 ﾠTHE	 ﾠOTHER	 ﾠGRAPHS	 ﾠREPRESENT	 ﾠB)	 ﾠAN	 ﾠUNVOICED-ﾭ‐TYPE	 ﾠCALL	 ﾠWHICH	 ﾠENDS	 ﾠWITH	 ﾠTHE	 ﾠSWEEP,	 ﾠC)	 ﾠA	 ﾠHARMONIC	 ﾠSUBUNIT	 ﾠ
WHICH	 ﾠTERMINATES	 ﾠWITH	 ﾠTHE	 ﾠFAST	 ﾠSWEEP,	 ﾠD)	 ﾠA	 ﾠPULSE	 ﾠAT	 ﾠA	 ﾠSLIGHTLY	 ﾠHIGHER	 ﾠFREQUENCY	 ﾠTHAT	 ﾠPRECEEDS	 ﾠTHE	 ﾠSWEEP,	 ﾠAND	 ﾠE)	 ﾠ
A	 ﾠHARMONIC	 ﾠCALL	 ﾠWITH	 ﾠDECENDING	 ﾠENVELOPE	 ﾠLINKED	 ﾠTO	 ﾠA	 ﾠSWEEP.	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FIGURE	 ﾠ3.11:	 ﾠTHE	 ﾠSUBUNIT	 ﾠCIRCLED	 ﾠIN	 ﾠTHE	 ﾠTOP	 ﾠRIGHT	 ﾠHAND	 ﾠSIDE	 ﾠOF	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 ﾠFIGURE	 ﾠWAS	 ﾠENCOUNTERED	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠOR	 ﾠASSOCIATED	 ﾠ
WITH	 ﾠOTHER	 ﾠTWO	 ﾠSUBUNIT	 ﾠTYPES.	 ﾠHANNING	 ﾠWINDOW	 ﾠ2048,	 ﾠ512	 ﾠFFT	 ﾠSIZE	 ﾠAND	 ﾠ75%	 ﾠOVERLAP.	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FIGURE	 ﾠ3.12:	 ﾠSCHEMATIC	 ﾠSOUND	 ﾠSPECTROGRAM	 ﾠOF	 ﾠA	 ﾠWHITE-ﾭ‐CROWNED	 ﾠSPARROW	 ﾠ(ZONOTRICHIA	 ﾠLEUCOPHRYS)	 ﾠSONG.	 ﾠARROWS	 ﾠ
INDICATE	 ﾠPHRASE	 ﾠ(OR	 ﾠMOTIF)	 ﾠAND	 ﾠNUMBERS	 ﾠINDICATE	 ﾠSYLLABLES	 ﾠWHICH	 ﾠARE	 ﾠMADE	 ﾠUP	 ﾠOF	 ﾠNOTES	 ﾠ(OR	 ﾠELEMENTS),	 ﾠTHE	 ﾠ
SIMPLEST	 ﾠUNIT	 ﾠOF	 ﾠSONG	 ﾠ(WADA,	 ﾠ2010).	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FIGURE	 ﾠ4.1:	 ﾠTHE	 ﾠISLAND	 ﾠOF	 ﾠSTE	 ﾠMARIE	 ﾠIS	 ﾠLOCATED	 ﾠON	 ﾠTHE	 ﾠNORTH	 ﾠEAST	 ﾠOF	 ﾠMADAGASCAR	 ﾠ(RED-ﾭ‐CIRCLED	 ﾠAREA)	 ﾠAND	 ﾠTHE	 ﾠAREA	 ﾠ
SURVEYED	 ﾠFOR	 ﾠHUMPBACK	 ﾠWHALE	 ﾠSINGERS	 ﾠIS	 ﾠHIGHLIGHTED	 ﾠIN	 ﾠRED	 ﾠSHADOWING	 ﾠIN	 ﾠTHE	 ﾠENLARGED	 ﾠAREA	 ﾠ(MAP	 ﾠCREATED	 ﾠUSING	 ﾠ
GOOGLEEARTH).	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FIGURE	 ﾠ4.2:	 ﾠMAPS	 ﾠSHOWING	 ﾠTHE	 ﾠLOCATION	 ﾠOF	 ﾠSAINTE	 ﾠMARIE	 ﾠISLAND	 ﾠAND	 ﾠA	 ﾠZOOMED	 ﾠVIEW	 ﾠOF	 ﾠTHE	 ﾠSTE	 ﾠMARIE	 ﾠCHANNEL	 ﾠWHERE	 ﾠ
THE	 ﾠSONGS	 ﾠWERE	 ﾠRECORDED.	 ﾠTHE	 ﾠRECORDINGS	 ﾠPRESENTED	 ﾠIN	 ﾠTHIS	 ﾠPAPER	 ﾠWERE	 ﾠMADE	 ﾠAT	 ﾠTHE	 ﾠAPPROXIMATE	 ﾠLOCATIONS	 ﾠ
DEPICTED	 ﾠBY	 ﾠTHE	 ﾠNUMBERS	 ﾠIN	 ﾠTHE	 ﾠPICTURE;	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 ﾠ1)	 ﾠIS	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 ﾠLOCATION	 ﾠWHERE	 ﾠTHE	 ﾠSONG	 ﾠWAS	 ﾠRECORDED	 ﾠIN	 ﾠ2007,	 ﾠ
THIS	 ﾠLOCATION	 ﾠIS	 ﾠCLOSE	 ﾠTO	 ﾠTHE	 ﾠCORAL	 ﾠREEF	 ﾠAT	 ﾠTHE	 ﾠSOUTHERN	 ﾠTIP	 ﾠOF	 ﾠSTE	 ﾠMARIE,	 ﾠ2)	 ﾠSHOWS	 ﾠTHE	 ﾠSITE	 ﾠOF	 ﾠTHE	 ﾠ2008	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RECORDING,	 ﾠAND	 ﾠ3)	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 ﾠAREA	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 ﾠIN	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 ﾠSEE	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 ﾠ2	 ﾠFOR	 ﾠFURTHER	 ﾠ
RECORDING	 ﾠDETAILS..	 ﾠMAP	 ﾠCREATED	 ﾠUSING	 ﾠGOOGLEEARTH.	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FIGURE	 ﾠ4.3:	 ﾠSONG	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 ﾠOF	 ﾠ30	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 ﾠGRAPH	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 ﾠSIGNAL.	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 ﾠSTART	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 ﾠHORIZONTAL	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 ﾠAND	 ﾠTHE	 ﾠTHRESHOLD	 ﾠOF	 ﾠviii	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END	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 ﾠHORIZONTAL	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 ﾠSTART	 ﾠAND	 ﾠEND	 ﾠOF	 ﾠA	 ﾠVOCALISATION	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 ﾠSHADED	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 ﾠSILENCE	 ﾠ(RED	 ﾠSHADED	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 ﾠIN	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FIGURE	 ﾠ4.4:	 ﾠ	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 ﾠ(FFT	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 ﾠ256,	 ﾠOVERLAP	 ﾠ50%)	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 ﾠTHE	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FIGURE	 ﾠ4.5:	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 ﾠ21.5	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 ﾠWAS	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 ﾠNOISE	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FIGURE	 ﾠ4.6:	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 ﾠOF	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 ﾠTHAT	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 ﾠDISCARDED	 ﾠBECAUSE	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 ﾠ4.7:	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 ﾠPHRASES	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 ﾠWERE	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FIGURE	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 ﾠ5.2:	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 ﾠPRODUCED	 ﾠBY	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FIGURE	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 ﾠCLASSES	 ﾠIDENTIFIED	 ﾠMANUALLY.	 ﾠ.................................................	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FIGURE	 ﾠ5.5:	 ﾠPERFORMANCE	 ﾠOF	 ﾠTHE	 ﾠTHREE	 ﾠFEATURE	 ﾠSETS	 ﾠUSED	 ﾠIN	 ﾠTHE	 ﾠSTUDY.	 ﾠHERE,	 ﾠTHE	 ﾠPERCENTAGES	 ﾠOF	 ﾠVOCALISATIONS	 ﾠ
CORRECTLY	 ﾠCLASSIFIED	 ﾠUSING	 ﾠTHE	 ﾠK-ﾭ‐MEANS	 ﾠALGORITHM	 ﾠARE	 ﾠPRESENTED	 ﾠACCORDING	 ﾠTO	 ﾠTHE	 ﾠFIVE	 ﾠMAJOR	 ﾠGROUPS	 ﾠWITHIN	 ﾠ
WHICH	 ﾠALL	 ﾠUNITS	 ﾠARE	 ﾠCLUSTERED.	 ﾠNOTE	 ﾠTHAT	 ﾠIN	 ﾠTHIS	 ﾠFIGURE,	 ﾠFREQUENCY	 ﾠREFERS	 ﾠTO	 ﾠTHE	 ﾠSOUND	 ﾠPITCH	 ﾠRATHER	 ﾠTHAN	 ﾠTHE	 ﾠ
FREQUENCY	 ﾠOF	 ﾠOCCURRENCE.	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FIGURE	 ﾠ5.6:	 ﾠCOMPARISON	 ﾠOF	 ﾠTHE	 ﾠPERFORMANCE	 ﾠOF	 ﾠSUBUNIT	 ﾠCLASSIFICATION	 ﾠOBTAINED	 ﾠUSING	 ﾠTHE	 ﾠTHREE	 ﾠFEATURE	 ﾠSETS.	 ﾠFOR	 ﾠEACH	 ﾠ
TEST,	 ﾠ12	 ﾠFEATURES	 ﾠWERE	 ﾠUSED	 ﾠTO	 ﾠDESCRIBE	 ﾠALL	 ﾠTHE	 ﾠCALL	 ﾠCATEGORIES,	 ﾠBASED	 ﾠON	 ﾠRESULTS	 ﾠOBTAINED	 ﾠDURING	 ﾠMSC	 ﾠWORK	 ﾠ
(PACE	 ﾠET	 ﾠAL.,	 ﾠ2009).	 ﾠTHE	 ﾠDIFFERENT	 ﾠCLASSES	 ﾠOF	 ﾠCALLS	 ﾠWERE	 ﾠGROUPED	 ﾠINTO	 ﾠBROAD	 ﾠCATEGORIES	 ﾠBASED	 ﾠON	 ﾠTHEIR	 ﾠFREQUENCY	 ﾠ
CHARACTERISTICS.	 ﾠ............................................................................................................................................	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FIGURE	 ﾠ5.7:	 ﾠCLASSIFICATION	 ﾠPERFORMANCE	 ﾠOF	 ﾠUNITS	 ﾠVERSUS	 ﾠSUBUNITS	 ﾠOBTAINED	 ﾠCOMPARING	 ﾠA	 ﾠMANUAL	 ﾠCLASSIFICATION	 ﾠCARRIED	 ﾠ
OUT	 ﾠBY	 ﾠTHE	 ﾠMAIN	 ﾠAUTHOR	 ﾠAND	 ﾠAUTOMATIC	 ﾠCLUSTERING	 ﾠWHERE	 ﾠMFCCS	 ﾠFEATURES	 ﾠWERE	 ﾠAPPLIED	 ﾠIN	 ﾠTHE	 ﾠK-ﾭ‐MEANS	 ﾠ
ALGORITHM	 ﾠ(MODEL	 ﾠORDER	 ﾠDICTATED	 ﾠBY	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠCLASSES	 ﾠMANUALLY	 ﾠIDENTIFIED).	 ﾠ18	 ﾠSUBUNIT	 ﾠCLASSES	 ﾠAND	 ﾠ21	 ﾠUNIT	 ﾠ
CLASSES	 ﾠWERE	 ﾠIDENTIFIED	 ﾠTHROUGH	 ﾠTHE	 ﾠMANUAL	 ﾠCLASSIFICATION.	 ﾠ...........................................................................	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FIGURE	 ﾠ6.1:	 ﾠBAKIS	 ﾠDIAGRAM	 ﾠOF	 ﾠA	 ﾠLEFT–TO-ﾭ‐RIGHT	 ﾠHMM	 ﾠOF	 ﾠTHE	 ﾠWORD	 ﾠ‘SIX’,	 ﾠWHOSE	 ﾠCOMPONENTS	 ﾠARE	 ﾠREPRESENTED	 ﾠTHROUGH	 ﾠ
THE	 ﾠPHONES	 ﾠTHAT	 ﾠMAKE	 ﾠUP	 ﾠTHIS	 ﾠWORD.	 ﾠNOTE	 ﾠTHAT	 ﾠTHE	 ﾠWORD	 ﾠHAS	 ﾠBEEN	 ﾠDESCRIBED	 ﾠPHONETICALLY,	 ﾠINSTEAD	 ﾠOF	 ﾠ
TRANSCRIBING	 ﾠEACH	 ﾠSTATE	 ﾠFOLLOWING	 ﾠTHE	 ﾠORTHOGRAPHIC	 ﾠREPRESENTATION	 ﾠOF	 ﾠTHE	 ﾠSOUNDS.	 ﾠTHE	 ﾠSEQUENCE	 ﾠOF	 ﾠSTATES	 ﾠIS	 ﾠix	 ﾠ
	 ﾠ
EXPRESSED	 ﾠTHROUGH	 ﾠTHE	 ﾠSUBSCRIPT	 ﾠ	 ﾠ	 ﾠNUMBERING.	 ﾠTWO	 ﾠADDITIONAL	 ﾠSTATES	 ﾠARE	 ﾠADDED	 ﾠAT	 ﾠTHE	 ﾠSTART	 ﾠAND	 ﾠAT	 ﾠTHE	 ﾠEND	 ﾠOF	 ﾠ
THE	 ﾠWORD	 ﾠTO	 ﾠINFORM	 ﾠTHE	 ﾠMODEL	 ﾠTHAT	 ﾠTHE	 ﾠUTTERANCE	 ﾠIS	 ﾠABOUT	 ﾠTO	 ﾠSTART	 ﾠAND	 ﾠFINISH	 ﾠRESPECTIVELY.	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FIGURE	 ﾠ6.2:	 ﾠHMM	 ﾠMODEL	 ﾠEXAMPLE	 ﾠFOR	 ﾠTHE	 ﾠSENTENCE	 ﾠ“THE	 ﾠDOCTOR	 ﾠLOOKED	 ﾠAT	 ﾠTHE	 ﾠPATIENT’S	 ﾠELBOW”	 ﾠ(TOP)	 ﾠWHERE	 ﾠEACH	 ﾠWORD	 ﾠ
IS	 ﾠMODELLED	 ﾠTHROUGH	 ﾠONE	 ﾠHMM.	 ﾠTHE	 ﾠMODEL	 ﾠOF	 ﾠTHE	 ﾠSENTENCE	 ﾠIS	 ﾠLEFT-ﾭ‐TO-ﾭ‐RIGHT	 ﾠSO	 ﾠTHAT	 ﾠTHE	 ﾠSEQUENCE	 ﾠOF	 ﾠWORDS	 ﾠMUST	 ﾠ
BE	 ﾠRESPECTED	 ﾠTO	 ﾠMODEL	 ﾠTHIS	 ﾠPARTICULAR	 ﾠSENTENCE.	 ﾠTHE	 ﾠSECOND	 ﾠEXAMPLE	 ﾠ(BOTTOM)	 ﾠSHOWS	 ﾠA	 ﾠMODEL,	 ﾠWHICH	 ﾠIS	 ﾠTRAINED	 ﾠ
ON	 ﾠPHONES	 ﾠSO	 ﾠTHAT	 ﾠEACH	 ﾠWORD	 ﾠIS	 ﾠBROKEN	 ﾠDOWN	 ﾠINTO	 ﾠSMALLER	 ﾠCOMPONENTS	 ﾠTHAT	 ﾠARE	 ﾠUNIQUE.	 ﾠNOTE	 ﾠTHAT	 ﾠTHE	 ﾠMODEL	 ﾠ
OF	 ﾠTHE	 ﾠWORD	 ﾠ“PATIENT’S”	 ﾠALLOWS	 ﾠSKIPPING	 ﾠONE	 ﾠSTATE	 ﾠFROM	 ﾠ‘N’	 ﾠTO	 ﾠ‘S’	 ﾠTO	 ﾠACCOUNT	 ﾠFOR	 ﾠDIFFERENT	 ﾠPRONUNCIATIONS	 ﾠTHAT	 ﾠ
MAY	 ﾠOCCUR.	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FIGURE	 ﾠ6.3:	 ﾠDIAGRAM	 ﾠOF	 ﾠTHE	 ﾠMETHOD	 ﾠFOLLOWED	 ﾠFOR	 ﾠTHE	 ﾠTRAINING	 ﾠAND	 ﾠRECOGNITION	 ﾠPROCESSES.	 ﾠ......................................	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FIGURE	 ﾠ6.4:	 ﾠBOX	 ﾠSHOWING	 ﾠTHE	 ﾠCONFIGURATION	 ﾠUSED	 ﾠFOR	 ﾠCALCULATING	 ﾠTHE	 ﾠMFCCS	 ﾠUSING	 ﾠHTK.	 ﾠTHE	 ﾠFORMAT	 ﾠOF	 ﾠTHE	 ﾠSOURCE	 ﾠFILE	 ﾠ
IN	 ﾠTHE	 ﾠINPUT	 ﾠNEEDS	 ﾠTO	 ﾠBE	 ﾠSPECIFIED;	 ﾠIN	 ﾠTHIS	 ﾠCASE,	 ﾠALL	 ﾠOUR	 ﾠINPUT	 ﾠFILES	 ﾠWERE	 ﾠIN	 ﾠ‘.WAV’	 ﾠFORMAT,	 ﾠWITH	 ﾠSAMPLING	 ﾠ
FREQUENCY	 ﾠOF	 ﾠ44.1	 ﾠKHZ.	 ﾠTHE	 ﾠSOURCE	 ﾠRATE	 ﾠDEPENDS	 ﾠON	 ﾠTHE	 ﾠSAMPLING	 ﾠFREQUENCY	 ﾠOF	 ﾠTHE	 ﾠRECORDING,	 ﾠAND	 ﾠSPECIFIES	 ﾠTHE	 ﾠ
DATA	 ﾠPOINTS	 ﾠIN	 ﾠEACH	 ﾠWINDOW	 ﾠFRAME.	 ﾠTHE	 ﾠTARGET	 ﾠRATE	 ﾠAND	 ﾠKIND	 ﾠREFER	 ﾠTO	 ﾠTHE	 ﾠOUTPUT	 ﾠFILE,	 ﾠIN	 ﾠOUR	 ﾠCASE	 ﾠWE	 ﾠUSED	 ﾠ
MFFCS	 ﾠAND	 ﾠΔMFCCS	 ﾠ(EXPRESSED	 ﾠBY	 ﾠTHE	 ﾠADDED	 ﾠCOMMAND	 ﾠ_D	 ﾠIN	 ﾠTHE	 ﾠTARGET	 ﾠKIND).	 ﾠTHIS	 ﾠMEANS	 ﾠTHAT	 ﾠTHE	 ﾠOUTPUT	 ﾠFILE	 ﾠ
WE	 ﾠOBTAIN	 ﾠWILL	 ﾠBE	 ﾠA	 ﾠFILE	 ﾠIN	 ﾠ‘.MFC’	 ﾠFORMAT	 ﾠ(I.E.	 ﾠAN	 ﾠHTK	 ﾠFORMAT)	 ﾠCONTAINING	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠFEATURES	 ﾠSPECIFIED	 ﾠIN	 ﾠTHE	 ﾠ
NUMCEPS	 ﾠSETTING.	 ﾠNOTE	 ﾠTHAT	 ﾠTHE	 ﾠNUMBER	 ﾠREFERS	 ﾠTO	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠFEATURES	 ﾠTHAT	 ﾠONE	 ﾠWANTS	 ﾠTO	 ﾠOBTAIN	 ﾠFOR	 ﾠEACH	 ﾠ
OF	 ﾠTHE	 ﾠCOEFFICIENT	 ﾠTYPES	 ﾠSPECIFIED;	 ﾠIN	 ﾠOTHER	 ﾠWORDS,	 ﾠWITH	 ﾠTHE	 ﾠCONFIGURATION	 ﾠDEPICTED	 ﾠIN	 ﾠTHIS	 ﾠFIGURE	 ﾠONE	 ﾠWILL	 ﾠOBTAIN	 ﾠ
AN	 ﾠOUTPUT	 ﾠCONTAINING	 ﾠ12	 ﾠMFCCS	 ﾠAND	 ﾠ12	 ﾠΔMFCCS.	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FIGURE	 ﾠ6.5:	 ﾠEXAMPLE	 ﾠOF	 ﾠHUMPBACK	 ﾠWHALE	 ﾠUNIT	 ﾠVOCALISATION	 ﾠWHICH	 ﾠIS	 ﾠUSED	 ﾠFOR	 ﾠTRAINING	 ﾠAN	 ﾠHMM.	 ﾠTHIS	 ﾠUNIT	 ﾠIS	 ﾠBROKEN	 ﾠ
DOWN	 ﾠINTO	 ﾠ3	 ﾠSTATES	 ﾠTHAT	 ﾠCORRESPOND	 ﾠTO	 ﾠTHREE	 ﾠCHANGES	 ﾠIN	 ﾠDIRECTION	 ﾠWITHIN	 ﾠTHE	 ﾠCALL.	 ﾠTHE	 ﾠFIRST	 ﾠSEGMENT	 ﾠ(A)	 ﾠIS	 ﾠA	 ﾠ
QUICK	 ﾠUPSWEEP,	 ﾠTHE	 ﾠSECOND	 ﾠSEGMENTED	 ﾠIS	 ﾠAN	 ﾠUPSIDE	 ﾠDOWN	 ﾠARCH	 ﾠ(B)	 ﾠAND	 ﾠTHE	 ﾠLAST	 ﾠPART	 ﾠOF	 ﾠTHE	 ﾠCALL	 ﾠIS	 ﾠALMOST	 ﾠFLAT	 ﾠBUT	 ﾠ
WITH	 ﾠA	 ﾠSLIGHT	 ﾠUPWARD	 ﾠCURVATURE	 ﾠ(C).	 ﾠTWO	 ﾠSTATES	 ﾠAT	 ﾠEACH	 ﾠEND	 ﾠMARK	 ﾠTHE	 ﾠSTART	 ﾠAND	 ﾠEND	 ﾠOF	 ﾠTHE	 ﾠUNIT.	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FIGURE	 ﾠ6.6:	 ﾠDIAGRAM	 ﾠSHOWING	 ﾠTHE	 ﾠTWO	 ﾠMODEL	 ﾠSTRUCTURES	 ﾠUSED	 ﾠFOR	 ﾠCLASSYFING	 ﾠTHE	 ﾠVOCALISATIONS	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠ
HUMPBACK	 ﾠWHALE	 ﾠSONGS	 ﾠANALYSED	 ﾠIN	 ﾠTHIS	 ﾠTHESIS.	 ﾠTHE	 ﾠFIRST	 ﾠMODEL	 ﾠIS	 ﾠBASED	 ﾠON	 ﾠRECOGNITION	 ﾠOF	 ﾠUNITS	 ﾠ(TOP)	 ﾠWHERE	 ﾠIN	 ﾠ
EACH	 ﾠSEGMENTED	 ﾠRECORDING	 ﾠONE	 ﾠCOULD	 ﾠFIND	 ﾠA	 ﾠUNIT	 ﾠWITH	 ﾠSILENT	 ﾠPORTIONS	 ﾠBEFORE	 ﾠOR	 ﾠAFTER	 ﾠTHE	 ﾠCALL.	 ﾠTHE	 ﾠALTERNATIVE	 ﾠ
MODEL	 ﾠ(BOTTOM)	 ﾠIS	 ﾠBASED	 ﾠON	 ﾠSUBUNIT	 ﾠRECOGNITION,	 ﾠWHICH	 ﾠMEANS	 ﾠTHAT	 ﾠEACH	 ﾠCALL	 ﾠBETWEEN	 ﾠTWO	 ﾠSILENCES	 ﾠCOULD	 ﾠBE	 ﾠ
REPRESENTED	 ﾠBY	 ﾠONE	 ﾠOR	 ﾠMORE	 ﾠSUBPORTIONS	 ﾠ(IN	 ﾠTHE	 ﾠMODEL	 ﾠDEPICTED	 ﾠABOVE	 ﾠTHE	 ﾠMAXIMUM	 ﾠNUMBER	 ﾠOF	 ﾠSUBUNITS	 ﾠPER	 ﾠ
UNIT	 ﾠWAS	 ﾠ2).	 ﾠBECAUSE	 ﾠTHE	 ﾠSECOND	 ﾠMODEL	 ﾠALLOWS	 ﾠSKIPPING	 ﾠONE	 ﾠSTATE,	 ﾠTHE	 ﾠRECOGNISER	 ﾠCOULD	 ﾠGO	 ﾠFROM	 ﾠTHE	 ﾠFIRST	 ﾠ
SUBUNIT	 ﾠTO	 ﾠSILENCE	 ﾠDIRECTLY,	 ﾠIN	 ﾠWHICH	 ﾠCASE	 ﾠTHE	 ﾠSUBUNIT	 ﾠMODEL	 ﾠIS	 ﾠEQUIVALENT	 ﾠTO	 ﾠA	 ﾠUNIT	 ﾠ(FIGURE	 ﾠ	 ﾠ 6.7).	 ﾠ....................	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FIGURE	 ﾠ6.7:	 ﾠSPECTROGRAM	 ﾠOF	 ﾠA	 ﾠSAMPLE	 ﾠHUMPBACK	 ﾠWHALE	 ﾠVOCALISATION	 ﾠENCOUNTERED	 ﾠIN	 ﾠA	 ﾠRECORDING	 ﾠOF	 ﾠA	 ﾠ2009	 ﾠ
MADAGASCAR	 ﾠSONG.	 ﾠTHE	 ﾠDIAGRAMS	 ﾠSHOW	 ﾠTHE	 ﾠTWO	 ﾠDIFFERENT	 ﾠHIDDEN	 ﾠMARKOV	 ﾠMODELS	 ﾠTHAT	 ﾠWERE	 ﾠEMPLOYED	 ﾠFOR	 ﾠTHE	 ﾠ
CLASSIFICATION	 ﾠTASK.	 ﾠTHE	 ﾠVOCALISATION	 ﾠCOULD	 ﾠBE	 ﾠMODELLED	 ﾠAS	 ﾠA	 ﾠUNIT	 ﾠBETWEEN	 ﾠTWO	 ﾠSILENCES	 ﾠ(A)	 ﾠWHERE	 ﾠCHANGES	 ﾠIN	 ﾠTHE	 ﾠ
CALL’S	 ﾠCHARACTERISTICS	 ﾠARE	 ﾠCAPTURED	 ﾠBY	 ﾠSHIFTING	 ﾠFROM	 ﾠONE	 ﾠSTATE	 ﾠTO	 ﾠTHE	 ﾠNEXT	 ﾠIN	 ﾠTHE	 ﾠLEFT-ﾭ‐TO-ﾭ‐RIGHT	 ﾠHMM.	 ﾠ
ALTERNATIVELY,	 ﾠTHE	 ﾠCALL	 ﾠWAS	 ﾠSPLIT	 ﾠINTO	 ﾠTWO	 ﾠSUBUNITS	 ﾠ(B)	 ﾠIF	 ﾠTHERE	 ﾠWAS	 ﾠA	 ﾠMARKED	 ﾠSHIFT	 ﾠIN	 ﾠFREQUENCY	 ﾠAND	 ﾠTHE	 ﾠ
CONDITIONS	 ﾠEXPLAINED	 ﾠIN	 ﾠPREVIOUS	 ﾠCHAPTERS	 ﾠWERE	 ﾠENCOUNTERED.	 ﾠEACH	 ﾠSUBUNIT	 ﾠWAS	 ﾠMODELLED	 ﾠTHROUGH	 ﾠONE	 ﾠSINGLE	 ﾠ
STATE	 ﾠHMM.	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FIGURE	 ﾠ7.1:	 ﾠSPECTROGRAMS	 ﾠSHOWING	 ﾠTHE	 ﾠSEQUENCE	 ﾠOF	 ﾠTHEMES	 ﾠIN	 ﾠTHE	 ﾠ2007	 ﾠSONG	 ﾠIN	 ﾠTHE	 ﾠCHANNEL	 ﾠOF	 ﾠSTE	 ﾠMARIE	 ﾠIN	 ﾠ
MADAGASCAR	 ﾠAT	 ﾠTHE	 ﾠEND	 ﾠOF	 ﾠJULY	 ﾠ2007.	 ﾠSIX	 ﾠDISTINCT	 ﾠTHEMES	 ﾠWERE	 ﾠIDENTIFIED,	 ﾠ3	 ﾠOF	 ﾠWHICH	 ﾠPRESENTED	 ﾠSLIGHT	 ﾠVARIATIONS	 ﾠx	 ﾠ
	 ﾠ 	 ﾠ
IN	 ﾠTHEIR	 ﾠUNIT	 ﾠCOMPONENTS	 ﾠOR	 ﾠIN	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠREPETITIONS	 ﾠOF	 ﾠA	 ﾠPARTICULAR	 ﾠVOCALISATION	 ﾠTHROUGHOUT	 ﾠTHE	 ﾠSONG	 ﾠ
SEQUENCE.	 ﾠTHE	 ﾠVARIATIONS	 ﾠOBSERVED	 ﾠIN	 ﾠTHE	 ﾠPHRASES	 ﾠTHAT	 ﾠCOMPOSE	 ﾠTHE	 ﾠSAME	 ﾠTHEME	 ﾠARE	 ﾠPROGRESSIONS	 ﾠOF	 ﾠTHE	 ﾠSONG	 ﾠ
SANG	 ﾠBY	 ﾠA	 ﾠSINGLE	 ﾠSINGER	 ﾠRATHER	 ﾠTHAN	 ﾠDIFFERENCES	 ﾠDERIVING	 ﾠFROM	 ﾠINTER-ﾭ‐INDIVIDUAL	 ﾠVARIATIONS.	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FIGURE	 ﾠ7.2:	 ﾠSPECTROGRAMS	 ﾠSHOWING	 ﾠTHE	 ﾠSEQUENCE	 ﾠOF	 ﾠTHEMES	 ﾠIN	 ﾠTHE	 ﾠ2008	 ﾠSONG	 ﾠSUNG	 ﾠBY	 ﾠHUMPBACK	 ﾠWHALES	 ﾠIN	 ﾠTHE	 ﾠCHANNEL	 ﾠ
OF	 ﾠSTE	 ﾠMARIE	 ﾠIN	 ﾠMADAGASCAR	 ﾠIN	 ﾠAUGUST	 ﾠ2008.	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FIGURE	 ﾠ7.3:	 ﾠSPECTROGRAMS	 ﾠSHOWING	 ﾠTHE	 ﾠSEQUENCE	 ﾠOF	 ﾠTHEMES	 ﾠIN	 ﾠTHE	 ﾠ2009	 ﾠSONG	 ﾠSUNG	 ﾠBY	 ﾠHUMPBACK	 ﾠWHALES	 ﾠIN	 ﾠTHE	 ﾠCHANNEL	 ﾠ
OF	 ﾠSTE	 ﾠMARIE	 ﾠIN	 ﾠMADAGASCAR	 ﾠIN	 ﾠAUGUST	 ﾠ2009.	 ﾠ..............................................................................................	 ﾠ105	 ﾠ
FIGURE	 ﾠ7.4:	 ﾠSPECTROGRAM	 ﾠOF	 ﾠAN	 ﾠARTIFICIAL	 ﾠSEQUENCE	 ﾠFORMED	 ﾠBY	 ﾠCONCATENATING	 ﾠONE	 ﾠSAMPLE	 ﾠOF	 ﾠEACH	 ﾠOF	 ﾠTHE	 ﾠUNITS	 ﾠFOUND	 ﾠIN	 ﾠ
THE	 ﾠ2009	 ﾠSONG.	 ﾠMULTIPLE	 ﾠSAMPLES	 ﾠOF	 ﾠEACH	 ﾠOF	 ﾠTHESE	 ﾠCLASSES	 ﾠWERE	 ﾠUSED	 ﾠFOR	 ﾠTHE	 ﾠTRAINING	 ﾠSTAGE	 ﾠOF	 ﾠTHE	 ﾠAUTOMATIC	 ﾠ
CLASSIFICATION.	 ﾠTHE	 ﾠCLASSES	 ﾠARE	 ﾠNAMED	 ﾠSEQUENTIALLY	 ﾠFOLLOWING	 ﾠTHE	 ﾠALPHABET	 ﾠACCORDING	 ﾠTO	 ﾠTHE	 ﾠORDER	 ﾠIN	 ﾠWHICH	 ﾠ
THEY	 ﾠWERE	 ﾠFOUND	 ﾠIN	 ﾠTHE	 ﾠSONG	 ﾠSEQUENCE.	 ﾠTHE	 ﾠMISSING	 ﾠLETTERS	 ﾠIN	 ﾠTHE	 ﾠSEQUENCE	 ﾠARE	 ﾠA	 ﾠCONSEQUENCE	 ﾠOF	 ﾠTHE	 ﾠFACT	 ﾠTHAT	 ﾠ
THERE	 ﾠWERE	 ﾠSOME	 ﾠUNIT	 ﾠCLASSES	 ﾠTHAT	 ﾠHAD	 ﾠTOO	 ﾠFEW	 ﾠSAMPLES	 ﾠTO	 ﾠCARRY	 ﾠOUT	 ﾠTHE	 ﾠMANUAL	 ﾠCLASSIFICATION	 ﾠAND	 ﾠTHEREFORE	 ﾠ
WERE	 ﾠEXCLUDED	 ﾠFROM	 ﾠTHE	 ﾠANALYSIS.	 ﾠSOUND	 ﾠUNITS	 ﾠWITH	 ﾠDOUBLE	 ﾠLETTERING	 ﾠINDICATE	 ﾠTHAT	 ﾠTHIS	 ﾠUNIT	 ﾠCAN	 ﾠBE	 ﾠBROKEN	 ﾠ
DOWN	 ﾠINTO	 ﾠTWO	 ﾠSUBUNITS.	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FIGURE	 ﾠ7.5:	 ﾠHISTOGRAMS	 ﾠSHOWING	 ﾠTHE	 ﾠDURATION	 ﾠOF	 ﾠEACH	 ﾠUNIT	 ﾠCLASS	 ﾠAS	 ﾠA	 ﾠPERCENTAGE	 ﾠOF	 ﾠTHE	 ﾠTOTAL	 ﾠNUMBER	 ﾠOF	 ﾠUNITS	 ﾠ
ENCOUNTERED	 ﾠIN	 ﾠTHE	 ﾠRECORDING.	 ﾠDETAILS	 ﾠON	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠCALLS	 ﾠIN	 ﾠEACH	 ﾠSOUND	 ﾠCLASS	 ﾠARE	 ﾠGIVEN	 ﾠIN	 ﾠTHE	 ﾠTABLES	 ﾠIN	 ﾠTHE	 ﾠ
NEXT	 ﾠSECTION.	 ﾠ ...............................................................................................................................................	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FIGURE	 ﾠ7.6:	 ﾠHISTOGRAMS	 ﾠSHOWING	 ﾠTHE	 ﾠDURATION	 ﾠOF	 ﾠEACH	 ﾠSUBUNIT	 ﾠCLASS	 ﾠAS	 ﾠA	 ﾠPERCENTAGE	 ﾠOF	 ﾠTHE	 ﾠTOTAL	 ﾠNUMBER	 ﾠOF	 ﾠUNITS	 ﾠ
ENCOUNTERED	 ﾠIN	 ﾠTHE	 ﾠRECORDING.	 ﾠDETAILS	 ﾠON	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠCALLS	 ﾠIN	 ﾠEACH	 ﾠSOUND	 ﾠCLASS	 ﾠARE	 ﾠGIVEN	 ﾠIN	 ﾠTHE	 ﾠTABLES	 ﾠIN	 ﾠTHE	 ﾠ
NEXT	 ﾠSECTION.	 ﾠ ...............................................................................................................................................	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FIGURE	 ﾠ7.7:	 ﾠPERCENTAGE	 ﾠOF	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠCALLS	 ﾠUSING	 ﾠTHE	 ﾠUNIT	 ﾠVS	 ﾠSUBUNIT	 ﾠMODEL	 ﾠFOR	 ﾠMADA09A	 ﾠRECORDING.	 ﾠNOTE	 ﾠ
THAT	 ﾠTHE	 ﾠLIGHT	 ﾠRED	 ﾠSHADE	 ﾠCORRESPONDS	 ﾠTO	 ﾠA	 ﾠSECOND	 ﾠSUBUNIT,	 ﾠAND	 ﾠBY	 ﾠPUTTING	 ﾠTOGETHER	 ﾠTHE	 ﾠDARK	 ﾠAND	 ﾠLIGHT	 ﾠRED	 ﾠ
COLUMNS	 ﾠWE	 ﾠOBTAIN	 ﾠTHE	 ﾠCORRESPONDING	 ﾠUNIT.	 ﾠIN	 ﾠTHE	 ﾠCASE	 ﾠOF	 ﾠTHE	 ﾠUNIT	 ﾠ‘TL’,	 ﾠTHE	 ﾠCOLUMN	 ﾠOF	 ﾠTHE	 ﾠSUBUNIT	 ﾠCORRESPONDS	 ﾠ
TO	 ﾠSUBUNIT	 ﾠ‘T’	 ﾠAND	 ﾠTHE	 ﾠBLUE	 ﾠCOLUMN	 ﾠCORRESPONDS	 ﾠTO	 ﾠTHE	 ﾠUNIT	 ﾠ‘TL’	 ﾠ ..................................................................	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FIGURE	 ﾠ7.8:	 ﾠPERCENTAGE	 ﾠOF	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠCALLS	 ﾠUSING	 ﾠTHE	 ﾠUNIT	 ﾠVS	 ﾠSUBUNIT	 ﾠMODEL	 ﾠFOR	 ﾠMADA09A	 ﾠRECORDING	 ﾠDURING	 ﾠ
THE	 ﾠCROSS-ﾭ‐VALIDATION	 ﾠTEST.	 ﾠ	 ﾠTHE	 ﾠERROR	 ﾠBARS	 ﾠREPRESENT	 ﾠTHETHE	 ﾠSTANDARD	 ﾠDEVIATION	 ﾠBASED	 ﾠON	 ﾠTHE	 ﾠALGORITHM	 ﾠ
PERFORMANCE	 ﾠOBTAINED	 ﾠFROM	 ﾠ10	 ﾠREPETITIONS	 ﾠOF	 ﾠRANDOMLY	 ﾠSAMPLED	 ﾠTRAINING	 ﾠAND	 ﾠTESTING	 ﾠDATASETS.	 ﾠERROR	 ﾠBARS	 ﾠARE	 ﾠ
NOT	 ﾠPRESENTED	 ﾠIN	 ﾠFUTURE	 ﾠTESTS	 ﾠAS	 ﾠIT	 ﾠWAS	 ﾠASSUMED	 ﾠTHAT	 ﾠMULTIPLE	 ﾠREPETITIONS	 ﾠOF	 ﾠRANDOMLY	 ﾠCHOSEN	 ﾠDATASET	 ﾠWOULD	 ﾠ
GIVE	 ﾠSIMILAR	 ﾠERROR	 ﾠLEVELS.	 ﾠTHE	 ﾠSTANDARD	 ﾠDEVIATION	 ﾠ(NEGATIVE	 ﾠVALUE)	 ﾠOF	 ﾠTHE	 ﾠROUND	 ﾠOF	 ﾠTESTING	 ﾠIS	 ﾠSHOWN	 ﾠAS	 ﾠA	 ﾠBAR	 ﾠON	 ﾠ
EACH	 ﾠCOLUMN.	 ﾠTHE	 ﾠCALL	 ﾠLABELS	 ﾠDEPICTED	 ﾠON	 ﾠTHE	 ﾠX-ﾭ‐AXIS	 ﾠREPRESENT	 ﾠTHE	 ﾠSUBUNIT	 ﾠCALL	 ﾠLABEL	 ﾠRATHER	 ﾠTHAN	 ﾠTHE	 ﾠUNIT	 ﾠCALL	 ﾠ
LABEL.	 ﾠWHEN	 ﾠUNITS	 ﾠARE	 ﾠPRESENT	 ﾠAS	 ﾠA	 ﾠCOMBINATION	 ﾠOF	 ﾠSUBUNITS,	 ﾠTHEN	 ﾠTHE	 ﾠRESULT	 ﾠVALUE	 ﾠIS	 ﾠINDICATED	 ﾠUNDER	 ﾠTHE	 ﾠLABEL	 ﾠ
OF	 ﾠONE	 ﾠOF	 ﾠTHE	 ﾠCORRESPONDING	 ﾠUNIT.	 ﾠFOR	 ﾠUNIT	 ﾠFG	 ﾠTHE	 ﾠRESULT	 ﾠIS	 ﾠPRESENTED	 ﾠAS	 ﾠBAR	 ﾠF,	 ﾠFOR	 ﾠUNIT	 ﾠOP	 ﾠIN	 ﾠCOLUMN	 ﾠO,	 ﾠFOR	 ﾠ
UNIT	 ﾠBC	 ﾠIN	 ﾠCOLUMN	 ﾠC	 ﾠAND	 ﾠFOR	 ﾠUNIT	 ﾠTL	 ﾠIN	 ﾠCOLUMN	 ﾠT.	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FIGURE	 ﾠ7.9:	 ﾠPERCENTAGE	 ﾠOF	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠCALLS	 ﾠACCORDING	 ﾠTO	 ﾠTHE	 ﾠSUBUNIT	 ﾠVS	 ﾠUNIT	 ﾠMODEL	 ﾠFOR	 ﾠEACH	 ﾠCLASS	 ﾠAND	 ﾠ
OVERALLS.	 ﾠNOTE	 ﾠTHAT	 ﾠTHE	 ﾠPERFORMANCE	 ﾠFOR	 ﾠTHE	 ﾠRECOGNITION	 ﾠOF	 ﾠ‘Q’	 ﾠIS	 ﾠ0	 ﾠFOR	 ﾠTHE	 ﾠUNIT	 ﾠMODEL	 ﾠBECAUSE	 ﾠIN	 ﾠTHIS	 ﾠ
RECORDING	 ﾠWE	 ﾠALWAYS	 ﾠENCOUNTERED	 ﾠ‘Q’	 ﾠIN	 ﾠASSOCIATION	 ﾠWITH	 ﾠOTHER	 ﾠSUBUNITS.	 ﾠ..................................................	 ﾠ118	 ﾠ
FIGURE	 ﾠ7.10:	 ﾠPERCENTAGE	 ﾠOF	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠUNIT	 ﾠVS	 ﾠSUBUNITS	 ﾠFOR	 ﾠTHE	 ﾠSONG	 ﾠOF	 ﾠ2008.	 ﾠ36	 ﾠCALLS	 ﾠWERE	 ﾠREMOVED	 ﾠFROM	 ﾠ
THE	 ﾠANALYSIS	 ﾠBECAUSE	 ﾠTHEY	 ﾠCOULD	 ﾠNOT	 ﾠBE	 ﾠMANUALLY	 ﾠCLASSIFIED	 ﾠBY	 ﾠTHE	 ﾠAUTHOR	 ﾠAS	 ﾠTHEY	 ﾠWERE	 ﾠOVERLAPPING	 ﾠWITH	 ﾠOTHER	 ﾠxi	 ﾠ
	 ﾠ
CALLS.	 ﾠNOTE	 ﾠTHAT	 ﾠA	 ﾠNEW	 ﾠUNIT	 ﾠCLASS	 ﾠAPPEARS,	 ﾠNAMELY	 ﾠ‘GF’	 ﾠWHICH	 ﾠIS	 ﾠMADE	 ﾠUP	 ﾠOF	 ﾠEXACTLY	 ﾠTHE	 ﾠSAME	 ﾠSUBUNITS	 ﾠ(‘F’	 ﾠAND	 ﾠ
‘G’)	 ﾠFOUND	 ﾠIN	 ﾠUNIT	 ﾠ‘FG’	 ﾠBUT	 ﾠIN	 ﾠREVERSE	 ﾠORDER.	 ﾠTHE	 ﾠPERCENTAGE	 ﾠOF	 ﾠCALLS	 ﾠTHAT	 ﾠWERE	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠAS	 ﾠ
BELONGING	 ﾠTO	 ﾠSUBUNIT	 ﾠCLASS	 ﾠ‘F’	 ﾠARE	 ﾠGIVEN	 ﾠIN	 ﾠTHE	 ﾠCOLUMN	 ﾠLABELLED	 ﾠ‘GF’	 ﾠAND	 ﾠTHE	 ﾠCALLS	 ﾠBELONGING	 ﾠTO	 ﾠ‘G’	 ﾠARE	 ﾠGIVEN	 ﾠIN	 ﾠ
THE	 ﾠCOLUMN	 ﾠLABELLED	 ﾠ‘GF’.	 ﾠ...........................................................................................................................	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FIGURE	 ﾠ7.11:	 ﾠPERCENTAGE	 ﾠCORRECT	 ﾠCLASSIFICATION	 ﾠOF	 ﾠTHE	 ﾠVOCALISATIONS	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠ2007	 ﾠRECORDING.	 ﾠTWO	 ﾠOVERALL	 ﾠ
VALUES	 ﾠARE	 ﾠGIVEN	 ﾠIN	 ﾠTHIS	 ﾠGRAPH	 ﾠBECAUSE	 ﾠA	 ﾠLARGE	 ﾠPROPORTION	 ﾠOF	 ﾠTHE	 ﾠCALLS	 ﾠPRESENT	 ﾠIN	 ﾠTHIS	 ﾠRECORDING	 ﾠIS	 ﾠREPRESENTED	 ﾠ
BY	 ﾠCALLS	 ﾠTHAT	 ﾠWERE	 ﾠNOT	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠPREVIOUS	 ﾠRECORDINGS	 ﾠANALYSED.	 ﾠTHE	 ﾠ‘OLD	 ﾠCALLS	 ﾠOVERALL’	 ﾠREPRESENTS	 ﾠTHE	 ﾠ
PERCENTAGE	 ﾠOF	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠCALLS	 ﾠBASED	 ﾠON	 ﾠTHE	 ﾠTOTAL	 ﾠNUMBER	 ﾠOF	 ﾠCALLS	 ﾠBELONGING	 ﾠTO	 ﾠCLASSES	 ﾠTHAT	 ﾠWERE	 ﾠ
PRESENT	 ﾠIN	 ﾠTHE	 ﾠTRAINING	 ﾠSET,	 ﾠWHILST	 ﾠTHE	 ﾠ‘TRUE	 ﾠOVERALL’	 ﾠWAS	 ﾠOBTAINED	 ﾠBY	 ﾠDIVING	 ﾠTHE	 ﾠCORRECTLY	 ﾠCLASSIFIED	 ﾠCALLS	 ﾠBY	 ﾠTHE	 ﾠ
TOTAL	 ﾠNUMBER	 ﾠOF	 ﾠCALLS	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠRECORDING.	 ﾠ..........................................................................................	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FIGURE	 ﾠ7.12:	 ﾠCORRECT	 ﾠCLASSIFICATION	 ﾠRATE	 ﾠAS	 ﾠA	 ﾠPERCENTAGE	 ﾠOF	 ﾠTHE	 ﾠNUMBER	 ﾠOF	 ﾠCALLS	 ﾠIN	 ﾠTHE	 ﾠRELEVANT	 ﾠRECORDING.	 ﾠRESULTS	 ﾠ
ARE	 ﾠSHOWN	 ﾠFOR	 ﾠTHE	 ﾠUNIT	 ﾠMODEL	 ﾠAND	 ﾠTHE	 ﾠSUBUNIT	 ﾠ(SU)	 ﾠMODEL,	 ﾠFOR	 ﾠTWO	 ﾠCONDITIONS,	 ﾠ“TRAINED”	 ﾠWHEN	 ﾠTHE	 ﾠTRAINING	 ﾠ
DATA	 ﾠINCLUDES	 ﾠSAMPLES	 ﾠFROM	 ﾠTHE	 ﾠSPECIFIC	 ﾠRECORDING,	 ﾠAS	 ﾠWELL	 ﾠAS	 ﾠDATA	 ﾠFROM	 ﾠRECORDING	 ﾠ4	 ﾠAND	 ﾠ“INITIAL”	 ﾠWHEN	 ﾠ
TRAINING	 ﾠIS	 ﾠONLY	 ﾠPERFORMED	 ﾠUSING	 ﾠDATA	 ﾠFROM	 ﾠRECORDING	 ﾠ4.	 ﾠ............................................................................	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FIGURE	 ﾠ7.13:	 ﾠCORRECT	 ﾠCLASSIFICATION	 ﾠRATE	 ﾠ(%)	 ﾠFOR	 ﾠTHE	 ﾠMOST	 ﾠCOMMON	 ﾠCALLS	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠ4	 ﾠSONGS	 ﾠFROM	 ﾠ3	 ﾠDIFFERENT	 ﾠYEARS	 ﾠ
USING	 ﾠTHE	 ﾠUNIT	 ﾠMODEL.	 ﾠNOTE	 ﾠTHAT	 ﾠUNIT	 ﾠ‘M’	 ﾠIS	 ﾠNOT	 ﾠFOUND	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠIN	 ﾠRECORDING	 ﾠ1,	 ﾠLEADING	 ﾠTO	 ﾠA	 ﾠPERFORMANCE	 ﾠOF	 ﾠ
0.THE	 ﾠNUMBERING	 ﾠIN	 ﾠTHE	 ﾠLEGEND	 ﾠREFER	 ﾠTO	 ﾠTHE	 ﾠRECORDING	 ﾠNUMBERS	 ﾠOUTLINED	 ﾠIN	 ﾠTABLE	 ﾠ	 ﾠ 7.5.	 ﾠ.................................	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FIGURE	 ﾠ7.14:	 ﾠCORRECT	 ﾠCLASSIFICATION	 ﾠRATE	 ﾠ(%)	 ﾠFOR	 ﾠTHE	 ﾠ4	 ﾠMOST	 ﾠCOMMON	 ﾠCALLS	 ﾠPRESENT	 ﾠIN	 ﾠ4	 ﾠSONGS	 ﾠFROM	 ﾠ3	 ﾠDIFFERENT	 ﾠYEARS	 ﾠ
USING	 ﾠTHE	 ﾠSUBUNIT	 ﾠMODEL.	 ﾠNOTE	 ﾠTHAT	 ﾠSUBUNIT	 ﾠ‘A’	 ﾠAND	 ﾠ‘G’	 ﾠARE	 ﾠNOT	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠ2007	 ﾠRECORDING.	 ﾠSUBUNIT	 ﾠG	 ﾠFORMS	 ﾠ
THE	 ﾠSECOND	 ﾠPART	 ﾠOF	 ﾠA	 ﾠUNIT	 ﾠIN	 ﾠTHE	 ﾠ2009	 ﾠRECORDINGS	 ﾠAND	 ﾠTHE	 ﾠFIRST	 ﾠPART	 ﾠOF	 ﾠA	 ﾠUNIT	 ﾠIN	 ﾠTHE	 ﾠ2008	 ﾠRECORDING,	 ﾠIN	 ﾠADDITION	 ﾠ
TO	 ﾠBEING	 ﾠFOUND	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠIN	 ﾠALL	 ﾠTHREE	 ﾠRECORDINGS.	 ﾠ......................................................................................	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FIGURE	 ﾠ7.15:	 ﾠSPECTROGRAMS	 ﾠ(COMPUTED	 ﾠWITH	 ﾠA	 ﾠHAMMING	 ﾠWINDOW	 ﾠAND	 ﾠRESOLUTION	 ﾠ22	 ﾠHZ)	 ﾠOF	 ﾠTHE	 ﾠCALLS	 ﾠWHICH	 ﾠARE	 ﾠTHE	 ﾠ
SUBJECT	 ﾠOF	 ﾠFIGURES	 ﾠ5	 ﾠAND	 ﾠ6.	 ﾠTHE	 ﾠABOVE	 ﾠDATA	 ﾠSET	 ﾠIS	 ﾠFORMED	 ﾠBY	 ﾠCONCATENATING	 ﾠCLIPS	 ﾠRECORDING	 ﾠ3.	 ﾠ.......................	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FIGURE	 ﾠ7.16:	 ﾠPERCENTAGE	 ﾠCORRECT	 ﾠCLASSIFICATION	 ﾠOF	 ﾠTHE	 ﾠHIDDEN	 ﾠMARKOV	 ﾠMODELLING	 ﾠCLASSIFICATION	 ﾠOBTAINED	 ﾠFOR	 ﾠTHREE	 ﾠ
DIFFERENT	 ﾠTRAINING	 ﾠSCENARIOS	 ﾠFOR	 ﾠEACH	 ﾠCALL	 ﾠTYPE	 ﾠ(OR	 ﾠUNIT	 ﾠTYPE)	 ﾠAND	 ﾠOVERALL.	 ﾠ...................................................	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FIGURE	 ﾠ8.1:	 ﾠCOMPOSITION	 ﾠOF	 ﾠHUMPBACK	 ﾠWHALE	 ﾠSONG	 ﾠRECORDED	 ﾠIN	 ﾠANTONGIL	 ﾠBAY	 ﾠIN	 ﾠ1996	 ﾠ(ADAPTED	 ﾠFROM	 ﾠRAZAFINDRAKOTO	 ﾠ
(2001)).	 ﾠAN	 ﾠEXAMPLE	 ﾠOF	 ﾠONE	 ﾠPHRASE	 ﾠIS	 ﾠGIVEN	 ﾠFOR	 ﾠEACH	 ﾠTHEME.	 ﾠ.........................................................................	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FIGURE	 ﾠ8.2:	 ﾠCLOSE	 ﾠUP	 ﾠVIEW	 ﾠOF	 ﾠTHE	 ﾠNORTH	 ﾠOF	 ﾠMADAGASCAR	 ﾠSHOWING	 ﾠTHE	 ﾠRELATIVE	 ﾠPOSITION	 ﾠOF	 ﾠSTE	 ﾠMARIE	 ﾠISLAND	 ﾠ(RED	 ﾠ
RECTANGLE)	 ﾠAND	 ﾠANTONGIL	 ﾠBAY	 ﾠ(YELLOW	 ﾠRECTANGLE)(CREATED	 ﾠUSING	 ﾠGOOGLE	 ﾠEARTH).	 ﾠ..........................................	 ﾠ134	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FIGURE	 ﾠ8.3:	 ﾠTHEME	 ﾠCOMPOSITION	 ﾠOF	 ﾠTHE	 ﾠ2006	 ﾠSONG	 ﾠOF	 ﾠMADAGASCAR.	 ﾠALL	 ﾠTHE	 ﾠTHEMES	 ﾠPRESENTED	 ﾠABOVE	 ﾠWERE	 ﾠUNIQUE	 ﾠTO	 ﾠTHE	 ﾠ
MADAGASCAR	 ﾠSONG	 ﾠEXCEPT	 ﾠFOR	 ﾠTHEME	 ﾠB	 ﾠWHICH	 ﾠWAS	 ﾠSHARED	 ﾠWITH	 ﾠTHE	 ﾠWESTERN	 ﾠAUSTRALIA	 ﾠSONG	 ﾠOF	 ﾠTHE	 ﾠSAME	 ﾠYEAR.	 ﾠ
THE	 ﾠSPECTROGRAMS	 ﾠABOVE	 ﾠSHOW	 ﾠONLY	 ﾠTHE	 ﾠBASIC	 ﾠTHEMES	 ﾠTHAT	 ﾠCONSTITUTE	 ﾠTHE	 ﾠSONG	 ﾠAND	 ﾠDO	 ﾠNOT	 ﾠINCLUDE	 ﾠTHEMES	 ﾠTHAT	 ﾠ
WERE	 ﾠFORMED	 ﾠBY	 ﾠA	 ﾠCOMBINATION	 ﾠOF	 ﾠPHRASES	 ﾠTAKEN	 ﾠFROM	 ﾠTWO	 ﾠDIFFERENT	 ﾠTHEMES,	 ﾠWHICH	 ﾠARE	 ﾠKNOWN	 ﾠAS	 ﾠTRANSITIONAL	 ﾠ
THEMES	 ﾠ(ADAPTED	 ﾠFROM	 ﾠMURRAY	 ﾠET	 ﾠAL.	 ﾠ(2012)).	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FIGURE	 ﾠ8.4:	 ﾠCOLOUR	 ﾠCODED	 ﾠMADAGASCAR	 ﾠSONG	 ﾠDESCRIPTION	 ﾠWHERE	 ﾠEACH	 ﾠBOX	 ﾠREPRESENTS	 ﾠA	 ﾠTHEME	 ﾠTYPE	 ﾠPRESENT	 ﾠIN	 ﾠTHE	 ﾠSONG	 ﾠ
SEQUENCE.	 ﾠDIFFERENT	 ﾠCOLOURS	 ﾠREPRESENT	 ﾠDIFFERENT	 ﾠTHEMES	 ﾠAND	 ﾠTHE	 ﾠWHITE	 ﾠBOXES	 ﾠWITH	 ﾠA	 ﾠDASH	 ﾠMEAN	 ﾠTHAT	 ﾠNO	 ﾠ
ADDITIONAL	 ﾠTHEME	 ﾠIS	 ﾠPRESENT	 ﾠWITHIN	 ﾠTHE	 ﾠSONG.	 ﾠTRANSITIONAL	 ﾠTHEMES	 ﾠARE	 ﾠNOT	 ﾠINCLUDED	 ﾠIN	 ﾠTHIS	 ﾠCOMPARATIVE	 ﾠANALYSIS.	 ﾠxii	 ﾠ
	 ﾠ
NOTE	 ﾠTHAT	 ﾠTHE	 ﾠ2006	 ﾠDESCRIPTION	 ﾠIS	 ﾠBASED	 ﾠSOLELY	 ﾠON	 ﾠTHE	 ﾠINVESTIGATION	 ﾠOF	 ﾠTHE	 ﾠSPECTROGRAMS	 ﾠPRESENTED	 ﾠIN	 ﾠMURRAY	 ﾠ
ET	 ﾠAL.	 ﾠ(2012).	 ﾠ..............................................................................................................................................	 ﾠ136	 ﾠ
FIGURE	 ﾠ8.5:	 ﾠMAP	 ﾠSHOWING	 ﾠTHE	 ﾠLOCATION	 ﾠAND	 ﾠRELATIVE	 ﾠSIZE	 ﾠOF	 ﾠKAUAI	 ﾠAND	 ﾠSOCORRO	 ﾠISLAND	 ﾠWHERE	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠHUMPBACK	 ﾠ
WHALES	 ﾠWERE	 ﾠRECORDED.	 ﾠTHE	 ﾠGREY	 ﾠSHADED	 ﾠAREA	 ﾠAROUND	 ﾠTHE	 ﾠISLANDS	 ﾠREPRESENTS	 ﾠTHE	 ﾠSTUDY	 ﾠAREA	 ﾠWHERE	 ﾠRECORDINGS	 ﾠ
TOOK	 ﾠPLACE	 ﾠAND	 ﾠTHEY	 ﾠWERE	 ﾠALL	 ﾠWITHIN	 ﾠTHE	 ﾠ100	 ﾠMETERS	 ﾠWATER	 ﾠDEPTH	 ﾠCONTOUR	 ﾠCERCHIO	 ﾠET	 ﾠAL.	 ﾠ(2001B).	 ﾠTHE	 ﾠDIFFERENT	 ﾠ
ENVIRONMENTAL	 ﾠCONDITIONS	 ﾠBETWEEN	 ﾠTHESE	 ﾠRECORDINGS	 ﾠAND	 ﾠTHE	 ﾠONES	 ﾠTAKEN	 ﾠOFF	 ﾠTHE	 ﾠISLAND	 ﾠOF	 ﾠSTE	 ﾠMARIE	 ﾠARE	 ﾠEVIDENT	 ﾠ
BECAUSE	 ﾠIN	 ﾠTHE	 ﾠLATTER	 ﾠAMBIENT	 ﾠRECORDINGS	 ﾠARE	 ﾠMUCH	 ﾠMORE	 ﾠREVERBERANT	 ﾠBECAUSE	 ﾠTHE	 ﾠCHANNEL	 ﾠIS	 ﾠSHALLOW	 ﾠCOMPARED	 ﾠ
TO	 ﾠTHE	 ﾠWATERS	 ﾠAROUND	 ﾠTHE	 ﾠPACIFIC	 ﾠISLANDS	 ﾠAND	 ﾠTHERE	 ﾠARE	 ﾠNUMEROUS	 ﾠECHOES	 ﾠOF	 ﾠTHE	 ﾠSOUNDS	 ﾠPRODUCED	 ﾠBY	 ﾠTHE	 ﾠSINGER,	 ﾠ
AS	 ﾠWELL	 ﾠAS	 ﾠTHOSE	 ﾠOF	 ﾠNON-ﾭ‐FOCAL	 ﾠANIMALS.	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FIGURE	 ﾠ8.6:	 ﾠSPECTROGRAMS	 ﾠREPRESENTING	 ﾠTHE	 ﾠTHEMES	 ﾠTHAT	 ﾠCOMPOSE	 ﾠTHE	 ﾠ1989	 ﾠSONG	 ﾠOF	 ﾠKAUAII	 ﾠ(ADAPTED	 ﾠFROM	 ﾠDOCUMENT	 ﾠ
GIVEN	 ﾠBY	 ﾠDR	 ﾠCERCHIO	 ﾠOF	 ﾠWHALE	 ﾠCONSERVATION	 ﾠSOCIETY).	 ﾠTHE	 ﾠNUMBERS	 ﾠUSED	 ﾠTO	 ﾠLABEL	 ﾠTHE	 ﾠTHEMES	 ﾠPRESENTED	 ﾠHERE	 ﾠARE	 ﾠ
CHRONOLOGICAL	 ﾠAND	 ﾠHAVE	 ﾠNO	 ﾠBEARINGS	 ﾠTO	 ﾠTHE	 ﾠNUMBERING	 ﾠUSED	 ﾠTO	 ﾠLABEL	 ﾠTHE	 ﾠTHEMES	 ﾠOF	 ﾠTHE	 ﾠSONGS	 ﾠRECORDED	 ﾠIN	 ﾠ
MADAGASCAR	 ﾠDESCRIBED	 ﾠPREVIOUSLY.	 ﾠ..............................................................................................................	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FIGURE	 ﾠ8.7:	 ﾠAMPLITUDE	 ﾠ(TOP)	 ﾠAND	 ﾠSPECTROGRAM	 ﾠ(BOTTOM)	 ﾠOF	 ﾠA	 ﾠSAMPLE	 ﾠVOCALISATION	 ﾠ‘A’	 ﾠTAKEN	 ﾠFROM	 ﾠA	 ﾠRECORDING	 ﾠOF	 ﾠ
MADAGSACAR	 ﾠ(LEFT),	 ﾠHAWAII	 ﾠ(MIDDLE)	 ﾠAND	 ﾠMEXICO	 ﾠ(RIGHT).	 ﾠTHE	 ﾠY-ﾭ‐AXIS	 ﾠOF	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠSHOWS	 ﾠFREQUENCY	 ﾠIN	 ﾠKHZ	 ﾠ
AND	 ﾠTHE	 ﾠX-ﾭ‐AXIS	 ﾠINDICATES	 ﾠTIME	 ﾠIN	 ﾠSECONDS.	 ﾠ......................................................................................................	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FIGURE	 ﾠ8.8:	 ﾠAMPLITUDE	 ﾠ(TOP)	 ﾠAND	 ﾠSPECTROGRAM	 ﾠ(BOTTOM)	 ﾠOF	 ﾠA	 ﾠSAMPLE	 ﾠVOCALISATION	 ﾠ‘F’	 ﾠTAKEN	 ﾠFROM	 ﾠA	 ﾠRECORDING	 ﾠOF	 ﾠ
MADAGASCAR	 ﾠ(LEFT),	 ﾠHAWAII	 ﾠ(II).	 ﾠTHE	 ﾠY-ﾭ‐AXIS	 ﾠOF	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠSHOWS	 ﾠFREQUENCY	 ﾠIN	 ﾠKHZ	 ﾠAND	 ﾠTHE	 ﾠX-ﾭ‐AXIS	 ﾠINDICATES	 ﾠ
TIME	 ﾠIN	 ﾠSECONDS.	 ﾠIN	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠMADAGASCAR	 ﾠTHIS	 ﾠCALL	 ﾠWAS	 ﾠFOUND	 ﾠIN	 ﾠASSOCIATION	 ﾠWITH	 ﾠANOTHER	 ﾠCALL,	 ﾠNAMELY	 ﾠCALL	 ﾠ
‘G’	 ﾠ(III))	 ﾠWHICH	 ﾠWAS	 ﾠBOTH	 ﾠFOUND	 ﾠBEFORE	 ﾠOR	 ﾠAFTER	 ﾠCALL	 ﾠ‘F’	 ﾠTO	 ﾠFORM	 ﾠUNITS	 ﾠ‘FG’	 ﾠAND	 ﾠ‘GF’	 ﾠRESPECTIVELY.	 ﾠIN	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠ
MEXICO	 ﾠ‘F’	 ﾠWAS	 ﾠFOUND	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠOR	 ﾠAS	 ﾠTHE	 ﾠLAST	 ﾠCOMPONENT	 ﾠOF	 ﾠA	 ﾠLONG	 ﾠVOCALISATION	 ﾠMADE	 ﾠUP	 ﾠOF	 ﾠTHREE	 ﾠSUBUNITS	 ﾠ
(CALL	 ﾠIV).	 ﾠ.....................................................................................................................................................	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FIGURE	 ﾠ8.9:	 ﾠAMPLITUDE	 ﾠ(TOP)	 ﾠAND	 ﾠSPECTROGRAM	 ﾠ(BOTTOM)	 ﾠOF	 ﾠVARIOUS	 ﾠSAMPLES	 ﾠOF	 ﾠTHE	 ﾠVOCALISATION	 ﾠ‘L’	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠAND	 ﾠ
WITH	 ﾠASSOCIATED	 ﾠSUBUNITS	 ﾠIN	 ﾠRECORDINGS	 ﾠFROM	 ﾠMADAGASCAR	 ﾠ(LEFT),	 ﾠHAWAII	 ﾠ(MIDDLE)	 ﾠAND	 ﾠMEXICO	 ﾠ(RIGHT).	 ﾠTHE	 ﾠY-ﾭ‐AXIS	 ﾠ
OF	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠSHOWS	 ﾠFREQUENCY	 ﾠIN	 ﾠKHZ	 ﾠAND	 ﾠTHE	 ﾠX-ﾭ‐AXIS	 ﾠINDICATES	 ﾠTIME	 ﾠIN	 ﾠSECONDS.	 ﾠIN	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠ
MADAGASCAR	 ﾠTHIS	 ﾠCALL	 ﾠWAS	 ﾠFOUND	 ﾠIN	 ﾠASSOCIATION	 ﾠWITH	 ﾠANOTHER	 ﾠCALL,	 ﾠNAMELY	 ﾠCALL	 ﾠ‘T’	 ﾠ(FIRST	 ﾠVOCALISATION	 ﾠFROM	 ﾠTHE	 ﾠ
LEFT)	 ﾠWHICH	 ﾠWAS	 ﾠONLY	 ﾠOBSERVED	 ﾠBEFORE	 ﾠCALL	 ﾠ‘L.	 ﾠIN	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠMEXICO	 ﾠ‘L’	 ﾠWAS	 ﾠFOUND	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠOR	 ﾠIN	 ﾠA	 ﾠSLIGHTLY	 ﾠ
‘STUMPED’	 ﾠVERSION	 ﾠAS	 ﾠTHE	 ﾠSTARTING	 ﾠSUBUNIT	 ﾠIN	 ﾠUNIT	 ﾠ‘LC’,	 ﾠOF	 ﾠWHICH	 ﾠTHERE	 ﾠWERE	 ﾠMANY	 ﾠVERSIONS	 ﾠ(TWO	 ﾠOF	 ﾠTHEM	 ﾠARE	 ﾠ
SHOWN	 ﾠIN	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠAS	 ﾠTHE	 ﾠLAST	 ﾠTWO	 ﾠCALLS	 ﾠOF	 ﾠTHE	 ﾠHAWAII	 ﾠSEQUENCE).	 ﾠIN	 ﾠTHE	 ﾠRECORDINGS	 ﾠOF	 ﾠMEXICO,	 ﾠ‘L’	 ﾠWAS	 ﾠ
FOUND	 ﾠALWAYS	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠBUT	 ﾠSOMETIMES	 ﾠJUST	 ﾠAFTER	 ﾠTHE	 ﾠFLAT	 ﾠFREQUENCY	 ﾠCALL	 ﾠREPRESENTED	 ﾠIN	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠ
ABOVE	 ﾠ(3RD	 ﾠCALL	 ﾠFROM	 ﾠTHE	 ﾠRIGHT).	 ﾠ.................................................................................................................	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FIGURE	 ﾠ8.10:	 ﾠAMPLITUDE	 ﾠ(TOP)	 ﾠAND	 ﾠSPECTROGRAM	 ﾠ(BOTTOM)	 ﾠOF	 ﾠVARIOUS	 ﾠSAMPLES	 ﾠOF	 ﾠTHE	 ﾠSHARED	 ﾠBROADBAND	 ﾠVOCALISATIONS	 ﾠ
ENCOUNTERED	 ﾠON	 ﾠTHEIR	 ﾠOWN	 ﾠAND	 ﾠWITH	 ﾠASSOCIATED	 ﾠSUBUNITS	 ﾠIN	 ﾠRECORDINGS	 ﾠFROM	 ﾠMADAGASCAR	 ﾠ(LEFT),	 ﾠHAWAII	 ﾠ
(MIDDLE)	 ﾠAND	 ﾠMEXICO	 ﾠ(RIGHT).	 ﾠTHE	 ﾠY-ﾭ‐AXIS	 ﾠOF	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠSHOWS	 ﾠFREQUENCY	 ﾠIN	 ﾠKHZ	 ﾠAND	 ﾠTHE	 ﾠX-ﾭ‐AXIS	 ﾠINDICATES	 ﾠ
TIME	 ﾠIN	 ﾠSECONDS.	 ﾠIN	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠMADAGASCAR	 ﾠTHE	 ﾠBROADBAND	 ﾠCALL	 ﾠLABELLED	 ﾠ‘T’	 ﾠWAS	 ﾠFOUND	 ﾠIN	 ﾠASSOCIATION	 ﾠWITH	 ﾠ
ANOTHER	 ﾠCALL,	 ﾠNAMELY	 ﾠCALL	 ﾠ‘L’	 ﾠ(FIRST	 ﾠVOCALISATION	 ﾠFROM	 ﾠTHE	 ﾠLEFT).	 ﾠIN	 ﾠTHE	 ﾠSONGS	 ﾠOF	 ﾠMEXICO	 ﾠAND	 ﾠHAWAII	 ﾠ‘T’	 ﾠWAS	 ﾠ
FOUND	 ﾠBOTH	 ﾠON	 ﾠITS	 ﾠOWN	 ﾠAND	 ﾠIN	 ﾠASSOCIATION	 ﾠWITH	 ﾠOTHER	 ﾠBROADBAND	 ﾠCALLS.	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠABOVE	 ﾠSHOWN	 ﾠSUBUNIT	 ﾠxiii	 ﾠ
	 ﾠ
‘T’	 ﾠASSOCIATED	 ﾠWITH	 ﾠ‘P’	 ﾠ(LAST	 ﾠTWO	 ﾠCALLS	 ﾠON	 ﾠTHE	 ﾠRIGHT),	 ﾠAND	 ﾠIN	 ﾠFIGURE	 ﾠ8.8	 ﾠIT	 ﾠWAS	 ﾠSHOWN	 ﾠIN	 ﾠAN	 ﾠINSTANCE	 ﾠWERE	 ﾠ‘T’	 ﾠWAS	 ﾠ
THE	 ﾠFIRST	 ﾠSUBUNIT	 ﾠOF	 ﾠA	 ﾠUNIT	 ﾠCOMPOSED	 ﾠBY	 ﾠTHREE	 ﾠELEMENTS,	 ﾠSPECIFICALLY	 ﾠSUBUNITS	 ﾠ‘T’,	 ﾠ‘P’	 ﾠAND	 ﾠ‘F’.	 ﾠ.........................	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FIGURE	 ﾠ8.11:	 ﾠCLASSIFICATION	 ﾠPERFORMANCE	 ﾠOF	 ﾠTHE	 ﾠAUTOMATIC	 ﾠCLASSIFIER	 ﾠBASED	 ﾠON	 ﾠHMMS	 ﾠTRAINED	 ﾠWITH	 ﾠTHE	 ﾠUNIT	 ﾠGRAMMAR.	 ﾠ
THE	 ﾠRESULTS	 ﾠSHOW	 ﾠTHE	 ﾠAUTOMATIC	 ﾠCLASSIFICATION	 ﾠPERFORMANCE	 ﾠOF	 ﾠTWO	 ﾠRECORDINGS,	 ﾠBOTH	 ﾠTAKEN	 ﾠIN	 ﾠ1989	 ﾠIN	 ﾠHAWAII	 ﾠ
BUT	 ﾠON	 ﾠDIFFERENT	 ﾠDAYS	 ﾠWHICH	 ﾠMEANS	 ﾠTHAT	 ﾠWE	 ﾠASSUME	 ﾠA	 ﾠDIFFERENT	 ﾠSINGER	 ﾠWAS	 ﾠPERFORMING	 ﾠTHE	 ﾠSAME	 ﾠSONG.	 ﾠTHE	 ﾠ
RECORDINGS	 ﾠCAPTURE	 ﾠDIFFERENT	 ﾠPORTIONS	 ﾠOF	 ﾠTHE	 ﾠSONGS	 ﾠAND	 ﾠFOR	 ﾠTHIS	 ﾠREASON,	 ﾠTHREE	 ﾠOF	 ﾠTHE	 ﾠUNITS	 ﾠENCOUNTERED	 ﾠIN	 ﾠTHE	 ﾠ
FIRST	 ﾠRECORDING	 ﾠWERE	 ﾠNOT	 ﾠFOUND	 ﾠIN	 ﾠTHE	 ﾠSECOND	 ﾠONE	 ﾠ(WHICH	 ﾠIS	 ﾠWHY	 ﾠTHERE	 ﾠIS	 ﾠNO	 ﾠPINK	 ﾠBAR	 ﾠFOR	 ﾠTHREE	 ﾠUNITS).	 ﾠTHE	 ﾠ
PERFORMANCE	 ﾠBARS	 ﾠIN	 ﾠTHIS	 ﾠFIGURE	 ﾠARE	 ﾠTHE	 ﾠAVERAGE	 ﾠPERFORMANCE	 ﾠOF	 ﾠTHE	 ﾠAUTOMATIC	 ﾠCLASSIFIER	 ﾠOBTAINED	 ﾠFROM	 ﾠ
RUNNING	 ﾠTHE	 ﾠTEST	 ﾠ3	 ﾠTIMES,	 ﾠEACH	 ﾠOF	 ﾠWHICH	 ﾠWAS	 ﾠCARRIED	 ﾠOUT	 ﾠUSING	 ﾠ50%	 ﾠOF	 ﾠTHE	 ﾠDATA	 ﾠFOR	 ﾠEACH	 ﾠCALL	 ﾠTYPE	 ﾠFOR	 ﾠTRAINING.	 ﾠ
FOR	 ﾠEACH	 ﾠROUND	 ﾠOF	 ﾠTESTING	 ﾠ50%	 ﾠOF	 ﾠTHE	 ﾠDATA	 ﾠOF	 ﾠEACH	 ﾠCALL	 ﾠTYPE	 ﾠMANUALLY	 ﾠCLASSIFIED	 ﾠWAS	 ﾠRANDOMLY	 ﾠSELECTED	 ﾠAS	 ﾠTHE	 ﾠ
TRAINING	 ﾠSET	 ﾠAND	 ﾠTHE	 ﾠREMAINDER	 ﾠWAS	 ﾠUSED	 ﾠAS	 ﾠTHE	 ﾠTESTING	 ﾠSET.	 ﾠERROR	 ﾠBARS	 ﾠINDICATE	 ﾠTHE	 ﾠSTANDARD	 ﾠERROR	 ﾠFOR	 ﾠTHE	 ﾠ
RESULTS	 ﾠOBTAINED	 ﾠFOR	 ﾠTHE	 ﾠTHREE	 ﾠROUNDS	 ﾠOF	 ﾠTESTING.	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FIGURE	 ﾠ8.12:	 ﾠSPECTROGRAM	 ﾠ(NFFT	 ﾠ1024,	 ﾠHANNING	 ﾠWINDOW	 ﾠ(1024))	 ﾠAND	 ﾠAMPLITUDE	 ﾠOF	 ﾠTHE	 ﾠUNIT	 ﾠRC	 ﾠFROM	 ﾠRECORDING	 ﾠ
1989A	 ﾠ(LEFT	 ﾠOF	 ﾠTHE	 ﾠPINK	 ﾠLINE)	 ﾠAND	 ﾠ1989B	 ﾠ(RIGHT	 ﾠOF	 ﾠTHE	 ﾠPINK	 ﾠLINE).	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FIGURE	 ﾠ8.13:	 ﾠPERFORMANCE	 ﾠOF	 ﾠAUTOMATIC	 ﾠCLASSIFICATION	 ﾠALGORITHM	 ﾠTESTED	 ﾠON	 ﾠTHE	 ﾠHAWAIIAN	 ﾠRECORDING	 ﾠFROM	 ﾠ1989	 ﾠ
WHERE	 ﾠTHE	 ﾠHMMS	 ﾠWERE	 ﾠTRAINED	 ﾠWITH	 ﾠDIFFERENT	 ﾠAMOUNTS	 ﾠOF	 ﾠCALLS.	 ﾠEACH	 ﾠTRIAL	 ﾠWAS	 ﾠPERFORMED	 ﾠTHREE	 ﾠTIMES	 ﾠUSING	 ﾠ
RANDOMLY	 ﾠCHOSEN	 ﾠTRAINING	 ﾠSETS,	 ﾠAND	 ﾠTHE	 ﾠVARIABILITY	 ﾠTHE	 ﾠRESULTS	 ﾠOBTAINED	 ﾠUSING	 ﾠDIFFERENT	 ﾠTRAINING	 ﾠSETS	 ﾠIS	 ﾠ
EXPRESSED	 ﾠBY	 ﾠTHE	 ﾠERROR	 ﾠBARS.	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FIGURE	 ﾠ8.14:	 ﾠCLASSIFICATION	 ﾠPERFORMANCE	 ﾠOF	 ﾠTHE	 ﾠALGORITHM	 ﾠUSING	 ﾠHMMS	 ﾠTRAINED	 ﾠONLY	 ﾠON	 ﾠTHE	 ﾠCALL	 ﾠTYPES	 ﾠFOUND	 ﾠIN	 ﾠTHE	 ﾠ
RECORDING	 ﾠOF	 ﾠHAWAII	 ﾠ1989.	 ﾠNOTE	 ﾠTHAT	 ﾠWHEN	 ﾠTHERE	 ﾠIS	 ﾠNO	 ﾠBAR	 ﾠFOR	 ﾠA	 ﾠDATA	 ﾠSERIES	 ﾠIT	 ﾠMEANS	 ﾠTHAT	 ﾠTHAT	 ﾠPARTICULAR	 ﾠUNIT	 ﾠ
WAS	 ﾠNOT	 ﾠFOUND	 ﾠIN	 ﾠTHE	 ﾠSONG	 ﾠOF	 ﾠTHAT	 ﾠYEAR	 ﾠNOT	 ﾠTHAT	 ﾠTHE	 ﾠPERFORMANCE	 ﾠOF	 ﾠTHE	 ﾠCLASSIFIER	 ﾠSCORED	 ﾠ0%.	 ﾠIN	 ﾠADDITION,	 ﾠ
ALTHOUGH	 ﾠCALL	 ﾠTYPES	 ﾠW	 ﾠAND	 ﾠZ	 ﾠWERE	 ﾠFOUND	 ﾠIN	 ﾠTHE	 ﾠRECORDING	 ﾠOF	 ﾠ1989	 ﾠUSED	 ﾠFOR	 ﾠTRAINING,	 ﾠTHEIR	 ﾠSAMPLE	 ﾠSIZE	 ﾠWAS	 ﾠTOO	 ﾠ
SMALL	 ﾠTO	 ﾠALLOW	 ﾠFOR	 ﾠTESTING	 ﾠTHE	 ﾠCLASSIFICATION	 ﾠPERFORMANCE	 ﾠFOR	 ﾠTHAT	 ﾠCALL	 ﾠTYPE	 ﾠON	 ﾠTHE	 ﾠUNIT	 ﾠIN	 ﾠTHAT	 ﾠYEAR.	 ﾠ
HOWEVER,	 ﾠTHE	 ﾠSAMPLES	 ﾠPRESENTED	 ﾠIN	 ﾠ1989	 ﾠFOR	 ﾠTHOSE	 ﾠTWO	 ﾠUNITS	 ﾠWERE	 ﾠTRAINED	 ﾠIN	 ﾠTHE	 ﾠHMMS	 ﾠAND	 ﾠSUCCESSFULLY	 ﾠ
CLASSIFIED	 ﾠCALLS	 ﾠIN	 ﾠTHE	 ﾠSONG	 ﾠOF	 ﾠ1991.	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FIGURE	 ﾠ8.15:	 ﾠAUTOMATIC	 ﾠCLASSIFICATION	 ﾠPERFORMANCE	 ﾠOF	 ﾠALL	 ﾠTHE	 ﾠSONGS	 ﾠANALYSED	 ﾠFROM	 ﾠ3	 ﾠDIFFERENT	 ﾠLOCATIONS	 ﾠUSING	 ﾠTHE	 ﾠ
HMM	 ﾠMODELLING	 ﾠBASED	 ﾠON	 ﾠSUBUNIT	 ﾠRECOGNITION.	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FIGURE	 ﾠ8.16:	 ﾠPERCENTAGE	 ﾠOF	 ﾠCORRECT	 ﾠCLASSIFICATION	 ﾠOVERALL	 ﾠOF	 ﾠTHE	 ﾠUNITS	 ﾠAND	 ﾠSUBUNITS	 ﾠCONTAINED	 ﾠIN	 ﾠA	 ﾠVARIETY	 ﾠOF	 ﾠ
HUMPBACK	 ﾠWHALE	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 ﾠFROM	 ﾠDIFFERENT	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 ﾠAND	 ﾠGEOGRAPHICAL	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FIGURE	 ﾠ9.1:	 ﾠSPECTROGRAMS	 ﾠSHOWING	 ﾠTHE	 ﾠSPECTROGRAM	 ﾠOF	 ﾠA	 ﾠ30	 ﾠSECONDS	 ﾠSONG	 ﾠSEGMENT	 ﾠWITH	 ﾠPOOR	 ﾠSIGNAL	 ﾠTO	 ﾠNOISE	 ﾠRATIO	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(BOTTOM)	 ﾠAND	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 ﾠRESULTS	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Glossary 
 
Active	 ﾠspace	 ﾠ Area	 ﾠsurrounding	 ﾠan	 ﾠanimal	 ﾠthat	 ﾠhas	 ﾠthe	 ﾠpotential	 ﾠto	 ﾠbe	 ﾠutilised	 ﾠby	 ﾠ
that	 ﾠanimal	 ﾠ
Amplitude	 ﾠmodulation	 ﾠ Phenomenon	 ﾠby	 ﾠwhich	 ﾠa	 ﾠsignal	 ﾠis	 ﾠkept	 ﾠconstant	 ﾠin	 ﾠfrequency	 ﾠwhilst	 ﾠit	 ﾠ
is	 ﾠmodified	 ﾠin	 ﾠamplitude	 ﾠthrough	 ﾠtime	 ﾠ
Audiogram	 ﾠ Graph	 ﾠshowing	 ﾠthe	 ﾠhearing	 ﾠrange	 ﾠof	 ﾠanimals	 ﾠin	 ﾠrelation	 ﾠto	 ﾠfrequency	 ﾠ
Baleen	 ﾠ Keratinous	 ﾠplate	 ﾠthat	 ﾠis	 ﾠarranged	 ﾠtransversally	 ﾠfrom	 ﾠthe	 ﾠupper	 ﾠjaw	 ﾠof	 ﾠ
filter	 ﾠfeeding	 ﾠwhales	 ﾠ
Biphonation	 ﾠ Non-ﾭ‐linear	 ﾠphenomenon	 ﾠwhose	 ﾠoutput	 ﾠis	 ﾠthe	 ﾠpresence	 ﾠof	 ﾠtwo	 ﾠ
independent	 ﾠfundamental	 ﾠfrequencies	 ﾠin	 ﾠthe	 ﾠspectrum	 ﾠof	 ﾠa	 ﾠcall	 ﾠ
Cetaceans	 ﾠ Marine	 ﾠmammal	 ﾠorder	 ﾠidentifying	 ﾠthose	 ﾠspecies	 ﾠthat	 ﾠhave	 ﾠa	 ﾠtorpedo-ﾭ‐
shaped	 ﾠbody,	 ﾠare	 ﾠnearly	 ﾠhairless	 ﾠand	 ﾠhave	 ﾠno	 ﾠhind	 ﾠlimbs.	 ﾠThe	 ﾠ
cetacean	 ﾠorder	 ﾠincludes	 ﾠall	 ﾠdolphins,	 ﾠwhales	 ﾠand	 ﾠporpoises.	 ﾠCetaceans	 ﾠ
are	 ﾠdistinguished	 ﾠinto	 ﾠtwo	 ﾠsuborders,	 ﾠthe	 ﾠmysticetes	 ﾠand	 ﾠthe	 ﾠ
odontocetes	 ﾠ
Conspecifics	 ﾠ Individuals	 ﾠbelonging	 ﾠto	 ﾠthe	 ﾠsame	 ﾠspecies	 ﾠ
Determistic	 ﾠchaos	 ﾠ Mathematical	 ﾠtheory	 ﾠapplied	 ﾠin	 ﾠvarious	 ﾠbranches	 ﾠof	 ﾠscience,	 ﾠthat	 ﾠ
apparently	 ﾠrandom	 ﾠphenomena	 ﾠhave	 ﾠunderlying	 ﾠorder.	 ﾠFor	 ﾠaudio	 ﾠ
signals	 ﾠit	 ﾠmeans	 ﾠthat	 ﾠthe	 ﾠsignal	 ﾠappears	 ﾠrandom	 ﾠand	 ﾠunpredictable	 ﾠ
whilst	 ﾠfollowing	 ﾠdeterministic	 ﾠlaws	 ﾠ
Entropy	 ﾠ Lack	 ﾠof	 ﾠorder	 ﾠor	 ﾠpredictability;	 ﾠgradual	 ﾠdecline	 ﾠinto	 ﾠdisorder	 ﾠ
Evolution	 ﾠ The	 ﾠprocess	 ﾠby	 ﾠwhich	 ﾠdifferent	 ﾠkinds	 ﾠof	 ﾠliving	 ﾠorganisms	 ﾠare	 ﾠthought	 ﾠ
to	 ﾠhave	 ﾠdeveloped	 ﾠand	 ﾠdiversified	 ﾠfrom	 ﾠearlier	 ﾠforms	 ﾠduring	 ﾠthe	 ﾠ
history	 ﾠof	 ﾠthe	 ﾠearth	 ﾠ
Focal	 ﾠanimal	 ﾠ During	 ﾠmarine	 ﾠmammal	 ﾠobservations,	 ﾠwhich	 ﾠare	 ﾠusually	 ﾠboat-ﾭ‐based,	 ﾠ
the	 ﾠfocal	 ﾠanimal	 ﾠis	 ﾠthe	 ﾠindividual	 ﾠwhose	 ﾠbehaviour	 ﾠand	 ﾠinteractions	 ﾠ
with	 ﾠthe	 ﾠrest	 ﾠof	 ﾠthe	 ﾠgroup	 ﾠare	 ﾠobserved	 ﾠand	 ﾠrecorded	 ﾠfor	 ﾠa	 ﾠset	 ﾠperiod	 ﾠ
of	 ﾠtime.	 ﾠ
Frequency	 ﾠjump	 ﾠ Abrupt	 ﾠchange	 ﾠin	 ﾠfrequency	 ﾠof	 ﾠa	 ﾠsignal	 ﾠ	 ﾠ
Frequency	 ﾠmodulation	 ﾠ Phenomenon	 ﾠby	 ﾠwhich	 ﾠa	 ﾠsignal	 ﾠis	 ﾠshifted	 ﾠin	 ﾠfrequency	 ﾠover	 ﾠa	 ﾠvery	 ﾠ
short	 ﾠperiod	 ﾠof	 ﾠtime	 ﾠ
Heterogeneous	 ﾠ Consisting	 ﾠof	 ﾠdissimilar	 ﾠparts	 ﾠ
Intraspecific	 ﾠ Communication	 ﾠamongst	 ﾠmembers	 ﾠof	 ﾠthe	 ﾠsame	 ﾠspecies	 ﾠ
Matched	 ﾠfilter	 ﾠ In	 ﾠsignal	 ﾠprocessing,	 ﾠa	 ﾠmatched	 ﾠfilter	 ﾠis	 ﾠobtained	 ﾠby	 ﾠcorrelating	 ﾠa	 ﾠ
known	 ﾠsignal,	 ﾠor	 ﾠtemplate,	 ﾠwith	 ﾠan	 ﾠunknown	 ﾠsignal	 ﾠto	 ﾠdetect	 ﾠthe	 ﾠ
presence	 ﾠof	 ﾠthe	 ﾠtemplate	 ﾠin	 ﾠthe	 ﾠunknown	 ﾠsignal.	 ﾠ	 ﾠ
Mysticetes	 ﾠ Suborder	 ﾠof	 ﾠcetacean	 ﾠidentifying	 ﾠthose	 ﾠwhales	 ﾠthat	 ﾠfeed	 ﾠthrough	 ﾠ
filtering	 ﾠprey	 ﾠusing	 ﾠtheir	 ﾠbaleen	 ﾠstructure	 ﾠ
Odontocetes	 ﾠ Suborder	 ﾠof	 ﾠcetaceans	 ﾠidentifying	 ﾠall	 ﾠtoothed	 ﾠwhales	 ﾠthat	 ﾠfeed	 ﾠby	 ﾠ
chewing	 ﾠor	 ﾠswallowing	 ﾠprey	 ﾠ
Spectrogram	 ﾠ Visual	 ﾠrepresentation	 ﾠof	 ﾠthe	 ﾠenergy	 ﾠcontent	 ﾠwithin	 ﾠa	 ﾠtime	 ﾠwindow	 ﾠ
over	 ﾠthe	 ﾠfrequency	 ﾠspectrum	 ﾠof	 ﾠa	 ﾠsignal	 ﾠ
Subharmonic	 ﾠ Component	 ﾠof	 ﾠa	 ﾠperiodic	 ﾠwave	 ﾠhaving	 ﾠa	 ﾠfrequency	 ﾠthat	 ﾠis	 ﾠan	 ﾠintegral	 ﾠ
submultiple	 ﾠof	 ﾠthe	 ﾠfundamental	 ﾠfrequency	 ﾠxviii	 ﾠ
	 ﾠ
Tail	 ﾠslapping	 ﾠ Behaviour	 ﾠusually	 ﾠdescribed	 ﾠin	 ﾠcetaceans	 ﾠthat	 ﾠconsists	 ﾠon	 ﾠswinging	 ﾠ
the	 ﾠtail	 ﾠat	 ﾠhigh	 ﾠspeed	 ﾠin	 ﾠone	 ﾠmotion	 ﾠto	 ﾠhit	 ﾠprey	 ﾠor	 ﾠthe	 ﾠsea	 ﾠsurface	 ﾠ
Tonal	 ﾠvocalisation	 ﾠ Sound	 ﾠthat	 ﾠis	 ﾠcharacterised	 ﾠby	 ﾠits	 ﾠregularity	 ﾠof	 ﾠvibration	 ﾠ1	 ﾠ
	 ﾠ
1. Introduction 
1.1 Motivation 
This study aims to develop an algorithm to detect humpback whales’ song units and 
to classify them systematically and objectively. Such an algorithm could be applied 
also  to  other  animal  species,  particularly  to  the  vocalisations  emitted  by  marine 
mammals. The study of intraspecific communication is a very active field of research 
inspired by the curiosity of humans to understand certain animal behaviours and also 
to use biological inspiration to enhance manmade systems. 
Research  has  highlighted  the  difficulties  of  analysing  and  classifying  the  calls 
emitted by animals in the wild starting from the data acquisition to the clustering 
task which is often very subjective and time-consuming. 
This project is motivated by the need for an objective method for classifying the 
vocalisations produced by humpback whales, a well-known species to the scientific 
community, which will allow automatic detection and classification of the sounds 
within a recording, reducing human input, reducing analysis time and allowing for 
easier comparison between datasets. 
We propose a novel approach based on the definition of sound subunits which is 
expected to yield a more accurate classification of the sounds emitted by humpback 
whales. The research carried out so far over the past 30 years was based on sound 
units as the basic building blocks of a song defined as “continuous sounds between 
two silences” (Payne and McVay, 1971) but no one questioned before if this is the 
best method to characterise such vocalisations. 
The first chapter of this thesis presents the basic biology of humpback whales and 
some principles of underwater acoustics needed to understand the terminology used 
in subsequent chapters. 
1.2 Humpback whale biology  
1.2.1 Taxonomy 
Although marine mammals of various species are commonly considered as a broad 
group  by  the  common  public  and  non-specialists,  they  belong  to  three  different 
orders of mammals, namely these are the Carnivora (polar bears, seals, walruses, sea 2	 ﾠ
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lions and otters), the Cetacea (whales and dolphins) and the Sirenia (manatees and 
dugongs) (Figure 1.1). 
 
Figure  1.1:  Phylogenetic  tree  of  the  animals  commonly  included  in  the  broad 
category of marine mammals. The phylogeny of the humpback whale is highlighted 
with the blue font. 
The suborder Mysticeti includes most of the species commonly referred to as whales; 
this  suborder  is  differentiated  from  the  Odontoceti  on  the  basis  of  their  feeding 
apparatus: all Odontocetes have teeth, which explains why the sperm whale belongs 
to this class. On the other hand Mysticetes possess baleen plates, structures made of 
keratin, layered with thick hairs for filter feeding. 
Humpback whales belong to the family of rorquals having a peculiar throat structure 
consisting  of  longitudinal  folds,  which  allow  for  huge  expansion  (Reynolds  and 
Rommel,  1999).  This  characteristic  allows  whales  to  engulf  massive  amounts  of 
water  whilst  filtering  out  minute  prey  items.  Indeed,  humpback  whales  feed 
extensively on krill and small schooling fish, which are trapped in the fine hairs 
present along the ridge of their baleen plates (Reynolds and Rommel, 1999). 
Humpback whales employ a diverse range of hunting strategies: they can attack fish 
directly  or  stun  them  before  consumption  and  they  can  also  associate  with 3	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conspecifics  to  perform  more  complex  techniques  such  as  bubble  net  foraging 
(Reynolds and Rommel, 1999; Leigthon et al., 2004). 
1.2.2 Ecology and Behaviour of the humpback whale 
Humpback whales (Megaptera novaeangliae) are amongst the largest baleen whales 
(Suborder Mysteceti) as adults can grow up to 16 metres in length (Reynolds and 
Rommel,  1999).  These  marine  mammals  can  live  up  to  70-80  years  and  weigh 
around 25-30 tonnes (Reynolds and Rommel, 1999). They are grey in colour except 
for their characteristic long flippers (Figure 1.2a) and the underside of the fluke 
(Figure 1.2b) which present white patterns. Such patterns in the tail are very useful 
for photo identification purposes along with the indentations that may be present 
along the edges of the fluke. These marks are easy to distinguish and allow one to 
recognise individuals confidently (Constantine et al., 2007).  
Although the English common name “humpback whale” derives from its distinctive 
characteristic hump on the back before the dorsal fin; another peculiar feature of this 
animal  is  its  large,  elongated,  white  pectoral  fins  (
Figure 1.2). Indeed, the Latin name of the humpback whale Megaptera novaeangliae 
refers to this peculiar characteristic, from the greek “Mega” means giant and “ptera” 
means wings. The term novaeangliae meaning New Englander is thought to refer to 
the fact that the first scientist to identify the humpback whale sighted this animal 
regularly in the waters of New England. 4	 ﾠ
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Figure 1.2: Humpback whale jumping out of the water showing its characteristic 
pectoral fins (a) and fluke of a diving individual (b) (photos taken by the author 
during the field seasons in Madagascar) 
Humpback  whales  have  a  worldwide  distribution;  indeed  they  can  be  found 
anywhere in the oceans between the Antarctic and a latitude of approximately 65° N 
exceptions include the Mediterranean and the Baltic Seas (Reynolds and Rommel, 
1999). Their population size is estimated to be around 80,000 individuals (NOAA, 
1991); although this might seem a large number relative to other cetacean species, 
these marine mammals were endangered until a few years ago because their numbers 
dropped  dramatically  due  to  commercial  whaling.  Since  the  ban  on  whaling, 
humpback  whales  numbers  have  increased  and  they  are  now  a  species  of  least 
concern, accordingly to the species Red List (IUCN, 2011) (Reilly et al., 2008). The 
impact of whaling on humpback whale populations was particularly noticeable in the 
North Atlantic where by the 20
th century there appeared to be only 700 individuals 
left; for this reason, the USA National Oceanic and Atmospheric Administration 
(NOAA) implemented a successful conservation plan (NOAA, 1991). 
Two major populations live in the North Atlantic Ocean and another two in the 
Pacific Ocean can be distinguished, although little is known about the migration 
routes of these animals and the relationship between populations, considering that 
they are present worldwide and can travel long distances on a seasonal basis. Recent 
research is trying to shed light on this matter by bio-logging and DNA sampling of 
individual whales to establish the intra-specific taxonomy.  
Humpback whales migrate during the year from their reproductive grounds in warm 
waters to cold water areas that are rich in food outside the breeding season (Figure 
1.3). 
   5	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Figure 1.3: Map of humpback whale distribution – blue shaded areas are areas 
where these whales are found. Yellow circles represent foraging grounds while red 
circles are areas where humpbacks gather for mating. Possible migration routes are 
represented  by  the  orange  arrows.  The  location  of  populations  whose  songs  are 
analysed in this thesis are numbered in the figure as 1) Ile Ste Marie, Madagascar, 
2) Kauai, Hawaii, and 3) Socorro, Mexico  
During the breeding season, humpback whales gather in low latitude regions (Figure 
1.3) in large numbers and typically the males perform prolonged and complex songs 
that are believed to attract females. Populations of one hemisphere are segregated 
from the ones of the opposite hemisphere because their seasons are reversed; in other 
words, it is unlikely that an individual from the Northern Hemisphere will mix with a 
population of the Southern Hemisphere and vice versa because whilst the former is 
at equatorial latitudes to breed, the population of the opposite hemisphere will be 
foraging in Antarctica. 
Females usually breed every 2-3 years and gestation lasts 11.5 months. New born 
calves are usually the length of their mother’s head and they are fed by the mother 
for six months with a milk which is very rich in fat (ca. 50%), a quality that is 
important to provide the blubber layer and mass necessary to survive in cold waters 
(Reynolds and Rommel, 1999). Subsequently - for another period of approximately 6 
months – the calves will be partially fed by their mothers but they will also have to 
start feeding independently. On the other hand, males do not share parental care 6	 ﾠ
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(Cerchio  et  al.,  2005;  Smith  et  al.,  2008)  even  though  singing  males  often  join 
mother-calf pairs whilst travelling (Smith et al., 2008) for reasons that are not yet 
clearly understood. Humpback whales reach sexual maturity between 5 and 7 years, 
while they still continue growing. 
1.3 Principles of underwater acoustics 
Sound is a longitudinal pressure wave which travels through an elastic medium: as 
pressure is applied to the medium particles move locally within the medium forming 
areas of high pressure (compression regions) and areas of lower pressure (rarefaction 
region)  producing  a  sound  wave.  Acoustic  pressure  is  defined  as  the  difference 
between  the  local  compressions  and  rarefactions  and  the  surrounding  ambient 
pressure. The local motion of the medium associated with these pressure fluctuations 
is referred to as particle motion. 
Sound can propagate in water relatively easily and for this reason it is used as the 
main  communication  tool  by  many  creatures  that  exploit  this  environment.  Also 
humans rely on acoustics as a tool for the exploration of seas. However, propagation 
of sound underwater is affected by a series of environmental factors that make it 
complicated to predict the behaviour of sound waves in oceans.  
In particular, temperature, pressure and salinity affect the sound speed to different 
extents; indeed, one factor can prevail over another depending on the location of the 
sound source in terms of depth and latitude (Figure 1.4).  
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Figure  1.4:  Sound  speed  profile  for  equatorial,  temperate  and  polar  conditions 
(Leighton, 1998). Note that the major changes occur in the top 1000 meters where 
temperature has a greater influence on sound speed. 
These characteristics exert their influence on sound speed according to Equation 1.1 
(Leighton, 1998):  
𝑐  = 1449.2 + 4.6 ﾠ𝑇 − 0.055 ﾠ𝑇  ﾠ + 1.39 − 0.012 ﾠ𝑇 𝑆 − 35 + 1.74×10  𝑃 ℎ 
                  Equation 1.1 
Where 𝑐  is the speed of sound in water in m/s, 𝑇 is temperature in °C, 𝑆 is salinity 
(parts per thousand) and 𝑃 ℎ is the hydrostatic pressure (Pa). 
The sound speed in water is generally slightly less than 1500 m/s which means that 
sound in water travels nearly 5 times faster than in air (c = 340 m/s in air). In 
addition, sound underwater can travel greater distances than in air because the loss 
mechanisms tend to be smaller. This enables animals to communicate even when 
they  are  far  apart  and  also  when  the  visibility  is  very  limited  due  to  poor  light 
conditions or to the water being murky. However, it is hard to predict accurately the 
distance travelled by a sound underwater because sound speed changes with depth 
resulting in the acoustic rays bending rather than travelling in straight lines. This 
phenomenon is known as refraction and it makes it arduous to predict the losses that 
occur as the sound propagates through the medium. 
Two important factors need to be taken into account when a signal needs to be 
transmitted  to  a  receiver  at  distance:  geometrical  spreading  and  attenuation. 8	 ﾠ
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Collectively these two factors contribute to what is called the transmission loss. The 
loss due to geometrical spreading can be approximated by modelling the sound as 
spreading spherically in close proximity to the source and cylindrically away from 
the source.  
The intensity of an acoustic wave reflects the rate of flow of energy through a unit 
area and has the units of Watts/m
2.  The instantaneous intensity of an acoustic wave, 
I, is usually expressed as 
𝐼 =
 ( ) 
                           Equation 1.2 
where 𝑝(𝑡) is the  acoustic pressure, 𝜌 is the density of the medium and 𝑐 is the 
speed of sound in the medium.  The quantity 𝜌𝑐 is referred to as the specific acoustic 
impedance.    In  practice,  intensities  are  usually  averaged  over  short  time  periods 
using: 𝐼 =
 
  
 
  𝑝
 
  (𝑡) 𝑑𝑡            Equation 1.3 
T is an integration time selected to capture the short-term behaviour of the pressure 
signal, e.g. if 𝑝(𝑡) is periodic then 𝑇 would be selected to be one period of the signal. 
The above formulation of the intensity assumes that the incident sound is a plane 
wave, which is when the measurement point is distant from the source and distant 
from any reflective boundaries.   
The range of acoustic intensities encountered in practice covers more than 10 orders 
of magnitude.  To accommodate such a large dynamic range of values it is normal to 
express intensity on a logarithmic scale, this measure is referred to as the Sound 
Pressure Level (𝑆𝑃𝐿) and is usually expressed in decibels (dB) relative to a specified 
reference intensity. 
 𝑆𝑃𝐿 = 10𝑙𝑜𝑔  (
 
    
)             Equation 1.4   
Where 𝐼     is the intensity of a reference waveform. 
It is important to note that the reference pressure in water is different than in air, 
specifically 𝑝    in air is dB re 20 µPa whereas in water 𝑝    is equal to dB 1 µPa. 
This means that 𝑆𝑃𝐿s of sounds transmitted in air versus water cannot be directly 
compared but they need to be adjusted to account for the difference in reference 
pressure (Leighton, 1998). In addition, the reference intensity 𝐼    is different in the 
two media because sound speed is different. Therefore, from Eq. 1.3 it follows that  9	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𝐼    =
 ( ) 
   = ﾠ
 ( ) 
   (
 
  )× .    (
 
  )          Equation 1.5   
𝐼      =
 ( ) 
   = ﾠ
 ( ) 
    (
 
  )× .   (
 
  )          Equation 1.6 
We can obtain a numerical value of the pressure difference required for an animal to 
have an equal sound percept in the two media, i.e. 𝑝    , assuming the reference 
pressures were identical: 
 ﾠ𝑝 
     = ﾠ𝐼    =
  
   (
 
  )× .    (
 
  ) ﾠ= ﾠ𝐼      = ﾠ
  
    (
 
  )× .   (
 
  )  Equation 1.7 
𝑝     = ﾠ 3495 = 59.2 
Converting the pressure to Decibel scale the equivalent level difference is ~35.5 dB. 
As a rule of thumb, after considering the level difference due to the use of different  
reference pressures, the numerical 𝑆𝑃𝐿 in water can be thought of as being reduced 
by  ~61.5  dB  to  be  comparable  to  a  level  reported  in  air.  However,  this  ensures 
thatthe two waves are equivalent and does not account for the individual sensitivity 
that  different  species  have  underwater;  therefore,  it  is  better  to  avoid  drawing 
comparisons between sound levels in air and under water. 
Attenuation  loss  includes  the  effect  of  absorption  and  scattering;  therefore,  its 
determination  is  extremely  difficult  because  many  factors  need  to  be  taken  into 
account.  In  sea  water,  absorption  cannot  be  disregarded,  especially  at  higher 
frequencies, because it assumes quite high values compared to fresh water. 
In  addition  due  to  the  characteristics  of  water,  sound  can  be  deformed  by  the 
morphology of the sea floor and the depth of the water column. All of these factors 
can be modelled using various technologies to estimate, for example, the distance of 
a singing whale from the hydrophone. Nonetheless, this was not an objective of the 
current study as the animals whose songs we recorded were relatively close to the 
hydrophone and absolute measurements of the loudness of the sounds produced were 
not of interest here. 
An active space of a species was defined as the spatial distance between a sender and 
a receiver as the area in which an animal can detect and perceive a conspecific and 
therefore communicate with him (Janik and Slater, 1998). Such a definition takes 
into account both the hearing ability of marine mammal species and the critical ratios 
for masking sounds, meaning that the effect of background noise is included in the 10	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analysis (Janik, 2000). This is relevant because noise could mask the vocalisations to 
a level at which these can be detected but the content of the message is lost; this 
instance is therefore no longer considered as communication.  
The  active  range  of  humpback  whales  has  been  experimentally  measured  and 
estimated to be 15 to 160 km at 0.02-8.2 kHz. These results seem to be consistent 
with the behaviour of the animals but a theoretical calculation for this species has not 
been produced yet because of the many factors that need to be taken into account 
when  studying  underwater  sound  propagation  and  no  audiograms  are  currently 
available for this species. In particular, the hydrophone sensitivity might lower than 
that of the whales to sounds emitted by their conspecifics. So far, the active space 
range has been estimated theoretically only for two cetacean species, killer whales 
(Miller, 2006) and bottlenose dolphins (Janik, 2000). 
1.4 Acoustics of Humpback Whales 
The mechanisms underlying sound production and reception in cetaceans are still 
poorly understood, particularly in baleen whales because these large animals cannot 
be held in captivity for experimental studies. Hence, most of the information about 
the anatomy of the ear and vocal apparatus in mysticetes comes from dissections of 
stranded animals. 
1.4.1 Sound production 
The anatomy of the vocal apparatus in baleen whales was extensively described in a 
recent  publication  of  (Reindenberg  and  Laitman,  2007)  where  they  examined  8 
humpback whales of various age groups. The major difference with the apparatus of 
terrestrial mammals is that these whales lack vocal folds; this is the reason why the 
actual mechanism for sound production is still not fully understood. However, a 
homologous structure to the vocal folds has been identified, i.e. the U-fold (Figure 
1.5:  Diagram).    The  latter  is  oriented  parallel  to  the  airflow  rather  than 
perpendicularly,  as  opposed  to  terrestrial  mammals  (Reindenberg  and  Laitman, 
2007) and sounds may be generated by the air flowing between the laryngeal lumen 
and the laryngeal sac. 
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Figure 1.5: Diagram representing the location of the larynx within the body of a 
baleen whale. The red thick line represents the respiratory tract, the blue line the 
digestive tract and the white is cartilage. The laryngeal sac (pink) during sound 
production and the resulting sound pressure radiates from the ventral part of the 
whale’s  body  (green  waves)  through  the  ocean  (adapted  from  Reindenberg  and 
Laitman, 2007). 
The U-fold (Fig. 1.5 - green thin line) is very thick compared to other mammals 
allowing for the production of low frequency sounds and its surface is very flexible 
and  elastic  so  that  it  can  stretch  extensively  and  move  in  various  planes;  such 
morphology  is  consistent  with  the  fact  that  the  sounds  emitted  are  very  diverse. 
Therefore, it is believed that by varying the U-fold conformation – i.e. its length, 
tension and gap between the membranes – the animal can control the sound output. 
Another mechanism that might be responsible for sound production is the vibration 
of the U-fold due to the air flowing from the laryngeal sac and passing through the 
fold making its edges vibrate. Whilst the U-fold seems responsible for the generation 
of the fundamental frequency, the laryngeal sac is thought to play a role in further 
modification of the sound and its transmission (Reindenberg and Laitman, 2007). 12	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Despite the fact that dissections of stranded animals allowed scientists to gain an 
insight  in  the  anatomy  of  the  vocal  apparatus  of  humpback  whales,  the  exact 
mechanisms of sound production are still unknown. It is especially intriguing that 
males can stay underwater for approximately 20 minutes whilst continuously singing 
and  that  no  air  is  exhaled  during  this  process  (no  bubbles  are  produced).  This 
suggests that humpback whale might have a mechanism to recycle air, similarly to 
the  way  in  which  dolphins  and  other  odontocetes  produce  sounds  pushing  air 
between air sacs. 
1.4.2 Sound reception 
The study of the mechanism for sound receptions in cetaceans are limited to post-
mortem  analysis  of  their  auditory  system  and  few  audiograms  obtained  through 
evoked potentials and behavioural studies carried out on small cetaceans and seals 
held in captivity. Intuitively, such studies have been possible on smaller species that 
can be captured and kept in a controlled environment and not on the larger whale 
species. Research on odontocetes showed that they perceive sounds through their oil-
filled  lower  jaw  (Ketten,  1994;  Wartzok  and  Ketten,  1999)  and  then  transmit  it 
through the middle ear, which acts simply as a conductive structure, to the inner ear. 
However,  there  is  no  evidence  that  the  mandible  might  have  such  a  function  in 
mysticetes. 
The ear of baleen whales is still connected to the rest of the skull, unlike toothed 
whales, suggesting that sound conduction may occur via the bones and also the soft 
tissue connecting to the skull (Ketten, 1994). The basilar membrane of humpbacks is 
very  well  innervated,  allowing  for  an  accurate  transduction  of  the  sounds  into 
electrical signals. In general, estimation of the hearing abilities of humpback whales 
and other large whales are based on the assumption that their best hearing should 
correspond to the frequencies at which they produce most sounds, i.e. between 30 
and  21,000  Hz.  These  are  low  frequencies  compared  to  the  range  of  hearing  of 
odontocetes,  which  can  reach  200,000  Hz.  The  range  of  hearing  and  sound 
production in humpback whales is similar to the range of human hearing – indeed 
most energy in their calls is below 4 kHz; for this reason several methods applied for 
the feature extraction of their vocalisation are based on logarithmic filters that are 
applied to human speech (Rickwood and Taylor, 2008). 13	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1.4.3 Sound characteristics and usage 
Humpback whales are probably the most vocal baleen whales. They produce sounds, 
known  as  vocalisations  or  calls,  in  a  social  context  to  communicate  with  their 
conspecifics during the breeding season or on the feeding grounds. Their complex 
repertoire  has  been  increasingly  studied  since  the  1970’s  as  it  elicited  a  lot  of 
attention from the general public.  
Humpback whales produce numerous and extremely variable vocalizations, used by 
males and females in social interactions. These are referred to as social sounds as 
opposed to songs, which are composed of a juxtaposition of vocalisations that are 
repeated several times in a very specific pattern. Songs are only produced by males 
and  almost  exclusively  during  the  breeding  season.  Songs  are  the  subject  of 
investigation of this thesis and will be discussed more in detail in the next chapter. 
Early researchers attempted to classify the sounds emitted by M. novaeangliae in 
Alaska  in  relation  to  their  behaviour  (Thompson  et  al.,  1977;  Thompson  et  al., 
1986);  these  included  calls  as  well  as  sounds  associated  with  the  activity  of  the 
animal.  The  categories  of  sound  thus  identified  were  “moans”,  “grunts”,  “pulse-
trains”, “surface-impacts” and “blow-hole associated sounds”.  
More recently Dunlop and colleagues (Dunlop et al., 2007b) described the social 
sounds recorded for the humpback population that migrates to the Australian waters 
during the Southern winter. They identified 34 separate call types after analysing 
more than 600 vocalisations based on their frequency characteristics. The majority of 
the call types identified also appeared in the songs analysed which means that the 
same vocalisations produced for social purposes are then used by males to compose 
their complex songs. 
1.5 Structure of thesis and contribution to current knowledge 
This introductory chapter and the next one, which will review the current knowledge 
on humpback whale songs and their purpose (Chapter 2), set the scene to understand 
the complexity of humpback whale song and the challenges faced in developing an 
automatic  classifier  for  this  type  of  signal,  which  is  the  main  objective  of  work 
presented.  The  subsequent  chapters  will  shift  the  focus  to  the  signal  processing 
aspect, starting with a description of the algorithms that are commonly employed in 
bioacoustics and a background in speech processing in Chapter 3. A key aspect of 
the work presented is the fact that signal processing tools commonly employed to 14	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classify human speech are applied to humpback whale songs. Specifically, we will 
investigate  how  successful  Hidden  Markov  Models  are  to  perform  such  a  task 
(Chapters 6-8). This is not the first time that Markov chains have been used for 
classifying complex bioacoustics signals but it is the first time that they are used to 
classify the building blocks of humpback whale songs. A key aspect of the work is 
identifying the correct components to be able to classify humpback whale songs 
correctly using an automatic classification algorithm. For years, songs have been 
manually classified to investigate how they change through the years within and 
between  different  whale  populations.  However,  a  lack  of  clarity  exists  on  the 
definition the elements on which to base such classification when comparing songs 
across different research groups. The main original element of the work presented 
here is formally defining the building blocks of humpback whale songs, i.e. subunits 
as opposed to units, and using them to train the classification algorithm (Chapter 7).  
The main recording site in Madagascar for humpback whale songs analysed for this 
project and the methods used to obtain the data are presented in Chapter 4. The 
Madagascar population is currently understudied compared to other humpback whale 
populations (e.g Australian and North American), possibly because of the difficulties 
in organising the field-work logistics for the infrastructure limitations, and the fact 
that  whales  are  present  there  during  the  rain  season,  limiting  the  time  windows 
during which high quality recordings can be collected. During the course of this 
study, songs of humpback whales have been recorded over the course of 4 years, 
contributing significantly to the data that is available for this particular population.   
In Chapter 8, recording site for humpback whale songs analysed for this project the 
used  to  obtain  the  data  comparisons  are  drawn  between  the  performance  of  the 
classifier based on songs collected in different geographical areas, and the biological 
implications  of  the  findings  will  be  discussed.  Lastly,  the  performance  of  the 
automatic classifier and its development potential will be evaluated in Chapter 9. 
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2. Song definition, usage and classification 
Whale  sounds  have  been  recorded  since  the  1960s.  Initially,  this  was  done 
infrequently using tapes but started getting more attention when the resources for 
underwater acoustics research was shifted from the military to the state of marine 
life,  as  the  Cold  War  was  brought  to  an  end.    It  is  not  surprising  that  the  first 
humpback whale sounds were recorded by the US navy through their hydrophones 
installed in Hawaii (Johnson and Tyack, 2003), although at that time humpbacks 
were not confirmed to be the source of such sounds. Shevill and Watkins (1962) first 
identified  the  source  of  sounds  as  humpback  whales,  using  recordings  made  by  
Frank Watlington at a hydrophone station in Bermuda (Payne and Mc Vay, 1971). 
Payne  and  McVay  recorded  the  sounds  themselves  in  Bermuda  and  presented 
indisputable evidence that humpback whales were the source of the particular sounds 
recorded in Bermuda and Hawaii in a paper that pioneered research on humpback 
whale songs. 
2.1 Song definition and structure 
The structure of Humpback whale songs were first defined by Payne and McVay 
(1971)  noticing  that  the  sounds  emitted  were  long  sequences  of  vocalisations 
arranged in a very specific pattern. Indeed, such rhythmic structure is comparable to 
the songs of birds, as observed by the researchers. The term song is intended to refer 
to one of the three meanings discussed by Bremond (1963), i.e. a series of notes 
uttered in a succession to form a recognisable sequence or pattern in time. Songs are 
distinguished from the so called “social sounds” which are calls emitted by whales in 
an irregular and unpredictable manner not only through their vocal apparatus, but 
also  by  slapping  their  flukes  or  pectoral  fins  on  the  sea  surface  (Dunlop  et  al., 
2007c).  
The building block of a song is called a unit and is defined as a continuous sound 
between two silences. Units are typically above 1 s long but they can vary, ranging 
from less than 1 s to 5 s (Miksis-Olds et al., 2008). The length of one type of unit 
can also change throughout a song, a characteristic, which poses a challenge for 
automatic classification algorithms, as will be discussed in the next chapter. Two or 
more units can be repeated by the whale in a specific pattern to form a phrase, as 
depicted in Figure 2.1. 16	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Figure 2.1: Example of two phrases of humpback whale songs recorded in Hawaii in 
1989 (recorded by Salvatore Cerchio). The number of units forming a phrase can 
vary as well as its duration.   
Phrases are the combined and repeated several times to form a theme (Figure 2.2: 
Three themes recorded in Australia (Weinrich and Corbelli, 2009). 
). 
 
 
Figure 2.2: Three themes recorded in Australia (Weinrich and Corbelli, 2009). 
The  silent  interval  between  two  units  is  usually  approximately  constant  within 
phrases but minor variations can occur within a theme. Silences are usually 2-5 s 
long (Miksis-Olds et al., 2008). The alternation of units with silences of similar 
duration confers a song its rhythmical structure. 
A song is composed of several themes. The period of a song session corresponds to 
the interval between surfacings of the whale to breath.  The result is a longer pause 
between units than usually observed within a song.  
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The hierarchical structure of the song presented by Payne and McVay is depicted in 
of Figure 2.3: Diagram showing the terminology used to describe humpback whale 
songs as defined by (Payne and McVay, 1971) 
.  
 
Figure 2.3: Diagram showing the terminology used to describe humpback whale 
songs as defined by (Payne and McVay, 1971) 
songs  as  defined  by  A  song  is  typically  16-25  minutes  long,  corresponding  to 
approximately 100 units. The length of songs varies accordingly to how many times 
its components are repeated as there is no fixed length for any of the components. In 
other words, a phrase can be constituted by 2-6 units, and phrases might be present 
only once or repeated several times within a theme and so on.  Most of the energy of 
the calls is contained between 30-4000 Hz (Mercado III et al., 2008), and source 
levels vary between 140-170 dB re 1µPa according to sound type (Au et al., 2006). 
Concatenations of songs are termed song sessions and they can last for several hours 
and in some cases more than a day. A study of 48 independent song sessions of 
humpback whales in Australia reported lengths of about 300 to 3100 units per song 
session (Miksis-Olds et al., 2008). This shows not only how variable song sessions 
can be but also how much data researchers collect in the field and subsequently 
analyse to understand the means of communication of these whales, highlighting the 
need for an automatic classifier. 
2.2 Song characteristics 
Since  songs  were  discovered  in  1971,  researchers  started  recording  them  and 
analysing  their  structure  building  up  a  substantial  catalogue.  Research  was 
particularly active in the Northern hemisphere, specifically in Bermuda and Hawaii 
where humpback whales were commonly encountered during their breeding season. 
Payne observed that throughout the season songs changed only slightly and different 
whales  recorded  simultaneously  sang  essentially  identical  songs.  However,  songs 
sang in the same breeding area changed from one season to the next (Winn et al., 18	 ﾠ
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1981). These changes affected only a proportion of the themes rather than the entire 
song so that it was possible to relate songs from one year to the preceding one. 
First  comparisons  across  populations  of  humpback  whale  were  drawn  from 
recordings taken in Hawaii, Mexico, Cape Verde, the West Indies and Tonga, a little 
Island off the East Coast of Australia (Winn et al., 1981). In that study, three main 
findings were reported: 
1.  Songs  recorded  simultaneously  in  Hawaii  and  West  Mexico  were  nearly 
identical. 
2.  Songs recorded in the West Indies and Cape Verde were similar to each other 
but different from the ones recorded in Hawaii and Mexico. 
3.  Songs recorded during the same year in the Southern hemisphere in Tonga 
were different. 
These results suggested that populations breeding in different ocean basins had a 
different  dialect,  which  was  not  surprising  for  populations  of  the  Northern 
hemisphere versus the Southern hemisphere that are temporally and geographically 
isolated because they are extremely unlikely to mix given that their breeding and 
feeding seasons occur at different times. In addition, the fact that populations of the 
Atlantic and Pacific basins produced different songs suggests that these populations 
do not mix when they are both in the Arctic during the foraging season. Lastly, it 
was striking to discover that songs of distant populations in the same ocean basin 
were  nearly  identical.  Given  its  complex  structure,  it  is  extremely  unlikely  that 
geographically isolated populations developed the same dialect independently which 
implies that there is some biological phenomenon happening (Winn et al., 1981). 
As  previously  mentioned  humpback  whales  have  a  worldwide  distribution  and 
consequently research groups in other areas started studying M. novaeangliae songs 
extensively in the past 15 years. Australian researchers have been particularly active 
in studying the changes in songs from year to year and comparing songs recorded in 
different areas of the continent, aided by the introduction of sono-buoys that allow 
continuous  recording.  The  fact  that  different  populations  of  humpback  whales 
migrate each year to the East and West Coast of Australia for mating makes this 
country an ideal candidate for studying the song repertoires of different populations. 
Analysis of Eastern Australian recordings from 1995-1998 revealed that humpback 
whales copy each other’s songs (Noad et al., 2000) (Figure 2.4).  19	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Figure 2.4: Bar graph depicting the relative prevalence of song sang by males in the 
waters  off  Queensland,  Australia,  migrating  Southwardly  (S)  at  the  end  of  the 
breeding season and Northwardly (N) at the start of the breeding season during 
1995-1998. Each colour represents the song type sang by individual males during a 
particular migration pathway, for instance, N95 is the Northward migration of year 
1995:the numbers given in the table indicate the number of males singing a song 
type during that migration (Noad et al., 2000).  
In 1995, all singers within the Queensland breeding ground swimming Southwardly 
sang  the  same  song  (S95).  During  the  Southward  migration  whales  leave  the 
reproductive grounds to reach the nutrient rich waters of Antarctica, where different 
populations have the potential to mix and interact with each other because they are 
no longer geographically isolated. Whales start migrating to the north to reach low 
latitudes where they can reproduce during the winter months. The following year 
when whales return to Australia from the Antarctic feeding grounds, a new song 
recorded from a single singer was introduced to this location, which was identical to 
the songs produced by humpback whales breeding off the West coast of Australia in 
those years (N96 in Fig 2.4). In 1997, the main song sang in Queensland was the one 
that was rare the previous year and by 1998 the old song had completely disappeared 
from the repertoire of the whales present on the breeding grounds (S94 in Figure 
2.4). This phenomenon is deemed as a cultural revolution because within only 2 
years the new song had completely replaced the previous song that was sang by all 
whales  except  for  one  individual.  Evolution,  on  the  other  hand,  acts  over  much 
longer timescales and is usually caused by a large influx of immigrants, rather than a 20	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single  individual.  Cultural  evolution  has  been  previously  observed  in  bird  song 
whereby  changes  in  song  structure  are  accumulated  over  years  as  birds  started 
learning sections of the new song, eventually leading to the replacement of the old 
song  (Noad  et  al.,  2000). The  fact  that  humpback  whales  in  Australia  learned  a 
complex new song in just two years suggests that changes in song structure are 
driven by novelty. 
2.3 Song usage 
Sound frequency and intensity are important in the determination of song usage. 
Mysticetes  use  primarily  low  frequency  sounds  suggesting  they  are  aimed  at 
communicating over long distances (Wartzok and Ketten, 1999). This is because 
high  frequencies  are  attenuated  faster  than  low  frequencies,  and,  given  the  same 
environmental  conditions,  a  lower  frequency  sound  tends  to  travel  further.  Such 
considerations have led scientists to think that humpback whale songs are mainly 
used to attract females. This view is supported by the fact that vocalizations are 
performed mainly by male individuals during the mating season and also by the 
complexity of songs which might have arisen through sexual selection according to 
the runaway theory
1 (Payne and McVay, 1971). 
Since the discovery that humpback whales were capable of singing, researchers have 
been trying to understand the reasons behind this complex form of communication. 
To understand why humpback whales sing, one must first investigate the ecology 
and  behaviour  of  these  whales,  as  well  as  the  characteristics  of  songs.    In  the 
previous section, songs were defined as sequences of sounds that form a specific 
pattern;  this  definition  suggested  a  hierarchical  structure  of  songs,  which  was 
confirmed  in  observations  of  researchers  on  a  global  scale  and  more  recently 
demonstrated quantitatively in two studies on the entropy of humpback whale songs 
(Suzuki et al., 2006; Miksis-Olds et al., 2008). Comparisons with birds’ acoustic 
behaviour  are  inevitable  because  a  wide  number  of  bird  species  are  known  to 
                                                 
1	 ﾠFisherian	 ﾠRunaway	 ﾠTheory:	 ﾠsexual	 ﾠselection	 ﾠmodel	 ﾠproposed	 ﾠby	 ﾠR.	 ﾠA.	 ﾠFisher	 ﾠin	 ﾠ1915.	 ﾠFisher	 ﾠ
explained	 ﾠthat	 ﾠselection	 ﾠof	 ﾠcertain	 ﾠtraits	 ﾠwould	 ﾠbenefit	 ﾠan	 ﾠanimal	 ﾠnot	 ﾠin	 ﾠterms	 ﾠof	 ﾠsurvival	 ﾠbut	 ﾠin	 ﾠ
terms	 ﾠof	 ﾠfitness	 ﾠfor	 ﾠincreased	 ﾠchance	 ﾠof	 ﾠreproduction.	 ﾠThe	 ﾠterm	 ﾠ‘runaway’	 ﾠrefers	 ﾠto	 ﾠthe	 ﾠfact	 ﾠthat	 ﾠthis	 ﾠ
selection	 ﾠprocess	 ﾠwill	 ﾠfavour	 ﾠthe	 ﾠdevelopment	 ﾠof	 ﾠmore	 ﾠpronounced	 ﾠtraits	 ﾠwith	 ﾠtime	 ﾠthat	 ﾠ
differentiate	 ﾠindividuals.	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produce songs and several studies have addressed the motivation for such complex 
display.  
The first studies reported the occurrence of songs in Hawaii and Bermuda, which we 
know to be breeding grounds of this species. One reason why birds sing is as a 
sexual display because males sing only during the spring when the hormones levels 
in their bodies raise in preparation for mating with their female conspecifics (Wada, 
2010).  
Indeed, researchers agree on the fact that there must be an evolutionary advantage to 
whales if they invest resources in singing. Such observation results from the fact that 
singing  unequivocally  has  a  cost  for  the  singer  because  he  will  have  to  invest 
metabolic energy in producing vocalisations and will also attract unwanted attention 
exposing him to increased risk compared to whales that do not sing. 
Several theories proposed to explain why humpback whales sing are reviewed in the 
following sections. These theories are by no means exclusive; indeed, behavioural 
patterns can have more than one function. For instance, bird song appears to have the 
dual function of attracting females and defending the territory from other males. In 
addition, in canaries, song appears to have a stimulating effect on the ovaries of 
females which means that they will produce more eggs increasing the chances of 
successful reproduction Slater (2001). 
2.3.1 Sexual display 
Sexual  display  is  proposed  as  the  primary  explanation  for  song  production  by 
humpback whales for several reasons. Firstly, it is known that only males sing and 
they do so at the start of the breeding season in winter. Extensive research was 
conducted on the behaviour and ecology of humpback whales which showed that 
males arrive earlier than females on the breeding grounds (Erbe, 2002) and that they 
compete  for  access  to  females  directly  by  physically  attacking  each  other,  for 
instance using tail slapping and indirectly through displays to attract females, e.g. 
breaching and pectoral fin slapping (Figure 2.5). 22	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Figure  2.5:  Behavioural  displays  commonly  observed  on  humpback  whales’ 
breeding grounds. Breaching is when a whale leaps out of the water. Whales also 
may  slap  their  tails  and  pectoral  fins  on  the  surface  of  the  water,  action  which 
produces loud sounds that can be heard at some distance from the animal. Pectoral 
slapping is part of the courtship behaviour: in the picture above a female and a male 
were performing this display sometimes simultaneously as part of their courtship 
ritual. The male was also rolling on its side to display its large pectoral fin. All the 
above  photographs  were  taken  by  the  author  during  the  2009  field  season  in 
Madagascar. 
Singing  is  performed  almost  exclusively  during  the  breeding  season  and  singers 
appear to be particularly abundant at the start of the season when males first arrive 
on site. Indeed, songs may convey information about the sexual fitness of the singer: 
songs are produced at high amplitudes and for several hours resulting in high energy 
expenditure  for  the  signaller  (Parsons  et  al.,  2008).  In  other  words,  the  cost  of 
producing the signal is a proxy of the fitness of the individual producing it because a 
fit individual is likely to have more energy and invest more energy into singing to 
attract  a  partner.  In  addition,  scientists  argued  that  the  male  fitness  could  be 23	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conveyed by the song structure in terms of the ability of the male to hold its breath 
for a long time (Southall et al., 2007). 
Studies on the cost of singing have been conducted on birds both in terms of the 
metabolic expenditure of producing songs and the cost of being more susceptible to 
predation (IWC, 1996). Confirmation that singing is expensive comes from research 
on swimming speeds of male humpbacks which showed that males that sing travel at 
a speed of about 2.5 km/hr in their migration from Australia to Antarctica whereas 
non-singing whales travelled at 4 km/hr (Sousa-Lima and Clark, 2009). 
Indeed,  to  demonstrate  that  songs  are  part  of  the  sexual  display  of  males  it  is 
necessary to demonstrate that females are attracted to singing males and that singers 
are  more  successful  in  mating  than  males  that  do  not  sing.  Although  on  few 
occasions females are observed to approach singing males, usually when singers 
approach  a  female  they  also  engage  in  behavioural  courtship  displays,  which 
supports the idea that songs play an important role as sexual display (Tyack, 1981). 
So far, no report of humpback whales mating has been published, which means that 
it is impossible to clearly determine the role that songs play in the courtship ritual or 
whether successful males produce more complex or louder songs; therefore, other 
theories need to be taken into account. 
2.3.2 Territorial marking 
Charles Darwin was the first to note that male courtship behaviour could be directed 
at individuals of the same gender to warn them about their superiority and prevent 
physical competition (Cerchio et al., 2008). The signal produced to deter other males 
from  a  territory  can  be  visual,  auditory,  olfactory  or  a  combination  of  these. 
Territorial marking is widely spread in the animal kingdom as males want to ensure 
access to females during the mating season. 
When considering the hypothesis that songs play a role as sexual display to attract 
females, one needs to contemplate also that the acoustic signals may be directed at 
other males with the purposes of deterring possible competitors from their territory. 
Research  on  humpbacks  in  feeding  versus  breeding  grounds  showed  that  not  all 
females  complete  a  full  migration  during  the  year  and  that  some  females  may 
become pregnant prior to the beginning of the breeding season (Rosenbaum et al., 
1997; Slater, 2001).  Further males willing to mate face a tough competition as they 
are  more  numerous  than  females:  the  sex  ratio  calculated  in  the  northern  and 24	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southern migrations in East Australia was 2.4 males for each female (Rosenbaum et 
al., 1997). Although sex ratios might differ slightly in other mating sites, it is evident 
that  males  compete  vigorously  for  access  to  females,  as  typically,  when  active 
groups of whales are encountered, the female leads the group and is followed by up 
to 6 males who compete physically with each other to swim as close as possible to 
her (Shapiro et al., 2011).   
2.3.3 Detection of conspecifics 
As  sound  is  commonly  used  underwater  by  whales  and  dolphins  for  ranging 
purposes,  it  was  suggested  that  humpback  whale  songs  play  a  role  in  detecting 
females (Parsons et al., 2008). This theory originated from the consideration that 
humpback whales are a migratory species and as such, when the animals return to 
the breeding site each year, the males need to be able to detect groups of females 
(Garland et al., 2011). Furthermore, some of the vocalisations that make up song 
sequences  are  highly  stereotyped  and  resemble  sweeps  that  bats  produce  for 
echolocating. A mathematical model was developed which supported this hypothesis 
based  on  the  vocalisations  emitted  by  humpback  whales  (Frazer  et  al.,  2000). 
However, this sonar hypothesis was disputed by Stevick et al. (2011), questioning 
several of the assumptions that were made in the calculation of the sonar equation 
and discussing how behavioural aspects of humpback whales are in conflict with this 
hypothesis, and is therefore not widely accepted. Specifically, songs of humpback 
whales are constituted by units that vary from year to year and usually over the 
course  of  5  years  entire  songs  are  completely  replaced  by  new  ones  in  a  given 
population (Zimmer, 2011). This complete revolution in songs contradicts the sonar 
hypothesis because one would expect humpback whale calls to converge so that all 
whales produce a common vocalisation type that is the most suited for echolocation 
purposes and is preserved through evolutionary pressures. Furthermore, even within 
a song, the call sequence may vary significantly with fewer or more repetitions of the 
same  call  during  a  phrase,  with  calls  varying  in  length  and  silences  between 
successive units of different duration (Stevick et al., 2011).  
2.3.4 Male cooperation 
A plausible theory about the function of humpback whale song is that it plays a role 
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the foraging season, whilst male associations are often observed on the breeding 
grounds. Such associations can be both competitive in the form of a series of males 
chasing after the reproductively active female (also known as cow) and cooperative, 
as in the case of juvenile males traveling together or escorts accompanying mothers 
and their calves. 
Generally,  singers  are  observed  in  isolation  and  most  of  the  time  they  will  be 
approached by other males (Darling and Berube, 2001), at which point they will stop 
singing and the animals will start travelling together (Tyack, 1981). On the other 
hand, females are rarely observed approaching singing males. These observations 
suggest that song is used to attract males and form pairs or groups that cooperate to 
get  access  to  females  rather  than  being  used  with  the  aim  of  directly  attracting 
females (Parsons et al., 2008). This hypothesis is supported by research that showed 
that males joining singers during female escorting behave more cooperatively than 
when  song  is  not  heard,  suggesting  that  songs  are  involved  in  male  interactions 
(Williams  and  Staples,  1992).  However,  previous  reports  on  humpback  whale 
behaviour report more aggressive displays between males, even in the presence of 
singers,  to  prevail  over  the  others  and  swim  as  close  as  possible  to  the  female 
(Tyack, 1981; Jurafsky and Martin, 2009). In addition, the evidence presented by 
Noad et al. (2000) shows that singers are driven by novelty, which means that they 
incorporate changes in old songs to quickly learn the new one; which is in conflict 
with the male cooperation hypothesis. Indeed, males that wish to communicate with 
each  other  to  cooperate  on  the  breeding  grounds  would  be  expected  to  try  to 
conserve a common song structure rather than expending energy in learning songs 
from animals that belong to different populations.  
2.3.4 Song usage summary 
To  conclude,  several  hypotheses  have  been  proposed  to  explain  why  humpback 
whales  produce  such  complex  songs  that  are  unlike  any  other  acoustic 
communication known in marine mammals. There seems to be a general agreement 
amongst the scientific community that songs play a role in the breeding behaviour of 
these  animals,  as  confirmed  by  evidence  linking  song  production  and  hormonal 
levels;  however,  it  is  still  not  well  understood  if  songs  are  mainly  a  means  of 
communication between males or between a male and a female. In other words, no 
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cooperation or if it is purely a sexual display, as songs produced by birds during the 
mating season.  
Understanding the role of song production is certainly a complex task that is likely to 
be solved only through studies that combine behavioural observations with a detailed 
knowledge on song evolution. The work presented in this thesis about automated 
song  classification  is  aimed  at  helping  researchers  in  analysing  songs  more 
efficiently  and  being  able  to  get  further  insight  about  how  songs  evolve  across 
populations. 
2.4 Song classification 
In  the  attempt  to  understand  the  function  of  humpback  whale  songs  and  their 
evolution, scientists have been comparing song sequences across populations for the 
past thirty years and studying how songs evolve over the years. This type of work is 
extremely time consuming and consequently research effort has been invested in 
trying to develop tools to speed up this process and make it as objective as possible. 
Advances in computer technology and signal processing facilitated such research. 
2.4.1 Brief history of bioacoustics and marine mammals 
In  the  1950’s  the  main  focus  of  behavioural  studies  shifted  from  visual 
communication to acoustic signals; this rapid development of bioacoustics studies is 
attributable to the development in technology that allowed scientists to easily record 
sounds that could be analysed in depth afterwards. In addition, instruments such as 
tape  recorders  opened  the  way  for  playback  experiments:  researchers  could  play 
specific sounds back to the subject animals in captivity to conduct fair tests. The 
availability  of  sound  spectrographs  was  a  further  pull  in  favour  of  bioacoustics 
studies because scientists could inspect the structure of the sounds they heard with an 
objective  tool  and  could  detect  changes  in  the  signals  even  when  they  were  not 
perceivable by the (human) listener. This meant that small changes in the structure of 
stereotypical calls could be explored further to understand if they were just caused 
by ‘errors’ or if they conveyed useful information from the signaller to the receiver. 
As scientists studied started studying marine mammals with increasing interest, they 
realised that they needed a more powerful tool than visual observation to understand 
their  behaviour  and  distribution  because  these  animals  spend  most  of  their  time 
underwater.  In  this  context,  acoustics  seemed  the  most  appropriate  tool  for  this 27	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purpose;  indeed,  marine  mammals  make  extensive  use  of  sound  for  ranging, 
communicating and, in some cases, establishing their social status (Reynolds and 
Rommel,  1999).  The  technology  was  available  as  underwater  acoustics  was 
developed during the Cold War for military purposes and could then be employed 
for environmental purposes. As in the case of military sonar, acoustic observations 
may be active or passive. Active monitoring consists on emitting a sound and then 
listening for the echo which is then analysed to detect and locate marine organisms. 
This method is used primarily for observing microorganisms and fish. On the other 
hand, passive acoustic monitoring (PAM) is widely used to investigate the presence 
of marine mammal species because most species of interest emit calls that can be 
detected passively. The advantage of the latter system is that no noise is added to the 
background noise reducing, or completely removing, any disturbance to the animals. 
PAM is also an attractive tool because both mobile and fixed sensors are available 
allowing  scientists  to  collect  data  over  large  time  scales,  as  well  as  short  time 
acoustic data coupled with 3D movements (Nowak et al., 2000).  
Acoustic studies of marine mammals brought about the discovery that they produce a 
wide variety of vocalisations; for instance, it was found that bottlenose dolphins and 
killer whales possess a vast repertoire that reflects the complexity of their group 
dynamics.  Notably,  the  former  produce  signature  whistles  that  can  be  used  to 
identify dolphins to the individual level (Janik and Slater, 1998). 
The possibility of recording and storing large data sets for subsequent analysis is 
becoming  commonplace  in  studies  of  marine  mammals,  leading  to  an  increased 
demand for signal processing tools. 
2.4.2 Review of humpback whale song classification 
As previously mentioned, the songs of humpback whale have long been the subject 
of  scientific  and  wider  public  interest  (Payne  and  Mc  Vay,  1971;  Tyack,  1981). 
During the last few decades the analysis of these songs has been used to gain insights 
regarding the population dynamics (Winn et al., 1981; Noad et al., 2000) and sound 
production mechanism (Mercado III et al., 2010). The increasing amount of data 
collected  for  these  animals  makes  an  automatic  classification  method  for  the 
systematic and objective analysis of datasets very attractive.  
This section reviews the methods that have been used to classify humpback whale 
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is worth highlighting that the success of the classification method is dependent on 
the task one wants to achieve. In other words, if the aim of a study is to investigate 
the song pattern, then it is essential to include all the calls produced by the animal; 
missing out one unit will modify the entire sequence. On the other hand, if one wants 
to analyse the acoustics associated with the behaviour of an animal leaving out a call 
is not critical on large data sets, i.e. discarding one data point will have a small 
statistical influence. 
The first methods developed to classify sounds were put in place to analyse the song 
sequence  -  whose  pattern  is  evident  when  one  listens  to  it;  these  are  called  the 
“classical” methods and are based on manual spectrographic analysis coupled with 
listening. Such methods spun from the effort of Roger Payne, who was the first to 
define  humpback  whale  songs  as  sequences  of  themes  which  are  repeated  in  a 
cyclical  way;  each  theme  constituted  by  phrases,  each  phrase  being  a  patterned 
association of units.  
Despite the great development in technology, nowadays manual classification is still 
the most widely used method for the analysis of humpback whale songs, which are 
carried out at the phrase level. Indeed, it is relatively simple to manually classify 
phrases  within  a  high  signal  to  noise  ratio  (S/N)  for  a  few  samples;  however, 
generally scientists need to study the structure of several hours of songs and then 
compare  them  across  population  and/or  from  one  year  to  the  next.  This  process 
becomes extremely time consuming and is further complicated by the fact that the 
units forming certain phrases can change slightly depending on the singer or the year 
in which the song is sang. Such variations add subjectivity to the analysis, which is a 
huge downside to a method that is used to conduct comparative studies. 
Several  methods  have  been  proposed  to  achieve  an  objective  and  less  time-
consuming classification of humpback whale sound units but there are still issues to 
be resolved. Specifically, many algorithms require partial input of the user and/or 
cannot process large datasets, especially in real time, due to memory constraints. 
Visual  inspection  of  spectrograms  is  important  to  estimate  the  validity  of  the 
automatic algorithms that are being developed (as in this study).  
Automatic  classification  methods  for  humpback  whale  vocalisations  have  been 
borrowed  from  human  speech  analysis  because  they  present  some  important 
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can  have  either  quasi-periodic  waveform  (i.e.  like  voiced  speech),  or  noisy 
appearance  (like  unvoiced  speech),  or  be  a  combination  of  the  two  (like  mixed 
speech) (Mercado III and Kuh, 1998). In addition, these whales possess an organ 
analogous to the vocal folds; although the specific pattern for sound production has 
not yet been discovered. 
A variety of methods have been proposed to detect and characterise humpback whale 
calls as these include highly transient signals and tonal calls, which vary in duration 
and  frequency.  These  are  designed  to  capture  the  frequency  components  of  the 
signal, which is the feature that most animals are more sensitive to (Deecke and 
Janik, 2006a). Whereas, variations in the call duration may be used as a strategy to 
ensure that the message emitted by the signaller gets across to the receiver. 
Detection algorithms were based on wavelet analysis (Seekings and Potter, 2003) or 
on  energy  detectors  (Rickwood  and  Taylor,  2008),  where  a  threshold  is  set  to 
distinguish calls from noise and silences; the latter method was chosen for this study. 
Amongst the feature sets employed to characterise humpback whale vocalisations are 
cepstrum  coefficients,  discrete  Fourier  transform,  autocorrelation  and  linear 
predictors. Such variety of techniques adopted reflects the diversity of the calls as 
already discussed. 
Neural  networks,  both  supervised  and  unsupervised,  are  favoured  for  the 
classification  task  over  simpler  algorithms  when  analysing  large  datasets.  This 
choice results from the fact that the occurrence of vocalisations is often uneven, i.e. 
some calls are repeated far more frequently than others within a song, and that neural 
networks  provide  a  large  degree  of  flexibility.  The  main  advantages  of  adopting 
neural networks for such studies are that there is no need to make an assumption 
about the input characteristics. 
A novel type of neural network, namely the adaptive resonance theory (ART) neural 
network, was proposed by Deecke and Janik (2006) to account for the logarithmic 
perception of sound and also to allow for variability in the time domain. This is 
possible because the system adopts an algorithm, called dynamic time-warping, that 
was developed for use on human speech to allow for compression and expansion of 
the signal duration to maximise the frequency overlap with a reference signal. This 
technique  proved  very  successful  in  the  study  of  vocalizations  emitted  by 
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the exact timing of behavioural events is of no or little interest. Such method was 
applied  to  humpback  whale  calls  of  the  South  Pacific  for  identifying  the  song 
structure  and  draw  song  comparisons  between  different  regions;  the  correct 
classification rate of the ART neural network was on average 94% when compared 
to a classification carried out by trained observers (Helweg et al., 1998). 
Results obtained in these studies improved our knowledge on the characteristics of 
vocalisations  of  humpback  whales,  their  usage  and  function  across  the  World. 
However,  these  techniques  are  tuned  to  each  specific  study;  whereas,  given  the 
importance  of  comparing  the  acoustic  repertoire  of  different  populations,  it  is 
valuable to have a common method that can be successfully applied to classify the 
vocalisations of all humpback whales. This needs to be flexible enough to allow for 
regional variations and for changing S/NN. Most importantly, neural networks need 
to be able to capture the biological meaning of the data, which is sometimes lost with 
automated classification systems. 
Statistical techniques have also been considered and shown to produce good results. 
In 2007, Rebecca Dunlop (2007) was able to identify around 100 different calls that 
are commonly produced by these whales in a social context and split them into 6 
categories based on their aural and spectrographic characteristics, taking into account 
factors such as maximum and minimum frequencies of the signal and its duration. 
The six categories were: (1) low-frequency, (2) mid-frequency harmonic, (3) high-
frequency harmonic, (4) amplitude-modulated, (5) broadband noisy and complex, 
and (6) repetitive sounds (Dunlop et al., 2007a).  
One approach to the automated classification of bio-acoustic signals is to adopt a 
matched filter. Such a method can be implemented in a variety of domains, but has 
proven  to  be  particularly  effective  for  some  cetacean  vocalisations  when 
implemented  in  the  spectrogram  domain  (Strager,  1995).  Matched  filtering  is 
appropriate  for  calls  that  are  highly  stereo-typed  and  are  observed  in  conditions 
where propagation effects can be accounted for. The wide repertoire and variability 
associated with humpback calls renders this method unattractive. Deecke and Janik 
(2006) highlighted the importance of using a flexible method which allows one to 
capture the changes in duration in killer whale (Orcinus orca) and bottlenose dolphin 
(Tursiops truncatus) calls: a principle which we believe applies equally to humpback 
calls.  31	 ﾠ
	 ﾠ
To  cope  with  signals  that  have  a  fixed  structure  but  whose  components  vary  in 
duration one could extend the power of the matched filter by applying the principles 
of dynamic time warping (DTW) (Deller et al., 1993; Deecke and Janik, 2006a). 
DTW has been adopted for the classification of killer whale vocalisations (Brown et 
al., 2006; Brown and Miller, 2007) and whistles of bottlenose dolphins (Deecke and 
Janik 2006). However, in a wider context, dynamic time warping has proven less 
effective than the competing methodology of Hidden Markov models (HMMs) for 
both  modelling  human  speech  (Deller  et  al.,  1993)  and  for  bioacoustics  signals 
(Rickwood and Taylor, 2008; Ren et al., 2009). 
2.4 Conclusions 
For many decades, researchers have studied the structure of humpback whale songs; 
however, still little progress has been made in comparing recordings on a global 
scale  primarily  because  the  task  of  manually  classifying  song  components  is 
extremely  time  consuming  and  because  comparisons  across  results  of  different 
research  groups  are  complicated  by  subjectivity  in  defining  the  components. 
Understanding how songs compare on a global scale is extremely important because 
humpback whales are animals that can travel huge distances even within a single 
season  (and  that  all  the  oceans  are  interconnected.  Therefore,  communication 
between  humpback  whale  populations  and  song  learning  may  occur  to  a  greater 
extent than what we currently think. To aid researchers in their efforts to analyse 
huge  amounts  of  data  obtained  from  recordings  of  marine  mammals,  automatic 
detectors and classifiers have been developed in recent years. Some of them are 
extremely  successful  at  classifying  species  of  marine  mammals  that  emit  very 
stereotyped calls, e.g blue whale calls, but no automatic method has yet been shown 
to classify the components of humpback whale songs with high levels of accuracy. 
The  aim  of  the  work  presented  here  is  to  try  and  fill  this  gap,  starting  from  a 
comparison  of  the  efficiency  of  feature  sets  that  have  been  used  to  describe 
humpback whale songs, according to surveys of published literature, to determine 
which  coefficients  are  best  suited  to  describe  the  variety  of  calls  that  constitute 
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3. Background to speech processing and 
implications for bioacoustics signal analysis 
Before  describing  the  detection  and  classification  issues  arising  from  previous 
research and outlining the methods adopted in this thesis, it is important to clarify 
that the goal is to detect single vocalisations and to classify each one into a sound 
category with the final intent of automatically describing the whole song sequence, 
in this case for humpback whale songs. Traditionally, detection and classification 
methods deal with detecting and classifying marine mammal vocalisations to ascribe 
them  to  a  particular  species  to  indicate  the  presence  of  the  species  in  the  area, 
particularly for monitoring purposes. The detection and classification tasks that are 
addressed in this thesis are not aimed at distinguishing calls amongst species, given 
that only humpback whales are recorded in the study site, but deal with the detection 
of vocalisations emitted by a single individual, recognising the call sequences within 
songs, and classifying them correctly between songs; in other words, being able to 
correctly  classify  song  components  that  are  produced  by  different  individuals  at 
different times. 
Trained observers can classify humpback whale songs with a high level of accuracy 
even when they are presented with completely new songs because they can identify 
the subcomponents of each phrase and compare units across songs. However, as 
previously discussed, manual classification is extremely time consuming and it is 
necessary to make the song classification process automatic to be able to conduct 
large scale comparisons. The driving factor for this thesis is to obtain an automatic 
classifier that is able to mimic the performance of a trained bioacoustician in terms 
of classification accuracy, whilst reducing the time effort to a minimum. This is one 
of the reasons why the methods used for characterising and classifying the humpback 
whale  vocalisations  are  borrowed  from  tools  that  are  widely  used  in  speech 
recognition tasks.  
The  advantage  of  using  techniques  that  are  commonly  employed  for  speech 
processing is that a variety of tools have been developed and tested extensively for 
many years, and consequently toolkits are widely available to the public, reducing 
the programming effort. On the other hand, the mechanisms for sound production in 
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animal vocal apparatus showed that they possess structures that are analogous to 
those  identified  in  the  human  vocal  apparatus,  one  cannot  imply  that  air  flows 
through the vocal apparatus in exactly the same manner, particularly given that the 
sound  generated  needs  to  be  transmitted  through  a  different  medium  and  that 
breathing in whales is a voluntary action (Reynolds and Rommel, 1999). 
Speech  models  are  well  suited  to  describing  the  mechanisms  of  human  vocal 
apparatus  and  human  hearing,  and  through  the  extensive  research  that  has  been 
carried out on the matter, sentences and words can be characterised and classified 
with high level of accuracy (90% or more accuracy). The fact that we aim to build a 
classifier for humpback whale song that mimics the accuracy of a trained human 
listener  justifies  the  adoption  of  processing  tools  that  have  been  developed  for 
human  speech.  The  underlying  idea  is  that  the  model  can  be  tuned  to  the  way 
humans perceive whale vocalisations, this does assume that we can classify their 
songs accurately in a biologically significant way, i.e. keeping into account the way 
whales perceive and understand the meaning of a song or acoustic signal.  
1.1  Speech production and modelling 
The mechanics of speech production is well known because numerous experiments 
have been carried out for decades to understand the pathways of sound production in 
humans and its development (Deller et al., 1993). 
A sound is generated in the vocal tract when air is pushed from the lungs through the 
glottis  in  the  larynx,  generating  pressure  over  the  vocal  folds  which  vibrate 
generating a waveform. 
Speech sounds are traditionally divided into voiced, if vocal cords vibrate during 
their production, and unvoiced speech, if the cords do not vibrate (Deller et al., 1993; 
Mercado III and Kuh, 1998). Voiced sounds are pulsed and the rate of pulses gives 
the characteristic pitch of a sound, which is perceived by listeners. These are quasi-
periodic excitations that cause the glottis to let air through at a regular rate. On the 
other  hand,  unvoiced  sounds  are  aperiodic  noise  bursts  that  may  originate  from 
turbulence. Other types of excitations are sometimes observed in human speech (e.g. 
plosives),  some  of  which  are  peculiar  to  certain  languages  (Rabiner  and  Juang, 
1993).  
The articulated sounds that form human speech are determined by the length of the 
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lips, palate and jaws).  The nasal tract is also involved in the transmission process 
and it can substantially modify the amplitude of the sound radiated from the mouth 
(Deller et al., 1993). The degree to which the nasal cavity is coupled to the rest of the 
vocal  tract  is  controlled  through  the  velum  (or  soft  palate).  The  muscle  fibres 
sheathed by a mucous membrane that can completely seal off the nasal passage from 
the mouth (Figure 3.1). 
 
 
Figure 3.1: Anatomy of the upper vocal apparatus (sagittal plane). The source which 
are the lungs are not depicted in this diagram (adapted by the author from public 
template),. 
Speech  sounds,  like  all  sound  waves,  can  be  described  both  in  the  time  and 
frequency domains. In the time domain one can observe the amplitude of the signal 
which gives an indication of the air flow through the vocal tract (Deller et al., 1993; 
Jurafsky and Martin, 2009). High pressure means that the vocal folds are open and 
air coming through the lungs flows through them and during regions of low pressure 
the  vocal  folds  are  closed.  Thus,  when  the  vocal  folds  vibrate  producing  voiced 
sounds one will observe a sequence of high and low energy peaks. In the frequency 
domain, this oscillation can be measured to obtain the fundamental frequency of the 
waveform  (Figure  3.1).  These  characteristics  can  be  observed  directly  from  the 
waveform; however, sound waves are usually quite complex and further analysis is 
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from the fact that its characteristics change through time; therefore, scientists have 
developed ways to decompose speech into small components to reduce the amount 
of  variability  encountered.  If  sufficiently  short  segments  of  speech  sounds  are 
chosen, their characteristics will be nearly stationary within a segment; this means 
that one can decompose the sound into many stationary components, each with its 
individual characteristics (Rabiner and Shafer, 1978; Deller et al., 1993; Jurafsky 
and Martin, 2009).  
Spectral representations of speech signals were one of the first tools used to analyse 
them  because  they  allow  identifying  the  frequency  peaks  that  characterise  each 
sound,  for  instance,  vowels  can  be  told  apart  by  identifying  their  formant 
frequencies. The Fourier transform of speech signals allows one to create a spectrum 
of  the  signal  over  its  entire  duration;  however,  for  speech  signals,  which  vary 
characteristics  over  time,  it  is  common  to  describe  them  through  spectrogram 
representation. Spectrograms allow one to visualise how the energy content of the 
signal changes over time. This is obtained by calculating the energy of the signal at 
each frequency point over a user-defined time window and the energy is represented 
graphically through a colour coding. 
The fundamental frequency depends on the rate of vibration of the vocal folds in the 
larynx and it depends on the size and tension of the vocal folds of the speaker at a 
given  time,  and  the  perceived  fundamental  frequency  is  the  pitch  of  that  sound 
(Deller et al., 1993). However, differences in other spectral peaks of speech signals 
are determined by the cavities in the mouth that act as resonators.  
The  vocal  apparatus  depicted  in  Figure  3.1  can  be  schematically  represented  to 
highlight the basic mechanics of sound production (Figure 3.2); this is known as the 
source-filter model (Deller et al., 1993; Rabiner and Juang, 1993; Mercado III and 
Kuh, 1998; Jurafsky and Martin, 2009). 
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Figure 3.2: Block diagram of human speech (voiced) production model (adapted 
from Deller et al, 1993), and example of speech sound that is generated passing 
through the vocal folds (blue box) and further modified by the filter whose frequency 
response is depicted in the green box to produce the sound output in the red box. 
The source-filter model assumes that speech production can be represented through a 
system with three filters: as air is pushed upwards from the lungs it passes through 
the larynx where the vocal folds are excited (source), and then through the pharynx 
which is the first filter. The sound is modified further in the oral and naval cavities or 
just in the oral cavity if the velum is closed. The cavities act as acoustic resonators 
and, as such, they enhance certain frequencies and attenuate others depending on the 
positioning of the structures present in the oral cavity (Rabiner and Shafer, 1978; 
Deller et al., 1993; Rabiner and Juang, 1993). 
In the source-filter model, voiced sounds are usually produced by a pulse train as 
source, whilst unvoiced sounds are represented by white noise. The sound then is 
filtered using an all-pole infinite impulse response filter (IIR) (Deller et al., 1993).  
This model is widely accepted to describe the mechanisms of speech production but 
it accounts only for the flow of air from the source to one filtering chamber and its 
propagation  out  to  the  environment.  In  the  case  of  sound  production  in  baleen 
whales, a different model is required because alternative mechanisms are likely to be 
involved. Although the specific pathways of sound production and propagation in 
baleen whales remain to be understood, it is recognised that air is recycled within the 
vocal tract to allow continuous production of sound underwater as evidenced by the 
lack of bubbles emitted during sound generation (Reindenberg and Laitman, 2007; 
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3.2 Parallels between speech and bioacoustics 
Speech analysis is concerned both with the mechanisms of sound production and the 
identification  of  features  that  are  unique  to  the  speaker  for  speaker  recognition 
technology. In general, presence or absence of a fundamental frequency indicates the 
type of sound that is produced by the speaker, giving information on the production 
mechanism; whilst the length of the vocal tract and the relative amplitude of the 
harmonics,  which  are  frequency  components  that  are  integer  multiples  of  the 
fundamental frequency, give an insight on the characteristics of the vocal tract of a 
specific  speaker.  Therefore,  we  assume  that  the  spectral  features  of  the  signals 
emitted by large whales will contain information about the production mechanisms 
and the characteristics of the vocal apparatus. Both sound production mechanisms 
and speaker recognition in Mysticetes have not received much research attention 
because scientists are mainly concerned with the influence of propagation on the 
sounds  emitted  (Reynolds  and  Rommel,  1999).  However,  recently  the  focus  has 
shifted  on  how  baleen  whales  produce  such  powerful  sounds  underwater  to 
understand the evolution of language through mammalian lineages and to get an 
insight on the cognition of these animals.  
As mentioned in Chapter 1, given the anatomical evidence, it is believed that the 
main  mechanism  for  sound  production  in  humpback  whales  is  similar  to  human 
speech in that the source is the voice box in the larynx where the vocal folds vibrate 
(i.e. U-folds in humpback whales) (Reindenberg and Laitman, 2007). According to 
their spectrographic features, humpback whale vocalisations can be classified into 
broad categories that are comparable to the classification of speech sounds according 
to  the  production  mechanism  involved.  Although  the  terminology  used  for  the 
description  of  whale  vocalisations  is  analogous  to  that  used  to  describe  speech 
sounds, the sounds described by the same term indicate different types of sounds in 
human speech versus whale sounds. Therefore, below an overview is presented of 
the terminology used in the literature and in this thesis to describe the vocalisations 
of humpback whales. 
In human speech, examples of voiced sounds are the vowels whose waveform is 
quasi  periodic  and  one  can  clearly  distinguish  the  fundamental  frequency  of  the 
signal which reflects the periodic pulsation of the glottis as air is pushed through the 
vocal folds (Figure 3.3). 38	 ﾠ
	 ﾠ
 
Figure 3.3: Amplitude (top) and spectrogram (bottom) of the vowel /a/ (left) with a 
Hanning window (frequency resolution 43.06 Hz/bin) and a tonal call (right) of a 
humpback whale. 
In baleen whales, calls that have similar spectrographic features to the ones observed 
in voiced speech are termed tonal vocalisations as a clear frequency tone can be 
identified. Tonal calls can be distinguished into further categories based on how 
frequency  changes  through  time.  In  some  cases  frequency  remains  constant 
throughout the duration of the call; such sounds in humpback whales are termed 
moans, i.e. long low frequency calls. Onomatopoeic words are often used to describe 
whale calls but in this thesis we will try to avoid this terminology because it is very 
subjective and makes comparisons hard across different parts of the World where 
onomatopoeic terminology may be different. In other instances, the frequency of a 
call increases or decreases through time, sometimes very rapidly; calls where this 
happens are termed upsweeps and downsweeps respectively and overall they are 
described as frequency modulated (FM) calls (Dunlop et al., 2007c; Dunlop et al., 
2008; Mercado III et al., 2010). FM vocalisations are very commonly observed in 
bat echolocation signals. An additional characteristic of tonal calls is the presence of 
harmonics that are multiples of the fundamental frequency: some humpback whale 
vocalisations have very few harmonics (i.e. 2 or 3) and others have many harmonics 
stretching across the whole frequency spectrum up to 21 kHz.   
Humpback whales produce also broadband noise-like sounds where one can observe 
turbulent flow in the spectrogram, similarly to unvoiced speech (Figure 3.4), due to 
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Figure  3.4:  Amplitude  (top)  and  spectrogram  with  Hanning  window  (frequency 
resolution  43.06  Hz/bin)  bottom)  of  the  unvoiced  consonant  /s/  (left)  and  of  a 
“noisy” sound of humpback whale (right). 
The last group of vocalisations that are produced by humpback whales are amplitude 
modulated (AM) calls (Figure 3.5). To our knowledge, these types of sounds have 
no clear analogy with human speech. Although graphically AM and noise-like calls 
appear quite similar, they sound very different. 
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Figure 3.5: Amplitude and spectrogram with Hanning window (frequency resolution 
43.06 Hz/bin) of a humpback whale amplitude modulated vocalisation. 
All the types of vocalisations discussed here are similar to those used in a detailed 
study on the social communication of humpback whales by Dunlop et al. (2007c), 
who  identified  34  different  vocalisation  types  produced  by  various  groups  of 
humpback whales in Western Australia. The 34 call classes were split into 6 main 
groups: tonal sounds were split into three subgroups, i.e. low, medium and high 
frequency harmonic sounds depending on where the fundamental frequency laid in 
the frequency spectrum, AM sounds, broadband noisy sounds, and repetitive sounds.  
The  broad  categories  used  to  describe  humpback  whale  calls  in  this  thesis,  as 
opposed to the Dunlop classification, are summarised in Figure 3.6. 
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Figure 3.6: diagram showing the hierarchy used to describe calls in this thesis (a) as 
opposed to the hierarchy used by Dunlop et al. (b)(2007c). 
In this thesis, the group of repetitive calls was removed and single calls that would 
make up a repetitive sequence were analysed individually and grouped under one of 
the other three categories. Tonal calls were grouped in terms of the trend shape of 
their fundamental frequency rather than its average value. Whereas, the categories of 
amplitude-modulated and noisy calls were retained.  
3.3 Issues with automatic classification of mammal sounds 
In  the  previous  chapter,  some  of  the  issues  associated  with  the  automatic 
classification of mammal vocalisations were introduced. Not all marine mammals 
produce complex sounds but humpback whale calls are extremely variable both at 
the individual and at the population level. Hence, the clustering algorithm must be 
flexible to allow for these differences and correctly classify vocalisations that have 
the same content but vary in length or harmonic components, which depend on the 
physical  characteristics  of  the  animal’s  vocal  apparatus  and  the  environment  in 
which  the  sound  propagates.  This  problem  is  exacerbated  by  the  fact  that 
vocalisations may change from year to year and from one population to another 
(Payne and McVay, 1971; Winn et al., 1981; Helweg, 1996; Helweg et al., 1998; 
Garland et al., 2011). 
Furthermore, detection can be rendered difficult by the presence of several animals, 
which produce calls in the same area but are not the focus of the analysis. Such 
vocalisations can be treated as noise and be discarded in the analysis. However, it is 
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analysing underwater recordings since no, or little, information is available about the 
singer’s location relative to the hydrophone. 
Apart from problems relating the quality of the recordings, classification issues may 
arise even in high quality recordings because of the intrinsic characteristics of certain 
sounds which may not be taken into account in the models used. A problem that has 
received little attention so far is the occurrence of non-linearities, which are not 
normally modelled through the source-filter model. Non-linear phenomena in speech 
production have been known for a while in humans affected by speech pathologies 
but only recently researchers have started to take them into consideration for studies 
on mammalian language (Wilden et al., 1998). These phenomena were studied in 
rhesus monkeys (Fitch et al., 2002), right whales and killer whales (Tyson et al., 
2007).  The  source-filter  model  for  speech  production  fails  to  represent  non-
linearities since it assumes that the source and the filter are independent of each other 
in the sound generation process. 
Non-linearities that have been described in speech are subharmonics, biphonation 
and determistic chaos (Wilden et al., 1998; Tyack and Miller, 2002; Tyson et al., 
2007) and can be often observed in whale vocalisations, although they received little 
attention.  
Subharmonics form when the tension in the two vocal folds is different so that one 
will observe another spectral component at values that are fractional intervals of the 
fundamental frequency (Tyson et al., 2007). An example of such subharmonics from 
humpback whale in our recordings is presented in Figure 3.7. 
 
Figure 3.7: Examples of subharmonics, indicated by the red arrows, in a humpback 
whale song recorded in Madagascar in August 2009. 43	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In addition to subharmonic formation, an extreme case of non-linear phenomenon in 
sound production is deterministic chaos. This is defined as a period of non-random 
noise which is produced by desynchronised coupled oscillators. In such cases, the 
energy is usually distributed across a broad spectrum with some residual periodic 
energy  related  to  the  previous  harmonic  components  (Tyson  et  al.,  2007).  An 
example of chaos during two similar vocalisations recorded for this thesis is shown 
in Figure 3.8. One can notice that during a section of the call a clear fundamental 
frequency and its harmonics can be identified within a narrow frequency band but in 
other parts the call becomes noise-like and the energy of the signal is spread over a 
broader frequency range. 
 
Figure  3.8:  Spectrogram  of  humpback  whale  vocalisations  where  deterministic 
chaos (areas circled in blue) can be observed in the recording of August 2009. 
Another feature that presents a challenge in modelling the mechanisms of sound 
production  and  their  classification  is  biphonation.  Biphonation  consists  on  the 
production of two independent frequencies simultaneously so that two fundamental 
frequencies  can  be  identified  in  the  spectrogram  (Wilden  et  al.,  1998).  This 
phenomenon  results  from  the  weak  coupling  of  the  two  oscillators  in  the  vocal 
apparatus or the presence of more than one oscillator. In other words, more than one 
sound  source  is  needed  for  biphonation  to  occur,  which  is  why  the  source-filter 44	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model is not suitable in this case. This phenomenon has been known for some time 
to occur in birds, because they have a specialised structure called syrinx whose left 
and right sides are divided and can generate sounds independently of each other 
(Suthers, 1990). Amongst the cetacean family, biphonation has been described in 
bottlenose dolphins (Cranford et al., 1996) and killer whales (Tyson et al., 2007). 
Both species possess a pair of sound generating structures (called phonic lips) within 
their  nasal  cavity  providing  two  simultaneous  sound  generation  mechanisms. 
Although, only one sound source has been identified in baleen whales, studies of 
their vocalisations suggest that in some species biphonation may occur (Tervo et al., 
2011)  because  unrelated  sound  notes  have  been  observed  which  were  produced 
simultaneously in minke whales, North Atlantic right whales and bowhead whales 
(Gedamke  et  al.,  2001;  Tyson  et  al.,  2007;  Tervo  et  al.,  2011).  Biphonation 
occurrences in the latter species has been proven in recent evidence that showed that 
both  sounds  were  generated  by  the  same  individual,  although  the  mechanisms 
through which this occurs are still unclear (Tervo et al., 2011). Given the varied 
repertoire  of  humpback  whale  songs  and  personal  observations  of  the  sounds 
emitted, we cannot exclude that this phenomenon occurs in this species too.  
Non-linearities  introduce  a  greater  level  of  complexity  for  the  automatic 
classification  of  vocalisations  in  that  if  a  signal  is  present  in  the  various  forms 
described  above  then  the  feature  sets  used  to  characterise  the  sound  might  not 
capture the similarities between them so that the number of classes will increase. 
Such phenomena in the calls are thought to reduce listener habituation and to play an 
important role in animal communication; they may convey cues about the fitness of 
the  signaller,  animal  size,  and/or  function  as  alarm  calls  (Fitch  et  al.,  2002). 
Therefore, it is unsurprising to find non-linear features in the calls of humpback 
whales songs that are involved in mate attraction and territorial marking given that 
the signaller may want to inform the receiver about his emotional state.  
In addition to non-linearities, frequency jumps are observed within a vocalisation, 
which are the result of an interaction between the vocal folds’ vibrations and the 
vocal tract’s resonant properties, and they pose a problem in terms of the definition 
of a sound unit which is used as the building block for all analyses carried out so far. 
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 ﾠ
	 ﾠ
close  to  the  resonant  frequency  of  the  vocal  tract  (Titze,  2008).  Examples  of 
frequency jumps in humpback whale songs are given below (Figure 3.9). 
 
 
Figure 3.9: Examples of frequency jumps in some units of humpback whale song 
recorded on the 12
th of August 2009. The numbers in the top panel of the figure 
showing the amplitude of the signal highlight instances in which the jumps occur. 
Such jumps are easily seen in the spectrogram representation of the signal (bottom 
panel, red arrows). 
The presence of frequency jumps represents a problem at the detection stage because 
the energy of the signal may drop below the set threshold around the time of the 
frequency jump, leading to the call getting segmented into several smaller blocks and 
during the classification stage because they introduce more variation to the structure 
of  the  calls  which  may  be  classified  into  different  groups  of  vocalisations, 
particularly  when  the  length  of  the  signal  is  affected  by  these  frequency  jumps. 
Presence of frequency jumps highlighted the need for a classification algorithm able 
to cope with such variability within the calls of humpback whale songs. 
For this reason, we propose the definition of subunits as the basic block to classify 
humpback whale calls. In general, as discussed in the next section, subunits will have 
shorter duration than sound units and they should be encountered in various parts of 
the World and in different year, although they might be associated with each other in 
different combinations to allow for variation in the song sessions.  
In terms of signal processing, subunits should be easily detectable and less difficult 
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3.4 Subunit definition 
In this work, subunits are defined for the first time as the shortest segments of a 
vocalisation that can be encountered on their own or associated with one or more 
subunits  to  form  a  unit;  subunits  do  not  vary  their  characteristics  significantly 
throughout their duration. Hence, subunits might correspond to continuous sounds 
between two silences but not necessarily (Pace et al., 2010). 
A few examples of subunits are given below to improve the understanding of this 
novel concept. In the first instance, we examine a fast frequency upsweep that is 
regularly encountered in our recordings in all datasets, and that was identified in 
previous analyses of humpbacks’ vocalisations in other areas of the world not only 
as part of the song repertoire but also in a social context on the feeding grounds 
(Dunlop et al., 2007c). This is usually referred to by the literature as ‘wop’, based on 
its aural characteristcs. 
In the recording analysed for this study, the ‘wop’ was repeated several times on its 
own or associated with other vocalisations without interruption of a silence (Figure 
3.10). 
 
Figure 3.10: Spectrogram of a series of fast upsweeps and the subunits that were 
found in association with it (frequency,requency rsolution 86.13 Hz/bin, hanning 
window,  75%  overlap).  The  basic  subunit  is  presented  in  a);  the  other  graphs 
represent b) an unvoiced-type call which ends with the sweep, c) a harmonic subunit 
which terminates with the fast sweep, d) a pulse at a slightly higher frequency that 
preceeds the sweep, and e) a harmonic call with decending envelope linked to a 
sweep.   47	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Interestingly,  these  particular  sweeps  are  encountered  very  often  within  a  song 
session in all singers, but they always occur either on their own or right after other 
subunits  (together  forming  a  unit)  and  never  at  the  start  of  a  sound  unit.  This 
suggests there may be physical constraints in the way they are produced. 
A second instance of subunits is represented by the association of a subunit with 
fundamental frequency centred around 900 Hz with other two subunits that were 
observed in the August 2009 recording represented in Figure 3.11. 
 
Figure  3.11:  The  subunit  circled  in  the  top  right  hand  side  of  the  figure  was 
encountered on its own or associated with other two subunit types. Hanning window 
2048, 512 FFT size and 75% overlap. 
A similar concept of subunits was recently introduced for the classification of killer 
whale (Orcinus orca) calls (Shapiro et al., 2011) even though compound calls in this 
species were first highlighted by Strager (1995). The idea is that compound calls can 
be  split  into  smaller  blocks,  termed  subunits,  where  there  are  marked  frequency 
shifts. Shapiro et al. (2011) proposed to automatically segment these call using a 
pitch tracking algorithm.  48	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In bird song, the need of a flexible approach to classify songs has been recognised 
for  a  long  time.  The  extensive  research  that  has  been  conducted  on  bird  song, 
particularly on captive zebra finches, showed that songs present a lot of variation 
within their structure and that units (which are often termed as notes in the context of 
bird  song)  can  often  be  subdivided  into  smaller  components  called  syllables 
(Williams and Staples, 1992), because of the similarity of this concept with that of 
syllables encountered in human language. The same two (or more) notes can be 
juxtaposed in different ways to form different syllables, which are equivalent to units 
in humpback whale songs. Young birds learn syllables from their adult tutors by 
copying them and eventually create their own songs which are sequences of the same 
syllables learnt from the tutors arranged in a particular order and with their own 
rhythm. Once the song crystallises it will then be repeated by the bird for all its adult 
life in the same format ( 
Figure 3.12). 
 
 
Figure  3.12:  Schematic  sound  spectrogram  of  a  white-crowned  sparrow 
(Zonotrichia  leucophrys)  song.  Arrows  indicate  phrase  (or  motif)  and  numbers 
indicate syllables which are made up of notes (or elements), the simplest unit of song 
(Wada, 2010). 
Unlike bird song, humpback whale songs evolve continuously within a season and 
from a season to the next with the effect that within a few years, the song sequences 
sang by a population will be completely novel, as described in the previous chapter. 
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scale and long term comparisons of humpback whale songs because the vocabulary 
of units needed to account for all the song compositions will be extremely large. 
For this reason, the idea of constructing a dictionary based on subunits is proposed 
here, because if syllables can be broken down in smaller entities that form all the 
possible combinations of units that will be present in the song sequence, then one 
will  greatly  reduce  the  vocabulary  and,  therefore,  the  computational  load  and 
training data needed to obtain good performance.  
3.5 Overview of classification methods used in this thesis  
This study proposes a new approach for song classification of humpback whales 
using Hidden Markov Models (HMMs). The power of HMMs derives from their 
ability to model non-stationary random processes, specifically, they are particularly 
appropriate  when  modelling  signals  whose  durations  are  stochastic.  HMMs  have 
become the basis of most (if not all) modern algorithms for the classification of 
human speech (speech recognition) (Deller et al., 1993). This central role in speech 
recognition  (and  their  wider  use  in  the  field  of  speech  analysis)  has  meant  that 
considerable  research  effort  has  been  dedicated  to  the  study  of  HMMs,  one 
consequence of which is a highly developed, and widely available, tool-set. This 
makes  them  attractive  tools  for  application  in  a  wide  range  of  fields,  including 
bioacoustics (Brown and Smaragdis, 2009; Ren et al., 2009). 
A HMM is a doubly stochastic process, which comprises a set of (unobservable) 
states:  associated  with  each  of  the  states  is  a  random  process  that  generates  the 
observed  variables  (or  measurements).  For  the  sake  of  tractability,  the  processes 
within a state are commonly modelled as being stationary. The states are ordered and 
visited according to a random Markov process (Rabiner, 1989; Rabiner and Juang, 
1993). Further, it is normal practice to constrain the transitions between states to 
only occur in single direction (such models are commonly referred to as left-right 
models). Many bioacoustic signals are non-stationary and of uncertain length (Ren et 
al., 2009), making them well-suited to analysis with HMMs. 
HMMs  were  employed  in  bioacoustics  for  the  unsupervised  classification  of 
humpback whale calls (Rickwood and Taylor, 2008); that study demonstrated that 
these  models  are  robust  to  varying  levels  of  SNR.  However,  some  level  of 
supervision and previous information about the target signal was needed to reduce 
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the algorithm were found to be related to noise. The methodology applied in the 
paper  includes  an  initial  detection  stage,  with  the  objective  of  identifying  data 
segments that contain vocalisations, removing data segments that are dominated by 
noise.  
No other work is known to date where HMMs have been used to classify humpback 
whale  calls,  but  they  have  been  employed  to  study  other  animal  vocalisations  
(Brown  and  Smaragdis,  2009;  Ren  et  al.,  2009).  Specifically,  the  calls  of  Asian 
elephants were analysed in the study by Ren et al. (2009) by using cepstral feature 
sets  and  a  network  composed  of  one  HMM  for  each  known  call  type,  a  similar 
method  that  is  used  in  this  study  for  humpback  whale  calls.  Good  results  were 
obtained with an overall classification accuracy of 85% for high SNR data and 60% 
when noisy and overlapping calls were included in the analysis. Furthermore, the 
authors applied the same technique for the classification of syllable, song variation 
and song type of a species of passerine birds with excellent results. The performance 
of HMM and DTW was previously compared for classifying bird song of zebra 
finches  and  indigo  bunting  (Kogan  and  Morgan,  1998).  The  study  showed  that 
HMMs were easier to implement with recordings of different quality and where song 
units  changed  considerably  within  songs,  and  gave  more  accurate  classification 
results. This suggests that HMMs are a good candidate for our task, particularly in 
light of the fact that the repertoire of humpback whales presents a wide variety of 
calls  that are  similar  to  the  vocalizations  emitted  by  elephants,  and  fast  up-  and 
down-sweeps like the ones observed in bird songs.  
Hidden Markov Models were also applied for recognising killer whale calls and, in 
this  instance,  compared  to  Gaussian  Mixture  Models  (GMMs)  (Brown  and 
Smaragdis, 2009). Killer whale calls present many similarities to humpback whales’, 
for instance both species produced pulsed calls and bursts and the frequency content 
of a single call may change considerably through time (Shapiro et al., 2011). Both 
HMMs and GMMs showed high classification performance of the killer whale calls, 
with HMMs correctly classifying them in up to 95% of the cases. 
In this thesis, the performance of the classification algorithms is based on HMMs 
and  compares  the  effectiveness  of  two  different  structural  models  for  humpback 
whale songs: one based on the concept of a unit, as defined by Payne and McVay 
(1971),  the  alternative  model  is  based  on  subunits  (Pace  et  al.,  2010).  Hidden 51	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Markov Modelling and the methods used in this thesis will be presented in greater 
detail in the next chapters. 
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4. Data collection and preparation 
4.1 Data collection 
The data were collected by the author in the Sainte Marie Island Channel by the 
author; the Channel is located between the Island of Sainte Marie and the North East 
Coast of Madagascar  (Figure 4.1). 
 
Figure 4.1: The Island of Ste Marie is located on the North East of Madagascar 
(red-circled area) and the area surveyed for humpback whale singers is highlighted 
in red shadowing in the enlarged area (map created using GoogleEarth). 
Whales are present in this area during the months of the Southern Winter, i.e. June to 
October; they come from Antarctica to breed. It is usual to observe solitary animals 
at the beginning of the season, then active groups that are composed of one female 
escorted by several males (usually 5 or 6) are seen and, towards the end of the 
season, mother and calves with or without a male escort can be observed. Singers are 
found throughout the Winter although they seem to be fewer towards the end of the 
breeding season; for this reason the field work took place between the end of July 
and the end of August when singers are still abundant. Although more singers may 
be found in June since they are meant to attract females to the area and set their 53	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territory, during this period the weather is unfavourable for recordings as the Winter 
corresponds to the rainy season on this Island; it is only after mid August that the 
weather  starts  to  improve.  In  addition,  if  too  many  singers  are  present  in  close 
proximity to each other, it is difficult to record the song of an individual singer, since 
the songs of multiple singers overlap with each other. 
The Ste Marie Channel was surveyed between the coral reef in the South of the 
Island and the Northern part up to the submarine canyon in front of Coco Bay – i.e. 
where Madagascar and Ste Marie Island are the closest (Figure 4.1). 
A total of 18 days were spent at sea and 21 hours of recordings were stored. The 
recordings were taken from a 4 meter long boat, using a COLMAR Italia GP0280 
hydrophone  (omni-directional,  [5  Hz,  90  kHz],  sensitivity  -170dB  re1V/µPa) 
connected to its amplifier and a HD-P2 TASCAM recorder. The sampling frequency 
chosen was 44.1 kHz as the harmonics of the vocalisations of humpback whales can 
reach frequencies up to 20 kHz. The locations of the boat at the start and end of each 
recording was noted using a Garmin GPS device so that the drift of the boat during 
the time of the recording could be estimated (Figure 4.2). 
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Figure 4.2: Maps showing the location of Sainte Marie Island and a zoomed view of 
the Ste Marie Channel where the songs were recorded. The recordings presented in 
this paper were made at the approximate locations depicted by the numbers in the 
picture; specifically, 1) is the location where the song was recorded in 2007, this 
location is close to the coral reef at the Southern tip of Ste Marie, 2) shows the site 
of the 2008 recording, and 3) indicates the area where both songs were recorded in 
2009. See Table 2 for further recording details.. Map created using GoogleEarth. 
Songs were recorded with variable sea states and weather conditions; however, the 
ones  chosen  for  the  analysis  had  a  high  signal-to-noise  ratio  resulting  from  the 
favourable weather conditions, i.e. calm sea and sun, which allowed the boat to be 
close to the singer for the duration of the recording – the boat was approximately 100 
meters from the singer, although the depth of the singer and its relative position to 
the  hydrophone  are  unknown.  Other  singers  are  audible  in  the  recording; 
nevertheless, the level of their calls was inconspicuous compared to the level of the 
calls emitted by the focal animal. 
Data collection was one of the biggest challenges for this project because the field 
base  was  in  a  very  remote  location  where  limited  technology  was  available  and 
because  weather  conditions  were  often  unfavourable  for  recording,  meaning  that 
most of the time was spent waiting for the right weather window to maximise the 
quality of the acoustic recordings. The fact that limited technology was available 55	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meant  that  whenever  some  issue  was  discovered  with  the  equipment,  “creative” 
solutions had to be implemented to make sure that at least some songs could be 
recorded  during  that  season.  For  instance,  after  initial  tests  conducted  in  the 
swimming pool, the author found out that the hydrophone had been damaged when it 
was stored during the summer season and a section of the hydrophone had to be cut 
out and all the cables re-soldered to the main plug. At the beginning of each season, 
some problems were encountered possibly because the recording equipment was not 
stored properly when used by unskilled volunteers and on the spot solutions had to 
be found. This meant that, despite the fact that the author spent several days on the 
field, very few recordings with high quality songs were obtained each year. 
4.2 Sound detection 
An algorithm was developed by the author for the automatic detection of the sound 
units present in a recording of humpback whale singing (Appendix I).  
The  algorithm  was  based  on  an  energy  detector  with  a  double  threshold,  i.e. 
threshold  of  start  (TS)  of  the  vocalisation  and  threshold  of  end  (TE)  of  the 
vocalisation. The energy of the signal was calculated applying a sliding window of 
10 ms. Once the energy within the window exceeded the TS, then all the subsequent 
samples  of  the  signal  were  considered  a  whale  vocalisation  until  the  energy  fell 
below the threshold of end.  
The TS manually selected was quite high given the high SNR of the recording to 
ensure that the calls detected by the algorithm were those emitted by the one singer 
in  the  proximity  of  the  boat  and  assuming  that  the  singer  emitted  calls  at  an 
approximately constant source level; whereas, the TE was lower to allow one to 
capture the majority of the characteristics of the vocalisation (Figure 4.3).  56	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Figure 4.3: Song segment of 30 seconds. The top graph shows the amplitude of the 
signal (normalised) and the bottom graph is the energy of the signal. The threshold 
of  start  (green  horizontal  line)  and  the  threshold  of  end  (red  horizontal  line) 
determine the start and end of a vocalisation (green shaded area) and consequently 
the silence (red shaded area) in between two calls. 
The algorithm detected all the units present in the recording, confirming the validity 
of  our  assumption  that  within  a  theme  the  source  levels  would  not  change 
significantly.  The  validity  of  the  automatic  detector  was  then  checked  against  a 
manual segmentation by one observer of the units present in the recording. The start 
and end of most calls was identified accurately by the detector, suggesting that the 
majority of the calls started off more loudly than they ended (Figure 4.4).  
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Figure 4.4:  Spectrogram (FFT size 256, overlap 50%) of a 30 seconds segment of 
the song (top) and spectrogram of the units obtained using the automatic detector 
(bottom). The blue areas represent silences.  
Fewer than 10% of the units present in the recording were not detected or only 
partially detected – the latter meaning that the segment of call obtained was so small 
that it would impede its correct identification.  
 
 
 
 
 
 
 
 
 58	 ﾠ
	 ﾠ
Recording 
labellabel 
Date 
GPS 
coordinates 
Total number  Duration 
(min) 
      units  subunits 
Mada07Mada07 
9
th August, 
2007 
17° 7' 15.99 
"S  49° 44' 
39.99 "E 
141  152  11 
Mada08Mada08 
16
th August, 
2008 
16° 59' 
06.83"S  49° 
46' 26.43 "E 
227  266  12 
Mada09aMada09a 
2
nd 
August,2009 
16°58'41.33"S 
49°45'07.68"E 
92  98  4 
Mada09bMada09b 
12
th August, 
2009 
16°59'14.73"S  
49°45'56.88"E 
181  219  17 
Table 4.1: Details of the recordings from Madagascar analysed in this thesis, their 
duration and the total number of units and subunits tested. 
The units detected automatically were also manually checked by the author to ensure 
that they belonged to the singer of interest and the start and end points were adjusted 
to ensure that the full vocalisation was included in further analysis to maximise the 
performance of the classifiers.  
The units obtained from the manual detection of the trained listener were subdivided 
into their smaller components, i.e. subunits, when necessary to form a catalogue of 
subunits.  The  manual  detection  of  units  was  carried  out  by  visual  and  aural 
inspection  of  the  spectrograms  of  the  song  using  the  software  Adobe  Audition 
(licenced  by  the  University  of  Southampton).  Although  the  process  was  time-
consuming,  units  were  detected  with  a  high  degree  of  confidence  because  the 
structure  of  humpback  whale  songs  is  very  repetitive  and  it  was  fairly  easy  to 
recognise calls that were emitted by the same singer, by consideration of the sound 
level, the duration of the silent intervals and the sequence of the song components, 
such as phrases. The spectrogram in Figure 4.5 shows an example of a song segment 
that could be classified with 100% confidence and that represented the gold standard 
of recording. 59	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Figure 4.5: Spectrogram (Hanning window, frequency resolution 21.5 Hz/bin) of a 
song segment with high SNR and its manual classification (white vertical dotted 
lines). The high S/N is apparent from the fact that there is a huge contrast between 
the dark background and the yellow fundamental frequency of the signals, meaning 
that when song was not heard, the background noise was extremely quiet.  
Manual classification of the songs was first carried out on the best recordings to 
ensure that the song structure and all the calls present could be classified correctly 
with a high degree of confidence. Therefore, prior to initiating the segmentation and 
classification process, all the songs recorded during a year were subjectively scored 
according  to  the  signal  to  noise  ratio  and  ranked,  taking  into  consideration  the 
contrast between signal and noise, the duration of the recordings, the type of noise 
present,  and  the  overall  quality  of  the  song.  In  some  cases,  only  parts  of  long 
recordings were used in the analysis when the singer was in the proximity of the boat 
since  at  other  times  the  signal  deteriorated.  Several  possible  causes  of  signal 
deterioration could be identified: the boat could drift away from the singer due to 
strong winds and currents, the singer could swim in the opposite direction to the boat 
or  position  himself  at  a  different  depth,  a  whale  watching  boat  could  approach 
adding to the background noise, or additional singers could join the focal animal to 
produce a chorus, resulting in overlapping calls. 
If multiple singers, i.e. more than 3, were heard that emitted vocalisations at similar 
levels, the recording was discarded because too many overlapping signals made the 
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have issues in the automatic detection and classification, but also they would have 
not been confidently detected by the trained listener (Figure 4.6). 
 
Figure 4.6: Example of song that was discarded because too many overlapping calls 
made it impossible to identify the full song sequence of a single singer. 
All the units and subunits present in the selected recordings were manually classified 
before the automatic recognition was carried out, one recording at a time. The same 
detection process was executed for all recordings analysed in this thesis. Automatic 
detection of the subunits was not developed prior to the classification task because it 
was embedded in the HMM model, as will be explained in the following chapters. A 
detailed description of the manual classification is given in the next section. 
4.3 Manual classification 
4.3.1 Background 
As mentioned previously, scientists are trying to reduce the manual classification 
effort to a minimum because the process is extremely time consuming and it does 
not allow comparing huge amounts of acoustic data across populations and from year 
to year quickly. In addition, manual classification is regarded as being subjective and 
therefore difficult to repeat. However, all the research aimed at developing automatic 
detection  and/or  classification  algorithms  requires  one  to  carry  out  a  manual 
detection/classification task as baseline to compare the outcome of the automatic 
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The standard procedure is that this manual classification task is carried out by trained 
observers who, totally independently of each other, group the signals into a number 
of sound classes that is an unknown at the start of the classification process, totally 
independently of each other. The outcome of these independent classifications is 
then compared to reach a consensus. Nevertheless, in most cases, this process is 
carried  out  by  a  single  trained  observer,  or  when  possible  two,  because  it  is 
extremely time consuming (Mercado III et al., 2003; Suzuki et al., 2006; Seekings 
and  Potter,  2008;  Shapiro  et  al.,  2011).  Although  the  methodology  used  for  the 
manual  classification  task  is  often  lacking  detail  in  the  published  literature,  a 
common denominator amongst all the papers is that the classification is carried out 
combining  visual  inspection  of  the  spectrograms  of  the  signals  with  listening  to 
capture the aural features too: it is sometimes the case that two sounds look very 
similar in the spectrogram but may sound very different. Again, as mentioned in the 
previous  chapter,  we  are  using  our  human  perception  of  sound  to  shape  the 
classification algorithms of bioacoustics signals. There are several studies available 
in peer reviewed journals where there is no mention of how many observers carried 
out the manual classification used to corroborate the performance of the automatic 
classifier or describe the repertoire of the species of interest (Helweg, 1996; Helweg 
et  al.,  1998;  Miller  and  Bain,  2000;  Arraut  and  Vielliard,  2004;  Dunlop  et  al., 
2007a). It appears to be generally accepted that acoustic and visual inspection of 
bioacoustic signals performed by one or two trained observers is sufficient to obtain 
a highly accurate classification. This idea was tested on killer whale vocalisations in 
two  studies,  where  the  authors  conducted  experiments  involving  trained  and 
untrained observers to ensure that the manual classification task was as objective and 
accurate as possible (Deecke et al., 1999; Yurk et al., 2002). 
Deecke et al. (1999) conducted a similarity test to check the performance of their 
manual classification and then compare this with their neural network approach, and 
they noticed that the similarity scores assigned by human subjects with no previous 
training matched the similarity scores obtained for the same vocalisations classified 
using neural networks. The performance of classification was more accurate when 
the subject had musical training, which demonstrates that training plays an important 
role in the manual classification task. In any case, they proved that similarities and 
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training in categorising calls. The study conducted by Yurk et al. (2002) was more 
detailed  and  comprehensive  than  the  previous  one  because  they  tested  a  larger 
number  of  observers,  17  of  which  had  never  been  exposed  to  killer  whale  calls 
before and 7 of which had had previous experience in classifying killer whale calls 
or at least cetacean sounds. Again, a similarity test was performed and the subjects 
were presented with three calls at a time and had to find the most similar call to the 
one under examination. Inexperienced listeners agreed in 71% of the cases, whilst 
experienced  observers  were  in  agreement  88%  of  the  time  (Yurk  et  al.,  2002). 
Specifically, the latter group had 100% agreement when presented with 8 out of the 
12 call types tested, and had a larger disagreement margin in the remaining 4 call 
types. This demonstrates that the characteristics of certain vocalisations may be more 
difficult to discern for human listeners. Because killer whale calls are not dissimilar 
to humpback whale calls in their general characteristics, one can assume that human 
subjects will perform similarly when having to classify their vocalisations.  
Furthermore,  the  manual  classification  performance  is  bound  to  improve  when 
previous information about the repertoire is taken into consideration. For humpback 
whales this is very important because we have extensive information about their 
song structure. Indeed, the analysis of humpback whale songs is mostly concerned 
with  comparing  songs  across  different  populations  and  to  this  extent  researchers 
usually assess the similarities based on the phrase or theme sequence (Cerchio et al., 
2001b;  Garland  et  al.,  2011;  Murray  et  al.,  2012).  Such  level  of  classification 
requires one to analyse the sequence of units that make up such themes; however, 
minor differences in the structure of a phrase, such as the repetition of a unit for 
three times rather than just two or the addition or removal of the initial segment of a 
unit, are overlooked to maintain the integrity of the song sequence and reduce the 
variability (Figure 4.7).  
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Figure 4.7: Spectrograms of two phrases that were classified as phrase D by Dr. 
Salvatore Cerchio in a recording from Hawaii of 1989. Whilst the similarity between 
the two phrases is evident, the first 3 units present slight differences between the two 
phrases. In particular, the third unit has a different fundamental frequency which is 
higher in the second phrase (b). (Spectrograms from personal notes of Dr Cerchio). 
Whilst for a human observer it is easy to look at the overall structure of the phrase 
and  pick  up  the  similarities,  a  machine  needs  a  flexible  algorithm  to  be  able  to 
perform an automatic classification task of the type described here. However, the 
focus of automatic classification is at the unit level of classification. Therefore, in 
this thesis the manual classification focus is at the unit level. The following section 
describes the steps followed by the author for manually classifying the units present 
in the songs analysed. 
4.3.2 Manual classification of the sound units 
The  manual  classification  task  to  prepare  the  data  for  the  training  stage  of  the 
automatic classification algorithm represented at least half the time spent on this 
project as a whole. Manual classification of the calls identified during the detection 
stage was obtained through several steps using Adobe Audition.  
Initially all the sound units were visually and aurally inspected using spectrogram 
representation  with  the  same  resolution  throughout  the  recording  and  assigned  a 
category. The categories were labelled following the order of the English alphabet, 
according to the sequence in which new units were found. In other words, the first 
unit of the first song analysed was classified as “a” and the subsequent new unit 
encountered was called “b” and so on. To be classified under the same category, two 
calls had to sound the same and have the same basic structure, with only slight 
differences  in  frequency.  Small  variations  in  the  fundamental  frequency  were 
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never identical. The calls were also scored according to how confident the author 
was that the sounds belonged to the same category.  
Once the entire song of interest was classified, a table was created with the start and 
end time of each call, the category and the confidence score, adapting a programme 
to read the Audition markers with Matlab (copyright of Ricardo Antunes, University 
of St Andrews). 
Subsequently, all the calls that had been allocated in the same category were opened 
in a new file within the same sequence and visually and aurally inspected for a 
second time. This was to confirm that all the units in the same category were indeed 
similar. This process was repeated for each sound category. If any error was found, it 
was rectified to ensure that all calls were ascribed to the correct category prior to 
training the automatic classifier. 
Lastly, the song structure was taken into account to review the classification of the 
calls that were given a low confidence score. Hence, the latter were put into the 
context of the phrase they were encountered in and compared to phrases that could 
match the sequence of units present in the phrase with the unit of interest. In this 
case, if the unit was similar to the one present in the matching phrase and all the 
other  units  followed  the  same  sequence  in  both  phrases,  then  the  unit  was 
confidently  classified  in  the  same  sound  category,  and  its  confidence  score  was 
increased. 
The  same  procedure  was  followed  for  all  the  recordings  analysed  with  the  only 
difference being that the labelling of the sound categories started sequentially after 
the last label of the previous recording. 
4.3.3. Manual classification of subunits 
Once the unit classification was complete, further steps were taken to perform the 
manual classification into subunits. As anticipated in the previous chapter, a subunit 
is a smaller building block of the song. The concept of subunit is introduced to 
reduce the number of sound categories that make up the repertoire of humpback 
whales.  Not  all  the  units  present  in  the  songs  were  broken  down  into  smaller 
components; the decision to subdivide a unit was based on two criteria. Firstly, only 
the  units  where  frequency  characteristics  changed  abruptly  were  considered  as 
candidates  for  segmentation  into  smaller  blocks.  If  a  shift  in  the  frequency  or  a 
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isolated  and  compared  against  all  the  sound  categories  obtained  from  the  unit 
classification and the other ‘subunit candidates’. A subunit category was created if 
the  ‘subunit  candidate’  could  be  found  also  on  its  own,  in  which  case  it  would 
correspond to a unit category, or associated with another ‘subunit candidate’ in a 
different order and/or in a different pair. In the latter case, we would obtain two new 
subunit categories, which could give 4 different combinations (subunit 1 plus subunit 
2 with no silence in between the two, and the opposite, and each subunit on its own 
with silence before and after its start and end, i.e. appearing as isolated units). The 
decision process involved with segmenting units into subunits is summarised in the 
diagram below (Figure 4.8). 
 
Figure 4.8: Diagram showing the process followed to determine if a unit could be 
segmented into subunits.  
A frequency shift or jump was not immediately deemed to produce a new subunit 
category because we wanted to ensure that the vocabulary of subunits would be 
smaller than the one of units, making it worthwhile to add this layer to the analysis. 
It  is  envisaged  that  the  larger  the  dataset  analysed,  the  more  and  more  one  will 
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subunits rather than entirely new units. The process through which subunits and units 
were  modelled  using  the  automatic  classification  algorithm  will  be  described  in 
Chapter 6, which describes Hidden Markov Modelling and how it is implemented in 
this thesis. 
4.4 Detection algorithm improvements 
As mentioned in the previous chapter, the detection algorithm developed was simply 
aimed  at  picking  up  vocalisations  within  humpback  whale  songs,  as  opposed  to 
periods of silence. This is different from what traditional detection algorithms are set 
out to do because they are usually aimed at identifying a section of sound that is 
likely  to  contain  a  vocalisation,  which  may  then  be  used  for,  say,  species 
classification  for  mitigation  purposes.  The  simple  energy  detector  used  here  was 
quite successful at detecting individual calls within songs: only a small percentage 
(5%) of the calls were missed or presented as a single unit instead of two because the 
end threshold was not triggered.. 
Most of the errors in the detection occurred when there were frequency jumps within 
a sound unit which is not surprising because the energy at points where frequency 
jumps  occur  becomes  very  small  for  a  very  short  time  period,  setting  off  the 
threshold of end of the signal. Adjustment of the time window helped prevent this 
issue.  
The  algorithm  for  the  unit  segmentation  was  not  developed  further  because  the 
objective of the thesis was primarily to obtain a reliable classification method for the 
calls identified, rather than perfecting the detection stage. Although 99% of the calls 
were detected in the recordings analysed, there is margin for improvement in the 
algorithm in that one could fine tune it to detect more accurately the exact start and 
end of each vocalisation and avoid joining two units together. The calls that started 
quietly were problematic for the detector because they did not set off the starting 
threshold until some time into the unit, leading to the loss of the attack frequency if 
there  was  a  slight  increase  or  decrease  in  the  fundamental  as  time  went  on.  In 
addition, those calls that are made up of a series of short bursts were often split up 
into several sections because the energy keeps rising and dropping over the signal 
duration. Furthermore, if one’s aim is to classify phrases to compare song repertoires 
across populations, it is crucial to maintain, intact, the whole sequence of a song. The 
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phrases and themes present in songs with good SNRSNR given that the sequences 
are  repeated  several  times  within  a  song  cycle.  In  fact,  as  seen  in  Chapter  2, 
humpback  whale  songs  are  extremely  redundant  in  that  the  same  phrases  are 
repeated over and over, which means that if a phrase is omitted from the analysis one 
is likely to encounter the same sequence shortly after or before, or in the following 
repetition of that theme. The problem with the missed detection of a unit though is 
that the automatic classifier might then create a string of units whose sequence is 
completely  shifted  by  one  or  more  places  (depending  on  the  number  of  missed 
units). The result of this error would be that the entire sequence after the missed unit 
is  modified  leading  to  the  misclassification  of  phrases.  This  can  be  avoided  by 
introducing  some  flexibility  to  the  system,  such  as  an  index  of  similarity,  or  by 
adding a level of supervision to the algorithm. 
Much  research  effort  has  been  dedicated  to  developing  detection  algorithms  for 
bioacoustics  signals,  but  humpback  whale  songs  have  proved  to  be  particularly 
problematic because of their variety and because they change through time (Cerchio 
et al., 2001b). Indeed, it is easier to detect signals that are highly stereotyped because 
one can train the detector to look for that particular signal, training the algorithm on 
its specific characteristics. Such detectors usually operate in the frequency domain. 
Examples that have been implemented in marine mammal vocalisation detection are 
matched filters, spectrogram correlation (Mellinger and Clark, 2000) and frequency 
contour edge detection (Gillespie, 2004; Mellinger et al., 2011). The spectrogram 
correlation method has been adapted to detect humpback whale calls but simply to 
determine whether the species was present and vocalising in the study area rather 
than for segmenting songs (Abbot et al., 2010). This was possible because some of 
the calls of humpback whales are relatively stereotyped and can be observed in their 
repertoire for several years. However, such method is not well suited for isolating all 
the units present within a song because no sound template can be generated that 
would fit all the possible units encountered and that would be transferable across 
populations. 
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5. Signal characterisation 
Signal  characterisation  is  a  critical  part  of  developing  a  successful  algorithm  for 
classifying sound emissions. This consists of converting the original digitised signal 
into a few numbers that capture the essence of the signal; in other words, through the 
features chosen one should be able to uniquely describe the sound, capturing the 
characteristics necessary to differentiate it from all those sounds that belong to a 
different sound category. 
This  chapter  will  present  a  brief  overview  of  the  main  feature  sets  used  for  the 
characterisation  of  bioacoustics  signals,  with  particular  emphasis  on  whale 
vocalisations.  A  comparative  study  of  the  performance  of  different  coefficients 
applied to the characterisation of humpback whale sounds was carried out as part of 
the  MSc  dissertation  of  the  author  (Pace  et  al.,  2009);  therefore,  the  choice  of 
features used in this thesis will not be discussed in great detail here. Results on the 
comparison of different feature sets, which was carried out in previous work by the 
author  are  presented  in  Section  5.2,  alongside  further  tests  that  were  conducted 
specifically on MFCCs, which are of interest for the work presented in this thesis. 
The chapter will focus on the feature set chosen for this project and specify the steps 
taken into reducing the original vocalisations into a few Mel Frequency cepstrum 
coefficients (MFCCs), presenting the results obtained applying different numbers of 
features to represent the calls of humpback whales detected in Madagascar songs. 
The methods used to calculate the MFCCs will also be presented, after giving a 
background to this set of features. 
5.1 Overview of feature sets used in bioacoustics 
A survey of scientific literature showed that several methods have been used for 
characterising  humpback  whale  calls  in  the  past  few  decades;  this  diversity  is 
attributable  to  the  variety  of  signals  that  humpback  whales  can  produce.  As 
mentioned  in  previous  chapters,  vocalisations  range  from  narrowband  pulses  to 
sounds whose frequency ranges from 100 Hz up to 21 kHz (Au et al., 2006); some 
calls are composed of numerous harmonics, whilst others have only one or two. 
Moreover, the mechanism for sound production in baleen whales (Mysticetes) has 
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The feature sets surveyed in Pace et al. (2009) were specifically Linear Predictor 
Coefficients  (LPCs),  Cepstrum  Coefficients,  and  Mel-Frequency  Cepstrum 
Coefficients (MFCCs), because these three feature sets are more frequently used in 
previous  studies  on  bioacoustic  signals  and  they  all  present  some  characteristics 
which suggest that they may be suited for the task. 
LPCs are the least complex of the feature sets named above in computational terms. 
Whilst the latter two methods are based on the Fourier transform of the signal and 
are  well  suited  to  characterise  harmonic  signals.  Although  MFCCs  were  used  in 
previous  studies  of  humpback  whale  calls  (Mazhar  et  al.,  2007;  Mazhar  et  al., 
2008a), they were included in our comparison of feature sets performance with some 
scepticism because the frequency filters of this model are tuned to human hearing.  
5.1.1 Linear prediction coefficients (LPCs) 
Speech  can  be  described  in  terms  of  some  characteristics  of  the  signal  that  are 
perceptually important. Some models used to describe speech are based on the idea 
that these type of signals can be modelled as being produced by a periodic or random 
source that is driving a heterogeneous tube (Gold and Morgan, 2000), i.e. the vocal 
apparatus. This type of approach assumes that it is possible to clearly distinguish 
between the sound generation process and the filtering process that occurs in the 
oral/nasal  cavities.  The  resonant  frequencies  of  the  vocal  tract  tube  are  called 
formant frequencies or formants (Rabiner and Shafner, 2011). The formants depend 
upon the shape and dimensions of the vocal tract: different sounds are produced by 
varying the shape of the vocal tract so that the spectral properties of a speech signal 
vary with the shape of the vocal tract that varies with time. 
As  described  in  chapter  3,  speech  sounds  are  produced  by  3  main  excitation 
mechanisms:  i)  air  flow  from  the  lungs  through  the  throat  where  the  flow  is 
modulated by the vibration of the vocal cords resulting in quasi-periodic pulses, ii) 
air  passing  through  a  constriction  in  the  vocal  tract  so  that  the  flow  becomes 
turbulent giving rise to noise-like excitation, or iii) air is trapped behind a point of 
total closure of the vocal tract so that the pressure builds up and when this is rapidly 
released a transient excitation is produced. The vocal tract imposes its resonances 
upon the excitation spectrum so as to produce the various speech signals (Holmes, 
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due to the periodicity of the waveform, whereas unvoiced speech signals are more 
solidly filled in (Gold and Morgan, 2000). 
The excitation is the input of a dynamic filter system that models the combined 
effects of the spectral trend of the original sound source and the frequency response 
of the vocal tract. The transfer function of the filter is chosen to give the least-
squared error in waveform prediction (Holmes, 1988). 
 
Figure 5.1: Diagram of the predictor filter of the type used for linear prediction 
systems (Holmes, 1988). 
The excitation sequence convolved with the impulse response of the vocal tract gives 
the speech output (S(n)) which is the only information about the system available to 
us. 
𝑆 𝑛 = 𝑒 𝑛 ∗ 𝜎(𝑛)              Equation 5.1  
 
   where 𝑆 𝑛  is the speech output, 𝑒 𝑛  is the excitation mechanism and 𝜎(𝑛) 
is the impulse response. 
Linear  prediction  coefficients  are  used  to  represent  speech  signals  based  on  the 
assumption that a speech sample can be approximated as a linear combination of past 
speech samples (Rabiner and Shafer, 1978). They are calculated by analysing short 
sections of the speech waveform. This is feasible because in resonant systems the 
modes continue ringing after the excitation that caused them has ceased. Speech 
signals do not exactly reflect these ideal conditions;  71	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The linear prediction filter output represents the difference between the input speech 
and  the  predictor  output  (i.e.  the  residual);  the  predictor  coefficients  are  the 
weighting coefficients used in the linear combination based on the idea that speech 
can be modelled as a linear, time-varying system which can be excited by random 
noise or quasi-periodic pulses. The former case represents unvoiced speech signals 
whereas the latter corresponds to voiced speech. All the regions of the spectrum are 
treated equally with respect to frequency. Consequently, the variations in frequency 
resolution that are easily perceived by the human auditory system are not taken into 
account. Using coefficients that are independent of the way humans perceive sounds 
may  be  better  to  represent  whale  calls  because  our  hearing  range  is  much  more 
limited than the frequencies over which marine mammals’ vocalisations span, and 
currently we do not know how humpback whales perceive different frequencies. 
The  resonant  properties  of  the  synthesis  filter  produce  a  fairly  accurate 
approximation  to  the  spectral  shapes  of  the  formants.  On  some  occasions  the 
approximation is not very good due to inherent characteristics of the vocal apparatus 
that are reflected in the signal properties; as a result, the LPC synthesis will produce 
spectral peaks rather than a roughly flat spectrum. 
The  linear  prediction  method  has  the  advantage  of  producing  an  estimate  of  the 
smoothed spectrum of a signal even when much of the influence of the excitation is 
removed (Rabiner and Shafer, 1978). This means that the spectrum obtained from 
the LPC coefficient will give us the formant peaks of the vocalisations independently 
from the source that originated the signal, which is useful for analysing calls of a 
species whose sound source is not well understood. Because we do not currently 
know how whales recycle air through the vocal tract to keep producing vocalisations 
during songs, it would make sense to use a feature set that is independent of the 
source characteristics. In addition, LPCs are calculated extremely easily, which is 
advantage to having a tool that is used by biologist.  
5.1.2 Real cepstrum 
Cepstral analysis was originally created to characterise seismic echoes but it is now 
largely employed to describe the features of human speech and musical signals. The 
cepstrum is the Fourier transform of the logarithmic spectrum of a signal (Equation 
5.2) - the peculiar terminology adopted for this kind of analysis is in fact derived 
from the word spectrum (Deller et al., 1993).  72	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𝐶 𝑡 = 𝐹𝑇   log ﾠ|𝐹𝑇 𝑠 𝑡 |                     Equation 5.2 
Where 𝐶 𝑡  is the cepstrum, FT is the Fourier transform of the signal, and s(t) is the 
signal analysed. 
Cepstrum  analysis  is  designed  for  problems  centred  on  voiced  speech  and  is 
particularly good at separating the excitation and vocal system components in the 
frequency  domain  so  that  the  formant  of  a  signal  can  be  identified.  This 
characteristic  can  be  usefully  applied  for  pitch  estimation  and  voice  recognition 
(Deller et al., 1993). 
5.1.3 Mel-frequency cepstrum coefficients (MFCCs) 
The mel-cepstrum was developed in the field of psychoacoustics to process speech 
signals in a way that was partly matched to human auditory perception (Deller et al., 
1993). A ‘Mel’ is the unit used to measure the perceived pitch or frequency of a tone 
(Deller et al., 1993) and it does so using a non-linear scale to approximate the human 
perception of frequency. In 1940, Stevens and Volkman were able to determine a 
Mel scale (Deller et al., 1993) of the effective frequency (Hz) versus true frequency 
perceived  by  human  subjects  based  on  experimental  data  (Figure  5.2:  Mel-scale 
produced by Stevens & Volkman from (Deller et al., 1993).). 
 
Figure 5.2: Mel-scale produced by Stevens & Volkman from (Deller et al., 1993). 
The  x-axis  represents  the  true  frequency  of  the  sounds  played,  whilst  the  y-axis 
represents the frequency perceived by the human listeners (pitch). The difference in 
colouration and shape of the points (squares, circles and triangles) refers to the 73	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method  through  which  the  authors  interpreted  the  data  obtained  during  their 
experiment applying a psychological technique, known as equisection (Fagot, 1961). 
The Mel scale is approximately linear below 1 kHz; whilst it becomes logarithmic 
above this threshold. This means that the way human listeners perceive sounds that 
are above 1 kHz is logarithmic. In order to obtain the coefficients to describe the 
salient characteristics of a signal, a series of filters is computed. However, in this 
case, the filters applied are not uniform but their bandwidth varies according to the 
centre frequency; in particular as frequency increases the filter becomes broader to 
reflect the shift in the way humans perceive sounds below versus above 1 kHz 
(Deller et al., 1993; Gold and Morgan, 2000) (Figure 5.3: Mel-scale filter bank 
(Gold and Morgan, 2000). 
). 
 
Figure 5.3: Mel-scale filter bank (Gold and Morgan, 2000). 
The  Mel-frequency  cepstrum  coefficients  are  derived  by  computing  the  Fourier 
transform of the signal and taking the power spectrum of the FT to map it on the Mel 
scale using the triangular overlapping windows described above. The Mel scale is 
calculated based on the way human listeners perceive the pitch of sounds that are 
judged by them to be equidistant from each other. The frequency of 1 kHz1kHz is 
used as a reference point for the scale, where 1000 Mels correspond to 1 kHz1kHz 
for a tone that is 40 dB re 20 µPa above the threshold of hearing of the listener. 
TheThe  magnitude  squared  of  each  Mel-frequency  is  put  on  a  log  scale  and  its 
transform  is  calculated.  The  amplitudes  of  such  a  spectrum  correspond  to  the 
MFCCs (Gold and Morgan, 2000). 74	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The magnitude of Fourier Transform of the signal is weighted by a triangular filter 
frequency response of centre frequencies, f0, specified according to the Mel scale 
(Deller, et al., 1993) shown in Figure 5.3: Mel-scale filter bank (Gold and Morgan, 
2000). 
The Mel frequency scale is defined by: 
         
Equation 5.3 
The Mel cepstral coefficients for the n
th frame, denoted c(n), are computed as a 
Fourier transform of the filter bank outputs expressed on a logarithmic scale. The 
raw MFCCs can also be augmented with the so-called Delta MFCCs (ΔMFCCs), 
which measure the temporal rates of change of the MFCCs. The ΔMFCCs, d(n), are 
calculated  as  the  slope  of  a  regression  line,  fitted  using  least  squares,  through 
window of coefficients centred on, but excluding, c(n). This computation can be 
simply realised using 
 
         
Equation 5.4 
where K defined a user-specified window size ΔMFCCs (Young, et al., 1995). In the 
implementation report here K=2 is used.  
The use of ΔMFCCs allows, for instance, to distinguish between upwardly chirping 
vocalisations and those vocalisations that contain downwards frequency sweeps. 
The choice of using MFCCs to describe whale calls may seem unusual given that 
one of the few things we known about their sound perception is that their hearing is 
different from ours in that it is more sensitive at lower frequencies and able to detect 
calls  over  a  wider  frequency  range;  however,  what  we  are  trying  to  establish  is 
whether the automatic classifier is as accurate as a human listener at grouping similar 
whale calls. Therefore it makes sense to use MFCCs to mimic the way a trained 
listener  perceives  the  characteristics  contained  in  the  variety  of  vocalisations 
produced by humpback whales.  
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5.2 Feature sets performance comparison 
As previously mentioned, all the feature sets described in the above sections were 
used in studies involving characterisation of humpback whale signals and MFCCs 
are the most common. The results showed that calls characterised using MFCCs  
were classified more accurately than those described using the other two feature sets 
for nearly all call types despite the fact that they are based on an anthropomorphic 
perception of sound. This apparent contradiction can be reconciled by expressing the 
objective of this work as attempting to mimic human perception of humpback whale 
calls, i.e. refining the objective to be that of developing a system with a classification 
capability that approximates that of the human listener. Similar objectives in other 
machine learning tasks typically prove ambitious and it is certainly true that, were 
the  final  automated  system  to  perform  at  level  broadly  equivalent  to  a  human 
listener, then such as system would be extremely useful. The success of the MFCCs 
relative to the other feature sets is, in part, a consequence of the fact that the MFCCs 
are more robust with respect to ambient noise (Deller, et al., 2003) and typically 
ambient noise levels in underwater recordings are comparatively high. 
This section is divided into two sub-sections: the first one gives a brief overview of 
the  classification  performance  obtained  as  part  of  the  MSc  project  of  the  author 
which  was  tested  on  recordings  of  2008.  Whilst  the  second  section  presents  the 
results obtained at the start of the PhD project, when the performance of the feature 
sets was tested again on more recent recordings for two reasons. Firstly we wanted to 
ensure  the  validity  of  the  results  obtained  the  previous  study,  and  secondly  we 
wanted  to  compare  the  performance  of  the  feature  sets  when  categorising  songs 
based on their unit components versus their subunit components that were described 
in Chapter 3. This was to ensure that MFCCs would perform better than the other 
feature sets independently of the model chosen because the aim of this study is to 
determine which of the two building blocks (units versus subunits) is more suited for 
comparing songs of humpback whales across the world.  
5.2.1 Feature sets performance comparison with k-means algorithm 
A song recorded in August 2008 was initially analysed as part of the MSc project of 
the author to test the performance of the three feature sets analysed. The automatic 
classification was perfomed using a k-means algorithm, which is unsupervised but 76	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requires  the  user  to  enter  the  number  of  clusters  (k)  that  the  signals  need  to  be 
subvided into.  
To evaluate the performance of the feature sets, a manual classification of the calls 
present within a song was carried out by the author as described in the previous 
chapter,  whilst  the  automatic  classification  was  performed  using  the  k-means 
algorithm.  The  feature  sets  were  calculated  respectively  by  using  the  standard 
MATLAB functions ‘lpc’ and ‘rceps’ , and a script developed by Y. Andrianakis at 
ISVR was used for computing the MFCCs. The model order used for these set of 
tests was 12, value which recurred in the literature and that also corresponds to the 
model order chosen for speech recognition tasks. Further tests are described in the 
next  chapter  to  estimate  the  optimal  model  order.  The  tests  were  conducted 
classifying the sounds using a k-means algorithm which is simple to apply.  
 
The results were compared against a manual classification which was carried out 
following  the  method  described  in  Chapter  4.  The  sound  classes  of  the  results 
presented are expressed by numbers in chronological order of the appearance of each 
sound class in the song. This is different from the nomenclature that was described in 
Chapter 4 to avoid confusion; the nomenclature described in the previous chapter 
will only be adopted for tests conducted applying the HMM classification which is 
the main focus of this thesis. 
The  frequency  of  occurrence  of  each  vocalisation  identified  through  the  manual 
classification is presented in Figure 5.4 to give an overview of the variability in the 
song repertoire.  
 
Figure 5.4: Histogram of occurrence of the 36 sound classes identified manually. 77	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The performance of the feature sets was estimated by calculating the mean between 
all the units of a group that were correctly identified and are presented here as a 
percentage of the total number of units of each group (Figure 5.5). Note that in 
Figure 5.5, the vocalisations which correspond to sound units are grouped into the 
broad sound categories described by Dunlop et al. (2007a) for social sounds. This is 
the  only  instance  where  this  grouping  is  used  in  this  thesis  because  it  was 
subsequently decided that the calls identified in the songs of Madagascar could not 
be well represented by such categories and we preferred to use categories that did not 
require setting thresholds to define what constituted low, mid and high frequency 
sounds. 
 
Figure  5.5:  Performance  of  the  three  feature  sets  used  in  the  study.  Here,  the 
percentages of vocalisations correctly classified using the k-means algorithm are 
presented according to the five major groups within which all units are clustered. 
Note that in this figure, frequency refers to the sound pitch rather than the frequency 
of occurrence. 
Overall,  the  Mel-frequency  cepstrum  coefficients  classified  correctly  the  same 
vocalisations within a group of sounds more often than the other two feature sets. 
The  performance  was  excellent  for  high  frequency  vocalisations  although  a  very 
limited number of examples was present in this instance. On the other hand, LPC 
were the best predictors for low and mid frequency vocalisations although the signals 
characterised with these coefficients were clustered together correctly only in 35% 
and 50% of the cases, respectively. MFCCs were particularly good at characterising 
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broadband and amplitude modulated vocalisations, which were the most frequent 
sounds encountered in the recording section analysed. The real cepstrum coefficients 
were  the  worst  for  classification  purposes  and,  in  particular,  no  mid-frequency 
vocalisations were clustered running a k-means algorithm.   
A detailed list of the performance of each feature set for the classification of the 
various sound units not divided by group is given in Table 5.1. Vocalisations that 
were observed only once during the recording were omitted from the table as it 
would  be  impossible  in  this  case  to  assess  the  performance  of  the  automatic 
classification. 
 
Manual 
classification 
Automatic classification  
(% correctly classified) 
 Sound 
type    
Unit 
class  Frequency  Cepstrum  LPC  MFCC   
1  5  0  40  60  am 
2  3  67  0  67  am 
4  8  25  29  25  am 
9  2  0  0  100  bb 
10  3  67  0  100  bb 
11  5  40  40  40  low 
13  5  40  0  0  am 
14  20  13  16  23  low 
16  6  0  33  33  mid 
18  5  0  0  0  low 
20  3  0  67  0  low 
21  2  0  0  100  am 
24  17  22  18  16  low 
25  2  0  0  0  low 
26  2  0  0  0  am 
28  5  40  40  60  bb 
29  6  0  67  33  mid 
30  6  33  33  42  bb 
31  3  0  0  0  am 
32  6  50  33  0  bb 
33  10  20  30  23  am 
34  3  67  67  100  high 
36  2  0  0  100  high 
Table 5.1: List of the units classified manually, their frequency and type – where am 
represents amplitude modulated, ‘bb’ broadband, and ‘high’, ‘mid’ and ‘low’ refer 
to the frequency as in the groups described in the previous section. The performance 
is given by the percentage of vocalisations classified together for each group. If 79	 ﾠ
	 ﾠ
some units were recognised correctly as being the same but they were split into two 
classes, then a mean value was calculated and listed in the table. Such instances are 
highlighted in red. 
The  MFCC  coefficients  performed  extremely  well  at  classifying  some  particular 
vocalisations, namely classes 9, 10, 21, 34 and 36. The latter two are high frequency 
sounds, hence as observed previously this feature set seems particularly useful to 
characterise such sound types. Nonetheless, it is important to note that the number of 
such vocalisations present in the section of song analysed is very small, i.e. 5 in total 
combining  both  unit  classes.  Therefore,  a  more  extended  analysis  is  required  to 
confirm such results. 
Both  the  LPC  and  cepstrum  coefficients  recognised  one  type  of  high  frequency 
vocalisation but failed to cluster it together with the other class of high frequency 
units. The LPCs performed better in the case of pulsed vocalisations rather than 
broadband  and  amplitude  modulated  calls.  They  were  especially  consistent  in 
characterising unit types 20, 29 and 34 which were respectively low, medium and 
high frequency sounds. On the other hand, the performance of cepstrum coefficients 
was better for broadband and amplitude modulated sounds than for the other types. 
Although good performance was noted for high frequency vocalisations as well as 
before, this might only be a consequence of a limited sample size. 
Furthermore, the percentages presented in Table 5.1 do not take into consideration 
the fact that even though some vocalisations were clustered into different classes by 
the k-means algorithm according to the features obtained with the three sets, they 
might  be  the  only  calls  present  within  those  classes.  This  means  that  the 
classification method split the same vocalisations into two or more groups according 
to  minor  changes  in  their  characteristics.  However,  such  results  could  only  be  a 
consequence of the fact that the order of the clustering algorithm must be fed by the 
user and can be very subjective and also that there is no feedback system allowing 
the  classification  to  adapt  to  the  signals  encountered  –  as  can  be  the  case  for 
classification based on neural networks. 80	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5.2.2 Feature sets performance for unit versus subunit model using  k-means 
algorithm 
A song recorded in Madagascar in August 2009, which is used for further analysis, 
was manually classified and the k-means algorithm was applied to test the feature 
sets  performance  (Figure  5.6).  The  results  showed  below  are  based  on  the 
comparison against manual classification of the subunit components (described in 
Chapter 3) of the song, i.e. the smaller building blocks than the ones normally used 
for humpback whale classification tasks. 
 
 
Figure 5.6: Comparison of the performance of subunit classification obtained using 
the three feature sets. For each test, 12 features were used to describe all the call 
categories, based on results obtained during MSc work (Pace et al., 2009). The 
different  classes  of  calls  were  grouped  into  broad  categories  based  on  their 
frequency characteristics. 
The results show that MFCCs classified all the types of vocalisations emitted by 
humpback whale better than the other two feature sets. The performance of LPCs 
and  cepstrum  coefficients  was  extremely  poor  as  they  classified  vocalisations 
correctly in less than 50% of the cases. Cepstrum coefficients did slightly better than 
LPCs in classifying songs with many harmonics as one would expect given that they 
are based on the Fourier transform of the signal; however, the performance was 
worse than one would expect if the calls were randomly classified (<50%). 
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Subsequently, we compared the classification the classification performance based 
on subunits versus units, again using the k-means algorithm (Figure 5.7). 
 
Figure 5.7: Classification performance of units versus subunits obtained comparing 
a manual classification carried out by the main author and automatic clustering 
where MFCCs features were applied in the k-means algorithm (model order dictated 
by the number of classes manually identified). 18 subunit classes and 21 unit classes 
were identified through the manual classification. 
From visual inspection, thet results show that the subunit model performed better at 
classifying  the  calls  emitted  by  humpback  whales  overall  and  for  mostmost  call 
types. Further results and considerations about the performance of models based on 
unit versus subunit classification are describedin detail in chapters 7 and 8. 
5.3 Conclusions about coefficients choice 
This chapter presented a brief overview of the coefficients that have been used to 
characterise the calls emitted by humpback whales in songs or in a social context, 
given that there is no consensus on the most appropriate method to model them. We 
have shown that using Mel-frequency cepstral coefficients as input features for the 
classification algorithm achieved more accurate results both in terms of the overall 
classification performance and in terms of the number of calls that were classified 
correctly compared to the cepstrum and linear prediction coeffcients.classification. It 
may be that MFCCs gave higher classification results because they mimic the way 
human listeners perceive sounds; if so, they are suitable to be employed for carrying 
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out large scale automatic classification of humpback whale songs with the goal of 
reducing  the  computational  load  for  researchers  that  wish  to  compare  data  from 
different populations.  
The results peresented also showed that the k-means algorithm is unsuitable for the 
task of humpabck whale’swhale song classification because the user needs to specify 
the number of call classes to run the algorithm and, most importantly, because the 
algorithm tends to spread the unit number of calls evenly amongst classes whislt we 
know that a song contains vocalisations that are repeated a few times and others that 
are very common, as shown in Figure 5.4. This suggested a different classification 
algorithm  is  needed  to  improve  the  classification  performance,  which  provided 
motivation to consider the use of Hidden Markov Models, that are commonly used in 
speech recognition tasks. 
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6. Hidden Markov Models 
Hidden Markov Models (HMMs) are widely adopted in speech recognition tasks 
because they are extremely flexible and allow one to classify sounds from a series of 
given observations of the signal. The main reason why Hidden Markov Models were 
adopted for this project is because of their ability to model signals that are variable in 
duration, which is a key element to consider when classifying bioacoustic signals 
such as humpback whale calls. In addition, HMMs can cope with the fact that some 
calls may be extremely common whilst others rare, and will not try to distribute the 
observations into even categories. The latter needs to be considered because during a 
song some vocalisations are extremely common and they will be repeated over and 
over again throughout the duration of the song, whilst others may be present only at 
transition  stages  between  themes  or  phrases,  making  them  quite  rare.  One  could 
discard rare calls from the analysis but this would be detrimental for the objective of 
this project, which is to build an automatic classifier that can be used to compare 
calls across populations where the rare calls might be used differently within a song 
and become common calls. Hence, we want the vocabulary of vocalisations to be as 
comprehensive as possible. 
The first part of this chapter presents an overview of Hidden Markov Models and of 
how they are used in speech recognition. Whereas, the rest of the chapter details how 
HMMs have been adapted to model humpback whale vocalisations in this project. 
6.1 Overview of Hidden Markov Models 
A Hidden Markov Model is a stochastic process that allows the prediction of the 
statistical  properties  of  the  signal,  which,  in  several  cases,  are  sufficient  to 
characterise the signal (Rabiner, 1989).. 
A HMM is an extension of the Discrete Markov Process or Markov Chain, i.e. a 
discrete random process whose conditional probability state at the next step depends 
solely, in a stochastic manner, on the current state. An HMM extends the Markov 
process to include an observation which is a probabilistic function of the state. This 
means  that  there  is  an  underlying  stochastic  process  which  is  not  observable  or 
“hidden”, hence the nomenclature of Hidden Markov Model. 
Given a set of N distinct states 
 
, and a series of time instants t=1, 2,...tn a 
discrete, single state Markov Chain is defined by: 
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𝑃[𝑞 |𝑞   |,𝑞   ) = 𝑃[𝑞 |𝑞   )        𝑞   )  Equation 6.1 
wherew qt is the  state at time t.  
The state transition probabilities aij, defined as the probability of moving from state i  
to state j, have the following properties:
  
                Equation 6.2 
                 Equation 6.3 
Extending  this  definition  to  include  the  case  in  which  the  observation  is  a 
probabilistic function of the state, we obtain the Hidden Markov Model. Intuitively, 
for each observable sequence there will generally be more than one model that can 
explain the observable sequence, but one needs to find the one that will maximise 
this probability. The state observations can be modelled using a variety of statistical 
distributions; in this case, they were modelled through a Gaussian distribution, which 
means that the variance was equal to 1 and the mean to zero.  
When designing such model one is faced with three major problems: 
1)  Given  the  observation  sequence  and  a  model,  how  do  we  calculate  the 
probability of the observation sequence, given the model? 
2)  Given  the  observation  sequence  and  the  model,  how  do  we  choose  a 
corresponding optimal state sequence that best explains the observations? 
3)  How do we adjust the model parameters to maximise the probability of the 
observation sequence, given the model? 
Rabiner (1989) covers all the aspects involved with formulating an HMM model 
including suggestions to tackle these three issues. The next section will detail the 
implementation of the HMMs used in this project and showing the stages at which 
these problems are solved. 
6.2 HMM in speech recognition 
As previously mentioned, Hidden Markov Models are the most widespread tool used 
nowadays for automated speech recognition. They can be used to model speech at 
various  levels  from  the  basic  phone  to  the  word  or  sentence  recognition  tasks, 
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depending on what the user sets as hidden state of the Markov models. Usually, the 
hidden layers chosen are phones so that words can be represented as a sequence of 
phone units and the models are left-to-right meaning that they do not allow a state to 
transition back to its previous one. Phones are the basic building blocks of speech, 
and they are the actual sounds that are produced during speaking, which can be 
ascribed a class of phoneme. Phonemes are the theoretical units to describe how 
speech conveys a meaning. Whilst the phoneme is the ideal model that corresponds 
to  the  full  set  of  articulatory  movements  needed  to  produce  a  sound,  the  phone 
represents the actual utterance. Such distinction is necessary because different people 
may articulate a sound that conveys the same meaning (phoneme) in different ways 
(phones) due to his dialect, gender, age and other effects that affect sound generation 
(Deller  et  al.,  1993).  Phones  that  represent  variations  of  the  same  phoneme  are 
collectively termed allophones. Below is an example of how a word is broken down 
into its phonetic components, which are modelled through a left-to-right HMM for 
speech recognition tasks (Figure 6.1). 
 
Figure  6.1:  Bakis  diagram  of  a  left–to-right  HMM  of  the  word  ‘six’,  whose 
components are represented through the phones that make up this word. Note that 
the  word  has  been  described  phonetically,  instead  of  transcribing  each  state 
following the orthographic representation of the sounds. The sequence of states is 
expressed through the subscript   numbering. Two additional states are added at the 
start and at the end of the word to inform the model that the utterance is about to 
start and finish respectively.  
One can represent the totality of sounds that convey a specific meaning in a language 
by using a few phonemes. The juxtaposition of this limited number of phonemes will 
generate  all  the  words  present  in  the  vocabulary  of  that  particular  language. 
Intuitively, the benefits of this system are huge in terms of automatic recognition 
tasks.  
For modelling purposes, phonemes are distinguished into two categories: continuant 
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produced by a steady state configuration of the vocal tract (continuant phonemes) 
and sounds during which the vocal tract changes configuration (noncontinuant). An 
instance of the former is vowels, whilst the latter include diphthongs (Deller et al., 
1993). 
Given the flexibility of Hidden Markov Modelling, several systems were developed 
for automatic speech recognition depending on the tasks one wants to achieve and 
the dataset available to train the models. The principal choice that one is faced with 
when building a speech model using HMMs is deciding the level at which one wants 
to carry out the analysis. Specifically, given that we can analyse the language at 
different levels (e.g. sentence, word, phoneme etc.), one needs to choose whether to 
build a phoneme model, a word model, and so on. Once this is set, then one can fine 
tune numerous settings to adapt the model to reflect the language syntax (Deller et 
al., 1993; Young et al., 2000). For instance, the likelihood of finding a particular 
phoneme after a given one can be fed in the system to improve the performance of 
the  recogniser.  This  is  possible  because  we  know  exactly  how  the  language  is 
constructed and that particular sounds never occur before or after others. An example 
is presented below of the type of grammar that can be constructed for modelling 
speech using HMMs (Figure 6.2). 
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Figure 6.2: HMM model example for the sentence “the doctor looked at the patient’s 
elbow” (top) where each word is modelled through one HMM. The model of the 
sentence is left-to-right so that the sequence of words must be respected to model 
this  particular  sentence.  The  second  example  (bottom)  shows  a  model,  which  is 
trained on phones so that each word is broken down into smaller components that 
are unique. Note that the model of the word “patient’s” allows skipping one state 
from ‘n’ to ‘s’ to account for different pronunciations that may occur.  
Whilst the word based model is faster to implement because training is required for 
each word. The phonetic unit training is much more flexible because the HMM is not 
constrained by the word grammar. The latter type of model can more easily cope 
with utterances from different speakers, which is a very attractive characteristic for 
comparative studies (Picone, 1990; Deller et al., 1993). 
Considering that little is known about the way animals formulate their language, one 
cannot assume that they arrange sound sequences in a particular order to convey a 
specific meaning. What is known about how animals structure their signals is based 
on observations and some tests carried out in captivity to understand more about 
their cognition. In the case of humpback whales we know how they structure their 
songs but do not have any information about the meaning associated with each song 
sequence or their smaller building blocks. Therefore, the HMMs that were developed 
for speech need to be adapted to the structure of the signals that we wish to analyse 
in light of the goal of our study. The rest of this chapter will describe how HMMs 88	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were used in previous bioacoustic studies and, in particular, how the models are 
adapted in this thesis. 
6.3 HMM for bioacoustics signals 
Hidden Markov Models are very flexible and useful to classify sounds whose states 
are  not  directly  observable.  Research  suggests  that  HMMs  are  a  useful  tool  for 
analysing  bioacoustic  signals  because  they  allow  for  the  change  in  spectral 
characteristics over time, unlike more common and straightforward classifiers (Ren 
et al., 2009). The importance of using a tool which takes into account the time-
varying component of the signal was highlighted in the context of studies of cetacean 
acoustics, particularly for those species like bottlenose dolphins and killer whales 
that have a complex repertoire (Deecke and Janik, 2006b); and they suggested the 
implementation of Dynamic Time Warping (DTW), which is a common tool in the 
recognition of isolated word recognition for small vocabularies in human speech. 
However,  HMMs  were  shown  to  be  more  robust  to  noise  and  to  vocalisation 
variability than DTW, at least for bird songs (Weisburn et al., 1993). This, and the 
fact that the feature extraction process of HMMs does not require to measure the 
frequency contours of the signals in the pre-processing stage – which is very time 
consuming – makes them more attractive than DTW for the task.  
6.4 Implementation of HMMs for humpback whale song classification 
The HMMs were implemented using the HMM Toolkit (HTK) (Young et al., 2000). 
This toolbox has been used by other authors in the context of bioacoustics (Kogan 
and Morgan, 1998). Building an HMM consists of four main stages:  
i) Definition of the model structure. 
ii) Feature extraction which consists of dividing the data into frames and computing 
summary features for each frame.  
iii) Model training: a portion of the dataset for which the manual labels are provided 
are used during this phase. The training data is used to estimate the parameters of the 
HMM that maximises the likelihood of the training sequence.  
iv)  Automatic  classification:  a  set  of  data,  generally  different  to  that  used  for 
training, can then be applied to the HMM algorithm to identify which of the units are 
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HTK is available for free download on the web, alongside with the manual for the 
implementation  of  the  models.  This  program  was  chosen  over  others  for  several 
reasons.  Firstly,  the  toolkit  has  been  extensively  used  in  scientific  literature  for 
several applications, including speech recognition and bioacoustics; it is a reliable 
tool and it is easily replicable. 
Furthermore, HTK is made up of several toolboxes which make it a very flexible 
tool so that one can tailor the model to your needs and the dataset available. This 
section is concerned just with the tools employed to build the model of this project; 
for a comprehensive description of the toolkit one is referred to the user manual 
(Young et al., 2000). The toolbox used to train the HMM requires five inputs: 
1)  The training data  
2)  The labels for each training data 
3)  A list of the sound classes, that is to say a list of HMMs each of which 
corresponds to a sound class  
4)  A prototype Hidden Markov Model for each sound class 
5)  A “grammar” that specifies the language structure 
A summary of the steps involved in the full HMM development is presented below 
(Figure 6.3)  
 
Figure  6.3:  Diagram  of  the  method  followed  for  the  training  and  recognition 
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The training stage of Hidden Markov Modelling is represented by the steps on the 
left-hand side of Figure 6.3. Setting up the model requires the user to input several 
variables  that  define  the  structure  of  the  calls  one  wants  to  classify  during  the 
recognition stage. Although, this can be time consuming it allows tailoring the model 
to the bioacoustics signals to be analysed. In addition, once the model is set up it 
requires very little (or no) modification for analysing additional data because one 
could  just  use  the  HMMs  trained  on  a  different  dataset  to  recognise  new 
vocalisations. As shown in Figure 6.3 once the system is trained, the only necessary 
step required to run the recognition is the calculation on the features (MFCCs) of the 
test dataset. The calculation of the MFCCs using HTK and the other steps involved 
in the training and testing are described in the next sections.  
6.4.1 Feature extraction for Hidden Markov Modelling 
The individual calls identified during the manual classification stage described in 
Chapter  4  were  segmented  into  individual  ‘.wav’  files,  each  containing  one 
vocalisation that may (or may not) have some silent section at the start and/or the 
end of the call (note that a silent section will contain ambient noise). The incoming 
data stream from each file is segmented into overlapping frames of 25 ms duration. 
The data in each frame is characterised through a set of M features (MFCCs); a 
suitable value for M is identified through testing. The choice of frame size has to 
take account of the fact that some vocalisations are very short (0.2 s) and that others 
change very rapidly in terms of frequency; a longer window would fail to capture 
such rapid sweeps. The choice of the number of features (M) is important since it, 
not only, controls the computational load of the system but also the amount of data 
required to train the system. 
The way in which the HMM toolkit calculates MFCC is described below, where 
details are given of the parameters chosen for the analysis carried out in this thesis. A 
configuration file needs to be specified which includes several inputs to inform the 
toolkit  about  the  characteristics  of  the  files  used  in  the  analysis,  as  described  in 
Figure 6.4. 91	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Figure 6.4: Box showing the configuration used for calculating the MFCCs using 
HTK. The format of the source file in the input needs to be specified; in this case, all 
our input files were in ‘.wav’ format, with sampling frequency of 44.1 kHz. The 
source rate depends on the sampling frequency of the recording, and specifies the 
data points in each window frame. The target rate and kind refer to the output file, in 
our case we used MFFCs and ΔMFCCs (expressed by the added command _D in the 
target kind). This means that the output file we obtain will be a file in ‘.mfc’ format 
(i.e. an HTK format) containing the number of features specified in the NUMCEPS 
setting. Note that the number refers to the number of features that one wants to 
obtain  for  each  of  the  coefficient  types  specified;  in  other  words,  with  the 
configuration depicted in this figure one will obtain an output containing 12 MFCCs 
and 12 ΔMFCCs. 
The type of feature sets used were chosen accordingly to the results of the tests 
presented in the previous chapter but further tests were conducted to choose the 
number of features to be used to describe the vocalisations, to maximise the 
classification performance, as discussed in Section 6.4.2. 
6.4.2 Determination of the dimension of the feature vector 
Although MFFCs and other feature sets have been used in a variety of studies on 
animal bioacoustics including classification of humpback whale calls, the number of 
features chosen to describe the calls is often omitted or when specified not justified 
(Potter et al., 1994; Mercado III and Kuh, 1998; Mercado III et al., 2003; Mazhar et 
al., 2007; Mazhar et al., 2008b). Therefore, a step in determining the classification 
performance using HMMs consisted of testing the number of features described to 92	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understand  how  changing  the  number  of  coefficients  included  in  the  analysis 
changed the outcome of the classification performance.  
The number of MFCCs commonly used in the literature is 12, perhaps because this is 
the  number  chosen  for  representing  speech  and  scientists  have  not  tuned  it  for 
bioacoustics signals. Initial tests were conducted in order to identify an appropriate 
size of feature vector, M. The number of feature sets used was chosen to maximise 
the recognition performance: the computational load of the system not being a high 
priority. One anticipates that for a finite training set, tested on a separate testing data 
set that for a small number of features recognition rates will be low because of the 
inability of the features to adequately represent the data. Conversely, a large feature 
vector,  the  tendency  of  the  system  to  over-fit  the  data  will  lead  to  poorer 
performance. The value of M identified through this testing will define a suitable 
value which can be trained with data sets of the size available to us. Larger data set 
may allow successful training of systems with larger feature vectors.  
Data from a single recording from August 2009 (i.e. Mada09a in Table 4.1) were 
used to determine the M with the highest classification performance of units present 
in the song (Table 6.1). The training set comprised 119 units, which corresponded to 
50% of calls of each class for 14 classes of units, whereas the test set included 181 
units. 
 
M  MFCCs 
MFCCs 
plus Delta 
MFCCs 
8  72.0%  87.3% 
10  83.2%  91.7% 
12  87.4%  94.5% 
16  84.%1  90.1% 
Table 6.1: Correct classification rates, expressed as percentages, for a range of 
feature dimension M for the MFCCs alone and MFCCs plus their Δs. Note that when 
the ΔMFFCs are used the total feature dimension is 2M. 
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Table 6.1 demonstrates that maximum classification performance for this data set 
was obtained with 12 features, a value which is typically used to represent human 
speech too (Grimm and Kroschel, 2007). The largest feature set number tested was 
16  because  at  this  point  the  performance  dropped  meaning  that  there  was  no 
advantage in further increasing the computational load. 
Taking  into  account  the  advantages  of  using  a  smaller  feature  vector  one  might 
reasonably suggest that sacrificing some performance to realise these benefits could 
be justified. For instance, the reduction in correct classification rate using 10 MFCCs 
as opposed to 12 MFCCs in only 2.8%. However, in the system developed here 
computation  time  is  not  a  critical  feature:  the  computational  efficiency  of  the 
algorithms means that even with 16 features the overall computational times for 
processing a data set of 300 vocalisations are typically in the order of 2 seconds 
when run on a laptop Dell Latitude E6400. When analysing a very large data set 
reducing  the  performance  by  a  small  percentage  could  mean  misclassifying  a 
significant number of calls, considering that in 1 hour a humpback whale is likely to 
produce around 1,000 sound units. Furthermore, in the dataset analysed there were 
two sound classes whose classification performance was particularly affected by the 
reduction in number of features, one of which is the most common call throughout 
the recording. This means that choosing the wrong number of feature sets can affect 
disproportionately different call categories.  
The next chapter will present Hidden Markov Models and how they are implemented 
in this project for the classification of humpback whale calls. 
6.4.3 Model structure  
Each  call  class  (i.e.  either  unit  or  subunit  depending  on  the  model  chosen)  was 
represented by one left to right HMM with one state if the call frequency was stable 
throughout its duration or two to three states if the frequency was varying, e.g. in the 
case of an upsweep or down-sweep, plus two “non-emitting” states at the start and at 
the end of each model (Figure 6.5). 
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Figure 6.5: Example of humpback whale unit vocalisation which is used for training 
an HMM. This unit is broken down into 3 states that correspond to three changes in 
direction  within  the  call.  The  first  segment  (a)  is  a  quick  upsweep,  the  second 
segmented is an upside down arch (b) and the last part of the call is almost flat but 
with a slight upward curvature (c). Two states at each end mark the start and end of 
the unit.  
A  definition  file  was  therefore  created  for  each  HMM  which  includes  a  general 
description of the features, i.e. type and vector size, and the number of states. The 
number of states of each HMM determines the size of the transition matrix: a three 
state HMM will have a 3×3 transition matrix. Prior to training, each state is initially 
defined  by  a  Gaussian  distribution  with  0  mean  and  variance  equal  to  1.  The 
transition  between  observations  was  modelled  by  a  Gaussian  mixture  where,  by 
definition, each state transition probability was a real number from 0 to 1 and sum to 
unity. Given that each recording segment containing a call could include a silent part 
at the start and/or at the end of the sound clip, one HMM was created with the same 
characteristics described above to model the silences.  95	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The sound classes are simply listed in a text file; their number was determined by the 
manual classification. The number and names of the classes was different for units 
and subunits, given that in some instances a unit corresponded to two subunits. 
The  last  part  of  the  model  definition  deals  with  creating  a  definition  file  which 
describes  the  relationship  (or  ‘network’)  between  the  HMMs  created.  For  the 
purpose of this study we compared two model structures, as depicted in Figure 6.6: 
a)  Unit model based on their definition which states that a unit is a continuous 
sound between two silences (Payne and McVay, 1971); 
b)  Subunit model based on the idea that one unit can be divided into smaller 
components where marked frequency changes can be observed (Pace et al., 
2010; Pace et al., 2011; Shapiro et al., 2011). 
 
 
 
Figure  6.6:  Diagram  showing  the  two  model  structures  used  for  classyfing  the 
vocalisations present in the humpback whale songs analysed in this thesis. The first 
model is based on recognition of units (top) where in each segmented recording one 
could find a unit with silent portions before or after the call. The alternative model 
(bottom) is based on subunit recognition, which means that each call between two 
silences could be represented by one or more subportions (in the model depicted 
above the maximum number of subunits per unit was 2). Because the second model 
allows skipping one state, the recogniser could go from the first subunit to silence 
directly, in which case the subunit model is equivalent to a unit (Figure 6.7). 
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Figure 6.7: Spectrogram of a sample humpback whale vocalisation encountered in a 
recording of a 2009 Madagascar song. The diagrams show the two different hidden 
Markov  Models  that  were  employed  for  the  classification  task.  The  vocalisation 
could be modelled as a unit between two silences (a) where changes in the call’s 
characteristics are captured by shifting from one state to the next in the left-to-right 
HMM. Alternatively, the call was split into two subunits (b) if there was a marked 
shift  in  frequency  and  the  conditions  explained  in  previous  chapters  were 
encountered. Each subunit was modelled through one single state HMM. 
The network of the unit model was therefore, the network was SILENCE-UNIT-
SILENCE; whilst the network for the subunit model was SILENCE-SUBUNIT (and) 
SUBUNIT–SILENCE. The model allowed for a maximum of two subunits per unit 
because in the recordings analysed here units made up of three or more subunits 
were not encountered. However each unit and subunits could contain multiple (up to 
three) states.  
The  models  described  here  for  humpback  whale  calls  are  analogous  to  Hidden 
Markov  Models  based  on  phonetic  representation  of  speech.  Whereas  the 
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of as constructing word models for speech recognition. Indeed, using the subunit 
approach  one  can  represent  more  combinations  of  calls  using  fewer  symbols, 
reducing the computational load and training effort. A catalogue of the units and 
subunits of the recording Mada09b can be found in Appendix 2, which will detail the 
number of states chosen for each Hidden Markov Model. 
6.4.4 Model training 
During  the  training  phase  a  data  base  of  labelled  (manually  classified)  data  was 
employed. The manual classification was performed by thethe author. In the case of 
the unit model, the units were automatically segmented and the manual classification 
was performed by listening to the acoustic data and spectrographic analysis. For a 
subunit  model,  the  segmentation  into  subunits  was  also  performed  manually,  as 
described in the previous chapter.  
The labels for each training segment were written using the software Wavesurfer, 
developed  by  the  KTH  Royal  Institute  of  Technology,  Stockholm  (Beskow  and 
Sjolander, 2000) This software allows one to manually enter the labels for a sound 
segment and to save them in the HTK compatible format “.lab”.  
The training process is carried out by feeding the inputs described above in the HInit 
toolbox; this is designed to work out the transition probabilities of each HMM from 
one state to the next starting from the HMM prototypes and based on the training 
dataset. The successive step is a second estimation of the transition probabilities, 
which is done through the HRest toolbox; the resulting HMMs are then copied in a 
single file which is used in the recognition process. 
The training stage deals with calculating the maximum likelihood estimates (MLE) 
of the transition probabilities matrix of the states. In practice, this means that starting 
from a prototype HMM after the training process one obtains a model whose mean, 
variance and transition probabilities are calculated based on the statistical properties 
of the data present in the training set. This is achieved in two steps:  
i) The Viterbi algorithm (Forney, 1978) is used to find the most likely state sequence 
corresponding to each training sample;   
ii)  A  Baum-Welch  (Baum  et  al.,  1970)  re-estimation  is  performed  to  find  the 
probability of being in each state at each time frame using the Forward-Backward 
algorithm. This probability is then used to form weighted averages for the HMM 
parameters. An excellent review of the use of HMMs is provided by Rabiner (1989). 98	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6.4.5 Recognition 
The  recognition  stage  requires  one  to  specify  the  network  of  the  model,  i.e.  the 
structure of the elements contained in the files are fed into the system for recognition 
to allow silences at the start and/or end of the file, and a list of the HMMs obtained 
after  the  training  stage.  This  study  evaluates  the  performance  of  HMMs  for  the 
classification  of  four  humpback  whale  songs  and  compares  the  classification 
performance of the unit model and the subunit model, which were described in the 
previous sections. 
Each  vocalisation  to  be  recognised  is  stored  in  a  single  file  and  converted  into 
MFCCs. A Viterbi alignment (Viterbi, 1967) was performed to match each call of 
the testing dataset the best matching HMM. The output of the HMM recognition is a 
text file listing class to which each MFCC file is allocated. The results obtained were 
compared to the manual classification and the correct classification rate computed as 
a percentage. 
The next chapters will present the results of the recognition carried out on several 
recordings and discussing the HMM performance with different amounts of training. 
6.5 Conclusions 
Whilst Hidden Markov Models have been extensively used for speech recognition 
purposes,  they  have  been  applied  to  signals  produced  by  animals  on  limited 
occasions.  This  is  partly  because  HMMs  are  more  complex  than  other  signal 
processing  tools  that  are  more  accessible  to  animal  biologists  who  may  want  to 
compare and/or interpret sounds produced by different species and partly because 
animal species often produce either few sounds or very stereotyped ones that can be 
easily  classified  using  other  automatic  classifiers  that  do  not  require  as  much 
variability built into the model. 
In this chapter, steps for designing HMMs were described, which are suitable to deal 
with the hierarchical structure of humpback whale songs. HMMs can be adapted to 
recognise song elements from the basic building blocks to more complex sequences, 
such as phrases, because they are very flexible. They could be adapted to classify 
sounds  emitted  also  by  other  marine  mammal  species,  for  example  for  dolphin 
whistles and killer whale vocalisation, which are variable in duration. Results on the 99	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application  of  HMMs  to  classify  the  building  blocks  of  humpback  whale  songs 
recorded in Madagascar are presented in Chapter 7. 
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7. Madagascar song analysis 
The songs of humpback whales that breed in Madagascar waters have been poorly 
described so far in comparison with those emitted by conspecifics that winter around 
the coasts of Australia and in waters around Hawaii and Mexico.   
A  first  description  of  Madagascar  song  was  published  by  researchers  of  IWC 
(Razafindrakoto, 2001) who recorded songs in Antongil Bay in 1996, a bay in the 
North East of Madagascar, not far from the Island of Ste Marie where data were 
collected for this thesis. Since that study, no other description of humpback whale 
songs around Madagascar has been published. Considering that humpback whale 
songs evolve considerably from one season to another, a record of songs recorded 15 
years ago during two weeks of one field season cannot be considered representative 
of the dynamics of the population that comes to the area to reproduce on an yearly 
basis. 
In this chapter we describe songs of humpback whales recorded in the Ste Marie 
channel, as described in Chapter 4, over four years. The evolution of songs over this 
time will be presented, as well as an in depth analysis of the units and subunits that 
constitute  the  songs  in  question.  Finally,  the  performance  of  the  automatic 
classification using Hidden Markov Models (HMMs) will be assessed and compared 
to the manual classification conducted. 
7.1 Madagascar song description 
All the songs recorded in Madagascar between 2007 and 2011 were visually and 
acoustically inspected to determine the song structure each year. According to the 
literature, all humpback whales on the same breeding ground sing the same song 
during the same period of the breeding season. Therefore, we expected all recordings 
to contain the same song with slight variations of the themes that could be due to 
individual variability and minor evolution of the song within the breeding season. It 
has been shown that song structure progresses throughout the season resulting in the 
song sang at the start of the season being slightly different from the one sang at the 
end of the breeding season (Winn et al., 1981; Cerchio et al., 2001b). 
The themes present in the songs were identified each year and the song sequence 
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 ﾠ
	 ﾠ
An overview of the songs used for understanding the song structure is given in the 
table below (Table 7.1). 
Table 7.1:  Number of themes encountered in the songs recorded each year from 
2007 to 2011.  
The number of singers corresponds to the different days the recordings were taken 
because it is assumed that each day that in the field a different is recorded. Given the 
number of animals present in the Ste Marie Channel during the winter, it is unlikely 
that we recorded the same individual on different days. The number of song cycles 
refers to the numbers of entire repetitions of the theme sequence, according to the 
humpback whale song definition described in Chapter 2. In some recordings, a song 
was sang more than once and as a result the number of songs analysed is greater than 
the number of singers. Studying more than one song cycles is necessary to identify 
individual variation within themes and to understand where the song started. Indeed, 
very rarely does the start of the recording match the start of the actual song cycle. 
The structure of the songs recorded in the channel of Ste Marie between 2007 and 
2009 - which are used for further analysis and the automatic classification task - is 
given in Figures 7.1-7.3. 
 
 
 
Year  Number of singers  Number  of  song 
cycles 
Themes  in  each 
song 
2007  1  3  6 
2008  2  5  5 
2009  5  6  4 
2010  4  9  4 
2011  2  6  4 102	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Figure 7.1: Spectrograms showing the sequence of themes in the 2007 song in the 
channel of Ste Marie in Madagascar at the end of July 2007. Six distinct themes 
were identified, 3 of which presented slight variations in their unit components or in 
the number of repetitions of a particular vocalisation throughout the song sequence. 
The  variations  observed  in  the  phrases  that  compose  the  same  theme  are 
progressions of the song sang by a single singer rather than differences deriving 
from inter-individual variations.  
Only the song cycles sung by one singer were analysed for 2007 because only this 
one recording was made available for analysis. Nonetheless, this was sufficient to 
determine  the  full  song  structure  for  that  year  because  the  recording  length  was 
approximately one hour during which the same song was repeated three times. It is 
possible that more variation of themes occurred during that year and that the themes 
represented in Figure 7.1.These themes may not represent the entire repertoire of the 
population for that year. In addition, given our knowledge of the singing behaviour 
of humpback whales and the data of the following year we can assume that the song 103	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sequence presented above is representative of the song cycles sung during July 2007 
by all the singers present in the Ste Marie channel at that time. 
Of the 12 days of recording carried out during August 2008, only the songs recorded 
on two separate days were used to determine the song sequence for the 2008 season 
because most of the remaining dataset included songs where there was extensive 
overlap with other singers, making it impossible to confidently determine the song 
sequence. The 2008 song was different from that of the previous year, as expected, 
considering  that  humpback  whale  songs  evolve  through  time.  Two  themes  were 
shared between 2007 and 2008 (Figure 7.2).  
 
Figure 7.2: Spectrograms showing the sequence of themes in the 2008 song sung by 
humpback whales in the channel of Ste Marie in Madagascar in August 2008.  104	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The  song  of  2008  was  constituted  by  5  themes,  with  one  theme  (i.e.  theme  4) 
evolving through the song to assume different forms and being repeated at the end of 
the song cycle. This theme was present in the 2007 song but only in one form. The 
fact that only one form of this theme was observed in the recording of the previous 
year may be attributable to the paucity of data available or to the learning ability of 
humpback whales that might have taken the basic theme of the previous year and 
started making it more complex. Evolution of themes from songs of different years 
have been observed in other parts of the world, for instance in Australia (Garland et 
al., 2011). The song of 2009 was shorter than the previous two and was composed of 
only 4 themes, 2 of which were shared with the song of 2008 (Figure 7.3). 105	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Figure 7.3: Spectrograms showing the sequence of themes in the 2009 song sung by 
humpback whales in the channel of Ste Marie in Madagascar in August 2009.  
The full structure of the songs of following years is presented later in the chapter for 
comparison purposes but units from these recordings were not in the analysis of the 
automatic classification because the data of 2010 was of extremely poor quality. This 
was due to the field season taking place at the end of August when very few whales 106	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were  present  on  site.  This  was  extremely  unusual  as  humpback  whales  are 
commonly observed in the Ste Marie Channel until the beginning of October. 
7.2 Analysis of song structure 
In the previous section, the general structure was described of the humpback whale 
populations that breed in the area of Ste Marie. This description was conducted on 
the  theme  level  of  the  song  which  is  commonly  used  by  biologists  to  compare 
populations across ocean basins (Cerchio et al., 2001b; Garland et al., 2011). The 
basic building blocks are not generally compared across populations or at least they 
are not analysed into great detail because it is a very time-consuming process to 
analyse each unit component of a song and it is also challenging because most units 
tend  to  change  slightly  throughout  a  song  and  between  individuals  as  the  song 
evolves. Therefore, the context of the themes in which these units are found needs to 
be taken into account to ensure that one does not overestimate the number of unit 
classes based on the fact that minor changes of such vocalisations occur as the song 
progresses.  A  catalogue  of  the  units  found  in  the  songs  of  2009  is  presented  in 
Figure 7.4 (more details are given in Appendix 2). 
 
 
 
 
 
 107	 ﾠ
	 ﾠ
 
Figure  7.4:  Spectrogram  of  an  artificial  sequence  formed  by  concatenating  one 
sample of each of the units found in the 2009 song. Multiple samples of each of these 
classes were used for the training stage of the automatic classification. The classes 
are named sequentially following the alphabet according to the order in which they 
were  found  in  the  song  sequence.  The  missing  letters  in  the  sequence  are  a 
consequence of the fact that there were some unit classes that had too few samples to 
carry out the manual classification and therefore were excluded from the analysis. 
Sound units with double lettering indicate that this unit can be broken down into two 
subunits. 
The spectrogram above summarises the units that were found in the 2009 song which 
were  used  as  the  starting  point  for  the  analysis  and  automatic  recognition 
performance  assessment  of  the  thesis.  The  labels  of  the  classes  used  letters  and 
proceeded alphabetically. Four of the units shown above can be split into 2 subunits 
where there is a marked frequency shift, and the corresponding subunit classes are 
labelled with a single letter. For instance, unit class ‘BC’ includes subunit ‘B’ and 
subunit ‘C’. This catalogue of units and subunits is at the basis of all further analysis 
and most of these classes are present in the songs of 2007 and 2008, as will be 
described in the following section. 
As one can see from the spectrogram above, vocalisations vary considerably in their 
frequency  characteristics  as  well  as  in  their  duration.  Whilst  the  frequency 
characteristic, specifically the fundamental frequency and harmonic structure, varies 
little between units within a song, the duration of the calls can vary considerably as 108	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the  song  evolves  and  the  singer  starts  repeating  the  same  sequence  of  units.  A 
summary  of  the  distribution  of  the  duration  of  units  (Figure  7.5)  and  subunits 
(Figure 7.6) that occurred in the 2009 song is given in below (Table 7.2). 
Class 
Duration (sec)  Frequency 
(Hz)  Mean  St Dev  max   min 
A  1.85  0.10  2.71  1.02  290 
B  1.03  0.12  1.83  0.34  2500-1000 
C  0.68  0.04  0.76  0.47  1000 
D  0.79  0.03  0.89  0.69  100 
F  0.63  0.13  1.31  0.25  370 
G  0.88  0.09  1.31  0.37  990 
H  2.61  0.22  3.39  1.77  190 
L  0.34  0.02  1.37  0.15  62-400 
M  1.92  0.44  4.28  0.69  160 
O  1.98  0.16  2.47  1.61  1500 
P  2.07  0.13  2.71  0.99  706 
Q  1.04  0.07  1.41  0.63  120-360 
S  0.53  0.03  0.70  0.39  90-520 
T  0.60  0.06  0.75  0.43  120 
U  0.45  0.03  0.58  0.27  2500 
BC  0.84  0.86  2.59  1.42  2500-1000 
NL  0.50  1.14  1.70  1.35  90-280 
PO  2.61  2.90  4.61  4.16  252-1643 
TL  2.16  2.26  2.97  2.51  120-450 
FG  1.53  1.59  2.27  1.91  370-990 
 
Table 7.2: Table summarising the duration of the vocalisations in each sound class 
for  both  units  and  subunits  and  the  fundamental  frequency  of  the  calls.  The 
fundamental frequency of the calls was estimated from the call’s spectrograms using 
the software Raven Lite developed by Cornell Lab of Ornithology. If the fundamental 
frequency of the calls changed throughout their duration, the average initial and 
final frequencies are given in the table. For unit/subunit ‘M’ the * means that it was 
not possible to estimate a fundamental frequency, rather the band in which most 
energy of this broadband call is contained is given in the table. 
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Figure 7.5: Histograms showing the duration of each unit class as a percentage of 
the total number of units encountered in the recording. Details on the number of 
calls in each sound class are given in the tables in the next section. 
As detailed in the figures above, the duration of units ranged between 00.15 s to 4.6 s 
for the longest compound units. Some of the units were more variable than others in 
their duration, for instance, unit ‘L’ was very short, i.e. less than 1 second, in nearly 
all the instances, whereas others ranged in length considerably. Indeed, some of the 
common calls are repeated several times, and as the song progresses they become 
longer, with more distinct features. The same is true for subunits, whose duration is 
quite variable for some of the harmonic and broadband calls (Figure 7.6). 110	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Figure 7.6: Histograms showing the duration of each subunit class as a percentage 
of the total number of units encountered in the recording. Details on the number of 
calls in each sound class are given in the tables in the next section. 
Overall, as expected, subunits were shorter than units in duration, with more calls 
being distributed in the frames below and around 1 second.  
The results of the classification performance and how this is affected by the features 
of different calls are presented in the next section. 
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7.3 Automatic classification performance 
The  automatic  segmentation  of  the  songs  was  checked  against  their  manual 
segmentation  to  determine  the  efficiency  of  the  detection  algorithm,  and  the 
efficiency of the HMM classification was determined by comparison with manual 
classification. 
7.3.1 Classification of songs per year 
Initially, we looked at the manual classification of a single song recorded at 08:50 
am on the 12
th August 2009. For each class of units we used half of the calls chosen 
at random to train the model, and the remaining half for the testing. Six classes were 
removed  from  the  analysis  because  they  included  less  than  5  calls,  too  small  a 
sample  to  carry  out  both  the  training  and  testing,  given  that  the  minimum  input 
number for the training set had to be 3 calls. 
The results obtained are presented in the tables and graph below and compared to the 
subunits model (Table 7.3, Table 7.4, Table 7.5 and Figure 7.7). The rows of the 
confusion  matrices  presented  below  show  the  input  calls  whereas  the  columns 
represent the outputs.  
Output 
Input 
A  B  C  D  F  G  H  L  M  O  P  Q  S  T  U 
A  24                                           
B     13                                        
C        7                                     
D           6                    1             
F              8  1                            
G                 10                            
H                    7           3             
L                       70                      
M                    1     7     1             
O                          1  4                
P           1                    12  1          
Q                                   14          
S                                      11       
T                                         5    
U     1                                    10 
Table  7.3:  Confusion  matrix  of  the  results  of  the  HMM  classification  using  the 
subunit model. 
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Output 
Input 
A  BC  D  FG  H  L  M  NL  PO  Q  S  TL  U 
A  32                         
BC    11                       
D      7                     
FG        8                   
H          10                 
L            32    1           
M          1    6             
NL              2  14           
PO                  5         
Q                    15       
S        3              20     
TL                        6   
U    1                      7 
Table 7.4: Confusion matrix of the results of the HMM classification using the unit 
model. 
subunits  units 
class  Total tested   correct  class  total tested   correct 
A  24  24  A  32  31 
B  13  13  BC  11  11 
C  7  7  D  7  6 
D  7  6  FG  8  8 
F  9  8  H  10  10 
G  10  10  L  49  46 
H  10  7  M  7  6 
L  70  70  NL  16  14 
M  9  7  PO  5  5 
O  5  4  Q  15  15 
P  14  12  S  23  20 
Q  14  14  TL  6  6 
S  11  11  U  8  7 
T  5  5  	 ﾠ	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ	 ﾠ
U  11  10  	 ﾠ	 ﾠ 	 ﾠ	 ﾠ 	 ﾠ	 ﾠ
Overall   219  208  Overall  181  171 
Table  7.5:  Total  number  of  subunits  and  units  tested  and  performance  of  the 
classification method, also given in percentages. 113	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The performance of both models is very high, as expected given that the model was 
trained using vocalisations of the same recording albeit that the model was trained 
and tested on different instances of each unit. Despite the fact that some classes 
occur much more often than others, the classifier has grouped together calls that are 
similar to each other. This property is very important because on several occasion, 
some calls can be observed frequently within a song, whilst others are quite rare. The 
overall  performance  of  the  two  models  (the  unit  and  subunit  models),  given  in 
Figure 7.7, is nearly equal (95% for subunits and 94.5% for the units). 
 
Figure 7.7: Percentage of correctly classified calls using the unit vs subunit model 
for  Mada09a  recording.  Note  that  the  light  red  shade  corresponds  to  a  second 
subunit,  and  by  putting  together  the  dark  and  light  red  columns  we  obtain  the 
corresponding  unit.  In  the  case  of  the  unit  ‘TL’,  the  column  of  the  subunit 
corresponds to subunit ‘T’ and the blue column corresponds to the unit ‘TL’ 
The  unit  model  performed  better  for  units  ‘H’,  ‘M’  and  ‘PO’,  all  of  which  are 
‘unvoiced’ type calls and are not very frequent. The reason of this difference in the 
performance is not well understood; however, it seems reasonable to suppose that it 
has to do with the broadband nature of these signals. For instance, the unit ‘PO’ is 
composed by two broadband subunits, i.e. subunit ‘P’ and subunit ‘O’, the latter of 
which presents very similar characteristics to subunit ‘M’; hence, it is not surprising 
that the classifier would sometimes exhibit confusion between a ‘M’ call and a ‘O’ 
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call, whilst this doesn’t happen when using the unit model since the combination 
‘PO’ is more distinct from ‘M’. 
It is not surprising that the unit model performs as well as the subunit model in the 
context of a single song where the training and testing are based on the calls emitted 
by  the  same  singer  over  a  short  period  of  time.  To  develop  a  system  which  is 
repeatable across different animals and over different seasons such variability must 
be included. It is anticipated that the model based on subunits should be better for 
this task because whilst these small blocks can be associated in different ways by 
different singers to form a broad vocabulary of units, expectation is that they will be 
more or less constant in number and not change from year to year.  
 
A cross validation was also performed to measure the variability of the model based 
on different training and test sets. A ten-fold validation was carried out, which means 
that during each round of tests, 90 % of the data was used for training the models 
while the remaining 10% of the data were tested. To conduct this test, all the data 
was arranged randomly and, each time, a new set containing 10% of the calls (31 or 
32 calls) was tested working sequentially through the whole data series. The average 
classification  performance  for  each  unit  and  subunit  obtained  from  the  ten-fold 
validation  test  is  presented  in  Figure  7.9,  whilst  detailed  results  of  each  test  are 
presented in the tables in Appendix 3. 
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Figure 7.8: Percentage of correctly classified calls using the unit vs subunit model 
for Mada09a recording during the cross-validation test.  The error bars represent 
theThe standard deviation based on the algorithm performance obtained from 10 
repetitions of randomly sampled training and testing datasets. Error bars are not 
presented in future tests as it was assumed that multiple repetitions of randomly 
chosen dataset would give similar error levels. The standard deviation (negative 
value) of the round of testing is shown as a bar on each column. The call labels 
depicted on the x-axis represent the subunit call label rather than the unit call label. 
When  units  are  present  as  a  combination  of  subunits,  then  the  result  value  is 
indicated under the label of one of the corresponding unit. For Unit FG the result is 
presented as bar F, for unit OP in column O, for unit BC in column C and for unit 
TL in column T. 
The overall classification performance of the cross-validation test, where 90% of the 
data was used to train the models, is very similar to that presented in Figure 7.7, 
where only 50% of the dataset for each sound class was used to train the model. This 
applies both to units and subunits. In addition, the standard deviation shows little 
variation across tests in terms of overall classification (both unit and subunit model 
standard  deviation  is  less  than  5%).  However,  looking  at  the  classification 
performance of each call class shows that some units and subunits have different 
classification performance than in the previous test that was presented in Figure 7.7. 
In particular, call classes “D”, “H” and “M” appear to be more often recognised 
correctly when using the 90% training test, particularly when classified using the 116	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subunit model. Interestingly, all these calls are broadband vocalisations. This may 
suggest that some call types may need more training samples than other classes to be 
able  to  obtain  high  levels  of  correct  classification.  The  effect  of  different  size 
training sets will be discussed more in detailed in Section 7.3. 
The  variability  in  performance  between  each  test  round  for  the  cross-validation 
shows that in all instances but one the subunit model results are more consistent 
across tests.  
 
The low performance for subunit/unit “B” compared to the previous test, and the 
large standard deviation, may be a result of the fact that there are very few samples 
of  this  call  occurring  on  its  own  during  the  recording  and,  therefore,  very  few 
instances were present in the testing set each round, if any. Hence, for the unit model 
the  outcome  of  the  test  for  this  call  could  only  be  either  100%  or  0%  correct 
classification. 
 
After testing consistency of the classification method for a single recording, i.e. a 
single  song  session  produced  by  one  singer,  we  wanted  to  check  how  the 
classification algorithm would perform on other recordings to know whether it could 
effectively be a practical tool for biologists who may want to compare songs of 
humpback whales. 
 
A  stepped  approach  was  followed  to  introduce  variation  in  the  model  gradually. 
Therefore, the first round of testing on a different recording was conducted on a song 
of the same year. Choosing a song from the same year and time-period than the one 
analysed  previously  means  that  the  same  units  and  subunits  will  be  encountered 
because research showed that all singers on the same breeding grounds sing the same 
song during one season. This means that variation is introduced only by the song 
being sung by another singer and by the recording quality (in terms of its SNR).  
 
Both the unit and subunit models were tested on a different recording from the same 
year – taken on the 2
nd of August 2009. The training set used is the same as the 
previous test (Table 7.6 and Figure 7.9). 
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Subunits  Units 
Class  Total n.   Correct  Total n.   Correct 
A  11  10  11  11 
B(BC)  4  3  4  3 
C  4  3  -  - 
D  4  3  4  1 
G  17  17  17  17 
H  6  1  6  1 
L  11  11  9  5 
Q  10  9  10  0 
U  7  7  7  6 
Overall  74  64  68  44 
Table 7.6: List of subunits and units encountered in the recording and number of 
correctly classified calls in each case. 
The number of calls present in this recording is small compared to the previous 
dataset because the length of the recording was just 15 minutes. Indeed, after the first 
song  session  the  whale  swam  away  from  the  boat  and  no  further  recording  was 
possible for this individual. The overall performance for the unit model was above 
606% and for the subunit model was 808% (Figure 7.9). 
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Figure 7.9: Percentage of correctly classified calls according to the subunit vs unit 
model for each class and overalls. Note that the performance for the recognition of 
‘Q’ is 0 for the unit model because in this recording we always encountered ‘Q’ in 
association with other subunits. 
The low classification performance for call ‘H’ with both models is attributed to the 
fact that there was boat noise when these calls occurred, and the frequency content of 
the boat noise overlapped that of the whale song. The result was that this call was 
clustered with other vocalisations. 
Although the sample size for this recording was quite limited, the results showed that 
the classification method can be applied to the songs emitted by other individuals 
and that, in accordance with our hypothesis, the subunit model performed better than 
the unit model. The major difference in the results is attributable to the performance 
in the classification of the class ‘Q’ calls (90% versus 0%). In this case, the poor 
performance of the unit model might be due to the fact that ‘Q’ was not found on its 
own in the second recording but as part of a new unit formed by subunits ‘Q’ and 
‘A’ and in all instances this was classified as ‘A’, perhaps because the last section of 
‘Q’  is  similar  to  ‘A’  in  that  its  fundamental  frequency  is  the  same  as  the  first 
harmonic of ‘A’. This example emphasises the importance of having a more flexible 
system for the classification task. If we updated the training set of the unit model to 
include a new unit formed by ‘Q’ and ‘A’ together we would expect to improve the 
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performance of the classification method significantly. Indeed, the subunit model 
recognised both ‘Q’ and ‘A’ in the unit ‘QA’. 
The robustness of the model was further tested on a recording of the previous year 
2008, which was trained using only the training dataset of 2009 to start with because 
we wanted to test whether the subunit model performed differently from the unit 
model provided that from year to year new units are incorporated in a song. We 
would expect that subunits change less rapidly within the repertoire because they can 
be associated in different combinations to form novel units.   
The recoding from August 2008 analysed here has a high SNR in the first 10-15 
minutes, but it then decreases during the remaining 15 minutes probably as a result 
of the boat drifting away from the focal singer. In fact, during the second part of the 
recording there are a lot of overlapping calls due to the presence of multiple singers 
in the range of the hydrophone. Once again the training set for the model was the 
same as the one used in the first test but this had to be updated to include unit ‘B’ 
and unit ‘GF’. The results of this analysis are presented in Tables 7.7 and 7.8 and 
Figure 7.10. 
Output 
Input 
A  B  C  D  F  G  H  L  M  P  Q  S  T  U 
A  11                       1     2          
B     3                                     
D           17           10  7  16  1     1    
F              8                    1       
G        6        18              2  4       
H                    3                      
L  6     2           1  27  4  10  8     2    
M                          6  2             
P  1  1                    3  27  6          
Q  1                 1           1          
S                                   2       
U                                         5 
Table 7.7: Confusion matrix of the results obtained for the 2008 recording with the 
subunit  model.  The  rows  of  the  matrix  represent  the  input  subunits  whereas  the 
columns represent the ouputs.  
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Output 
Input 
A  B  C  D  FG  GF  H  L  M  NL  PO  Q  S  TL  U 
A  4                 4           6             
B     1                                   2    
D           6           6  4  26  10             
FG              6              1        2       
GF                 8                            
H                    3                         
L  5                 10  16     4     24  1       
M           2        1     4              1    
P                                0             
Q                                   1          
S              2                       0       
U                       1           1        1 
Table 7.8: Confusion matrix of the results obtained for the 2008 recording with the 
unit  model.  The  input  units  are  presented  along  the  rows  of  the  matrix  and  the 
outputs along the columns. 
 
Figure 7.10: Percentage of correctly classified unit vs subunits for the song of 2008. 
36  calls  were  removed  from  the  analysis  because  they  could  not  be  manually 
classified by the author as they were overlapping with other calls. Note that a new 
unit class appears, namely ‘GF’ which is made up of exactly the same subunits (‘F’ 
and ‘G’) found in unit ‘FG’ but in reverse order. The percentage of calls that were 
correctly  classified  as  belonging  to  subunit  class  ‘F’  are  given  in  the  column 
labelled ‘GF’ and the calls belonging to ‘G’ are given in the column labelled ‘GF’.  
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The results give further demonstration that the model based on segmenting the songs 
into subunits is more robust than the one based on simply dividing the song into calls 
and silences. In this recording we had to include two brand new unit classes, which 
were  just  a  different  combination  of  the  subunits  observed  in  the  previous 
recordings.  To  accommodate  this,  no  adjustment  of  the  model  using  subunits  is 
required. 
The  overall  drop  in  classification  performance  can  be  attributable  to  multiple 
reasons, which are all related to the fact that the training set used to conduct these 
tests incorporated only calls from a single song of one singer on a different year. 
This  means  that  few  samples  were  used  to  train  the  HMM  for  each  call  class 
accounting for little variability in the vocalisations. Variability needs to be taken into 
account because calls can vary greatly between individuals and also the ambient 
conditions  from  one  recording  to  another  may  be  different.  Therefore,  for  the 
automatic classifier to be efficient, i.e. achieving a performance of 70% and above, 
one  has  to  compile  a  robust  training  set.  Later  in  the  chapter,  results  will  be 
presented of the classification performance using a more complete training dataset 
Before doing so, we present data on the same modelling shown above but testing the 
classifier on a song of 2007, which, theoretically, should be even more different 
from the song of 2009 than the 2008 song.  
The recording of 2007 included 5 brand new units that were not encountered in 
previous songs. Therefore, training required updating the catalogue to include 50% 
of the calls found in the 2007 song. However, the remaining classes were tested 
without  updating  the  training  set  with  sample  vocalisations  emitted  by  the  2007 
singer. 
The results of the automatic classification carried out for the 2007 song are described 
below (Figure 7.11). 122	 ﾠ
	 ﾠ
 
Figure 7.11: Percentage correct classification of the vocalisations present in the 
2007  recording.  Two  overall  values  are  given  in  this  graph  because  a  large 
proportion of the calls present in this recording is represented by calls that were not 
present in the previous recordings analysed. The ‘old calls overall’ represents the 
percentage of correctly classified calls based on the total number of calls belonging 
to classes that were present in the training set, whilst the ‘true overall’ was obtained 
by diving the correctly classified calls by the total number of calls present in the 
recording. 
Overall, the classification using the subunit model was 10% better than using the 
unit model; the subunit model outperformed the unit model in all instances, except 
for one, specifically unit class ‘H’H’, which was trained using calls from the same 
singer. The medium performance of the classification overall is affected particularly 
by the fact that the calls in class ‘A’ were not classified correctly in any instance and 
these calls were quite common during the recording. Most of these vocalisations 
were mis-classified as unit/subunit ‘H’ instead, which is another sound with many 
harmonics.  The  main  distinction  between  the  two  calls  is  that  the  fundamental 
frequency, which is lower for sound ‘A’ and that ‘H’ has a slight upsweep at the end. 
The fundamental frequency of ‘H’ is close to the first harmonic of ‘A’ and this fact 
might lead to mis-classification of the call considering that the 2007 song was sang 
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by a different singer and was more noisy than the 2009 recording on which the 
HMMs were trained. 
7.3.2 Comparison of classification across years 
In the previous section, results were presented for the classification performance 
using Hidden Markov Models that were trained on a small dataset of calls which 
were all produced by the same individual during one song of 2009. In this section, 
comparisons are drawn on the performance of the classifier across years and we 
present results of testing conducted after retraining the previous dataset with the 
addition of calls from all the songs analysed to account for more variability in the 
vocalisations. A summary of the recordings analysed for the songs analysed is given 
below, and comparisons are drawn for the overall classification performance using 
HMMs that were trained with 50% of the dataset (Table 4.1). 
 
The data from recording number 4, of 17 minutes, was manually classified into a 
total of 300 units and 369 subunits. These calls were randomly sampled so that 50% 
of the calls in each sound class were chosen as training set while the other half was 
used for the testing. The total training sample size was 119 units and 150 subunits. A 
consequence of this is that the minimum sample size for each sound class was set to 
6,  in  which  case  3  sample  calls  are  used  for  training  and  the  remaining  3  were 
testing.  Intuitively,  subunits  and  units  that  were  completely  new  could  not  be 
recognised as they were not included in the ‘vocabulary’ of calls. Then the training 
sets were updated with the new calls appearing each year and the data were classified 
again.  
The results of the overall classification for the 4 recordings analysed are presented 
below (Figure 7.12).  124	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Figure 7.12: Correct classification rate as a percentage of the number of calls in the 
relevant  recording.  Results  are  shown  for  the  Unit  model  and  the  Subunit  (SU) 
model, for two conditions, “trained” when the training data includes samples from 
the specific recording, as well as data from recording 4 and “initial” when training 
is only performed using data from recording 4.  
The recording Mada09b (12
th August, 2009) was used for the initial training of the 
HMMs, therefore there is only one set of results for the subunit model and one for 
the unit model. The performance of the classification was extremely high and similar 
for both models. A further recording of 2009 was tested to check the performance of 
the  models  with  a  different  singer,  but  expecting  the  calls  to  be  similar  to  the 
previous recording given that humpback whales tend to copy each others’ songs 
(Noad, et al., 2000).  
Intuitively,  without  updating  the  training  set,  the  subunit  model  presents  an 
advantage over the unit model in that it allows recognising new units that are formed 
by different combinations of previously known subunits. As expected, training using 
that  year’s  data  improved  the  classification  in  all  instances  and  especially  when 
analysing the recording of 2008 because a large percentage of the calls were new. 
Overall the performance of the classifier decreased in the analysis of the 2 recordings 
of previous years, and particularly with the classification of calls in the 2007 song. 
The reduction in performance might be a reflection of the quality of the recordings: 
recording number 4 was chosen for the initial training because it was the one with 125	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the highest SNR. In recording 1, there are overlapping calls from other individuals 
and there is masking by the biological noise from the coral reef.  
The performance of the classification was next studied on the most popular calls that 
were  found  both  as  unit  and  subunits  in  all  recordings.  The  results  of  the 
classification  before  training  of  the  individual  units  (Figure  7.13)  and  subunits 
(Figure 7.14) detected in the recordings from different years are presented below for 
the most popular calls encountered.  
 
Figure 7.13: Correct classification rate (%) for the most common calls present in the 
4 songs from 3 different years using the unit model. Note that unit ‘m’ is not found 
on  its  own  in  recording  1,  leading  to  a  performance  of  0.The  numbering  in  the 
legend refer to the recording numbers outlined in Table 7.5. 
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Figure 7.14: Correct classification rate (%) for the 4 most common calls present in 4 
songs from 3 different years using the subunit model. Note that subunit ‘a’ and ‘g’ 
are not present in the 2007 recording. Subunit g forms the second part of a unit in 
the 2009 recordings and the first part of a unit in the 2008 recording, in addition to 
being found on its own in all three recordings. 
Classification with the unit model was much better in the first recording; whereas, 
with the subunit model the classification without additional training is around or 
above 60% in all but one case. Subunit ‘L’ corresponds to unit ‘L’ in this case and it 
is a very common call in all recordings (Figure 7.15). This sound was observed in 
songs from populations in other parts of the world (Dunlop, et al., 2007). This is 
either encountered on its own or preceded by other subunits of various sort. The 
lower performance of the classifier in recognising this call in the 2008 recording may 
be due to the fact that it was often overlaid with other calls emitted from animals in 
the proximity of the singer. The fast upsweeps of class ‘L’ are indeed very short in 
duration and their frequency sweeps up very rapidly; therefore, their characteristics 
may be easily missed if masked by other calls.  127	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Figure 7.15: Spectrograms (computed with a Hamming window and resolution 22 
Hz) of the calls which are the subject of Figures 5 and 6. The above data set is 
formed by concatenating clips recording 3. 
The  poor  classification  of  unit  ‘D’  in  all  the  songs  except  the  first  one  may  be 
attributable to two main factors: in the recording taken on the 2
nd August 2009 there 
was boat noise partially masking the call; in the 2008 and 2007 songs there were 
several ‘amplitude-modulated’ calls and the MFCCs may fail to capture accurately 
the characteristics that distinguish such calls. 
Furthermore, unit ‘A’ in the song of August 2008 in most cases had a different start 
from  the  previous  years  in  that  it  had  an  initial  upsweep  which  led  its 
misclassification. The subunit model instead captured this modification of the call 
and classified ‘A’ correctly in more than 70% of the cases. Indeed, the classification 
performance improved when a HMM model for a new unit was trained into the 
system which contained the additional subunit observed before ‘A’. 
Similarly, in recording 4 the call ‘M’ was only found in association with call ‘L’; 
therefore the performance of the classifier with the subunit model is higher than 
when using the unit model. Again in this case training should improve the efficiency 
of the HMM; however, this could not be tested in this instance because the sample 
size was too small (N=3) to carry out both training and testing.   128	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7.3 Classification performance with different training sets sizes 
As an additional test, we tested the classification performance of the unit model with 
different training dataset sizes on the recording of 2009 to understand if a smaller 
percentage  of  the  calls  could  be  used  during  the  training  without  reducing  the 
accuracy of the classification. This factor is important when considering how time 
consuming and computationally expensive can be to train the model on an extensive 
dataset of songs. The number of calls used to train each category for each training 
scenario is given in Table 7.9. 
Call 
class 
Training  Correctly classified (% 
out of 181) 
   50 %  25%  10%  50 %  25%  10% 
A  12  11  4  96.88  100.00  84.38 
BC  10  5  3  100.00  100.00  100.00 
D  6  3  3  85.71  100.00  85.71 
FG  7  4  3  100.00  50.00  100.00 
H  10  5  3  100.00  60.00  10.00 
L  10  10  4  96.97  90.91  84.85 
M  8  4  3  85.71  57.14  14.29 
NL  10  6  3  87.50  81.25  37.50 
PO  5  3  3  100.00  100.00  100.00 
Q  10  6  3  100.00  93.33  93.33 
S  9  8  3  86.96  95.65  91.30 
TL  6  3  3  100.00  100.00  100.00 
U  7  4  3  87.50  100.00  87.50 
Overall  110  72  41  94.48  89.50  77.90 
Table 7.9: Table showing the call types identified in the recording analysed, as well 
as  the  number  of  calls  used  during  the  training  stage  for  each  of  the  training 
scenario. The classification performance for each of the scenarios is presented as a 
percentage of the total number of calls tested for each call type. The training set 
number denoted by a ‘*’ mean that the actual number of calls used for the training 
stage should have been less than three if we calculated the appropriate percentage 
of calls for the training scenario; however, to train the HMM a minimum of 3 calls 
are  required.  Also  note  that  the  number  of  calls  used  for  the  training  has  been 
rounded to the nearest integer. 129	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The results show that the best performance overall was achieved using 50% of the 
data for training the HMMs and the other 50% for testing the classifier; however, 
this was not true of all the call classes as can be seen in Figure 7.16.  
 
Figure  7.16:  Percentage  correct  classification  of  the  Hidden  Markov  Modelling 
classification obtained for three different training scenarios for each call type (or 
unit type) and overall. 
With a 25% percentage reduction in training data, the classification performance 
decrease only by 4% but the mistakes affected different call types differentially. 
Indeed,  in  three  instances,  namely  units  ‘L’,  ‘NL’  and  ‘PO’,  the  classification 
accuracy halved (or nearly halved). On the other hand, there are 3 instances in which 
more units were correctly classified when there were 25% rather than 50% calls used 
for training.  
In the last training scenario, when the HMMs were trained using only 10% of the 
data (or slightly more) the overall classification performance reduced to 78%. Again 
here some call types were more affected than others by the change in training set 
size.  Specifically,  units  ‘L’,  ‘NL’  and  ‘PO’  were  classified  very  poorly  (<40% 
correct classification), whilst the classification of the other unit types was nearly 
equal to the one obtained with the other training scenarios. 
Comparison with songs from other years and different locations will be presented in 
the next chapter to validate the applicability of the HMM classification and discuss 
biological factors relating humpback whale song production. 
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7.4 Conclusions 
The results presented in this chapter showed how the classification based on Hidden 
Markov Models performed when presented with recordings of variable quality and 
with  different  levels  of  training.  For  an  automatic  classifier  to  be  successfully 
implemented for the analysis of large datasets, the classification performance needs 
to  be  very  high  (at  least  70%  correct  classification),  especially  when  the  task 
involves classifying a sequence of sounds to be able to recognise song components 
between years because mis-classification of a single may result in portions of songs 
being incorrectly classified. Ultimately this could lead to the same phrase or theme 
being ascribed to different categories (or vice versa). 
The classification based on the unit model achieved quite poor performance when 
songs from different years and singers were introduced; indeed, in many instances, 
less than 70% of the calls were incorrectly classified using unit recognition (Figure 
7.8-7.12), which suggests that it would not be advantageous to use an automatic 
classifier in these cases. However, by looking at the performance before and after 
training  using  units  from  the  same  recordings  as  the  test  set,  it  is  clear  that 
classification  performance  increases  when  samples  of  calls  from  the  same 
singer/song  are  included  in  the  training  set.  The  associated  performance 
improvement  can  be  attributed  to  two  factors:  the  training  set  containing  more 
samples, representing the population of calls more accurately, and the fact that the 
new training sample contains calls that are more similar in characteristics to the ones 
present in the test set, facilitating correct recognition. This observation also applies 
to the subunit model but to a lesser extent, as the classification performance of the 
HMMs for this model is higher before and after re-training. 
Overall,  in  order  maximise  the  performance  of  the  automatic  classifier  several 
samples should be included for each call category and of recordings of different 
quality so that variability amongst calls is taken into account. The results showed 
that certain calls are incorrectly classified more often than others and this should be 
taken into account when evaluating the overall performance of the classifier and to 
understand if the problem is related to the Hidden Markov Model associated with 
that call category or if it lies with the fact that the feature sets used for that particular 
call is unsuitable to describe its characteristics. In general, the classifier performance 
improves  as  the  number  of  samples  included  in  the  training  set  increases..  This 131	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means that when one chooses the suitable training set size, some prior information 
regarding the calls should be taken into account so that one might choose to use a 
higher percentage of training samples for a particular call category, whilst using a 
small training set for other calls that present more distinctive features. Another factor 
to  take  into  consideration  is  knowing  if  certain  calls  are  more  stereotyped  than 
others; stereotyped calls will change little across singers and different years, making 
it easier for the classification algorithm to identify new calls as belonging to a pre-
existing  category.  Indeed,  acquiring  prior  information  about  the  vocalisations 
requires more human input; therefore, one will always need to trade-off the effort 
required  with  the  advantages  that  will  be  obtained  in  terms  of  performance  and 
reduction in computational load. 
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8. Song comparisons 
In the previous chapter we analysed the structure of humpback whale songs recorded 
in Madagascar in the Channel of Ste Marie between 2007 and 2009, and presented 
the  results  of  the  automatic  classification  of  these  songs  using  Hidden  Markov 
Models (HMMs) based on the recognition of units and subunits. The results showed 
that  subunits  are  preserved  more  than  units  across  years  and  that  the  automatic 
classification performance can be relatively high even with small training datasets. 
The first section of this chapter compares the overall song structure of the songs of 
Madagascar analysed in the previous chapter to understand the relationship in the 
changes at the level of the building blocks and those at higher levels of the song 
hierarchy. Specifically, we will look at the themes that are shared across years and 
check if these were present in other recordings of songs of Madagascar and then look 
in more detail at the finer structure of the songs and at which units and subunits are 
preserved through the years. The rest of this chapter compares the overall structure 
of previously recorded Madagascar songs that have been recorded in the waters off 
the  East  coast  of  the  Island  and  the  structure  of  songs  from  populations  of  the 
opposite hemisphere, specifically humpback whale songs recorded in Hawaii and 
Mexico during various years. Whilst the biological significance of the comparison 
and the overall performance of HMMs will be discussed in the next chapter, here we 
will present the results of the automatic classification conducted on the recordings of 
Hawaii and Mexico to test the reliability of the method and to examine if the subunit 
concept can be extended to songs from these populations too.  
8.1 Comparison with known Madagascar songs 
The songs of Madagascar have been less intensively studied compared to songs of 
populations  of  humpback  whales  that  breed  in  other  parts  of  the  world.  As  a 
consequence, there is limited information about their structure and particularly about 
their  evolution  through  the  years.  Scattered  data  are  available  that  have  been 
published in peer-reviewed literature and can be compared to the songs recorded in 
the Ste Marie channel between 2007 and 2011. Previous studies described songs at 
the theme or phrase level which is easily comparable across populations. Here, we 
will compare such sequences but will look in more detail at the building blocks that 133	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make  up  phrase,  i.e.  the  units,  to  build  upon  the  vocabulary  of  vocalisations  of 
humpback whales presented in the previous section. 
As discussed in the previous chapter, the first description of Madagascar song was 
produced by Razafindrakoto (2001) who presented the themes composing songs that 
were recorded in Antongil Bay, a bay just North of Ste Marie Island, where the 
recordings for this thesis were collected. Although this song description was based 
upon two recordings taken during the Madagascar WinterW, we can assume that this 
account is an appropriate representation of the song sang by humpback whales in 
that breeding area in 1996 (Figure 8.1).  
 
Figure 8.1: Composition of humpback whale song recorded in Antongil Bay in 1996 
(adapted from Razafindrakoto (2001)). An example of one phrase is given for each 
theme. 
The song described was composed of 8 themes, each of which is made up by a 
sequence of phrases. The song was compared to those recorded during the same year 134	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in various locations in the Southern Ocean, and was found to be very different to any 
of the Australian songs and also from the song recorded of the coast off Columbia in 
South America (Helweg et al., 1998). Given the proximity of Antongil Bay to Ste 
Marie Island, and the genetic evidence showing relatedness in the DNA sequences of 
these populations, it is feasible that animals singing in these areas belong to the same 
population (Rosenbaum et al., 1997); indeed, singers might spend part of the season 
in one area and then move to the other one (Figure 8.2). Therefore, we can postulate 
that the song recorded in Antongil Bay is a precursor of the songs recorded in the Ste 
Marie channel between 2007 and 2011.  
 
Figure 8.2: Close up view of the North of Madagascar showing the relative position 
of  Ste  Marie  Island  (red  rectangle)  and  Antongil  Bay  (yellow  rectangle)(created 
using Google Earth). 
Comparison of the song of 1996 to the ones recorded in Ste Marie shows no themes 
or phases are shared amongst them. This is consistent with the idea that humpback 
whale songs evolve through the years and as a consequence, after a few years, the 
song  has  completely  been  replaced  by  a  different  one,  as  was  demonstrated  by 
studies conducted in Australia (Noad et al., 2000; Garland et al., 2011). However, 
close inspection of the spectrograms shows that there are shared building blocks 
between these song sequences (although detailed analysis is not possible without the 
original audio data), which suggests that these vary less frequently than phrases and 135	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other components that are higher in the song hierarchy do. Indeed, this evidence 
supports that there may a limited number of building blocks that are arranged in 
different ways to form all the possible song sequences observed. Such observation 
motivates  development  of  an  algorithm  for  automatic  classification  of  units  or 
subunits, as explained in the introductory chapters of this thesis. 
More  recently,  the  song  of  Antongil  Bay  of  2006  was  compared  to  Western 
Australian recordings (Figure 8.3). 
 
Figure 8.3: Theme composition of the 2006 song of Madagascar. All the themes 
presented above were unique to the Madagascar song except for theme B which was 
shared with the Western Australia song of the same year. The spectrograms above 
show only the basic themes that constitute the song and do not include themes that 
were formed by a combination of phrases taken from two different themes, which are 
known as transitional themes (adapted from Murray et al. (2012)).  
Three of the themes presented above are shared with the 2007 song that we recorded 
in the channel of Ste Marie Island; specifically, these were themes B, C and D. This 
is consistent with the fact that songs of the same population of humpback whales 
evolve from year to year so that a portion of the song includes elements that were 
sang the previous year whilst it incorporates new themes that bring variety to the 
repertoire.  A  colour-coded  summary  of  the  Madagascar  song  composition  across 
different years is given below to aid the comparison (Figure 8.4). 136	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Figure 8.4: Colour coded Madagascar song description where each box represents 
a  theme  type  present  in  the  song  sequence.  Different  colours  represent  different 
themes and the white boxes with a dash mean that no additional theme is present 
within the song. Transitional themes are not included in this comparative analysis. 
Note  that  the  2006  description  is  based  solely  on  the  investigation  of  the 
spectrograms presented in Murray et al. (2012). 
The  comparison  of  songs  across  years  shows  that  between  2006  and  2011  two 
themes  were  preserved  in  the  song  structure  and  were  mostly  performed 
consecutively one after the other. Slight changes at the call level were observed in 
these themes within songs of the same year and also across songs of different years 
which may be due to individual variation as a consequence of the fact that different 
singers were performing the song and also to the natural progression in the evolution 
of  the  song.  The  observation  that  two  themes  are  conserved  whilst  the  others 
disappear from year to year or within a two year period could have various biological 
implications which will be discussed in the next chapter. 
Whilst this section provided an overview of the general song structure at the theme 
level for songs of the C3 stock population (Ste Marie) of Madagascar (Rosenbaum et 
al.,  1997),  the  next  section  will  describe  the  themes  of  the  songs  of  humpback 
whales recorded in a different ocean basin in the Northern Hemisphere, namely the 
Pacific  Ocean,  which  are  known  to  be  different  from  the  themes  of  the  songs 
produced  by  whales  in  the  Southern  Hemisphere  to  understand  whether  the 
automatic classification algorithm can be applied to songs produced by humpback 
whales globally and the same pattern is observed in terms of variability at the unit 
and subunit levels. 137	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8.2 Songs of Hawaii and Mexico 
Songs of Hawaii and Mexico were obtained from two affirmed researchers who have 
conducted  studies  on  humpback  whale  songs  for  many  years,  specifically  Dr 
Salvatore Cerchio and Dr Danielle Cholewiak (Cerchio et al., 2001b; Cerchio et al., 
2005; Cerchio et al., 2008). Testing the automatic classifier on songs different from 
the Madagascar ones had two purposes; first we wanted to test the reproducibility of 
the method and ensure that the classifier would work with songs emitted by different 
singers in different locations. Secondly, songs of Mexico and Hawaii were chosen 
specifically because these areas are in the opposite hemisphere of Madagascar which 
means that the populations of humpback whales in these regions should never mix 
because  they  are  geographically  isolated  given  that  their  feeding  and  breeding 
seasons occur at different times of the year. As a consequence, singers belonging to 
populations  of  the  Northern  Hemisphere  should  not  share  themes  within  songs 
because they would not be able to copy each other as they do not come into contact 
at  any  time  during  their  lifetime.  Hence,  we  are  able  to  test  whether  the  HMM 
classifier  would  work  on  songs  emitted  by  completely  different  populations  and 
check if the subunit concept is suitable to analyse their songs too and to identify 
which, if any, of the building blocks are shared across these non-mixing populations. 
Songs of Hawaii and Mexico (Socorro Island just off the West coast) have been 
shown to be exactly the same during the same time of the year; in other words, 
humpback whales of Mexico and Hawaii share their song repertoire despite being 
nearly 5,000 km apart (Cerchio et al., 2001b)(Figure 8.5) .  
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Figure 8.5: Map showing the location and relative size of Kauai and Socorro Island 
where the songs of humpback whales were recorded. The grey shaded area around 
the Islands represents the study area where recordings took place and they were all 
within the 100 meters water depth contour Cerchio et al. (2001b). The different 
environmental conditions between these recordings and the ones taken off the island 
of Ste Marie are evident because in the latter ambient recordings are much more 
reverberant  because  the  channel  is  shallow  compared  to  the  waters  around  the 
Pacific Islands and there are numerous echoes of the sounds produced by the singer, 
as well as those of non-focal animals. 
Given  the  fact  that  songs,  and  therefore  their  building  blocks,  are  the  same  for 
Mexico and Hawaii within a year, we analysed songs of one or the other locations 
during different years. However, since songs will be broken down into their smallest 
components it is important to mention that small differences are observed at the unit 
level between songs of different geographical areas, which have been referred to as 
micro-geographic variations (Norris et al., 2000), that can affect the classification 
performance.  Such  differences  are  comparable  to  the  way  in  which  words  or 
syllables  are  pronounced  differently  in  different  dialects  when  describing  human 
speech, and they are opposed to macro-variations in the song structure which refer to 
the differences at the phrase and theme levels; in other words differences in the 
sequences that compose the song structure. The latter macro-variations have been 
referred  to  as  different  dialects  in  the  songs  of  humpback  whale  in  previous 
literature, which may lead to confusion (Winn et al., 1981; Parsons et al., 2008). 139	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Hence, in this chapter for each case we will specify at what level differences are 
observed. 
A classification of the themes that compose the Hawaiian song of 1989 and 1991 
was provided which was compared to the independent classification of the same 
recording  conducted  by  the  author  and  another  trained  observer  to  check  the 
accuracy of the manual classification. The classification obtained through these three 
independent observers had a high level of agreement >98%. The few calls that were 
classified differently belonged to phrases that were transitions between a theme and 
the next. Transitional phrases are observed in all humpback whale songs and include 
vocalisations that are peculiar because they are usually stumped versions of the calls 
that will form the core of the following theme or are formed by a mixture of calls 
from the previous and following phrase. Hence, these transitional phrases occur only 
one or twice within a song and they look different on each occurrence. The manual 
classification  obtained  by  the  two  trained  observers  was  then  compared  to  the 
classification at the theme level obtained from Dr Salvatore Cerchio as ultimate test 
of the reliability its accuracy. The themes observed in the 1989 song of Hawaii are 
presented  below  (Figure  8.6)  and  as  expected  they  are  different  from  the  ones 
observed in the Madagascar recordings. 
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Figure 8.6: spectrograms representing the themes that compose the 1989 song of 
Kauaii  (adapted  from  document  given  by  Dr  Cerchio  of  Whale  Conservation 
Society). The numbers used to label the themes presented here are chronological and 
have no bearings to the numbering used to label the themes of the songs recorded in 
Madagascar described previously. 
The spectrograms shown above represent a sample phrase for each of the themes 
observed; the actual theme is formed by repeating the phrase illustrated n times. The 
number of repetitions is variable and can change from one repetition to the next of 
the same song. As discussed in chapter 2, the song structure is extremely repetitive 
and it is unknown if this redundancy is a means of memorising the song component 
or if it actually plays a role in the meaning of the song. Research is being conducted 
to  better  understand  this  aspect  of  the  singing  behaviour  of  humpback  whales 
(Suzuki et al., 2006; Miksis-Olds et al., 2008). In some cases, a theme is subdivided 
into versions a) and b) to describe themes that are essentially the same but present 
minor differences in the number of repetitions of a particular unit or if one unit in the 
sequence is substituted by a different one (e.g. Themes 4a and 4b, Figure 8.6).  
So far, this section has introduced the generic structure of songs of humpback whales 
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highlighted how themes vary between years and how they differ completely between 
populations  of  opposite  hemispheres  in  terms  of  their  macro-structure,  i.e.  the 
sequence of calls that are juxtaposed to obtain the full song. By contrast, the rest of 
this  chapter  will  look  at  the  lower  level  structure  of  the  song,  examining  the 
characteristics of individual units and subunits and consider any changes that may 
occur in them through years and across populations. Finally, the results of applying 
the automatic classifier to these songs are presented. 
8. 3 Call evolution within and between songs 
Recall that themes and songs evolve over the course of a breeding season and also 
between years with new components being incorporated in the themes and the order 
of phrases within the themes being rearranged, leading to the generation of original 
songs. Despite the fact that numerous studies have looked at the way songs evolve, 
no one has yet described the way in which individual calls change through the years 
as the songs change. This section aims to provide a description of such changes 
which  concern  the  building  blocks  of  humpback  whale  songs.  Specifically,  a 
description will be given of the vocalisations which were identified as shared across 
the songs of different ocean basins. The purpose here is to understand how whales 
modify  single  vocalisations  through  the  years  rather  than  looking  at  the  minute 
details in the signal characteristic, whose differences can be ascribed to individual 
variations of the vocal apparatus of the singers. In other words, this section will 
summarise the calls shared amongst songs and look at their substructure, i.e. if they 
are  always  encountered  as  individual  units  or  if  they  can  be  decomposed  into 
subunits and in the latter case, specify the different associations of subunits found in 
the recordings. All the figures presented below were produced using Raven Lite. 
The first call that was shared amongst recordings was unit ‘A’; this vocalisation was 
always found on its own separated from other calls by silences at the start and at the 
end of the call, which means that the unit and subunit for this call class correspond 
(Figure 8.7). 142	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Figure 8.7: Amplitude (top) and spectrogram (bottom) of a sample vocalisation ‘A’ 
taken from a recording of Madagsacar (left), Hawaii (middle) and Mexico (right). 
The y-axis of the spectrogram shows frequency in kHz and the x-axis indicates time 
in seconds. 
Vocalisation ‘A’ was found in all recordings of Madagascar, Hawaii and Mexico 
with  most  energy  in  the  fundamental  frequency  and  numerous  harmonics.  The 
overall shape of the call varied within recordings from completely straight to slightly 
arched. Overall, the call was frequent in all recordings and highly stereotyped in the 
sense  that  changes  in  duration,  overall  shape  and  fundamental  frequency  were 
minimal. In some instances, the formation of subharmonics was observed at multiple 
integers of half the value of the fundamental frequency. 
Another shared call amongst songs of all three geographic areas was vocalisation ‘F’ 
which unlike the previous unit was mostly found in combination with some other 
call before or after it without any silence to separate them. In other words, call ‘F’ 
was  mostly  found  as  a  subunit  and  occasionally  observed  on  its  own  as  a  unit 
(Figure 8.8). 143	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Figure 8.8: Amplitude (top) and spectrogram (bottom) of a sample vocalisation ‘F’ 
taken  from  a  recording  of  Madagascar  (left),  Hawaii  (II).  The  y-axis  of  the 
spectrogram shows frequency in kHz and the x-axis indicates time in seconds. In the 
songs of Madagascar this call was found in association with another call, namely 
call ‘G’ (III)) which was both found before or after call ‘F’ to form units ‘FG’ and 
‘GF’ respectively. In the songs of Mexico ‘F’ was found on its own or as the last 
component of a long vocalisation made up of three subunits (call IV). 
Subunit ‘L’ was the most frequent call in the Madagascar recording and was present 
in themes from all the years analysed. Hence, it is unsurprising that this vocalisation 
was present in the songs of the other two locations across years (Figure 8.9). 144	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Figure 8.9: Amplitude (top) and spectrogram (bottom) of various samples of the 
vocalisation  ‘L’  on  its  own  and  with  associated  subunits  in  recordings  from 
Madagascar  (left),  Hawaii  (middle)  and  Mexico  (right).  The  y-axis  of  the 
spectrogram shows frequency in kHz and the x-axis indicates time in seconds. In the 
songs of Madagascar this call was found in association with another call, namely 
call ‘T’ (first vocalisation from the left) which was only observed before call ‘L. In 
the songs of Mexico ‘L’ was found on its own or in a slightly ‘stumped’ version as 
the starting subunit in unit ‘LC’, of which there were many versions (two of them are 
shown  in  the  spectrogram  as  the  last  two  calls  of  the  Hawaii  sequence).  In  the 
recordings of Mexico, ‘L’ was found always on its own but sometimes just after the 
flat frequency call represented in the spectrogram above (3rd call from the right).  
Whilst subunit ‘L’ was extremely common in the Madagascar recordings and also in 
the songs of Socorro Island, it was quite rare in the songs recorded off the coast of 
Kauai between 1989 and 1993. A ‘stumped’ version of ‘L’ was observed in the 
Hawaii recording though, which was common and found in association with other 
subunits  to  form  many  variations  of  the  unit  ‘LC’.  The  difference  between  the 
Hawaiian call and the more recent instances of Madagascar and Mexico lies in the 
fact that in the latter two locations call ‘L’ had a fast frequency upsweep so that the 
majority of the energy in the final section of the call was distributed equally in a 
band spanning few Hertz to about 800 Hz, as depicted in Figure 8.9. Although the 145	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sweep rate can vary slightly between calls, their duration and frequency is fairly 
consistent. These sounds have indeed been shown to be extremely stereotyped in a 
recent study conducted in Hawaii, suggesting they can be used to detect humpback 
whales using passive acoustic monitoring techniques (Stimpert et al., 2011). 
Broadband calls are less frequent than the other types of calls within songs, and 
although a clear fundamental frequency cannot be established just by observing a 
spectrogram, the band where most energy is contained can be used as indicator to 
compare the call between songs and determine if it is indeed the same vocalisation 
that  we  observe  in  the  different  songs.  Some  broadband  calls  were  also  shared 
amongst song repertoires, as shown in the figure below (Figure 8.10). 
 
Figure 8.10: Amplitude (top) and spectrogram (bottom) of various samples of the 
shared  broadband  vocalisations  encountered  on  their  own  and  with  associated 
subunits in recordings from Madagascar (left), Hawaii (middle) and Mexico (right). 
The y-axis of the spectrogram shows frequency in kHz and the x-axis indicates time 
in seconds. In the songs of Madagascar the broadband call labelled ‘T’ was found in 
association with another call, namely call ‘L’ (first vocalisation from the left). In the 
songs of Mexico and Hawaii ‘T’ was found both on its own and in association with 
other broadband calls. The spectrogram above shown subunit ‘T’ associated with 
‘P’ (last two calls on the right), and in Figure 8.8 it was shown in an instance were 
‘T’ was the first subunit of a unit composed by three elements, specifically subunits 
‘T’, ‘P’ and ‘F’. 
The duration of the calls described above was approximately the same in all the 
songs  and  so  was  the  frequency  band  where  most  energy  was  contained.  Even 146	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though many combinations of units were observed which contained subunit ‘T’, this 
call was always the first component of the unit, the end of which was a subunit with 
a higher fundamental frequency was attached. 
Some  calls  were  extremely  variable  even  within  songs  in  that  their  fundamental 
frequency shifted from one repetition of a phrase or theme to the next. This means 
that it was not possible to determine confidently if these calls were shared between 
songs  of  different  populations.  The  problem  arises  because  the  fundamental 
frequency is the main characteristic used to discern calls, whilst the overall shape of 
the call is a secondary factor. There are instances of calls that have the same overall 
shape and duration but the attack and end frequency of these sweeps is different and 
therefore the calls were ascribed to different call classes.  
Table 8.1 provides a summary of the subunit combinations and defines which ones 
are shared. 
SHARED	 ﾠCALLS	 ﾠ
Hawaii	 ﾠ
1989	 ﾠ
Hawaii	 ﾠ
1991	 ﾠ
Mexico	 ﾠ
2006	 ﾠ Madagascar	 ﾠ2009	 ﾠ
Hawaii	 ﾠ1989	 ﾠ -ﾭ‐	 ﾠ 4	 ﾠ 5	 ﾠ 2	 ﾠ
Hawaii	 ﾠ1991	 ﾠ 3	 ﾠ -ﾭ‐	 ﾠ 2	 ﾠ 1	 ﾠ
Mexico	 ﾠ2006	 ﾠ 6	 ﾠ 2	 ﾠ -ﾭ‐	 ﾠ 1	 ﾠ
Madagascar	 ﾠ2009	 ﾠ 4	 ﾠ 2	 ﾠ 2	 ﾠ -ﾭ‐	 ﾠ
Table 8.1: Overview of the number of subunit types (pink shading) and unit types 
(blue shading) shared amongst recordings. 
The number of call types shared across recordings demonstrates that more subunits 
than units are present in songs of different years and different locations, suggesting 
that the smaller building blocks are less variable. Although the number of shared 
subunits  (pink  shading)  may  seem  small,  one  needs  to  consider  that  the  song 
sampled for these comparisons is very limited because accessing data from other 
locations that could be compared to the Madagascar songs was difficult, and that 
there  is  a  20  year  gap  between  the  songs  of  Hawaii  and  Madagascar.  This 
comparison between shared units and subunits took into account the fundamental 
frequency of the calls and their harmonic structure and call types were assigned to 
the same category only if there was absolute certainty that the calls observed were 
shared amongst songs. In certain cases, very similar calls were observed that had 
minor differences in structure or whose fundamental frequencies differ by about 100 
Hz lower or higher than another call. In such cases, the calls observed were assigned 
to different call categories even though one might argue that the differences might be 147	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due to individual differences or environmental factors. Indeed, no information was 
available about either the singer or the depth at which the animal sang, whilst both of 
these factors could play an important role in the features of the observed calls. One 
problem with analysing variations in calls at the unit and subunit levels extracted 
from  recordings  of  different  geographic  regions  is  that  the  sound  production 
mechanism  in  baleen  whales  is  still  largely  unknown.  Therefore  one  cannot 
determine  whether  minor  differences  in  call  structure  are  related  to  the  physical 
differences of individual singers and the sound propagation mechanisms through the 
environment, or if some of these differences truly represent a novel call type. 
8.4 Automatic classification across songs 
The  automatic  classification  algorithm  was  tested  to  classify  songs  of  humpback 
whales across years and populations. In order to do this, the recordings were all 
converted to a consistent sample. The chosen sample rate was 16 kHz because this 
allowed the inclusion of most of the recordings that were available to the author 
whilst including in the analysis all of the calls and most of the harmonics of the 
vocalisations present in the songs. 
The initial tests were conducted on the recordings from Hawaii 1989 because they 
were the first chronologically. One recording from 1989 was used for training the 
models  initially  and  running  all  the  subsequent  tests.  Initially,  the  HMMs  were 
trained  on  the  first  recording  of  1989(A)  and  tested  using  the  unit  grammar  to 
recognise calls of the same recording and of another recording of 1989(B) to test if 
the  performance  was  consistent  across  recordings  that  contained  the  same  units 
performed by different individuals (Figure 8.11). 
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Figure 8.11: Classification performance of the automatic classifier based on HMMs 
trained  with  the  unit  grammar.  The  results  show  the  automatic  classification 
performance of two recordings, both taken in 1989 in Hawaii but on different days 
which means that we assume a different singer was performing the same song. The 
recordings capture different portions of the songs and for this reason, three of the 
units encountered in the first recording were not found in the second one (which is 
why there is no pink bar for three units). The performance bars in this figure are the 
average performance of the automatic classifier obtained from running the test 3 
times, each of which was carried out using 50% of the data for each call type for 
training.  For  each  round  of  testing  50%  of  the  data  of  each  call  type  manually 
classified was randomly selected as the training set and the remainder was used as 
the testing set. Error bars indicate the standard error for the results obtained for the 
three rounds of testing. 
The  variability  associated  with  conducting  multiple  tests  using  different  random 
selections of training samples show that the results are consistent independently of 
which calls are chosen for training the HMMs. This suggests that the results obtained 
from trials were only one round of training is carried out are reliable and represent 
the performance of the automatic classification algorithm. The variance was higher 
for  those  call  types  whose  sample  size  was  very  small  where  a  difference  in 
classification of just one call resulted in a relatively high error rate. 
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In terms of classification performance, the results show that all the units present in 
the first recording were accurately classified also in the second recording apart from 
call type ‘RC’. For the latter the performance dropped drastically to approximately 
10%, this is because this unit is extremely variable both in duration and frequency 
(Figure 8.12).  
 
Figure 8.12: Spectrogram (NFFT 1024, Hanning window (1024)) and amplitude of 
the unit RC from recording 1989A (left of the pink line) and 1989B (right of the pink 
line).  
The unit presented in Figure 8.12 was classified as unit ‘N’ in nearly all the cases 
possibly because this was the most similar unit to the second part of the structure of 
call  type  ‘RC’,  and  the  classifier  did  not  group  this  call  with  unit  ‘R’  which 
corresponds to the first short low frequency pulse at the beginning of each ‘RC’ call. 
The fact that call ‘RC’ was misclassified nearly in all cases in the tests conducted on 
recording 1989(B) trained on the dataset from recording 1989(A) is attributable to 
great  variability  of  the  second  part  of  this  call.  Even  though  there  was  much 
variability associated with this call type, all these vocalisations were grouped in the 
same unit category because when investigating the song structure at the phrase level, 
they were found to be in corresponding phrases.  
So far we looked at the robustness of the classification performance when HMMs are 
trained with different random samples of call types but the amount of data fed in the 
system was unvaried; specifically training was always done using 50% of the calls 
identified for each call category. The next set of results investigates the performance 150	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of the classifier when the amount of training data is altered. In a similar fashion to 
what we didin the previous chapter for the vocalisations detected in the songs of 
Madagascar, we tested the classification on the Hawaiian calls when 50%, 25% and 
10% of the dataset for each call type used for training the HMMs. The number of 
calls that were tested for each unit class is summarised in Table 8.2. 
Class 
Number of calls tested 
Number of calls correctly 
identified 
50%  25%  10%  50%  25%  10% 
A  51  76  91  34  91  78 
D  11  14  16  8  16  8 
DE  4  5  5  3  5  5 
DZ  4  4  4  3  4  4 
E  5  10  11  5  11  2 
F  15  13  15  10  15  15 
H  4  4  4  4  4  4 
I  4  7  7  5  7  7 
J  34  53  63  33  63  56 
K  10  14  14  9  14  12 
N  3  3  3  3  3  3 
O  6  8  8  4  8  4 
R  9  17  17  10  17  16 
RC  6  9  9  6  9  8 
T  13  22  27  12  27  23 
Total  179  259  294  148  294  245 
 
Table 8.2: Summary table of the unit classes of vocalisations encountered in the 
Hawaiian 1989 song. The table shows the number of calls tested for each call class 
according to the amount of training (expressed as a percentage of the total number 
of calls for each category) carried out on the data and the relative number of calls 
correctly ascribed to each class. When the number of calls to be trained did not 
correspond to an integer, the value was approximated to the nearest integer number.  
The dataset used for this test was song 1989(A) and as before we used vocalisations 
taken from the same recording to train the automatic classifier, which means that the 
first column of the following figure will match the results presented before for the 
same  recording.  We  would  expect  these  new  tests  to  have  higher  classification 
performance because calls from the same singer are used for training and testing 
(Figure 8.13). 151	 ﾠ
	 ﾠ
 
Figure  8.13:  Performance  of  automatic  classification  algorithm  tested  on  the 
Hawaiian  recording  from  1989  where  the  HMMs  were  trained  with  different 
amounts  of  calls.  Each  trial  was  performed  three  times  using  randomly  chosen 
training sets, and the variability the results obtained using different training sets is 
expressed by the error bars. 
The results show that overall the automatic classification performance obtained using 
different  amounts  of  training  data  was  very  similar  and  above  80%  with  little 
variability amongst trials. However, the amount of training performed seemed to 
affect the recognition performance of unit types differentially. Unlike for the other 
unit types, in the case of units ‘DE’ and ‘DZ’ the number of calls used for training 
was not modified for the different trials because there were too few samples of these 
calls present in the recording; however the performance of the automatic classifier in 
correctly  identifying  these  calls  changed  between  trials.  This  observation  just 
highlights the fact that the classification of all of the vocalisations is linked to the 
training  set  presented  and  therefore,  to  achieve  the  best  possible  results,  the 
recognition algorithm must be fine-tuned for each class. Indeed, one needs to choose 
the most suitable scenario to obtain a performance that is suited to the task at hand 
and decide on the trade-off between training set and overall recognition performance, 
as we will discuss in more detail in the next chapter. 
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Now that we have looked at the specific performance of the automatic classification 
using HMMs based on the unit grammar to classify songs of the same year recorded 
in Hawaii, we will investigate the performance of the algorithm across years and 
songs  of  different  populations  where  the  fine  characteristics  of  calls  might  be 
different, as mentioned in the previous section. The system was trained using 50% of 
the data for each unit call type of the song of Hawaii of 1989(A) and the tests were 
conducted on one recording for each of the other locations and one additional song 
of Hawaii recorded in 1991 to test if the performance of the classification algorithm 
was  robust  enough  to  recognise  shared  calls  that  present  micro-geographical 
differences in the same way as a human listener can. 
The  results  obtained  using  the  unit  dictionary  described  in  previous  chapters  is 
compared  to  the  performance  of  the  automatic  classifier  based  on  subunit 
classification of the calls. Both of these scenarios are presented for two cases: firstly 
the training set of the first song of Hawaii (1989) was used as the only training 
sample for the recognition task of all the other songs, which means that some of the 
calls that are new each year will not be correctly classified (Figure 8.14). Secondly, 
the training set was updated to include some call samples for each call category for 
each song.  
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Figure 8.14: Classification performance of the algorithm using HMMs trained only 
on the call types found in the recording of Hawaii 1989. Note that when there is no 
bar for a data series it means that that particular unit was not found in the song of 
that year not that the performance of the classifier scored 0%. In addition, although 
call types W and Z were found in the recording of 1989 used for training, their 
sample size was too small to allow for testing the classification performance for that 
call type on the unit in that year. However, the samples presented in 1989 for those 
two units were trained in the HMMs and successfully classified calls in the song of 
1991. 
The results showed that in all but 2 cases the classification performance of song units 
using HMMs trained on a different recording from a different year and location was 
60% or above. In the case of unit ‘DZ’ the classifier did better when presented with 
units  of  another  recording  than  its  own  which  was  unexpected  given  that  calls 
emitted from the same singer are generally more alike and should be easier for the 
classifier to cluster together. We can attribute this unusual result to the small sample 
size for this call, which included only 3 samples for training and the same number 
for the test set.  
Call type ‘A’ was the only one that was encountered in all 4 songs analysed and it 
was one of the most common vocalisations in all of them. However, the performance 
of the classifier for this call type dropped dramatically when presented with calls of 
the Madagascar song recorded in 2009. This is surprising because earlier results of 
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the units classification carried out using the Madagascar songs for training (Chapter 
7)  showed  that  unit  ‘A’  was  correctly  classified  most  of  the  time.  This  large 
difference may be due to two factors: 1) the training set built using the Hawaiian 
song contains one or more units that are very similar in characteristics to call type 
‘A’, or 2) the quality of the Madagascar recording is very different from that of 
Hawaii leading the feature sets (MFCCs) to describe the call inaccurately in some 
cases. 
Whilst 8 out of the 17 sound unit types found in the song of Hawaii recorded in 
1989, only a maximum of 5 units in total were shared with a song from a different 
year, specifically the Mexico 2006. These findings show that song evolution is not 
only at the theme and phrase levels but that it also involves the building blocks of 
songs. Indeed, observing the changes that occur at the theme or phrase level one can 
see that some themes are completely preserved from one year to the next whilst 
others are completely replaced by new themes that are made up of different phrases 
from  the  songs  of  the  previous  year.  This  process  leads  to  the  song  changing 
thematic structure entirely over the course of a few years. On the other hand, if we 
observe the changes in units composition from year to year, there does not seem to 
be complete replacement of unit types after a few years, instead some units are more 
or less common in different years and some are formed by rearranging small chunks 
of their components to form novel combinations, in a similar way to how birds and 
humans rearrange syllables during their utterances. For this reason the number of 
shared subunits across recordings is greater than the number of shared units despite 
the fact that the overall number of subunits forming the ‘vocabulary’ of songs is 
smaller.  This  is  an  attractive  characteristic  from  the  classification  point  of  view 
because  using  fewer  building  blocks  means  that  the  computational  load  and  the 
amount of training needed will be reduced. Results of the automatic classification 
performance for shared subunits are presented below (Figure 8.15). 155	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Figure 8.15: Automatic classification performance of all the songs analysed from 3 
different locations using the HMM modelling based on subunit recognition. 
As expected by definition, the number of shared subunit types across songs was 
greater  than  the  number  of  unit  types  which  is  advantageous  because  it  allows 
comparison of more recordings with less and less training required since one needs 
to  add  new  vocalisations  for  fewer  instances.  In  addition,  the  recognition 
performance of the classifier based on the subunit grammar was better than the one 
obtained using the unit modelling. Subunit ‘Z’ was not found as a unit in any of the 
recordings  apart  from  the  one  used  to  train  the  algorithm  but  was  found  in 
association with other subunits in all the recordings. For this reason we have the 
recognition results for ‘Z’ in Figure 8.15 but not for the unit recognition (Figure 
8.14). 
As it will be discussed in more detail in the next chapter, the identification of a 
shared ‘vocabulary’ amongst humpback whale populations that are spatially isolated 
could have important implications in biological terms because it may give cues as to 
how  they  produce  sounds  if  physical  constraints  to  sound  production  can  be 
identified and it may provide an insight into the usage of the calls and the song 
purpose.  In  addition,  identification  of  common  calls  amongst  the  repertoire  of 
humpback whales and description of how their characteristics change over time are 
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necessary information for scientists who wish to develop automatic classifier and 
detection algorithms, particularly for localising humpback whales in real time.  
Lastly, a cumulative test was carried out to test the performance of the algorithm 
trained on the original training set of Hawaii 1989 but with the addition of all the 
new units and subunits encountered in the other recordings to test if the recogniser 
would cope well with a cumulative training set that included sample of calls from all 
the recordings analysed (Figure 8.16). 
 
Figure 8.16: Percentage of correct classification overall of the units and subunits 
contained  in  a  variety  of  humpback  whale  songs  from  different  years  and 
geographical areas. 
The results of the recognition tests carried out on all the songs using a cumulative 
training set which included 50% of the calls of the Hawaii 1989(A) recording and 
50% of the total number of calls for each new call type that was introduced from the 
other recordings showed that high levels of correct classification can be achieved, 
particularly if one implements the subunit grammar. The overall performance of the 
classifier was also related to the quality of the recording; indeed, the worst results 
were  observed  for  the  recordings  of  Madagascar  2007  and  2008  which  included 
several  overlapping  calls  because  more  than  one  singer  was  recorded  on  those 
occasions. Also during these tests, as observed in previous recognition tasks, some 
calls were classified correctly nearly every time whereas others were more prone to 
misclassification, which affected the overall performance percentage presented in 
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Figure  8.16.  Broadband  calls  were  especially  problematic  probably  because  the 
MFCCs  used  for  characterising  the  signals  are  not  particularly  well-suited  to 
describe such signals. In addition, some incorrect classification occurred for very 
short signals, which could be a result of the fact that the MFCCs were calculated 
using the same window length for all calls. However, the structure of the HMM 
toolkit does not allow to change frame sizes depending on the type of call presented 
and most biologist who might need to use an automatic classifier would not want to 
change  the  acoustic  parameters.  An  overview  of  the  ways  in  which  it  would  be 
possible to improve the automatic classifier and to extend its applications will be 
given in the Chapter 9. 
8.5 Conclusions  
This chapter presented an overview on the whole structure of the songs recorded in 
Madagascar, in the Ste Marie channel, by the author and compared them to other 
songs produced by the same humpback whale population in previous years. Because 
Madagascar  is  a  very  remote  area,  little  research  has  been  put  into  studying  the 
structure of humpback whale songs in this area compared to other regions of the 
World where songs have been recorded since the 1ate 1980’s. It was shown how 
some  of  the  subunit  components  defined  in  this  thesis  were  shared  across 
populations that reproduce in separate hemispheres, suggesting that the use of these 
building blocks could aid classification of songs and the identification of shared 
features between populations.  
The results presented in this chapter showed how Hidden Markov Models can be 
used  to  successfully  classify  songs  of  humpback  whales  produced  by  multiple 
singers on different breeding grounds. This can be achieved simply by training the 
existing model with new sound subunits. This means that once the HMMs are setup 
then only limited manual input is required to adapt the model for recognition of new 
songs and to quickly run comparisons of the repertoire of different populations, as 
discussed more in detail in the final chapter of this thesis.   158	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9. Discussion and perspectives 
9.1 Summary of findings and original contributions 
As  it  will  be  discussed  in  more  detail  in  the  following  sections,  the  following 
objectives have been achieved: 
•  The development of an automatic classification algorithm for classifying 
humpback whale songs. The results presented in chapters 7-8 showed that 
Hidden  Markov  Models  can  be  used  to  classify  the  elements  that 
compose  humpback  whale  songs  accurately.  As  for  all  supervised 
algorithms, a robust training set containing several examples for each call 
class are necessary to achieve high levels of performance. 
•  For the first time, subunits were formally defined as the smallest building 
blocks  of  humpback  whale  songs.  Although  the  subunit  nomenclature 
existed in the first description of humpback whale songs, given by Payne 
and McVay, they were never defined nor used for classifying songs and 
comparing them across populations. 
•  A  catalogue  of  subunits  was  created,  highlighting  the  elements  that 
remain constant across years and/or populations versus the ones that are 
more variable. In addition, throughout the thesis, we presented examples 
of subunits that are arranged in a different order to compose different and 
novel units.  
•  A record of songs was created for the East Madagascar population from 
2007-2011 that were compared to songs of other populations across the 
world,  allowing  an  insight  on  similarities  and  differences.  Further 
comparisons of such songs may improve our understanding of how songs 
are learnt and modified through the years, and on the movements of the 
Madagascar population in relation to other populations in the Southern 
Hemisphere. 
•  We  showed  that  classification  based  on  sound  units  is  not  the  best 
approach  for  categorising  humpback  whale  songs  when  performing 
comparisons of songs across years and for different populations that may 
arrange  building  blocks  in  different  ways.  However,  if  one  wanted  to 
mimic  the  manual  approach  of  comparing  song  elements  at  a  higher 159	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hierarchical level, for instance to compare phrases, the Hidden Markov 
models could be adapted to fit this purpose. 
9.2 Automatic detection  
The automatic detection algorithm was developed with the only goal to segment the 
songs recorded into their individual unit components to enable further processing of 
the data and to input individual calls in the automatic classifier. To achieve this, a 
basic energy detector was developed based on a double energy threshold. The double 
threshold was chosen because it has been widely observed that in most cases the 
loudness of humpback whale vocalisation is greater at the start of a call than at the 
end. Under this assumption, it is reasonable to choose a rather high energy threshold 
to mark the start of a vocalisation to avoid false positives that might be triggered by 
noise, and a lower threshold value to mark the end of the call to ensure that most of 
the vocalisation was captured between the two limits. Indeed, the detector developed 
was crude and extremely susceptible to varying the quality of recordings. As pointed 
out in previous chapters, the calls of humpback whales are extremely variable and 
some of them are characterised by frequency jumps, which by definition have small 
segments where the local energy is zero because the flow of air through the vocal 
folds is constrained temporarily. Intuitively, this causes a problem in an energy based 
detector because one needs to incorporate a window so that the local drop in energy 
will not be detected as the end threshold separating the call into smaller segments 
each  time  a  frequency  jump  occurs.  Although  it  is  easy  to  apply  a  windowing 
function,  which  was  done  in  the  detector  used  in  this  project,  this  introduces  a 
problem, which has two important implications. Applying a window means that the 
user has to set the window length introducing subjectivity to the automatic detector, 
and the choice of this parameter will also impact the two energy thresholds that are 
set to determine the start and end of each signal. Therefore, one is faced with a trade-
off between reducing errors due to frequency jumps and choosing a window that is 
short enough to place the start and end markers of the call at the right locations, 
without missing large chunks of each unit. Moreover, as previously mentioned, the 
duration of humpback whale vocalisations is extremely variable which is again a 
factor  to  consider  when  setting  an  appropriate  window  size  for  the  call;  indeed, 160	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choosing a window that is too long will impede the correct segmentation of the 
shortest calls that are 0.1 s long.  
The problem of subjectivity due to human input is also linked to setting the initial 
threshold  values  for  the  segmentation  because  these  two  parameters  need  to  be 
adjusted  by  the  user  according  to  the  quality  of  the  recordings  to  maximise  the 
detector performance. Indeed, if the noise floor is very low one can set relatively low 
energy thresholds to be able to identify the exact point at which the signal starts; 
however, if the quality of the recording is poor, one needs to set a higher threshold 
which will not be triggered by distant callers or other sources of noise. The fact that 
humpback whales sing in a chorus in Madagascar presents a huge challenge for 
building a robust algorithm for the segmentation of their songs because unless one is 
recording an animal that is very close to the hydrophone, the recording is bound to 
contain  signals  emitted  from  more  than  one  singer.  Hence,  during  the  signal 
processing stage, one needs to trade-off between maximising the number of calls 
detected whilst reducing the false positives caused by vocalisations of conspecifics 
that are singing in the vicinity of the focal animal. As in most field studies, the 
researcher needs to tailor the recording tools to ensure that it will be possible to 
answer the study questions with the collected data. Practically, this means that one 
should be aware of the limitations of the equipment available to record and of the 
tools available during the signal processing stage to ensure that it will be possible to 
obtain meaningful results. For instance, if one aims to compare the songs produced 
by  humpback  whales  in  a  given  location  between  years,  then  it  is  important  to 
maximise  the  quality  of  the  recordings  obtained  which  means  reducing  the  total 
amount of data obtained in each season, to be able to record a singer in isolation so 
that all the vocalisations present in the song sequence will be detected and included 
in the analysis. If the song quality deteriorates, then the detector may not be accurate 
and the song structure estimated using the automatic segmentation algorithm may be 
affected. If this was the case, then one might end up with a completely mis-read song 
structure, an effect similar to frame-shift errors that occur in DNA sequences during 
replication. 
A  couple  of  ways  to  improve  the  detector  accuracy  in  noisy  conditions  are  to 
implement a pre-whitening filter on the data to de-correlate the noise, which could 
also reduce the human input in terms of selecting different start and end thresholds 161	 ﾠ
	 ﾠ
for each recording, and remove the effect of transducer response, which is dependent 
on  the  hydrophone  and  recording  system  used  to  collect  the  data.  Indeed,  such 
adaptation might not be effective in very high levels of noise because the algorithm 
would not know where to mark a sound start. Whilst noise from boats and other 
biological sources such as snapping shrimp and fish is an issue that can be mitigated 
by applying a variety of filters that are widely developed, the biggest problem faced 
during the detection stage is that multiple singers might be present in a recording 
because humpback whales sing in chorus. Whilst one can take much care to get as 
close as possible to the singer before starting to record, the boat will usually drift 
away from the singer whilst recording, or the singer might move away from the boat 
between song cycles. This means that even if one starts recording very close to the 
animal and sets the minimum gain settings to reduce the ambient noise, the data are 
likely to deteriorate very quickly. Hence, in most recordings, especially in an area as 
restricted  as  the  channel  of  Ste  Marie  which  is  less  than  20  km  wide  and  very 
shallow, there are numerous overlapping calls being recorded and reflections of the 
signal due to the reverberant environment. A system for the automatic segmentation 
of  humpback  whale  calls  which  is  robust  to  noise  was  recently  presented  by 
researchers  at  Scripps  Institute,  California,  which  showed  high  level  of  accuracy 
(Probability of detection = 95% and probability of false alarms < 6%) in detecting 
calls buried in shipping noise (Helble et al., 2012). The detector is based on the 
calculation  of  the  signal  energy  with  a  generalised  power  low  introducing  some 
modifications to cope with non-stationary coloured noise and removing the manual 
input  that  is  commonly  required  to  set  the  energy  thresholds.  However, 
unsurprisingly the algorithm is not well-suited to separating calls of a focal animal 
buried in the chorus of calls from conspecifics because the calls from background 
animals are exactly the same as the ones that are produced by the focal singer. A trial 
of this algorithm was carried out to test if it would detect the song components 
accurately but the results were extremely poor because there was too much overlap 
between singers (Figure 9.1). 
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Figure 9.1: Spectrograms showing the spectrogram of a 30 seconds song segment 
with poor signal to noise ratio (bottom) and the detection results where the blue 
shading represents silence because the detector identified that portion as noise, and 
the spectrograms segment represent sections that are identified as one single call of 
humpback whale (top). 
As shown in Figure 9.1, most of the energy of the units that constitute this song 
segment is below 5 kHz, and many calls overlap in frequency and time, making it 
impossible even for a human trained human observer to segment this song into its 
components. Thus, it is not surprising that the automatic did not cope well with such 
extensive  overlapping  of  songs,  which  were  emitted  by  more  than  3  singers 
simultaneously.  
 
To  conclude,  the  automatic  detection  of  humpback  whale  song  components  is 
feasible only if a human observer would be able to tell the calls apart. If two singers 
are present in a recording, it is usually possible to separate their calls apart and work 
out the song sequence because the calls will not be completely overlapping but some 
will fit in the silence of the other singer and vice versa. However, if three or more 163	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singers are present then it becomes nearly impossible to discriminate the calls of 
different singers recorded with a single hydrophone because the vocalisations will 
overlap extensively. Therefore, in such instances, systems of multiple hydrophones 
will be required to separate the calls emitted by many singers present in a small area. 
9.2 Automatic classification performance 
Previous research on humpback whale song classifiers (Mercado III and Kuh, 1998; 
Deecke  and  Janik,  2006a;  Pace  et  al.,  2009)  proved  that  the  task  of  automatic 
classification for this species is extremely challenging because, unlike other baleen 
whales (Mellinger and Clark, 2000; Mellinger et al., 2011), their calls are extremely 
variable in both the time and frequency domains which means that matched filter 
algorithms  are  ill-suited  for  this  task  For  this  reason,  this  project  developed  a 
classifier based on Hidden Markov Models (HMMs) which are robust to variations 
in the signal duration and that have been widely developed for speech recognition 
making them easily accessible to users. 
The  results  demonstrated  that  HMMs  can  be  successfully  employed  for  the 
classification of humpback whale songs. This method has several advantages: the 
training is not computationally expensive, therefore it can be carried out quickly, the 
process is easily repeatable and less subjective than a full manual classification, and 
the training set can be updated using new calls without having to run the whole 
algorithm from the start. In addition, a relatively small sample size, in this case 
approximately 150 subunits, is required to train the system which means that fewer 
calls have to be discarded from the analysis. This is particularly important when one 
wants to preserve the integrity of the song sequence to study the theme structure and 
to compare it to that of songs recorded from distinct populations.  
In this context, it is important to note that the subunit model needs less training and, 
as shown for certain vocalisations in the previous Chapters 7 and 8, it allows one to 
identify a call which appears only 3 times in the song segment. Again, this has 
important implications in the inter-population comparisons because one might be 
able  to  identify  the  appearance  of  a  new  vocalisation  within  the  repertoire  of  a 
specific population and investigate if this is copied from another population, giving 
insights into the possible migration routes followed by the whales. Indeed, analysis 164	 ﾠ
	 ﾠ
of a larger dataset whose songs span over several years and different locations is 
needed to corroborate these ideas. 
It is widely recognised that songs evolve from year to year and that some form of 
cultural  transmission  takes  place  since  adult  humpback  whales  are  capable  of 
learning  new  songs  (Noad  et  al.,  2000).  Changes  in  songs  based  on  phrase 
comparisons across populations have also been recorded within a season (Cerchio et 
al.,  2001a),  leading  to  interesting  discussions  on  the  evolution  and  cultural 
transmission of humpback whale songs.  
Although all males within a breeding area sing very similar songs at any given time 
(Payne and McVay, 1971; Winn et al., 1981), these songs change gradually within 
the same season with the introduction of new units, which will cause changes at all 
levels of the song. Such modifications result in songs being very different when one 
compares songs recorded in years separated by extended periods (4 or 5 years), as 
first noted by (Payne and Payne, 1985) and later confirmed by the Australian song 
revolution reported by Noad and colleagues (2000). 
Subunit analysis over a wider year range will enable one to establish if the evolution 
of songs occurs at this lower level too and determining the rate of change of subunits 
over different seasons. We expect subunits to change less than units over time and, if 
they really can be considered the basic building blocks of the songs, they should 
converge to a fixed number as the dataset increases. Ultimately, the modifications at 
the unit level should be amenable to different associations of subunits. A similar 
approach based on subunit classification was used for killer whales’ calls (Shapiro et 
al., 2011) and the results obtained confirmed that analysis based on subunits helps 
reducing the computational load and that stereotyped calls often contained different 
combinations  of  subunits  (in  75%  of  the  cases).  Although,  killer  whales  do  not 
produce call sequences to form songs, the variety of calls they produce present some 
common  characteristics  with  the  sound  units  of  humpback  whales,  including 
frequency jumps and fast sweeps. The results comparing the performance of the 
automatic classification showed that the model based on subunit recognition was 
more  successful  than  the  unit  model  at  correctly  classifying  the  individual  song 
components overall and also required less training to be carried out when comparing 
songs of different singers as they sometimes form different association of subunits to 
constitute new units. These findings were consistent across the analyses carried out: 165	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overall the subunit classification was better in the results obtained on the analysis 
conducted on Madagascar songs alone and also when the HMMs were trained using 
Hawaiian  data  to  recognise  vocalisations  of  songs  from  different  years  and 
populations. In a few instances, looking at the classification performance for each 
call type the unit model out-performed the subunit one, particularly if some instances 
of the calls emitted from one singer were included in the training set to test a song 
produced by the same singer.  
The reliability of the Hidden Markov Modelling results was tested by replicating 
tests on the same songs using different training and test datasets chosen at random to 
assess the error after each trial, as described in the Chapters 7 and 8. The recognition 
appeared to be consistent across trials; the performance diverged by 1, or rarely 2, 
calls per class from one trial to another. Nevertheless, the error in some cases was 
large because the total number of calls tested for a particular sound type was very 
small,  meaning  that  the  proportion  of  correct  to  incorrect  calls  could  vary 
significantly  if  there  was  a  difference  in  classification  performance  of  one 
vocalisation. Indeed, with larger datasets for each call type we could have obtained a 
better estimation of the reliability of the automatic classification algorithm and if this 
remains constant as training and testing datasets are randomly chosen. This is quite 
an  important  factor  to  be  established  especially  given  that  humpback  whale 
vocalisations are extremely variable and do evolve in structure throughout a song 
because  one  needs  to  be  sure  that  including  peculiar  vocalisations  in  either  the 
training or testing set will not impact the results negatively.  
The impact of changes in the training set on the automatic classification results was 
also tested with three scenarios in which the HMMs were trained using different 
numbers of calls for the training stage. Knowing how the classifier performs using 
different proportion of training and testing data is crucial for the practical application 
of the algorithm. Indeed, it is universally accepted that the more the data used for 
training, the better a classifier should perform because by increasing the amount of 
training one will obtain a more accurate representation of the statistical properties of 
that particular population, given the characteristics of the observations fed into the 
system. However, it is impractical for an end user to train the model using hundreds 
or thousands of observations because it is a very time consuming process, and often 
the data available to the analysis will not be enough to do so, as in the case of this 166	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project. Indeed, it should be possible to identify a level of training past which the 
increase in accuracy starts levelling off so that an increase in amount of training will 
result  only  in  a  very  slight  increase  in  accuracy.  Therefore,  we  compared  the 
performance of the automatic classifier using different training percentages to be 
able to inform users regarding the trade-off between accuracy and manual labour. 
The  results  presented  both  for  Madagascar  and  Hawaiian  songs  showed  that  the 
performance of the classifier was higher for most sound categories when the HMMs 
were trained using 50% of the dataset of each call type. Nonetheless, high levels of 
classification performance were also achieved by using only 25% of the data for the 
training, both overall and looking at the call categories individually with 80% or 
more of the calls being correctly classified. On the other hand, when we reduced the 
training set to 10% of dataset for each call type, the individual performance of the 
classifier per call type reduced significantly in several of the categories, despite the 
fact that the overall classification results did not diverge hugely between trials. This 
is because the overall classification performance of the classifier was calculated as 
the percentage of total calls correctly classified over the total number of calls tested; 
specifically, this means that if a few calls were classified incorrectly in categories 
which contained only a few calls, the individual classification performance for that 
particular  call  class  would  be  very  much  lower,  but  overall  the  percentage  of 
misclassified  calls  would  increase  by  a  small  amount.  In  other  words,  when 
assessing the performance of any automatic classification algorithm that deals with 
vocalisations as varied as those of humpback whales it is necessary to take into 
account  not  only  the  values  obtained  for  the  overall  number  of  calls  correctly 
classified, but to look at the distribution of incorrect calls and if some sound types 
are always or never ascribed to the wrong category. The results obtained in this 
project showed that some vocalisation types were classified correctly more often 
than  others.  Whilst  some  variation  in  the  performance  can  be  expected  partly 
because the amount of calls included in the training set is different for each call 
category, however, instead of depending on the number of calls used in the training 
which is a positive indicator of the reliability of the system, the performance of the 
classifier also depends on the nature of the calls. In particular, broadband calls are 
mis-classfied more often than any other type of calls. This is probably due to the fact 
that  Mel-Frequency  Cepstrum  Coefficients  (MFCCs)  are  more  suited  to 167	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characterising harmonic signals, being based on the Fourier transform on the signal. 
In addition, in noisy conditions, the frequency bands of broadband calls are often 
corrupted by noise because they occupy a broader frequency range than harmonic 
calls.  Furthermore,  broadband  calls  include  both  the  longest  and  the  shortest 
vocalisations identified within songs, and the MFCCs are calculated using a fixed 
window length. Indeed, it would be useful to be able to modify the frame length 
accordingly to the type of call to be classified. However, this might be difficult to 
realise practically without introducing the need for some prior knowledge about the 
signals. One way in which this could be achieved would be to run a preliminary 
analysis during which all the vocalisations inputted in the algorithm are split into 
broadband and non-broadband, similarly to how speech is divided into voiced or 
unvoiced in some tasks. Once the calls are ascribed to these pre-defined categories, 
then one could proceed with the calculation of the MFCCs with different window 
length for each of the two groups. One could even decide to use different types of 
features  for  the  two  groups.  This  would  significantly  complicate  the  analysis 
following this step given the way in which HTK is structured.  
For the purpose of this thesis we analysed the automatic classifier performance based 
on the classification of individual calls and investigate its effectiveness using two 
‘vocabularies’ based on the traditional unit segmentation and the subunit approach. 
However,  given  that  HTK  allows  introducing  additional  modules  for  sentence 
recognition  systems  for  instance,  one  could  extend  the  algorithm  to  classify  the 
songs based on sequences of units or subunits. Since the earliest stages, researchers 
noted that the songs of humpback whales appeared have a hierarchical organisation, 
hence  the  definition  of  song  proposed  by  Payne  and  McVay  (1971),  which  was 
recently confirmed quantitatively using an information theoretic analysis (Suzuki et 
al., 2006). In a later study, entropy was used to quantify redundant information of 
the songs and to validate the observations on the hierarchical structure of humpback 
whale songs (Suzuki et al., 2006; Miksis-Olds et al., 2008). The fact that songs are 
formed  by  a  hierarchy  of  sound  components  suggests  that  the  automatic 
classification effort could be extended to longer dependencies of songs than the units 
or  subunits,  for  instance  phrases,  which  may  contain  biologically  meaningful 
information. Indeed, the hierarchy of sounds could be learned by the HMMs during 
the training stage. Song classification using HMMs could be extended to the analysis 168	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of  more  complex  song  components,  such  as  phrases.  Phrases  are  units  that  are 
juxtaposed to form sequences that are repeated several times to form song themes 
(Payne  and  McVay,  1971).  The  length  of  phrases  is  variable  both  in  terms  of 
duration and in the number of units that are associated to form it. Typically they are 
between 2 and 6 units long and last between 5-30 seconds. Research has focused on 
the study of phrases in an attempt to understand the pattern of song evolution and 
transmission. Using HTK, it is possible to train the models to recognise sequences of 
HMMs  by  simply  tuning  the  language  structure.  This  function  was  created  to 
recognise words or entire sentences for speech recognition purposes. Intuitively, the 
system  could  be  adapted  to  reflect  the  hierarchy  of  humpback  whale  songs  to 
recognise,  for  instance,  phrases.  Although  the  increased  level  of  complexity  will 
require  a  larger  training  set  and  a  greater  computational  load,  it  would  help 
processing  large  amounts  of  data  objectively  but  safeguarding  the  biological 
significance of the analysis. A pilot study for the recognition of phrases of humpback 
whales songs of Madagascar using HMMs was carried out by William Scott-Hartley 
in the past few months as part of an undergraduate project at the Institute of Sound 
and Vibration Research, showing promising results. The classifier developed treated 
the  sound  components  as  a  string  of  units,  from  which  the  silent  intervals  were 
removed and was successful and identifying most phrases within a song given a 
training set of a few samples of the labelled components of individual phrases. This 
was achieved applying only few modifications of the algorithm at the grammar level; 
in other words, the new structure to be recognised was defined in the HTK to include 
the new hierarchical structure of the sounds that were found in the dataset presented 
to the algorithm. Although problems such as the fact that some phrases every so 
often contain a variable number of repetitions of a particular vocalisation were not 
addressed,  the  methodology  shows  the  huge  potential  of  applying  HMMs  to  the 
recognition of humpback whale songs. 
9.3 Comparison of songs of Madagascar across years 
In  Chapter  7,  the  songs  recorded  in  Madagascar  between  2006  and  2011  were 
compared to understand how song in this region evolve. The spectrograms of the 
song of 1996 presented in Razafindrakoto (2001) could not be inspected in detail and 
included in the analysis because the quality of the figures were of poor and only one 169	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representation  of  phrase  was  presented  with  no  detailed  description  of  how  they 
varied within and between songs. The analysis conducted showed that songs were 
composed of a varying number of themes, some of which were short and repeated 
more several times within a song, whereas others were constituted by more themes 
which were repeated only once per song. The evidence presented shows that some 
themes are preserved more than others across years. Whilst we cannot confirm if this 
fact applied to the songs of other populations of humpback whales or if this is true 
long term in any of the breeding grounds, it opens the debate as to whether some 
themes are less affected by the evolution process. If whales conserve some themes of 
their songs in preference to others, there are several factors to consider both in terms 
of the cognition capability of these whales and the general song usage and purpose. 
The fact that some themes are conserved for a longer period than other themes across 
years may be due to chance or to a decision of the whale to produce those themes 
specifically. The theory that themes with a high level of similarity are repeated for 5 
consecutive years as a result of chance seems extremely unlikely; however, more 
robust  evidence  is  needed  to  implicate  a  decision  of  the  whale  to  repeat  certain 
themes over others for several years. If whales chose to preserve specific themes for 
a long period of time compared to the general evolution of the song structure with 
time, it means that there must be some advantage to doing so. For instance, certain 
themes might just have a simpler structure than others or be easier to remember and 
therefore have a lower cost of production to the singer. Alternatively, the common 
themes could serve some purpose in the communication amongst whales that belong 
to the same population.  
9.4  Comparison  of  individual  vocalisations  that  constitute 
humpback whale songs 
Subunits were defined here for the first time as the shortest continuous sound that 
can be encountered on its own or in association with other subunits within a song. 
The frequency characteristics of a subunit are less variable than those of a unit; 
therefore they should be more easily classified using automatic algorithms. There are 
similarities between a subunit a phoneme in speech analysis; phonemes being the 
building blocks of human language. By drawing this comparison with speech we are 
not implying that humpback whales convey their mental representation via a sound; 170	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nor  are  we  suggesting  that  we  are  able  to  assign  the  meaning  of  the  units  that 
constitute  a  song  by  distinguishing  their  subunit  components.  We  merely  aim  at 
describing humpback songs through less complex blocks which eases the automatic 
classification task by reducing the number of components necessary to describe the 
wide variety of calls produced by these marine mammals. 
The analysis based on subunits rather than units appears to improve the classification 
of humpback whales vocalisations. Indeed, according to our definition subunits are 
less variable than units and they are usually of shorter duration. This fact allows one 
to more accurately model them with stationary models. Subunits should be able to 
describe the whole repertoire of calls. This means that subunits should be repeated 
from year to year, whereas the units may change. Comparison of songs collected 
over  different  years  showed  that  a  larger  proportion  of  subunits  were  preserved 
during the years compared to the number of units; however, given the limited data 
available  for  the  analysis  it  was  not  possible  to  converge  towards  an  invariant 
number of components that are able to represent the entire vocabulary of humpback 
whales. The dataset was integrated with songs obtained from other regions of the 
World,  namely  Hawaii  and  Mexico,  which  showed  that  some  of  the  units  and 
subunits  are  shared  amongst  populations  even  though  they  are  geographically 
isolated from each other and songs have never been shown to contain shared phrase 
or themes across different ocean basins. Again, the number of shared subunits was 
greater than the number of shared units suggesting that using the subunit model for 
recognition can lead to advantages in reducing the manual input and therefore the 
time effort at the training stage. Although at this stage it is not possible to apply the 
classification  algorithm  developed  based  on  a  fixed  predefined  training  set  that 
would match the vocabulary of all humpback whale populations, we showed that it is 
possible to achieve high level of classification performance integrating the training 
set with samples of the new calls that appear in each different song. More detailed 
information about the dynamics in which the song evolves is required to be able to 
achieve  the  goal  of  a  universally  applicable  automatic  recogniser  that  needs  no 
updating of the training set. At present, research on song evolution has focused on 
the  phrase  and  theme  levels,  possibly  because  it  is  much  easier  and  less  time 
consuming to compare dataset over these higher levels of the hierarchy than it is to 
look at the details of their building blocks. However, it would be extremely valuable 171	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to obtain a detailed picture the variability of units and subunits between individuals 
that  perform  the  same  song,  how  these  change  between  years,  and  if  the  same 
amount of variability is encountered across populations. Some studies showed the 
geographical variability of songs meaning that humpback whales in different regions 
may sing the same song but the themes or phrases within these songs might contain 
slightly different units or different numbers of the same units, forming what they 
term  ‘dialects’.  Nonetheless,  the  details  regarding  the  variability  of  units,  which 
could be compared to pronunciation difference, has been overlooked. Certainly the 
fact that little is known about the mechanism of sound production in this species, and 
that we cannot associate a meaning with the sounds emitted makes it difficult to 
conduct  comparative  studies  on  the  building  blocks  of  humpback  whale  songs. 
However, research focussed on the behaviour associated with social sounds will give 
an insight on the intentions of whales when they emit particular calls (Dunlop et al., 
2007c; Dunlop et al., 2008). If calls with similar structure are associated with the 
same behaviour repeatedly, then one can assume that such sounds are the same and 
they might be ‘dialects’ of the same sounds.  
 
9.5 Future work 
The  work  presented  in  this  thesis  shows  that  Hidden  Markov  Models  can  be 
employed  for  recognising  calls  of  humpback  whale  songs  with  high  levels  of 
precision  across  a  variety  of  sources,  despite  the  limitations  highlighted  in  the 
previous sections.  
Future research could be focused on the development of the classification algorithm 
to recognise elements of humpback whales songs at a different level of the hierarchy. 
Because biologists tend to classify the phrases within songs, it would be useful to 
build this level of song hierarchy within the recognition grammar of the HTK so that 
one could immediately visualise the sequence of phrases that make up the theme, and 
ultimately the song for that year and location. This added level of complexity in the 
algorithm could be implemented within the HTK toolkit with minor modifications to 
the algorithm from the methods presented in this thesis. However, putting together 
the training set of phrases for such models would be very labour intensive.  
Another  area  of  development  for  the  model  would  be  to  include  a  class  of 
unidentified calls within the classification algorithm so that, if unsure, the model 172	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could  class  new  calls  within  this  category  rather  than  trying  to  fit  them  within 
existing call classes.  
Furthermore, future work could be dedicated to developing a way to interface the 
results of the HMM classification with some sound analysis software (e.g. Adobe 
Audition) that is commonly employed by researchers for inspecting their recordings 
so that the results of the classification would be embedded, for instance, within their  
Spectrogram or waveform viewer as they scroll through the recording. This could be 
achieved by turning the results of the HMM recognition into marker cues that are 
appended to the wav files. Such application would make any recognition algorithm 
really useful and readily implemented by groups who are working on humpback 
whale  songs  across  the  globe.  This  could  be  taken  even  further  by  running  the 
algorithm in real-time on a vessel as one listens to the songs, giving near real-time 
song classification. 
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Appendix I 
Matlab script for the segmentation of songs into their component units. 
 fs=44100; 
  
tseg=30; 
rec_length=901*fs; 
kstart=1;  
kstop=kstart+(tseg*fs); 
  
j=1; 
while kstop<=rec_length 
  
    xf=wavread('08h50',[kstart kstop]); % only get a segment of the 
data 
  
    t=[0:(length(xf)-1)]/fs; 
    L=512; % window length 
    [C,Ekm]=kleiwer_mertins(xf,L); % estimation of the signal energy 
    C=Ekm; 
  
 
    %% calculation of the energy with double-thresholding system %% 
    tb=0.005; % threshold of signal beginning 
    te=0.0005; 
    E=zeros(size(C)); 
    D=E; 
    %figure(1),hold on,plot([0 30],[1 1]*tb) % to plot threshold 
line on the 
    %energy plot 
    det_flag=0; 
    for n=1:length(C) 
        if C(n)>tb 
            det_flag=1; 
        else 
            if (det_flag==1) 
                if (C(n)<te) 
                    det_flag=0; 
                end 
            end 
        end 
  
        if (det_flag==1) 
            E(n)=C(n); 
        end 
        D(n)=det_flag; 
    end 
 
    %% find position of start/end units %%% 
  
    dD(:,j)=diff([0;D(:);0]); 
    positions(j).start=find(dD(:,j)==1); % vector of start position 
of each vocalisation 
    positions(j).stop=find(dD(:,j)==-1)-1; 
     
    kstart=kstart+tseg*fs; 
    kstop=kstop+tseg*fs; 174	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    j=j+1; 
    
end 
  
%% 
n=length(vocals); 
for k=1:n 
    voc=xf(vocals(k,1):vocals(k,2)); 
    LPCs(k,:)=lpc(voc,20); % matrix with lpc coefficients. each row 
is a different vocalisation 
end 
n=length(vocals); 
banks=20; 
noverlap=50; 
window=hanning(512); 
for k=1:n 
    voc=xf(vocals(k,1):vocals(k,2)); 
    mfccs(k,:)=mymfcc_prw(voc,window,noverlap,banks,fs); % structure 
with mfcc coefficients. each column is a different vocalisation 
end 
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Appendix 2 
Catalogue of calls present in Mada 2009a song. 
Unit 
label 
Subunit 
labels 
Spectrogram (frequency 
resolution 43 Hz/bin) 
Pink line represents split 
between subunits 
Fundamental frequency 
(Hz) 
Start (end) 
N. of HMM 
states 
Unit 
(subunit) 
A  A 
 
290   1 (1) 
BC  B AND 
C 
 
2500 (1000)  3 (B=2 , C=1) 
D  D 
 
100 (Energy up to 1290)  2 (2) 
FG  F AND 
G 
 
370 (990)  3 (F=1, G=2) 
H  H 
 
190  1 (1) 
L  L 
 
62 (400)  1 (1) 176	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M  M 
 
160  2 (2) 
PO  P AND 
O 
 
706 (1500)  2 (P=2 , O=2) 
NL  N AND 
L 
 
130 (800)  2 (N=1, L=1) 
TL  T AND 
L 
 
120 (450)  2 (T=1, L=1) 
U  U 
 
2500 same start and end;  
max frequency =3700 
3 (3) 
Q  Q 
 
120 (360)  2 (2) 
S  S 
 
90 (520)  2 (2) 
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Appendix 3 
Results of each round of tests for the ten-fold validation conducted on recording 
Mada2009a. 
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