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What difference do our decisions make to our reasons for action and the rationality of our actions? There are two questions here, and good grounds for answering them differently. However, it still makes sense to discuss them together. By thinking about the relationships that reasons and rationality bear to decisions, we may be able to cast light on the relationship that reasons and rationality bear to each other.
	Two forceful thoughts have set the agenda for recent discussion of this pair of questions and suggest that the answers must be different. On the one hand, your decisions surely do make a difference to what it is rational for you to do. If you decide to do something (and do not rescind the decision), not taking suitable steps towards implementing your decision can be irrational. And this seems true even if you ought not to have decided to do it. On the other hand, though, it is hard to see how decisions that you ought not to have made can be reasons in favour of the things you ought not to have decided to do. 




To focus the questions I am asking, I need to begin by saying something about each of the three terms in my title.
	A decision, I shall take it, is the conscious formation of an intention to do something. This identifies decisions by placing one restriction on the class of intention-formations: they must be conscious. Other writers sometimes place different restrictions on that class.​[1]​ However, the decisions I shall be discussing are ones which I think would satisfy any plausible definition. 
	An intention to do something is a commitment to doing it. On the approach championed by Michael Bratman, the sense in which intentions are commitments can be explained by reference to the roles that they characteristically play in our planning activity, and the norms that govern those roles.​[2]​ Here, it will be helpful to distinguish two such roles. When you intend E, you will typically plan towards E by doing what promotes and avoiding what conflicts with the realization of E, coordinating this with the pursuit of your other intended ends. You will often also plan from E, using the assumption that E will occur in thinking about what to do subsequently. It is possible to be committed to E in the first of these ways but not the second: you might be orchestrating your action, compatibly with your other intentions, towards E, but without being confident enough of success to rely on the attainment of E in further planning. This opens up the possibility of a debate about whether true intentions play both roles, only the first, or neither.​[3]​ I prefer to sidestep this verbal issue by making the following stipulation. “To-intentions”, I shall say, are states of the kind that characteristically plays the first role; “from-intentions” are states of the kind that characteristically plays both. This distinction will be important later.
	These remarks leave some things obscure. They claim that to- and from-intentions “characteristically” and “typically” play these roles in planning. Eventually, I shall be replacing these phrases with “to the extent that you are rational”. But I have some explaining to do before I reach that point. This is enough to get us started. 
	Next, a stipulation about “reasons”. It is not controversial whether decisions can be explanatory reasons why actions occur. The interesting question is whether decisions are reasons to do things – that is, whether they are reasons for action, reason that count in favour of actions or, as I shall follow others in saying, normative reasons for action. I need to make a further stipulation. “Reasons”, as I use the term here, will refer to those awareness-independent considerations whose normative bearing on action we deliberate about: what some writers call “objective” rather than “subjective” normative reasons.​[4]​ This is the sense of “reason” in which, if my doctor convincingly tells me that a certain drug will cure me when in fact it will kill me, there is no reason for me to take the drug. Confining the use of “reason” to this sense does seem stipulative: ordinary usage does not clearly insist on it. But it is a good stipulation to make, since it focuses our attention on what really matters. When my doctor or I deliberate about whether I should take the drug, what we are concerned about is what effect it really will have on my health.​[5]​
	Several writers take reasons of this kind to be conceptually primitive, and I am inclined to agree with that view.​[6]​ But it is debatable – John Broome denies it – so I will not assume that here.​[7]​ 
	“Rationality”, as standardly used, is a term of evaluation. Evaluation of what? One of my main aims in what follows will be to make progress in answering that question. A first attractive-looking answer is this: “Evaluation of my rationality is evaluation of my thoughts about reasons, and of whether my actions and attitudes are appropriately affected by those thoughts.” That is vaguer than we need.​[8]​ But an account of this kind – call it an “apparent reasons” account of rationality – gives us a good place to start in looking for the right thing to say about examples like the one just given. If all the evidence I have suggests that the drug will cure me, then it is rational for me to think there is a reason to take it, and (if I do think that) to take it. Taking the drug “makes sense”.
	This suggestion, however, is only one of a variety of competing accounts of the relationship between reasons and rationality. Many such accounts can be classified as belonging to two broad families. Responsiveness accounts explain rationality as responsiveness to reasons or apparent reasons. Proper functioning accounts reverse this order of explanation. These think of rationality as proper mental functioning, and then explain reasons as the considerations that have a motivational influence on agents to the extent that those agents are functioning properly and possess relevant information.​[9]​ In fact, the most influential traditions of thinking about practical reason have taken this latter form. The label “proper functioning account” naturally calls to mind the kind of neo-Aristotelian account advanced by Philippa Foot, but many neo-Kantian and neo-Humean views have the same general structure, explaining what it is to have a reason to act by reference to prior accounts (albeit very different ones) of what it is to be functioning rationally.​[10]​
	Apparent reasons accounts, since they are a kind of responsiveness account, are opposed by proper functioning accounts. They are also opposed by other kinds of responsiveness account. In particular, there are those that contain a more direct element, making rationality at least in part a matter of our responsiveness to reasons themselves rather than just our thoughts about them. In favour of this, the following sort of case can be offered (a “Huckleberry Finn case”, we might say).​[11]​ There are facts that do amount to decisive reasons for you to perform an action (Jim’s humanity counts decisively in favour of helping him to hide from the slave-hunters); you falsely believe there are decisive reasons not to perform that action; but then, in opposition to this judgement, you go ahead and do the right thing, in a way that is responsive to the facts that are indeed good reasons. If you do this, there is something wrong with the way you deliberate and act. But arguably, there is also something importantly right: you respond to the reasons in the right way. And perhaps we should mark what is right about your responsiveness to the reasons by saying that it is a kind of rationality. I return to this kind of case later.




Once we distinguish reasons themselves from our responses to them in the way just outlined, we confront a strong objection to the idea that decisions themselves could be reasons.​[12]​ Return to the example of the drug. Before I have started thinking about it, there is no reason to take the drug, since it will not cure me. If I form the belief that it will cure me, there is still no reason to take the drug, since even if my belief is rational it is false. So if I form a second belief that there is a reason to take the drug, that is false too. Now suppose that having formed these beliefs, I decide to take the drug. On a view according to which decisions are reasons, the truth-value of my second belief now changes. My decision, which was based on a false belief, itself turns that belief from false to true!​[13]​
	Perhaps this will not seem so bad once we observe that the very strong reason not to take the drug – it will kill me – remains in place. My decision to take it may give me a reason to do so, but that reason is clearly outweighed.​[14]​ However, there will be variants of the example for which that is not true. How strong a reason is my decision supposed to give me for taking the drug? Call that strength s. Now progressively weaken the bad effects of the drug, so that it produces not death but debilitation, pain, discomfort, annoyance, irritation… Eventually, we will have a drug for which the reason not to take it has a strength less than s. And now we have an example in which, before my decision, there is a decisive reason for me not to take the drug, but if my false belief that there is a decisive reason for me to take it leads me to decide to take it, that belief thereby turns from false to true.​[15]​
	What makes this hard to accept is that, in a case like this, the reasons for or against deciding to do something just are the reasons for or against doing it.​[16]​ My decision to perform the action is a faulty decision – it is the wrong response to those reasons. So how can the fact that I do respond by forming that decision succeed in counting in favour of my action, when my decision is the wrong response to the very reasons which, before I made it, counted against the action as well as the decision?
	This problem has come to be called the problem of “bootstrapping”.​[17]​ The label is not entirely satisfactory, since the complaint is not that decisions pull themselves by their own bootstraps from being decisions there was no reason to make into decisions there is a reason to make, nor that actions do this to themselves. The problem is rather that it is hard to see how a decision which is one, incorrect, kind of response to a set of reasons could itself provide a further reason to add to that set, thereby transforming another kind of response – an action – into something that ceases to be incorrect. But since the label has become common, I shall continue to use it. The important point is that the problem it refers to seems serious.
	I have concentrated on the cases in which my decision is the wrong response to my reasons, since there the problem is at its most obvious. But if there is a problem with thinking that decisions are reasons for action in those cases, this will also be problematic in cases where my decision is the right one. The reasons that count in favour of my action are the reasons for deciding to do it. If decisions and actions are responses to the same reasons, it is hard to see how one kind of response, right or wrong, can add to the reasons for the other. 

III: Decisions and Reasons

What exactly does the bootstrapping objection show? It might be thought to show that our decisions never make a difference to our reasons. But that is false, in three different kinds of case. More carefully, it might be claimed that decisions themselves can never be reasons. But in the third kind of case, that is false too.
	Decisions are sometimes thought to make the following kind of difference to reasons: although your decision to do A is never itself a reason to do A, it makes a difference to whether you have a reason to take a means to doing A. Having a reason to do A (it is claimed) is not itself enough to give you a reason to take a means to doing A: for that, you must actually have decided to do A. After all, it is argued, you have no reason to take a means if you are not going to do A.​[18]​  However, I find this argument unconvincing. If you are not going to do A it is equally pointless to decide to do A, but that does not show that there is no reason to decide to do A: you cannot make the reasons go away just by ignoring them. It is normally true that you have no reason (to decide to do A and not to do A). But that does not mean that, when you are not going to do A, you have no reason to decide to do A. If not, then agreeing that you have no reason (to take a means to doing A and not to do A) should not lead us to conclude that, when you are not going to do A, you have no reason to take a means to doing A.
	So​[19]​ this alleged difference is not one of the three I have in mind. For the first of those three, consider the costs of reversing a mistaken decision. Suppose I am faced with a choice between A and B. I have a decisive reason to choose A, but I (rationally or irrationally) choose B. After I have done so, the cost of changing course to A may be too great for it to be worthwhile. If I am already standing in the supermarket queue when I realize that the tube of toothpaste in my basket is 5 cents more expensive than the better rival brand, it might not be worth going back and swapping. My decision to choose what I had most reason not to choose has meant that I now have most reason to do what I have decided. 
	This does seem to be a first way in which my decision can make a difference to my reasons. But it is not a very interesting way. Here, my decision has caused me to do something which has put me in a new situation whose features provide me with new reasons. My having made the decision is an explanatory reason why I have come to be in a situation in which there are further normative reasons to do the thing I have decided to do. The decision itself is not a normative reason for doing what I have decided to do.​[20]​
	A second kind of case is more interesting. Suppose I am faced (as I often am) with a range of options, none of which is better than the rest. Either the best ones are equally good, or they are incommensurate – not equally good, but not better or worse than each other either. In such situations there can be a decisive reason to choose one of the options rather than none at all, but not to choose any particular option in preference to the others.
	This is another kind of case in which our decisions seem to make a difference to our reasons. Suppose I have a choice between holidaying in Melbourne or Tasmania, and neither is better. Suppose I decide on Tasmania. The next day, you offer me some of your spare tourist maps. Is it not now true that I have a reason to take a map of Tasmania, but not a map of Melbourne?
	We should say Yes, for the following reason. In this situation, two things are true initially:
(a) I have a sufficient reason to choose to go to Melbourne and a sufficient reason to choose to go to Tasmania.
(b) I have a decisive reason not to choose both.
After I have chosen to go to Tasmania, (b) remains true. Therefore, (a) becomes false. I no longer have a sufficient reason to choose to go to Melbourne, given that (b) is true and I have chosen to go to Tasmania. 
	From this, it does not follow directly that I no longer have a sufficient reason to go to Melbourne. For this, we must make a further supposition. Suppose my decision will play the role that decisions normally play – if I do not change it, it will issue in corresponding action. Next, notice that (a) and (b) are true because two other things are also true initially:
(a′) I have a sufficient reason to go to Melbourne and a sufficient reason to go to Tasmania.
(b′) I have a decisive reason not to do both.
The reasons reported in (a′) are the same as the reasons reported in (a), and the reasons reported in (b′) are the same as the reasons reported in (b). The merits of Melbourne and Tasmania are reasons both to go there and to decide to go; the inconvenience of going to both is a decisive reason not to do that and not to decide to do that. But once I decide to go to Tasmania, then provided my decision will issue in corresponding action, my situation has changed. If I am going to go to Tasmania and (b′) is true, then I do not have a sufficient reason to go to Melbourne. And if I do not have a sufficient reason to go to Melbourne, then I do not have a sufficient reason to take a map of Melbourne.
	In this way, my decision has made a difference to what I have a reason to do. The difference it makes, though, is to subtract a sufficient reason for action, not to add one. I initially had a sufficient reason to go to Melbourne; now I have not. If the first view discussed in this section is false, I also initially had a sufficient reason to get a map of Melbourne; now that is gone too.
	This is different from the case of reversing a mistaken decision. There, my decision causes me to produce a further relevant change in my circumstances, and my new circumstances have features that supply me with new reasons. Here, my decision is itself the relevant change in my circumstances. So here, my decision is a normative reason, not just an explanatory one. But it is not a normative reason for action. It is a second-order reason. It is a reason why the attractions of Melbourne no longer give me a sufficient reason either to choose to go to Melbourne or to go there.​[21]​
	My discussion of this example has relied on the supposition that, if I do not change it, my decision to go to Tasmania will issue in my going there. What if that is false? Then I am in an odd situation. Although (a) is now false, (a′) is still true. One of the problems with making ineffectual decisions is that they get us into odd situations of this kind, and that can make them irrational. I shall offer an argument for that assertion later.
	But let me turn now to the third example. This concerns collective decisions – decisions that we together take to perform an action of which we collectively are the agent. Sometimes, a group ought to act collectively, but there are different opinions about how we ought to act. When the collective action will importantly affect many of us, and there is time for us to deliberate, it is often the case that we ought to do so collectively, in a way that is appropriately inclusive and regulated in an appropriately impartial way. This is right because it is fair. Moreover, fairness tells us not only to establish such a process and respect it. It also tells us to respect the outcome of the process – the decision that is reached. And our respecting the decision means doing what we have decided to do.
	If those claims about fairness are right then, in this sort of situation, our collective decision provides us with a reason to do what we have collectively decided to do.​[22]​ It is not just that it would be irrational for us collectively to fail to do what we have decided to do. There is a normative reason that counts against it; and this reason can be present even when what we have decided to do was something that we ought not to have decided to do. Here, incorrect decisions can be reasons for doing what we have incorrectly decided to do.
	However, these cases are special. Asked to say why there is a reason in such cases to do what we have decided, we can say more than just that we have decided to do it. We can point to the further features of the situation that constitute reasons of fairness for acting on our decision. The reason we have to do what we have decided is still given by those further features of the situation – features that are antecedent to the decision itself. What this discussion shows, then, is that we need to be careful about the conclusion we draw from the bootstrapping objection, not that we have a refutation of it. The bootstrapping objection does not show that our decisions cannot make a difference to our reasons, nor that they cannot be reasons. What it shows is that when there is a reason to do what you have decided, the fact that you have decided to do it cannot exhaust that reason. That you have decided to do something can only be a reason for doing it when there is some further reason for doing what you have decided to do.
	This is enough to set us a puzzle. Outside these special circumstances, decisions are not reasons. However, decisions do still seem quite generally to have a bearing on our rationality. This is true when not even the agent thinks there is a sufficient reason to do what he has decided. Suppose I believe there is a decisive reason not to go to Sunday’s concert, because this will prevent me from preparing properly for the meeting I will be chairing on Monday; I decide to go anyway; but then I am too lazy to book a ticket before they sell out. Here, I am both akratic – I decide to do what I believe there is a decisive reason not to do – and incompetent. I am irrational twice over, in my akratic decision and my instrumental incompetence. But if not even I think there is a sufficient reason for my decision, how do we account for the second kind of irrationality – the irrationality I display in failing to carry it through? 





John Broome has made the influential suggestion that we should understand the relation between decisions and the means to their implementation as a relation not of giving a reason, but of “normative requirement”.​[23]​ 
	As he originally formulated it, the proposal was this:
(1) You ought to see to it that (if you intend E and believe that your doing M is a necessary means to E, then you intend M).​[24]​
Broome treats “ought” as expressing what he takes to be the primitive normative concept. Here, that concept governs a material conditional; “see to it that” is inserted as grammatical padding.​[25]​ The claim is that if you if you intend E and believe that M is the necessary means to E, but do not intend M, then you are not as you ought to be. 
	Reasons, for Broome, are potential contributions to explaining oughts. So they are not conceptually primitive: they can be analysed using the more primitive concepts of ought and explanation.​[26]​ On Broome’s view, it is possible that you ought to F without your having a pro tanto reason to F. But when you do have a pro tanto reason to F, then its being true that you ought to F requires that the reasons in favour of F outweigh the reasons against.​[27]​ So ordinarily, when (1) is true it will be because:
(2) You have a decisive reason not (to intend E, to believe that your doing M is a necessary means to E, and not to intend M).
	Broome’s proposal neatly offers to explain the normative relevance of our decisions to our subsequent actions without turning decisions themselves into reasons. The “ought” in (1) has wide scope, governing the whole conditional, not just its consequent. There is only one way to violate the requirement: retaining the end-intention and the means-end belief but lacking the means-intention. But there are three ways to satisfy it: not having the end-intention, not having the means-end belief, or having both of them together with the means-intention. When you ought not to intend E, you ought to satisfy the requirement in the first way.
	Nonetheless, this proposal is problematic. One problem is that the antecedent of (1) is too rarely satisfied, since it is not often that you believe that a certain means is strictly necessary for the attainment of your intended end.​[28]​ (I need only believe that it is possible that I will receive a surprise gift of a concert ticket in order to avoid violating (1).) Secondly, there are counterexamples. You might have a sufficient reason to believe that M will occur without your intending it. Or (what is admittedly less likely) you might find yourself in a situation like the following variant of Kavka’s “toxin puzzle”.​[29]​ An eccentric billionaire offers you a million dollars if you form and sustain, until midnight, the intention to drink a (non-lethal) toxin by midnight. A benevolent pharmacologist then offers you a pill that will induce in you, until midnight, the odd state of intending to drink the toxin, believing that a necessary means to doing so is to pick up the bottle that contains it, but not intending to pick up the bottle. You clearly have a decisive reason to take the pill, and this is because you have a decisive reason to be in the odd mental state it produces: a state that wins you a million dollars while preventing you from getting sick. (Assume that you have no other way of achieving that result.)​[30]​ So here, (2) fails and therefore, given Broome’s claims about “ought”, so does (1).
	Situations of this kind are not common. But the example suggests that what we should be looking for is a requirement that tells us about rationality, not about reasons. The odd state produced by the pill is surely a state of irrationality, but one that you have a decisive reason to be in. And this points towards a more general shortcoming in the idea that (1) and (2) can help us to explain what we are seeking to explain. We are trying to describe the impact of decisions on instrumental rationality. But given Broome’s claims about “ought”, (1) does not do that: what ordinarily makes it true is (2), a requirement concerning reasons, not rationality.​[31]​
	More recently, though, Broome has made another proposal that overcomes these problems. I render it:
(3) Rationality requires of you that (if you now intend E, believe that E will only happen if M does, and believe that M will only happen if you now intend M, then you now intend M).​[32]​
This presents us with a requirement of rationality, not (or at least, not directly) a claim about reasons or ought.​[33]​ It avoids the counterexamples to (1) and (2). And its antecedent is no longer restricted to cases in which you believe that M is strictly necessary for E. (Although I believe it is possible that I’ll receive a surprise gift of a concert ticket, I also believe that in fact I will only go to the concert if I buy one myself.)
	This is a big improvement. However, the usefulness of (3) is still very limited, since its antecedent is rarely satisfied for future-directed intentions. If I intend to go to the concert next week, I may believe that I will only go if I book a ticket, but it would be unusual to believe that I will only book a ticket if I now intend to do so.
	We need to find a way to account for the irrationality of the procrastinator who never gets around to intending any means to his end. This might seem to be covered as follows. As long as I retain my intention to go to the concert, eventually I will arrive at the point at which the concert is about to start. If I haven’t bought a ticket by then, I will then satisfy the antecedent of (3), believing that I’ll only get to the concert if I now buy a ticket. If I keep procrastinating and miss the concert, then (3) does correctly tell us that I was irrational in doing so. However, there are two problems with this suggestion. One is that leaving things to the very last moment is itself often irrational, and (3) does not explain why. The other is that many future-directed intentions are not time-limited in the same way as this example, where there is a deadline for achieving E. Suppose I intend to become a professional opera singer, believe that this will only happen if I have singing lessons, but never get around to intending to have singing lessons. This could surely be irrational. But provided I never form the belief that I will only have singing lessons if I now intend to have them, (3) does not account for my irrationality.
	So it seems that we need a further, diachronic requirement of instrumental rationality to account for many cases of instrumental irrationality in relation to the implementation of future-directed intentions. 
	Another, more common kind of procrastination is also often irrational. Suppose I do form the intention to take the means to my end – I intend to have singing lessons – but I never do anything about it. Any variant on (3) will struggle with this kind of case, since (3) only gets us as far as intending the means to our ends. Broome rightly emphasizes that rationality cannot require us to get all the way to doing what we intend. If some unforeseen obstacle prevents me from doing what I intend, that does not make me irrational.​[34]​ But rationality does seem to require us to go beyond intending to take the means to our ends, at least as far as trying to take them.
	A further limitation of (3) is illustrated by the following kind of case. Suppose I intend to write a conference paper.​[35]​ I could start work on it early and produce a good, considered paper without undue stress. Or I could write it in a hurry at the last minute, and miss out on those desirable things. So there are those two broadly described means to my end. I believe that I will only write the paper if I do either the first thing or the second. So (3) tells me that retaining my intention to write the paper, retaining my beliefs, and not intending to do either the first thing or the second is irrational. So far so good. But we need to go further. Given how much better the first means is than the second, it is irrational for me not to intend that. Instrumental irrationality is not just a matter of failing to intend what you believe to be the only means that will bring your intended end about; it also includes intending what you believe to be a bad means.
	A final point is that (3) tells us nothing about cases in which I lack either of the beliefs it mentions. But I do not escape irrationality by lacking those beliefs. If it should be obvious to me that I am only going to achieve E if I intend M, but I fail to see this and consequently fail to intend M, then that can be irrational too, although it does not violate (3). 
	In these remarks, I have not presented a reason for thinking that (3) is false.​[36]​ But it seems undesirably limited, in the ways I have just listed. It captures some cases of instrumental irrationality, but misses many others. Let me now make a proposal that seeks to overcome these limitations.

V: Diachronic Requirements of Instrumental Rationality

The proposal comes in two parts. The first part is this:
(4-I) Rationality requires of you that 
(if, during a period through which you have an orderly succession of temporal beliefs,
	(i) you intend E throughout that period, 
	(ii) you believe throughout that period that E will only suitably be achieved if, by t, you intend some particular means​[37]​ to E, and
 	(iii) at the end of that period you believe that it is t,
then at the end of that period you intend what you believe to be a suitable means to E).
This has a similar structure to (3), but extends the requirement cross-temporally. Clause (ii) should be read as covering both de re and de dicto beliefs – that is, you may or may not have identified a particular means but, in the latter case, you believe you’ll need to do so by t. If, intending a Christmas vacation, you have believed since the start of the year that you need to pick a holiday destination by September, and you believe that September has arrived but you have not picked one, then something has gone wrong.
	However, there is one way in which what has gone wrong there might not be a defect in your instrumental rationality. You might wake up one morning in April, convinced that it is September but realizing that you have not yet picked your Christmas holiday destination: that is not enough to make you instrumentally irrational. Hence the condition that you have an orderly succession of temporal beliefs. On a view according to which the rationality of intentions is intimately connected with their role in planning, that should not be surprising. You can suffer a disruption in your temporal beliefs without there being anything amiss with your planning. Notice, however, that the condition is not that your temporal beliefs be true. If you spend the morning having forgotten to reset your watch at the end of daylight saving, your failure to get to the bus stop by the time you thought the bus was due there could still display instrumental irrationality. 
	What does it mean to say that E will only “suitably” be achieved by your taking some means? It cannot mean that this is the best way of achieving E.​[38]​ General epistemic humility might make you wary of ever thinking you’ve identified the very best way of achieving your ends; conversely, you might believe the best way is the best of a set of alternatives none of which is suitable. It cannot mean that you have a decisive reason to do this, given that you intend E. You might be akratic, and believe (either rightly or wrongly) that E is an end you have a decisive reason to frustrate. And it cannot mean you would have a decisive reason to do this, if you had a decisive reason to intend E. The reasons you would have if the world were different in the ways required to make that true need not be reasons that you actually have, and if so your beliefs about those reasons will not bear on your rationality as things actually are.​[39]​
	Instead, we should simply say this. E will suitably be achieved by your taking a means whenever taking that means will achieve E without frustrating any of your other intended ends. When “suitably” is understood in this way, (4-I) expresses the idea that rational intention-formation is coordinated with a view to facilitating the co-realization of one’s intentions.
	The variable t should be read as allowing any temporal reference. For “by t”, we can substitute “before I die”, “while the kids are still young”, or “immediately”.​[40]​ Moreover, notice that anyone who successfully meets an instance of (3) will also meet a corresponding instance of (4-I), by the end of the period it refers to (which might be a very short one).​[41]​ So the requirement imposed by (3) is subsumed under (4-I).
	With (4-I), we have a diachronic requirement that captures the irrationality of a procrastinator who never manages to intend a means to his end. However, we also wanted to cover another form of procrastination, which gets as far as intending a means, but no further. The second part of the proposal is needed to cover this. 
(4-T) Rationality requires of you that 
(if, during a period through which you have an orderly succession of temporal beliefs,
	(i) you intend E throughout that period, 
	(ii) you believe throughout that period that E will only suitably be achieved by your taking M at or before t, and
 	(iii) at the end of that period you believe that it is t and that you have not taken M,
then you believe that you are taking or trying to take M).
This says that once I have identified a means as the only suitable one, it is not enough simply to intend it.​[42]​ I should get beyond that, to the point where it at least seems to me that I am taking or trying to take that means. (“Taking or trying to take” allows for the point that doing something effortlessly need not involve trying to do it.)​[43]​
	The consequent of (4-T) is phrased in terms of your belief. Normally, you will have this belief when it is true. But that is not always the case. You might have taken M in the past and forgotten about it. It even seems possible to be taking M now and not be aware of it.​[44]​ However, in either of those cases, it will be irrational, given (i)-(iii), not to respond to this by acting in a way that does give you that belief. Perhaps there could be odd cases in which there is some systematic impediment to this: whenever you try to take M you are prevented from believing it. It seems to me that (4-T) is right to classify those as cases of irrationality: I shall say something to justify this judgement later.
	Conversely, you might believe you have taken M but be wrong about that. Any irrationality here would have to come from a source other than (4-T). There might be something irrational about the belief. But given that you have it, there is no further instrumental irrationality in your failure actually to take M or try to take it.
	Notice, however, that while (4-T) has a doxastic consequent, (4-I) does not. This is not because whenever we have an intention we believe it. Suppose that, with my planning for the Tasmania trip well under way, you send me your maps of Melbourne by mistake. I might be half-way through my email thanking you for them before I remember that it is Tasmania, not Melbourne, that I am intending to visit.​[45]​ But, despite the fact that intentions and beliefs about them can come apart too, (4-I) seems to be correctly formulated as it is. If I falsely believe that I intend a suitable means, that is not enough to make me rational. Suppose I irrationally intend what I know is an unsuitable means to my end; I then forget this and, confabulating, form the false belief that I intend a suitable means. The false belief does not make my instrumental irrationality disappear.
	Thus, it does seem that (4-I), the requirement on intending, is correctly formulated without a doxastic consequent, whereas (4-T), the requirement on taking-or-trying, requires the doxastic formulation. Intention is a dispositional state, and the (wide-scope) requirement on me concerns putting myself in that state. Taking and trying to take a means are events, and the requirement on me concerns satisfying myself that those events have occurred or are occurring.
	I shall refer to the conjunction of (4-I) and (4-T) as requirement (4). In (4), we have a diachronic requirement that covers the same cases as (3) but now captures the irrationality of the two forms of procrastination that (3) misses. However, I also drew attention to two other shortcomings of (3). It is not so clear that they have been met.
	In encompassing your beliefs about “suitable” means, (4) does capture cases of instrumental irrationality that (3) misses. Specifically, it captures cases in which I can see that a means to one of my ends, although not the only way of achieving that end, is the only way in which it will be achieved compatibly with my other ends. Thus, as long as I intend not only to write a conference paper but also to avoid undue stress, (4) correctly implies that leaving it until the eve of the conference is irrational. That is a step in the right direction. However, it still seems to miss some obvious-looking kinds of instrumental irrationality – at least the following four. I might rule out some means to E on grounds other than their frustrating my other ends. For example, not stealing my lunch from the campus café does not seem to be an end of mine: it is a side-constraint that I think I have a decisive reason to meet in pursuing my end of having lunch. Or consider the inefficient use of resources, in a way that will leave me able to achieve all the ends I currently intend, but with fewer resources to serve the intentions I will go on to form in the future. Hiring a taxi each day to take me to work and wait with the meter running until 5pm is an obviously bad means of arranging my transport to and from work: doing this could be irrational, without frustrating any of my actual ends. A third kind of instrumental irrationality that seems to have been missed occurs where I can see that the means I am taking, while not preventing outright the co-realization of my intentions, makes this unlikely. Suppose that in order to avoid execution, I must apply for a stay of execution: if I know that leaving my application until the day before the execution date will reduce its chances of success, that could surely be irrational. Moreover, to accentuate this problem (a fourth case), suppose I have decided to watch the entire TV coverage of the Olympics in the weeks leading up to my execution date – now I have saddled myself with a set of intentions that can only be co-realized by leaving the application to the last day, but surely that does not remove the irrationality.
	The other worry I raised about (3) concerned people who lack the beliefs mentioned in its antecedent. That also applies to (4): you might lack either of the beliefs mentioned in (ii) and (iii). If you fail to form any views about the suitable achievement of your intended ends when this should have been obvious to you, your inaction still seems irrational, but (4) fails to say so. Indeed, the wide-scope formulation of (4) means that you will routinely satisfy it if, whenever you recognize that you satisfy the consequent, you simultaneously drop either of the beliefs mentioned in (ii) or (iii). But that does not seem to be a way of being rational.​[46]​
	The doxastic consequent of (4-T) provokes a related worry. It was complained against (3) that it gets us only as far as intending our ends. It might seem worse that (4-T) only gets us as far as believing that we are acting to implement them. This might not seem practical enough to serve as a requirement of instrumental rationality. Suppose you have a problem with procrastination, and I offer you a pill to cure you of your irrationality. If the pill does not stop your procrastination, but simply causes you to believe that you have taken M whenever you believe it is t, my description of the pill sounds misleading.​[47]​
	In order to defend (4) as a significant improvement over (3) in identifying the core cases of instrumental irrationality, we need to respond to these outstanding worries. But it would be better to go further than this, and explain why violations of (4) are irrational. 
	In support of (3), a “cognitivist” strategy of explanation has been intensively explored by several recent writers.​[48]​ This seeks to explain the practical requirement of instrumental rationality by reference to the connection between intention and belief. As we have noted, it seems questionable whether that connection is tight enough to allow us to infer from your intending E that you believe E. But perhaps, as Broome suggests, from your belief that you intend E we can infer that you believe E.​[49]​ Or perhaps, as Jay Wallace suggests, from your intending E we can infer that you believe that E is possible.​[50]​ If so, this opens up the prospect of an argument of the following general form. If you believe E, believe that E requires M but do not believe M, then you have incoherent beliefs. Arguably, this incoherence in belief is at the heart of your instrumental irrationality. If you are committed to an end that you know requires steps that you do not see yourself as taking, you cannot see your own thought and conduct as making sense. 
	However, whatever the attractions of this strategy as an explanation of (3), it looks questionable whether it will help us with (4). Having broadened our requirements of instrumental rationality to capture cases where you believe that E cannot suitably happen without M, not just those where you believe E requires M, we seem to have cut off the prospect of an argument of this kind.
	So a would-be defender of (4) has two tasks: dealing with the cases of instrumental irrationality that it seems to miss, and explaining why it is a requirement of rationality. The rest of the paper tackles these in turn.

VI: Further Requirements of Rationality

We might consider trying to revise (4) to cover the kinds of irrationality it misses. But it is simpler, and therefore better, not to do that. Instead, following Broome’s lead, we should recognize that there are various other requirements of rationality, and that violating any of them is sufficient to make you irrational.​[51]​
	One that Broome emphasizes is a requirement of enkrasia – the requirement which akrasia violates. A formulation of this requirement close to Broome’s own is:​[52]​
(5-P) Rationality requires of you that (if you believe you have a decisive reason to X, you believe that you will X only if you intend to X, and you have had time to form the intention to X, then you intend to X).
The clause, “you believe that you will X only if you intend to X” is reminiscent of (3): it is introduced for the same reason. There are many things that you believe you have a decisive reason not to do, but that you need not form an intention not to do. Adding the restriction, though, gives us a similar problem to (3). If we adopt the same synchronic reading as (3), the second belief is that you will X only if you now intend to X. But then, given how rare that belief is, (5-P) seems to account for only a small subset of the cases where akrasia is irrational. 
	One response to this problem would be to formulate a diachronic enkrasia requirement, modelled on (4). But a different suggestion handles many of the relevant cases well. If we think of (5-P) as a requirement of positive enkrasia, we can supplement it with the following requirement of negative enkrasia: 
(5-N) Rationality requires of you that (if you believe you have a decisive reason to X, then you do not intend not to X).
This allows us to account for the irrationality of intending means that you believe you have a decisive reason not to take. In doing so, it covers one of the kinds of irrationality missed by (4) – the kind exemplified by stealing from the campus cafe. Given that not stealing is not one of my ends, stealing is not unsuitable, in the sense employed in (4), but it would be irrational as a violation of (negative) enkrasia. 
	Another concern was that (4) does not capture the irrationality of those who lack beliefs about the suitable means to their ends, when this should be obvious to them. Again, we should handle this not by modifying (4) but by noticing a further group of requirements of rationality – requirements that our beliefs are responsive to the evidence for their truth. One such requirement of rationality on beliefs appears to be this:
(6) If you have no clear evidence that p is true, and no other good reason for believing p, you are rationally required not to believe p.​[53]​
What about the things I am rationally required to believe? Some care is required here. From the existence of clearly decisive evidence for a proposition, it does not follow that I am rationally required to believe it. As Gilbert Harman points out, it is rational for us not to clutter our minds with all the beliefs for which we have clearly decisive evidence.​[54]​ But if a proposition is both obvious and important, then overlooking the evidence for it can be irrational. There seem to be several different kinds of importance for which this is true, and I do not propose to attempt a summary of them. However, I suggest that two of them can be captured as follows:
(7) If you have clearly decisive evidence that you have a decisive reason to X, then rationality requires of you that you believe you have a decisive reason to X.
(8) If you intend E and you have clearly decisive evidence that M is the most suitable means to E, then rationality requires of you that you believe that M is the most suitable means to E.
These are scalar rather than all-or-nothing requirements. The degree of irrationality depends on how clearly decisive the evidence is in either case, as well as on how decisive the reason is (7), or how suitable the means is (8). (If intentions can be satisfied more or less fully, then it is possible that more than one means of achieving an end is suitable, but that one of those means allows the agent’s intentions to be satisfied more fully, and is in that way more suitable than the others.) They are best thought of as requirement-forms – frameworks that can be filled in with different rival accounts of the kind of evidence that is relevant to the rationality of belief.
	Given these requirements of evidence-responsiveness on beliefs, we can account for further cases of irrationality that (4) misses. If, as a would-be opera singer, I never get as far as believing that the only suitable way to achieve this is by having singing lessons, then my irrationality lies in overlooking the clearly decisive evidence that this is true. (And if I do not have such evidence that this is true, it does become hard to see how I am irrational.) If, in spending a large part of my income on making taxis wait for me, I am depriving myself of resources that I will need in the future, this could be irrational in one (or more) of three ways. I might now intend to maximize the resources available to me in future: if so, the inefficiency makes the means unsuitable; so if I know that this is true, I am violating (4), and if I do not, but there is clearly decisive evidence that this is true, I am violating (8). I might believe that my action will waste resources that there is a decisive reason for me to conserve, in which case my irrationality is accounted for by (5-N). Or although I do not believe that, I might have clearly decisive evidence that that is true, in which case my irrationality is accounted for by (7). If I meet none of those conditions – I do not believe I am frustrating any intention of mine, nor that I am acting contrary to any decisive reason, and nor is there clearly decisive evidence that either of those things is true – then it does become hard to see how my inefficiency is irrational. Perhaps there is some further requirement of rationality that I am violating; but it is hard to see what it would be.
	Likewise with the death row inmate who spends his days watching TV and leaves his application for a stay of execution until the last moment. The irrationality here lies either in ignoring clearly decisive evidence that he has a decisive reason to make his application immediately instead of watching TV – in ignoring this he violates (7) – or in forming this belief but akratically failing to form the appropriate intention, and indeed intending the opposite, thereby violating both (5-P) and (5-N). (Again, if there is no such evidence of this, then it is hard to see how there is, after all, any irrationality.)
	The other worry about (4) concerned the procrastinator who satisfies (4-T) by taking a pill that manipulates her beliefs. This kind of irrationality lies in the violation of (6). If there is no clear evidence that she has taken M and she believes she has, then the belief she has induced in herself is irrational. (If there is clear evidence of this, then even if she has not done anything to further her intended ends, it is once more hard to see how this is irrational.)
	The details of the formulations I have given to (5)-(8) could be debated. In particular, there is a debate over whether (5-P), formulated here in Broome’s wide-scope way, should be given a stronger narrow-scope formulation – that debate will apply also to (5-N).​[55]​ (Requirements (6)-(8) clearly need to take the narrow-scope form I have given them: you cannot satisfy the rational requirement in these cases by removing the evidence.) However, what is important here is to see the plausibility of a more general point. The cases of irrationality that (4) may seem to have overlooked are captured by other, more general requirements of rationality. What (4) gives us is a requirement that governs the output of our thinking about the means to our ends: these other requirements of rationality govern the inputs to that thinking.​[56]​
	I am not going to keep listing requirements of rationality: I mention these in order to show how we can capture the kinds of decision-relevant irrationality which (4) on its own does not account for. However, let me mention one other candidate requirement. At the end of Section I, I mentioned the view that rationality involves a responsiveness not just to apparent reasons but directly to reasons themselves – a view supported by appealing to “Huckleberry Finn” cases. The examples are not decisive – it might be responded that we should admire Huck for his compassion, not his rationality – but a suggestion that deserves consideration is this. At best, it is a responsiveness to evidence of his reasons that we should admire in Huck. (Had Jim seemed exactly like a fugitive slave when he actually wasn’t, we should evaluate Huck’s response in the same way.) The best way to put this suggestion, then, is as the proposal that we add the following to our list of requirements of rationality:
(9) If there is clearly decisive evidence that you have a decisive reason to X now, then rationality requires of you that you believe you are now either Xing or trying to X.
Compare Huck to someone who has the same beliefs as him and turns Jim in. Huck and the slave-returner both violate (7): they have the wrong beliefs about reasons. In addition, Huck violates (5-N), and possibly also (5-P): he is akratic. But the respect in which he can be claimed to be more rational than the slave-returner is that he meets (9) while the slave-returner violates it.

VII: A Standard-Fixing Account of Rationality

I have made a case for the intuitive plausibility of (4)-(8). But I now want to raise a deeper question. Why are these all part of what rationality requires? What is rationality, that explains why it should contain these components? Is (9) really a requirement of rationality too? What would settle that?
	A fruitful approach to these questions anchors the answer to them in an account of why rationality matters. When you evaluate someone’s thought or conduct as irrational, what is the force of that evaluation? In pressing this question, we should pay special attention to contexts where judgements about reasons and rationality diverge. Suppose that, when I believed that I had a decisive reason not to go to Sunday’s concert, I was right. Then, when my incompetence means I miss the concert and end up preparing for the meeting instead, I have done what I had a decisive reason to do. What is the force of the judgement that I the way I arrived at that outcome was irrational?
	Apparent reasons accounts offer the following answer. When you judge that my thought or action is irrational, you are judging that it is ruled out by the reasons I think I have. The force of rationality-judgements, on this view, is the apparent force of the reasons that person who is the object of the assessment accepts himself as having. Niko Kolodny aptly dubs this a “Transparency Account” of the force of rational requirements.​[57]​	
	However, this view struggles to explain the instrumental irrationality that is present in some cases of akrasia. To handle such cases, it must claim, as T.M. Scanlon does, that it is not possible to adopt an end without thinking one has a reason to take the means to it:
To adopt a goal is to set oneself to pursue it, and to take the fact that certain actions would be means to that end as counting in favour of those actions.​[58]​
If this is right, then even when I think I have no reason to achieve an end of mine, I will still think I have a reason to take the means to it. If so, my instrumental irrationality can still be described, even here, as contravening my own judgements about reasons. But this is unconvincing. Suppose I, the agent, believe that whenever there is no reason for me to have an end, there is no reason for me to take the means to it. That thought at least seems possible. I might still figure out means to my akratic ends, asking myself which means are compatible with the co-realization of my intentions (the things I have, for better or worse, set myself to do) without thinking of them as supported by reasons. And if I can see that the only way to reach my intended end, compatibly with my other intentions, is to take a certain means, my retaining the intentions to achieve those ends without intending to take that means would still seem instrumentally irrational.​[59]​
	A second suggestion is that when beliefs and intentions are irrational, it is because they frustrate the constitutive aims of those states. In this vein, it is argued that it is constitutive of a state’s being a belief that it represents its content as true.​[60]​ But beliefs are not fitted to doing this unless they are governed by requirements that include sensitivity to the evidence of the truth of their contents. It might then be argued, in the spirit of David Velleman’s recent work, that we can derive requirements of rationality on intentions from those on beliefs.​[61]​ Or it might be argued, with Bratman, that intentions have their own constitutive aim, and that this directly generates a parallel set of requirements of rationality. What makes intentions the kind of states they are is the distinctive role they play in our thought and practice: a role of facilitating the intra- and interpersonal coordination of action and thereby enabling the effective exercise of planning agency; and intentions are not fitted to playing this role unless they are governed by requirements such as (4).​[62]​ 
	However, this suggestion faces some large problems too. One is that there is an important difference between the claims it is plausible to make about beliefs and intentions. It is plausible to claim that a particular state of mine cannot be a belief unless it represents its content as true. But it is not plausible to claim that a particular state of mine cannot be an intention unless it “aims at its realization in coordination with one’s overall system of intentions.”​[63]​ It is plausible that it cannot be an intention unless it belongs to a kind of mental state the point of having which is to enable such coordination: but that is a different claim. 
	There are replies to such objections. However, the point of mentioning the Transparency and constitutive aim accounts is not to show that they can be swiftly refuted, but to introduce some important insights to which any adequate alternative will need to do justice. These two views are trying to give expression to the idea that irrationality is a kind of self-frustration, and there seems to be something importantly right about that. Transparency Accounts see evaluation of my rationality as evaluation of me from my own point of view.​[64]​ This is suggestive, although our earlier discussion suggests we need to think of that point of view more broadly – as encompassing not only my beliefs about reasons, but also my intentions, my beliefs about the compatibility of my actions with those intentions, and the evidence available to me. What remains to be explained is what the elements of a person’s point of view, thought of in this broader way, have in common, in virtue of which they all bear on a single topic – rationality. There also seems to be something importantly right about the suggestion of constitutive aim accounts that we can explain the requirements of rationality that govern states such as belief and intention by reference to the distinctive point of those states.
	I think we can retain and combine these insights in a third, and to my mind more plausible, view. This third view explains the force of evaluations of irrationality by reference to what it sees as the practical function of such evaluations – the function of supporting dispositions that, in general, it is important for us to have. If, through instrumental incompetence, I end up spending Sunday evening preparing for the meeting, I have ended up doing what I had a decisive reason to do. But I have arrived at that happy outcome through failing to exercise an important disposition – a disposition to take what I believe to be the suitable means to my intended ends.​[65]​ The general importance of this disposition gives us, collectively, a decisive reason to adopt evaluative standards that reinforce it. Standards of rationality and irrationality are evaluative standards we collectively have a good reason to adopt because they reinforce important dispositions. 
	This provides an attractive model for accounting for evaluative standards of many different kinds, by appealing to the different dispositions we have good reasons to support. There are many contexts in which we make negative evaluations of a person’s performance in only accidentally hitting the proper target of an activity, and an account of this kind deals with them neatly. We see this in many evaluations of technical skill. My clumsy miskick might score a goal: although it has achieved the result towards which my training is directed, there is still a good reason for us to evaluate it as clumsy, since it is a failure to exercise dispositions there are reasons for me to acquire as a football player. If acquiring those dispositions matters, there are good reasons for the footballing community to adopt an evaluative standard that supports them.
	Amongst the various evaluative standards that can be accounted for along these general lines, we distinguish one such evaluative standard from the others by specifying the disposition(s) it supports. To pick out the standards for the evaluation of a person’s rationality, we should say this. The dispositions reinforced by assessments of rationality are those which we exercise in thinking (or not thinking) about reasons. There are several of these – I described some of them in Sections V and VI above – and they give us more specific evaluative standards, particular ways of being rational or irrational. Associated with them is a distinctive vocabulary of appraisal of each other as “weak-willed”, “gullible”, “resolute”, “procrastinating”, “efficient”, “impulsive”, and so on. Rationality, then, is a family of evaluative standards: what ties them together is their connection to the dispositions it is important for us to exercise in our thinking (or not thinking) about reasons.
	We need to include “or not thinking” in order to cover various ways in which thinking about one’s reasons can be irrational. Sometimes, thinking gets in the way of acting: it is irrational to stand in the goalmouth pondering your reasons as the opposition striker bears down on you. And sometimes it can be rational to form and stick to a resolution to do something when, if you deliberated about your reasons at the time of acting, you would succumb to temptation and judge them differently.​[66]​ It may seem that all dispositions are exercised either in thinking or not thinking about reasons, so the addition of “or not thinking” prevents the account from picking out a particular kind of disposition at all. But that is not true. If I am an effective goalkeeper (rather than a goalmouth philosopher), then the dispositions that constitute my technical skill in anticipating the striker’s movements may be exercised while not thinking about my reasons, but they are not exercised in not thinking about them. If I do have a disposition not to ponder my reasons in situations like this, then that disposition is exercised in not thinking about my reasons, and in that respect I can be assessed as rational; but exercising my technical skill is neither rational nor irrational.
	The view I am proposing, then, makes the following claim:
Standard S is part of the set of standards of rationality only if:
(a) the disposition to conform with S is important because of its exercise in thinking (or not thinking) about one’s reasons, and 
(b) the importance of this disposition gives us collectively a decisive reason to support it by employing S as an evaluative standard.
Any account of rationality that makes this claim I call “a standard-fixing account”. It places two necessary conditions on a standard’s being part of rationality. One kind of standard-fixing account – the broadest – claims that these two conditions are also jointly sufficient. Other versions will seek to add further conditions to these two. However, rather than exploring the differences between rival versions of this view, let me instead draw attention to two attractive features possessed by any standard-fixing account.
	A first significant attraction is that, when a disposition is important because of its exercise in thinking about one’s reasons, we can still have good reasons to support that disposition by evaluating a person’s conformity with it when she is not thinking about her reasons. This is the key to accounting for instrumental irrationality in cases of akrasia. Dispositions towards the co-realization of one’s intentions – dispositions of the kind spelt out in (4) – are exercised by enkratic agents in thinking about their reasons. Akratic agents can also exercise those same dispositions, without doing so in thinking about their reasons (contra Scanlon). The importance of supporting these dispositions comes from the role they play in thinking about our reasons. But we support them by making evaluations of instrumental rationality and irrationality wherever we find it, in agents who are akratic, enkratic or neither. The force which pointing out the instrumental irrationality of an akratic agent usually has is that it draws attention to a failure with respect to a standard which this agent still has a decisive reason to be disposed to meet, because of its importance in thinking about reasons, even if she does not have a sufficient reason to meet that standard on this occasion. It should matter to me that I have only ended up preparing for the meeting through irrationality, because it should matter to me that I repair the defective disposition that has caused me to do so. 
	Notice that this does not mean that the objects of evaluation as rational or irrational must be dispositions. (It does not preclude this either. There is, after all, good reason to reinforce our dispositions by subjecting them to evaluation, and we do so.) We evaluate our performance directly as rational or irrational. But the standards for this evaluation are fixed by reference to the dispositions there is a good reason for us to support.
	The second attractive feature is this. Normally, the force of an evaluation of my thought or conduct as irrational is something it is appropriate for me to feel since, normally, the standard I am failing to meet is one that I have decisive reasons to be disposed to meet. However, that is not always true. I might be in a situation like the earlier variant of the “toxin puzzle”. Or I might be in a “Schelling case”, in which acquiring irrational dispositions is the best way to render myself invulnerable to others’ threats.​[67]​ It is still true that there is a good reason for us – and that may include me –​[68]​ to evaluate my thought and conduct as defective, even if it is a defect there is a decisive reason for me to have in these circumstances. Evaluating me by reference to this standard is still part of a practice that gets its point from the way in which a disposition not to have such defects is generally important. After all, “Schelling cases” are parasitic on ordinary rationality. They are cases in which the suitable means to your end is to dispose yourself in opposition to the standards of rationality that generally apply, and thereby dissuade others from harming you. Indeed, it is only because it is a defect that you have a good reason to have the defective disposition.
	It is a corollary of this that if we all lived in a “toxin puzzle” or “Schelling case” world, and collectively ceased to have good reasons to have dispositions towards instrumental rationality, there would cease to be any point in evaluating anyone as instrumentally irrational. But that sounds right. (It still sounds right to me to say that that would be a world in which frustrating one’s intentions is irrational. The reference of “rationality” is fixed by the standards to which there are actually good reasons to hold each other accountable. But that is merely a report of linguistic intuition rather than a normative point.)​[69]​
	Standard-fixing accounts of rationality differ from both Transparency and constitutive aim accounts. In their treatment of the instrumental irrationality of akratic agents, they differ from Transparency accounts. And standard-fixing accounts make no claims about the constitutive aims of beliefs and intentions.​[70]​ However, they do draw on the thought that such states have a point, in the sense that we have decisive reasons to have such states, and consequently to govern them in particular ways: to govern our beliefs with dispositions to evidence-responsiveness, and to govern our intentions with dispositions to co-realizability. Having a disposition to evidence-responsiveness does help us to form true beliefs, which we have both instrumental and non-instrumental reasons to form. And being able to commit ourselves to ends and to coordinate those commitments with each other is important in enabling us to achieve the things we have good reasons to achieve. Just as importantly, our intentions help us to deal with situations in which we have sufficient reasons to do each of several things but cannot do all of them. Committing ourselves to some of them and following through the commitment allows us to achieve more of what we have good reasons to achieve. As agents on whose actions many different reasons bear, our plans and the intentions that structure them form some of our most important responses to those reasons. Moreover, just as it is plausible to think that we have non-instrumental reasons to have true beliefs, it is also plausible to think that we have non-instrumental as well as instrumental reasons to be effective agents.
	This equips a standard-fixing account to give a plausible explanation of why rationality matters – when it does. The dispositions we support through evaluations of rationality are crucial to our practical and theoretical functioning – most of the time. So normally there is a kind of self-frustration in my irrationality: I am failing to comply with standards that I have decisive reasons to be disposed to meet. Rationality matters because these dispositions matter. This is why it should matter to us to correct our irrationality, and to participate in an evaluative practice that reinforces those dispositions. But that is consistent with the possibility of unusual cases in which irrationality is actually helpful.
	Notice also how standard-fixing accounts depict the relationship between rationality and reasons. Reasons enter such accounts at two points: (a) the dispositions that fix the relevant standards are dispositions concerning our reasons, and (b) they are dispositions we collectively have decisive reasons to support. This means that standard-fixing accounts are not a kind of proper functioning account, since they explain rationality by reference to reasons, rather than vice versa. But nor are they a kind of responsiveness account, since they deny that rationality is exhausted by responsiveness to reasons or apparent reasons.​[71]​ 
	As I see it, standard-fixing accounts of rationality have several further attractions. One is that they offer us a unified treatment of both practical rationality and the rationality of belief. Notice that irrationality in akratic action has its counterpart in irrational belief formation, and it is handled in the same way. Suppose I form several beliefs in defiance of the evidence. Suppose I even recognize this: my beliefs are not responsive to apparent reasons. I might then exhibit a further irrationality in retaining those beliefs while denying what they obviously entail. This further irrationality can be neatly explained in the same way as before. It is a failure to exercise a disposition which we have a decisive reason to have, because of its importance in governing the beliefs which are responsive to our reasons. Defects of this kind are still defects even when they are exhibited in beliefs which are not responsive to our reasons. 
	Standard-fixing accounts allow for a range of further plausible judgements about rationality and irrationality. They allow for a distinction between reasons to evaluate my thought and conduct as defective in relation to standards of rationality, and reasons to criticize or blame me for those defects. (They imply that insanity is a rational defect, without implying that the insane should be criticized for their irrationality.) And they also allow for a plausible context-specific calibration of the dispositions which fix the standards for assessments of rationality. For example, what disposition to question the instructions of our superiors should we support? The answer varies from one context to another: it varies greatly, for example, between the context of a philosophy class and a battlefield, where a disposition to obey instructions unquestioningly may save one’s own life and those of one’s comrades.​[72]​ 
	(However, this does not imply that whatever disposition you have decisive reasons to have in thinking about your reasons in a given context amounts to what is rational in that context. In Schelling cases, you may have decisive reasons to acquire dispositions to behave wildly: the wild behaviour is still irrational. Someone who is adept at detecting Schelling cases and getting himself into a state of threat-invulnerability – a skilled gangster or statesman, perhaps – might exhibit rationality (in the form of “shrewdness”) in getting into that state. But his behaviour in that state, violating standards such as (4)-(8), is still behaviour we have good reasons to identify as rationally defective, because of the importance that dispositions to comply with such standards ordinarily have.)
	Most importantly, a standard-fixing account of rationality coheres with the claims I made earlier about the specific requirements of rationality that bear on our decisions. We have decisive reasons to support dispositions towards enkrasia, not akrasia: hence requirements (5-P) and (5-N). We have decisive reasons to support dispositions towards the kinds of evidence-responsiveness set out in (6)-(8). And we have decisive reasons to support dispositions to take intention-compatible steps towards the achievement of our intended ends, as embodied in requirement (4). (Notice that standard-fixing accounts do seem to support the claim entailed by (4-T) that an affliction under which, whenever you try to take M you are prevented from believing it, would be a kind of irrationality. The disposition to form such beliefs is important because of its exercise in thinking about one’s (instrumental) reasons, and that gives us a good reason to regard a failure of this kind as a defect.)
	In claiming that there is a relationship of coherence between a standard-fixing account and these requirements, I am claiming that the support runs in both directions. The plausibility of a standard-fixing account as an outline description of what rationality is supports my claims that (4)-(8) are indeed requirements of rationality; the intuitive plausibility of those claims, seen through their implications for judgements about particular cases, supports a standard-fixing account.
	Finally, note that this account of rationality makes room for the claim that (9) is a requirement of rationality. It is one of the strengths of standard-fixing accounts, though, that they also offer a plausible explanation of why that should seem a controversial claim. On a standard-fixing account, the question we need to ask is whether, in “Huckleberry Finn” cases, there is a robust psychological disposition that we could encourage by means of the standard embodied in (9) – a disposition to respond appropriately to the reasons you have evidence to believe you have, even when you lack those beliefs. We might worry that there is nothing I could do to improve my tendency to comply with (9), beyond being sensitive to the evidence of what I really do have a decisive reason to do – that is, beyond following (7). Given our fallibility as judges of our own reasons, we do have good reasons to be disposed to be self-mistrustful, and to listen to our emotions – but we had better not encourage in ourselves a general distrust of our own beliefs about reasons. It would be good to have a disposition to distrust such beliefs which is sensitive to whether one is in a “Huckleberry Finn” case, in which there is strong evidence against them. But it is not clear that there is a robust disposition of this kind that such a standard could be used to encourage.

VIII:  Explaining Requirements of Instrumental Rationality 

At the end of Section V, we were left wanting to explain why (4) is a requirement of rationality. One way of responding to this would simply be to stop with what has just been said, observing that the disposition to conform with (4) is an disposition which is important because of its exercise in thinking about reasons (although it is not always exercised in doing that), and whose importance gives us a decisive reason to support it. So a standard-fixing account does uphold the claim that (4) is a requirement of rationality.
	However, on top of this, we are now in a position to notice that there is, after all, a “cognitivist” explanation of at least some core applications of (4). I shall close by explaining this.
	At the outset, I made a broad distinction between “to-intentions” and “from-intentions”, introducing them as commitments that “typically” play two different roles – roles in planning towards and planning from the goals to which we are committed. I said I would eventually replace this with “to the extent that we are rational”. I think that a standard-fixing account of rationality allows me to do that. We have decisive reasons to commit ourselves to goals, and to structure our planning around those commitments. Because of the importance of planning to effective agency, we need to make such commitments, and we need to have certain dispositions towards them if they are to play the roles we need them to play in facilitating action. To-intentions are commitments whose effectiveness depends on our being disposed do what promotes and avoid what conflicts with their co-realization. This means that it is true (indeed, it is definitive)​[73]​ of to-intentions that they are subject to the following “agglomeration” requirement:
(10) Rationality requires of you that (if you intend E and you intend F, then you intend (E and F)).​[74]​
From-intentions are commitments of which this is true, and which play the role we need them to play within our planning through our being disposed to assume that they will be achieved – doing this in order to help us think about what to do subsequently. So from-intentions are those that are also subject to a requirement of belief-implication:
(11) Rationality requires of you that (if you intend E then you believe E).
I do not claim that states that lack the features of agglomeration or belief-implication cannot be to- or from-intentions. Rather, the claim is that we form commitments which play the roles which we need them to play in our deliberation only through our being disposed to conform with these requirements; on a standard-fixing account, they are therefore requirements of rationality; and “to-” and “from-intentions” are my labels for the states to which these requirements apply.
	If this is right, then there is a “cognitivist” explanation of some applications of (4): applications of (4-T) to from-intentions.​[75]​ 
	Here is (4-T) again:
(4-T) Rationality requires of you that 
(if, during a period through which you have an orderly succession of temporal beliefs,
	(i) you intend E throughout that period, 
	(ii) you believe throughout that period that E will only suitably be achieved by your taking M at or before t, and
 	(iii) at the end of that period you believe that it is t and that you have not taken M,
then you believe that you are taking or trying to take M).
Suppose I have a from-intention that satisfies the antecedent of (4-T). I from-intend E, I believe that E will only happen suitably if I take M by t, I believe that t has arrived, and I believe that I have not taken M yet. For E to happen suitably is for it to happen without frustrating any of my other intended ends. So consider all of my intended ends: E and all the others. Since I intend each of them, then if I also fail to intend all of them I am not as rationality requires me to be: the agglomeration requirement (10) tells us this. And if I do intend all of them, then if I also fail to believe they will all be achieved I am not as rationality requires me to be: this follows from the belief-implication requirement (11). In believing that E will only suitably happen if M happens at or before t, I believe that the only way all of my intended ends will happen is if I take M at or before t. And I believe it is t. So, if I am to be as rationality requires me to be, the contents of my beliefs must entail that I am taking M now. One thing I could believe which would be consistent with that is that I am trying to take M and will now succeed. Or I could just believe that I am taking M, without believing that I am trying. But unless I believe either of those things, I am failing to believe what is entailed by my other beliefs. In general, I am not rationally required to believe what is entailed by my other beliefs. But I am rationally required to believe what is important and is obviously entailed by my other beliefs. This seems right, and is upheld by a standard-fixing account of rationality. If so, then that does imply that if I do not believe that I am taking or (successfully) trying to take M now, I am not as rationality requires me to be. So (4-T) is a rational requirement. 
	This gives us a cognitivist defence of the application of (4-T) to from-intentions. Since from-intentions are states whose rationality depends on supplying us with beliefs, it is not a surprise to find such an explanation. If I am in violation of (4-T), the incoherence of the beliefs associated with my intentions makes me irrational. At the end of Section V, I remarked that the prospects of a cognitivist defence of a principle of instrumental rationality may seem to be removed once we move from the narrow range of cases in which you believe that E requires M to the broader range in which you believe that E cannot suitably happen without M. That turns out not to be true. When E cannot suitably happen without M, that does not mean that E requires M; but it means that achieving all of one’s ends requires M.
	However, the conditions required to make this argument work are very strong. The argument should make us wonder how many ends any person has for which it is rational to form “from-intentions”, as defined here. After all, the larger the number of ends you adopt, the less rational it is to believe they will all be achieved.
	A parallel argument could be attempted for (4-I). But the most it would show is that I violate a requirement of rationality in from-intending E, believing that E will only be suitably achieved if I intend some means, but not believing I intend such a means.​[76]​ If I do succeed in forming a false belief of this kind without the intention, an argument of this kind cannot show that the failure to form the intention is irrational. But the failure to form such intentions is irrational. Standard-fixing accounts correctly imply this, since the disposition to form such intentions is one that we have reason to support. However, the cognitivist argument does not extend to showing this.
	More importantly, a cognitivist argument cannot account for the application of (4) to commitments that are to-intentions but fall short of from-intentions. We often have good reason to form such commitments, coordinating our action towards the co-realization of ends without being likely enough to succeed to give us reason to base our deliberation about what to do later on the belief that we will succeed. Commitments of this kind are not subject to the belief-implication requirement (11). Yet they clearly are subject to requirements of instrumental rationality.​[77]​ 
	Again, this seems to be correctly handled by the account I have offered. I do not have to believe that I will be successful in carrying out my to-intentions in order to form and hold them rationally. However, I am conducting myself irrationally if I can see that there are things I could do that are required to make my to-intentions co-achievable, and I retain the intentions without doing those things. In such a case, my beliefs are not incoherent, but I am practically irrational. The issue is not whether I can rationally believe that my to-intentions will be achieved; it is whether I am making the right kind of difference between their being achieved or not. Not being disposed in my thought and conduct towards making that kind of difference is something a standard-fixing account tells us is irrational, independently of its impact on the coherence of my beliefs.
	I think this provides further support for a standard-fixing account of rationality. Such an account of rationality supports the premises from which it is possible to provide a cognitivist explanation of instrumental irrationality in the cases where such an explanation is plausible, but not where it is not. 
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^60	   See J. David Velleman, "On the Aim of Belief"; Nishi Shah, "How Truth Governs Belief"; Nishi Shah and David Velleman, "Doxastic Deliberation".
^61	   See J. David Velleman, "What Good Is a Will?".
^62	   Bratman, "Intention, Belief, and Instrumental Rationality", Section 3.
^63	   Bratman, "Intention, Belief, and Instrumental Rationality", in Section 3.
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^66	   Notice the way in which my view differs from the “two-tier” account of such cases recommended by Holton, "Rational Resolve". On that account, the rationality of forming and holding a resolution confers rationality on its exercise. My different suggestion is that the dispositions we have decisive reasons to support fix the standards for rationality. To illustrate the difference: suppose you are convincingly taught from a young age that the natural selectionist theories you will be taught in school are the work of the devil, and that you should shut your ears to the seductive arguments that will be used in their favour. It might then be rational for you to resolve not to listen to them. As I read it, a “two-tier” account carries the implication that it is therefore rational to go ahead and ignore the evidence for natural selection. On my view, this is irrational, since your disposition, even if it is rationally acquired, is one which violates the standards for evidence-sensitivity that we have decisive reasons to uphold.
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Similarly Raz, after quoting this passage with approval, says that irrationality “can consist in faulty functioning, that is in ways of thinking and of forming beliefs or intentions, and so on, which do not conform to standards of rationality.” (Raz, "The Myth of Instrumental Rationality", p.15). I agree with these remarks. However, they raise two questions that I am trying to answer in the text: (1) Which processes, and which kinds of functioning, are candidates for assessment as rational or irrational? and (2) What fixes the standard of assessment? The answer I offer presents a picture of the relationship between reasons and rationality. It is not clear to me that either Bratman or Raz is doing that, so I hesitate to describe them as offering a standard-fixing theory of that relationship.
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^74	   Compare Bratman, Intention, Plans, and Practical Reason, pp.134-8.
^75	   I present the following as an explanation of why these applications of (4) are requirements of rationality. Unlike Broome, I offer no cognitivist explanation of the correctness of practical reasoning. 
^76	   Note that in doing so, this goes beyond (4-I), which does not imply (although of course it does not deny) that this combination of states is irrational.
^77	   Bratman makes this point in Bratman, "Intention, Belief, and Instrumental Rationality", Section 5. 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