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Abstract: Robust characterization and monitoring of dense nonaqueous phase liquid (DNAPL) source 
zones is essential for designing effective remediation strategies, and for assessing the efficacy of 
treatment.  In this study high-resolution cross-hole electrical resistivity tomography (ERT) was 
evaluated as a means of monitoring a field-scale in-situ bioremediation experiment, in which 
emulsified vegetable-oil (EVO) electron donor was injected into a trichloroethene source zone. 
Baseline ERT scans delineated the geometry of the interface between the contaminated alluvial aquifer 
and the underlying mudstone bedrock, and also the extent of drilling-induced physical heterogeneity. 
Time-lapse ERT images revealed major preferential flow pathways in the source and plume zones, 
which were corroborated by multiple lines of evidence, including geochemical monitoring and 
hydraulic testing using high density multilevel sampler arrays within the geophysical imaging planes. 
These pathways were shown to control the spatial distribution of the injected EVO, and a bicarbonate 
buffer introduced into the cell for pH control. Resistivity signatures were observed within the 
preferential flow pathways that were consistent with elevated chloride levels, providing tentative 
evidence from ERT of the biodegradation of chlorinated solvents. 
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ABSTRACT 8 
Robust characterization and monitoring of dense nonaqueous phase liquid (DNAPL) source 9 
zones is essential for designing effective remediation strategies, and for assessing the efficacy 10 
of treatment.  In this study high-resolution cross-hole electrical resistivity tomography (ERT) 11 
was evaluated as a means of monitoring a field-scale in-situ bioremediation experiment, in 12 
which emulsified vegetable-oil (EVO) electron donor was injected into a trichloroethene 13 
source zone. Baseline ERT scans delineated the geometry of the interface between the 14 
contaminated alluvial aquifer and the underlying mudstone bedrock, and also the extent of 15 
drilling-induced physical heterogeneity. Time-lapse ERT images revealed major preferential 16 
flow pathways in the source and plume zones, which were corroborated by multiple lines of 17 
evidence, including geochemical monitoring and hydraulic testing using high density 18 
multilevel sampler arrays within the geophysical imaging planes. These pathways were 19 
shown to control the spatial distribution of the injected EVO, and a bicarbonate buffer 20 
introduced into the cell for pH control. Resistivity signatures were observed within the 21 
preferential flow pathways that were consistent with elevated chloride levels, providing 22 
tentative evidence from ERT of the biodegradation of chlorinated solvents. 23 
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1.  INTRODUCTION 1 
Chlorinated dense nonaqueous phase liquids (DNAPLs), such as trichloroethene (TCE), are 2 
amongst the most problematic manmade sources of groundwater contamination (Pankow and 3 
Cherry, 1996). They have been widely used by a range of industries over many decades, and 4 
through spills, leaks, uncontrolled releases and disposal now contaminate the subsurface in 5 
many industrialized areas (Pankow et al., 1996; Tait et al., 2004; Rivett and Clark, 2007). 6 
Due to their density DNAPLs can migrate through the water table and spread under the 7 
influence of gravity until residual levels are attained and capillary trapping prevents further 8 
movement, or an impermeable layer is reached, at which point lateral spread or pooling can 9 
occur (Schwille, 1988; Parker et al., 2003). Many chlorinated solvents are characterized by 10 
low solubilities and a resistance to biodegradation and natural attenuation (Pankow et al., 11 
1996), and can therefore remain in the ground for many decades. Their solubility, although 12 
low, is sufficient to exceed regulatory limits (Ajo-Franklin et al., 2006), and so remediation 13 
of contaminated sites is therefore generally required. Where DNAPL is present below the 14 
water table or at significant depths in-situ remediation strategies, including biostimulation, 15 
are often the only viable option (Kueper et al., 2003; ITRC, 2007). Biostimulation often 16 
involves the introduction of an electron donor, such as acetate or emulsified vegetable oil 17 
(EVO), to stimulate the activity of microbes involved in reductive dechlorination, and to 18 
generate the low redox potentials required for dehalorespiration. The ultimate goal of 19 
bioremediation is the complete transformation of chlorinated solvents to a non toxic daughter 20 
product such as ethene. 21 
Robust characterization and monitoring of DNAPL source zones is essential for remedial 22 
design, optimization and performance assessment (Kavanaugh et al., 2003; Brusseau et al., 23 
*Manuscript
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2007). Where significant subsurface heterogeneity exists, conventional intrusive 1 
investigations and groundwater sampling can be insufficient, as the information they provide 2 
is restricted to vertical profiles at discrete locations, with no information between sample 3 
points. Therefore significant uncertainty can remain, in relation to the lithological variability, 4 
and in the distribution of DNAPL, electron donor or other amendment fluids. In order to 5 
mitigate this problem complementary geophysical ground investigation methods are now 6 
emerging (US EPA, 2004), as they have the advantage of producing spatial or volumetric 7 
information on subsurface variability, and can be sensitive to changes caused by the injection 8 
of amendment fluids (Lane et al., 2004; Hubard et al., 2008; Williams et al., 2009). Examples 9 
of field scale geophysical monitoring of DNAPL bioremediation experiments are, however, 10 
rare; previous studies are described by Daily and Ramirez (1995), who used cross-hole 11 
electrical resistivity tomography (ERT), with a spatial resolution of a few m
2
, to monitor 12 
methane electron donor injection at a TCE contaminated site, and Lane et al. (2006) who 13 
applied cross-hole radar methods for monitoring spatial and temporal distribution of EVO at 14 
a TCE and dichloroethene (DCE) contaminated site. 15 
In this study cross-hole ERT was used as a means of imaging the subsurface during a 16 
pilot-scale experiment to monitor the bioremediation of a TCE source zone. The geophysical 17 
study formed a component of a wider experiment, which was designed to test the hypothesis 18 
that enhanced anaerobic bioremediation by reductive dechlorination can result in the effective 19 
treatment of chlorinated solvent DNAPL source areas (Zeeb et al., 2008). The specific 20 
objectives of the geophysical imaging described in this paper were to assess the efficacy of 21 
cross-hole ERT as a means of characterizing geological and hydrogeological heterogeneity, 22 
and monitoring changes in groundwater chemistry associated with the injection of EVO 23 
electron donor and bicarbonate buffer used for pH control, and chloride released through the 24 
biodegradation of chlorinated solvents. Here a novel experimental design was employed, 25 
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involving ERT arrays and multilevel groundwater sampling (MLS) arrays installed in closely 1 
spaced boreholes, which formed monitoring transects in both the source and plume zones. 2 
These arrays were designed to complement the detailed geochemical point sampling by 3 
providing geophysical imaging at a resolution (i.e. dm
2
) approaching that of the geological 4 
heterogeneity indicated during drilling. 5 
2.  ELECTRICAL RESISTIVITY TOMOGRAPHY (ERT) 6 
ERT is a geophysical imaging technique that is used to generate 2D and 3D models, 7 
or images, of the resistivity distribution in the subsurface. Data collection and processing 8 
methodologies are widely described in the literature (e.g. Slater et al., 2002; Bentley and 9 
Gharibi, 2004; Cassiani et al., 2006), and so only a brief description is provided here. ERT 10 
surveys involve making a large number of four-point direct current (DC) electrical 11 
measurements (consisting of pairs of current and potential electrodes) using computer 12 
controlled automated measurement systems and multi-electrode arrays. These data are 13 
inverted to produce images of the subsurface; this is typically achieved by using regularized 14 
nonlinear least-squares algorithms (e.g. Loke and Barker, 1996) in which the forward 15 
problem is solved using either finite element or finite difference methods. ERT electrodes can 16 
be deployed either as surface or borehole arrays, or as a combination of the two. Cross-hole 17 
imaging was selected for this study to ensure that ERT image resolution was maintained with 18 
depth. The superior depth resolution that can be achieved using cross-hole relative to surface 19 
imaging is particularly important when characterizing and monitoring complex ground 20 
conditions and processes, where information is required at the scale of the heterogeneities. 21 
Cross-hole imaging, unlike surface array imaging, can potentially resolve layers that are in 22 
the order of tens of centimetres thick at depths of more than ten metres (e.g. Kemna et al., 23 
2004). 24 
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 2 
2.1  Application to hydrogeophysical investigations 3 
The use of ERT as a ground imaging technique is based on the petrophysical 4 
relationships linking resistivity, hydrogeological and geological parameters (e.g. Revil et al., 5 
1998; Lesmes and Friedman, 2005). The degree of fracturing, porosity, tortuosity, 6 
mineralogy, saturation, temperature and groundwater resistivity all affect the resistivity of 7 
subsurface materials, thereby providing the basis for using ERT for geological and 8 
hydrogeological investigations. The use of ERT for characterizing subsurface geology is well 9 
documented, with many examples of investigating unconsolidated saturated sediments (e.g. 10 
Kilner et al., 2005; Froese et al., 2005), such as those found at the research site detailed in 11 
this study. Generally, the major lithological effect on resistivity in these types of sediments is 12 
the proportion and type of clay minerals (Shevnin et al., 2007), with increasing clay content 13 
causing a decrease in resistivity. The close link between resistivity and many important 14 
hydrogeological parameters and properties has led to the increased use of ERT for 15 
hydrogeophysical investigations, where it has been used to study groundwater quality (Ogilvy 16 
et al., 2009), moisture content (Zhou et al., 2001) and in-situ remediation (Daily and Ramirez, 17 
1995). Of particular significance for hydrogeophysical investigations are the Archie 18 
equations (Archie, 1942) that link resistivity with pore fluid conductivity, saturation and 19 
porosity. When used in time-lapse mode ERT can provide spatial or volumetric information 20 
on changes in the subsurface, which, assuming a fixed geology, are usually related to changes 21 
in saturation (both water and non-wetting phase NAPLs), temperature, and the composition 22 
of the pore fluid. In some cases, quantitative estimates can be made of seepage velocities 23 
(Sandberg et al., 2002; Wilkinson et al., 2009), spatial moments (Binley et al., 2002; Singha 24 
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and Gorelick, 2005; Looms et al., 2008), hydraulic conductivity (Binley et al., 2002), and 1 
tracer mass and concentration (Singha and Gorelick, 2006; Oldenborger et al., 2007; Deiana 2 
et al., 2007 & 2008). 3 
2.2  DNAPL contamination and bioremediation 4 
Examples of the use of ERT to detect and monitor DNAPL in the subsurface are 5 
relatively sparse and can be divided into controlled laboratory studies and those concerned 6 
with imaging historic DNAPL spills at contaminated field sites. Laboratory based ERT has 7 
invariably shown DNAPL contamination causes an increase in resistivity (Weller et al., 1996; 8 
Daily et al., 1998; Chambers et al., 2004); this is because DNAPLs are typically highly 9 
resistive (Lucius et al., 1992). ERT imaging of DNAPL contaminated sites is described by 10 
Daily and Ramirez (1995), Newmark et al. (1998), Goes and Meekes (2004) and Cardarelli 11 
and Di Filippo (2009). Daily and Ramirez (1995) used cross-hole ERT to monitor the 12 
electron donor injection at the TCE contaminated Savannah River Site, South Carolina, US. 13 
They successfully imaged the injection of methane as a metabolic carbon source, the 14 
distribution of which revealed preferential flow pathways within the saturated deposit. 15 
Electrical signatures associated with contamination were not identified in either the baseline 16 
or time-lapse images, instead the images were dominated by lithological variation and 17 
changes associated with gas injection respectively. Newmark et al. (1998) used time-lapse 18 
cross-hole ERT to monitor the pumping of TCE from the Hill Air Force Base, Utah, US. 19 
Removal of pooled DNAPL resulted in a reduction in formation resistivity due to its 20 
replacement by relatively low resistivity water. Goes and Meekes (2004) described two 21 
stand-alone (i.e. not time-lapse) cross-hole ERT field investigations at a perchloroethene 22 
(PCE), TCE and methyl chloride contaminated site in Utrecht and Drenthe in the 23 
Netherlands. Limited correlation between contamination and high resistivities was observed, 24 
but overlaps in the resistivity ranges of contaminated and uncontaminated materials at the site 25 
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introduced significant ambiguity into the interpretation of the data. Cardarelli and Di Filippo 1 
(2009) used a combination of surface based ERT and induced polarisation to study a site 2 
contaminated with chlorinated solvents, and detected geoelectrical signatures consistent with 3 
the presence of DNAPL. These studies, with the exception of Newmark et al. (1998) 4 
highlight the difficulties in detecting DNAPL using ERT. Both the laboratory and field based 5 
studies revealed that DNAPL residual saturation does not have a strong effect on resistivity, 6 
and in field conditions with the added complication of significant heterogeneity these effects 7 
are easily masked. 8 
Most previous work describing the application of ERT to DNAPL contamination 9 
problems has not considered changes in resistivity resulting from chlorinated solvent 10 
degradation or the injection of biostimulation fluids into the subsurface. In the case of 11 
LNAPL contamination, breakdown products can significantly reduce the resistivity of the 12 
pore fluid around the contaminant (Sauck, 2000; Atekwana et al., 2005). Acworth (2001) has 13 
presented evidence to suggest that similar effects can be associated with chlorinated solvent 14 
contaminants. He identified a field example of low resistivity zones associated with free 15 
phase DNAPL that he interpreted as resulting from the release of chloride due to the 16 
biotransformation of chlorinated solvents. The biotransformation of chlorinated solvents, 17 
such as trichloroethene, involves the replacement of chorine on the chlorinated ethene 18 
molecule by hydrogen (Vogel and McCarty, 1985).  The reaction typically proceeds under 19 
reducing conditions, where the sequential dechlorination releases a chloride ion during the 20 
formation of degradation intermediates cis-DCE, vinyl chloride (VC) and ethene respectively. 21 
The injection of electron donor fluids, such as vegetable oil emulsion and lactate, can also 22 
have a measurable effect on resistivity due to altered pore fluid chemistry (Lane et al., 2006), 23 
and could, therefore, potentially be imaged using ERT. The current evidence base suggests 24 
that ERT is therefore likely to be more effective for monitoring changes in the distribution of 25 
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DNAPL breakdown products, electron donor and other amendment fluids, than in directly 1 
detecting changes in residual non-wetting phase saturation. 2 
3.  FIELD SITE DESCRIPTION 3 
3.1  History 4 
The site, which is located in the East Midlands of the UK, has an industrial legacy 5 
stretching back to the early 1900s that includes chemicals manufacture and processing, 6 
energy generation and waste disposal. The study area is on a site formerly used for the 7 
production of monochloroacetic acid (MCA), which is a chemical intermediate for a range of 8 
pharmaceuticals and insecticides. MCA was produced by the reaction of chlorine with acetic 9 
acid and acetic anhydrite. TCE was used in a purification step after the primary reaction; 10 
consequently, large volumes of TCE were stored on the site. The plant operated from the mid 11 
1960s through to 1990. Since closure, the surface structures at the site have been demolished, 12 
the concrete hard standings have been crushed and replaced, and subsurface structures 13 
including the MCA sump have been removed (Figure 1). Several phases of intrusive 14 
investigation have been carried out at the site to establish the geology and the nature and 15 
extent of contamination. 16 
3.2  Geology & Hydrogeology 17 
The generalized geology of the site (Figure 2) comprises made (or artificial) ground, 18 
underlain by Quaternary alluvium and river terrace gravels, below which is Triassic Mercia 19 
Mudstone Group bedrock (Lelliot et al., 2008). The made ground consists of gravel-sized 20 
particles of brick, concrete, quartzite and quartz, in a matrix of sand, silt and clay. Recorded 21 
made ground thickness varies from 0.6 to 2.8 m. The underlying alluvium is sub-divided into 22 
the upper alluvium, which is a silty clay with an average thickness of 0.9 m, and the lower 23 
alluvium, which is a clayey silty sand with an average thickness of 1 m. The alluvium 24 
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generally displays a fining upward sequence and is characterized by millimetre scale 1 
laminations. The lower alluvium is lithologically similar to sandy zones within the gravel, 2 
and in places the change from alluvium to gravels is gradational. The river terrace gravels are 3 
poorly sorted with variable proportions of clay, silt and sand, and have an average thickness 4 
of 2.7 m. The gravels contain fine grained horizons as well as bands of clean gravel. The 5 
weathered top surface of the mudstone bedrock ranges from 0.5 to 1.25 m in thickness; it 6 
consists of soft clay with an increasing proportion of mudstone lithorelicts with depth. The 7 
unweathered mudstone contains discontinuous silty and sandy patches. 8 
Groundwater flow across the site is predominantly to the south-southwest. The water 9 
table is located within the made ground and alluvium at a depth of approximately 1 m below 10 
ground level. The lower alluvium and gravels appear to be in hydraulic continuity with one 11 
another and constitute a minor aquifer. Hydraulic testing has shown that the hydraulic 12 
conductivity (K) of the lower alluvium is relatively uniform, with an average value of 10 13 
m/day, which is consistent with a sandy material with a relatively small proportion of silt and 14 
clay. The K of the gravels displays a very high spatial variability with recorded values 15 
ranging from 0.1 to 26 m/day, reflecting the strong heterogeneity observed during intrusive 16 
investigations. 17 
3.3  Contamination 18 
The principal contaminant at the site is TCE. Eyewitness accounts from former 19 
workers at the plant indicate that spillages and leaks occurred during the transfer of TCE to 20 
and from the holding tanks. Spills and waste, including TCE, were channelled through the 21 
drainage gully running through a washing plant floor into a sump and then into a trade 22 
effluent drain. No estimates of the total mass of DNAPL released into the sub-surface could 23 
be made based on historical records and accounts. 24 
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Site investigation has revealed a spatially variable distribution of chlorinated 1 
compounds in the groundwater and soil based on volatile organic compound (VOC) 2 
concentrations in groundwater, Sudan IV dye tests, and membrane interface probe results. 3 
This distribution was consistent with DNAPL release from the gully and sump associated 4 
with the MCA plant area. Most of the contamination has been identified within the gravels, 5 
and across the top of the mudstone, and in places has penetrated the mudstone through 6 
fractures. DNAPL is now primarily present at residual saturation with only limited small-7 
scale pooling. Reductive dechlorination has occurred across much of the area as indicated by 8 
the transformation of TCE to cis-DCE, VC and ethene, and the presence of redox sensitive 9 
dechlorination indicators (e.g. dissolved oxygen and redox potential), which have been 10 
detected downstream of the gully and sump. Estimates of subsurface DNAPL mass in the 11 
vicinity of the MCA plant based on the site investigation range from 1 to 15 tonnes. 12 
4. METHOD   13 
4.1  Experimental Design And Execution 14 
Detailed overviews of the wider experimental design are given by Zeeb et al. (2008) 15 
and Roberts et al. (2008). A brief outline of the experiment is given here, with particular 16 
reference to the geophysical objectives and monitoring approach.  17 
The experiment was conducted within a contained in-situ test cell, which was 18 
separated from the rest of the site by plastic sheet piled walls that extended below the surface 19 
of the mudstone bedrock. The test cell isolated a portion of the DNAPL source and plume 20 
zone. The piles were designed to hydraulically isolate the aquifer in the cell and were located 21 
at a suitable distance from the transect electrodes such that they would not affect the 22 
resistivity data. Construction of the cell facilitated detailed performance monitoring, and 23 
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allowed for improved hydraulic control. In particular, the hydraulic gradient within the cell 1 
was increased, producing a mean residence time of 40 days, to achieve a more rapid 2 
reduction in DNAPL mass through increased dissolution during the experiment. The cell was 3 
30 m long, 4 m wide, and extended to an average depth of 6.2 m below ground level. The 4 
long axis of the cell was oriented approximately parallel to the prevailing groundwater flow 5 
direction. The influent end of the cell was not piled, thereby allowing groundwater from the 6 
site to flow into the cell; the influent end comprised a gravel pack trench containing fully 7 
screened wells for sample collection and amendment fluid injection. The effluent end was 8 
piled and a gravel pack abstraction trench containing fully screened wells was installed, from 9 
which groundwater was pumped at a rate of 1.4 litres per minute to maintain a hydraulic 10 
gradient of 0.022 within the cell. 11 
ERT monitoring was carried out in two transects, each consisting of seven 100 mm 12 
diameter boreholes at lateral intervals of approximately 0.5 m, positioned in the source and 13 
plume zones respectively (Figure 1). Geological logs from these holes are shown in Figure 2; 14 
lithological interface positions are estimated where core loss, and associated slippage in the 15 
core barrels during drilling, occurs. Each of the holes extended to the mudstone bedrock, and 16 
was instrumented with multilevel sampler (MLS) arrays comprising 10 mm diameter access 17 
lines with ports at 0.5 m intervals with screen lengths of 100 mm, and ERT arrays with 18 
electrodes at 0.2 m intervals (Wilkinson et al., 2008). The boreholes were then left to collapse 19 
back around the installed arrays. Groundwater samples and subsequent chemical analyses 20 
from these provided control data for the geophysical monitoring, and a range of in-situ 21 
bioremediation performance metrics, including contaminant mass flux. The MLS and ERT 22 
arrays described here provided a level of resolution not seen in commercial applications and, 23 
along with Davis et al. (2009), represents one of the most detailed experimental designs to 24 
date for the monitoring of in-situ bioremediation. 25 
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Monitoring of the cell was divided into a 100 day baseline period prior to 1 
biostimulation (Days -100 to -1) and an operational period of 600 days that began 2 
immediately after the injection of the electron donor (Days 1 to 600). The electron donor used 3 
in this case was a vegetable oil based emulsion (Roberts et al., 2008). Between Days -6 and -4 
2 a total of 2480 l of donor was injected into the cell using a total of 17 donor injection wells 5 
of 25 mm diameter were positioned in clusters of 2, 3 or 4 wells as shown in Figure 1. Each 6 
well was screened over a 1 m interval, either from 3-4 m (in clusters of 3 wells only), 4-5 m 7 
or 5-6 m to homogenise the distribution of EVO throughout the aquifer depth. During 8 
pressurised EVO injection, pumping from the equivalent well on the opposite side of the 9 
experimental cell enhanced lateral EVO coverage. At the time of injection the electron donor 10 
was diluted with groundwater to produce an average concentration of 5.05% by volume. 11 
Bioaugementation with KB-1 bacteria was carried out between Days 13 and 14, with the 12 
injection of 60.6 l of fluid across the cell. During the early stages of the experiment monthly 13 
monitoring of the fully screened wells (Figure 1) indicated a decrease in pH to levels where 14 
reductive dechlorination of TCE would be significantly suppressed. Therefore, between Days 15 
111 and 248, sodium and potassium bicarbonate was continuously released into the influent 16 
trench wells at a rate averaging 7 g/minute, producing a concentration of 5 g/l. 17 
Throughout the course of the experiment (during both the baseline and operational 18 
phases) groundwater sampling rounds generally took between one and two weeks, and so for 19 
convenience the timing of sampling events are described as having occurred on the middle 20 
day of the sampling round. Prior to sample collection, purging of the MLS arrays was carried 21 
out until steady state conditions were achieved; purge volumes averaged 3000 ml for each 22 
port. Purging and sample collection was carried out with a low flow pump (~20 ml/min), with 23 
the aim of producing a radial flow zone around the sample port. ERT measurements took 24 
approximately 7 hours for each transect. Baseline ERT measurements were performed during 25 
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the Day -25 monitoring event, and on Days 150, 240, 420, 510 and 600 of the operational 1 
phase of the experiment. Additional ERT measurements were performed on the source zone 2 
transect (SZT) on Day 1, immediately after the injection of electron donor.  3 
The SZT and plume zone transect (PZT) were sampled for large suites of VOCs 4 
(including TCE, c-DCE, VC and ethene), anions, and cations, as well as sulphide, sulphate, 5 
alkalinity, electrical conductivity (EC) and total organic carbon (TOC). Sample analyses for 6 
VOC’s and anions were carried out according to USEPA methods 5021a and 9056a (US 7 
EPA, 2007) respectively. Alkalinity and EC were measured at the well head using 8 
commercially available Hach Alkalinity Test kits and a Hanna HI9828 multiparameter probe.  9 
Immediately prior to the experiment during the baseline period, average concentrations of 10 
TCE, cDCE and VC within the SZT were 295, 501 and 50 mg/l respectively representing 27 11 
%, 63 % and 4.5 % of solubility (TCE: 1100 mg/l; cDCE: 800 mg/l VC: 1100 mg/l  as per 12 
Fetter, 1999 and Lucius et al., 1992). Significant systematic variations in average anion 13 
concentrations within the transects were observed for bicarbonate and chloride in particular, 14 
and in pore fluid EC (Figure 3), which when corrected for temperature is controlled primarily 15 
by the concentration of dissolved ions. Variations in chloride, bicarbonate and hence pore 16 
fluid EC, are potentially significant drivers of bulk resistivity changes during the experiment; 17 
chloride was considered important as it is generated by the reductive dechlorination of TCE; 18 
bicarbonate was introduced into the cell in relatively high concentrations for pH control, and 19 
pore fluid EC is directly related to bulk resistivity (Archie, 1942). Sulphate was also present 20 
in elevated concentrations (i.e. hundreds of mg/l) within the cell due to transfer from the 21 
gypsum rich Mercia Mudstone bedrock, but was largely restricted to the base of the gravels, 22 
and did not display significant systematic variation during the experiment. Dissolved phase 23 
DNAPL molecules are not charged, and therefore do not significantly affect resistivity. 24 
Temperature also influences resistivity (e.g. Hayley et al., 2007), and should be considered in 25 
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seasonal monitoring experiments where air temperatures changes can cause substantial 1 
changes in ground temperatures. In this case, temperature records derived from the multilevel 2 
samplers during each of the monitoring rounds indicate that mean ground temperature 3 
variations below the water table ranged from 11 to 14.9
 
°C (Table 1), which assuming a 2 % 4 
change in resistivity per °C (Hayley et al., 2007), equates to a maximum bulk temperature 5 
induced resistivity change of approximately 8 %. Significant spatial trends in the temperature 6 
data were not apparent. 7 
4.2  ERT Data Acquisition, Processing And Inversion 8 
Apparent resistivity measurements were made on each panel (pair of boreholes) using an AGI 9 
SuperSting R8 IP system. This is a 200 W, eight-channel instrument, which permits the 10 
automated acquisition and storage of up to eight simultaneous apparent resistivity 11 
measurements for a given pair of current electrodes. A cross-hole measurement scheme was 12 
used (Figure 4) since this provides greater image resolution and better signal-to-noise 13 
characteristics than in-hole measurements (Bing and Greenhalgh, 2000). Current was passed 14 
between electrodes A and B, and potential differences were measured between adjacently 15 
numbered potential electrodes (i.e. P2-P1, P3-P2, … , P9-P8). A and B were initially positioned 16 
near the base of each borehole, and were selected so that the A-B current bipole was as close 17 
to horizontal as possible given the differing vertical offsets of each hole. The eight 18 
subsequent cross-hole potential differences were measured, and then A was moved to the 19 
position of B, B to P1, P1 to P2 etc, and the process was repeated. This continued until the top 20 
of the boreholes was reached. At this point, a similar scheme was used where the potential 21 
differences below A and B were measured, with A and B moving back down the boreholes. 22 
This ensured that each measurement was made twice in reciprocal configurations, in which 23 
the electrodes forming the current and potential bipoles are interchanged. The Lorentz 24 
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reciprocity theorem implies that the apparent resistivity should be the same when measured in 1 
reciprocal configurations (Parasnis, 1988). Hence the average of a reciprocal pair of 2 
measurements was taken as the apparent resistivity for any given measurement configuration. 3 
The difference between the pair of measurements should ideally be zero. Any deviation from 4 
this gives a measure of the quality of the data, which is particularly effective for assessing 5 
errors due to high contact resistances, random errors arising from the resistivity instrument 6 
and sporadic errors due to background noise (Slater et al., 2000). Due to the location of the 7 
site, in an active industrial complex, the data were affected by noticeable levels of random 8 
noise. Therefore the differences between pairs of reciprocal measurements were used to 9 
weight the data in the inversion. The distribution of percentage reciprocal errors for the 10 
baseline data set is shown in Table 2. The percentage reciprocal error is given by 100 (ρf – ρr) 11 
/ (ρf + ρr), where ρf is the resistivity measurement, and ρr is its reciprocal. The mean 12 
reciprocal errors for each monitoring round are shown in Table 3. 13 
The boreholes comprising the two transects were closely spaced, which led to a 14 
source of error that could not be accounted for by reciprocal measurements since it was 15 
systematic in nature. In a previous paper (Wilkinson et al., 2008), we demonstrated that 16 
measurements made on closely spaced boreholes can be prone to large systematic errors 17 
caused by uncertainties in the depths of the electrodes. Following the methods presented in 18 
that paper, we calculated an estimate of sensitivity to geometric error for each of the electrode 19 
configurations that were used. Any measurement with a relative sensitivity of >5.0 m
-1
 (such 20 
that an uncertainty in depth of 0.01 m would lead to an error of >5% in the apparent 21 
resistivity measurement) was discarded from the data set. 22 
The baseline data for each transect were inverted using the Res2DInv software, with a finite-23 
element method to permit the inclusion of topography, a Gauss-Newton solver, an L2 24 
(smoothness) model constraint, an L1 (robust) data constraint, and using logarithms of the 25 
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apparent resistivity data for stability (Loke et al., 2003). The L1 data constraint was chosen to 1 
reduce the effects of outlying data on the inverted model. The L2 model constraint was 2 
selected to better represent geological boundaries that were not necessarily aligned along 3 
model block edges; the compromise inherent in this choice being that the boundaries tend to 4 
become represented by gradational changes in resistivity. The method of active constraint 5 
balancing (Yi et al., 2003) was used, which increases the weight of the model constraint in 6 
regions where the sensitivity is low (see Figure 5). This approach helps to maximize spatial 7 
image resolution, whilst preserving inversion stability. Figure 5 shows that the sensitivity is 8 
strongly localized within 0.5 m of the limits of the SZT plane. This justifies the assumptions 9 
that 2.5D (i.e. 3D current flow in a 2D resistivity model) inversion can be used in this 10 
inherently heterogeneous environment and that the effect of the sheet piled walls on the data 11 
will be negligible (the PZT sensitivity distribution is not shown but is similar). The horizontal 12 
and vertical components of the model constraint were equally weighted throughout the model 13 
space due to significant heterogeneity being present in each direction. For each inversion, a 14 
homogeneous half-space was used as the initial model with resistivity equal to the average 15 
apparent resistivity (although the results were not found to be particularly sensitive to the 16 
choice of initial model). Subsequent data sets were inverted using time-lapse constraints to 17 
reduce image artefacts caused by noisy data (Loke, 2001). Each subsequent set was inverted 18 
in sequence, using the preceding inversion as an initial model and also as a reference model 19 
(i.e. the inversion of the monitoring d1 data used the inverted baseline model as a reference; 20 
the d150 data used the inverted d1 model as a reference; etc.). An L1 time-lapse constraint 21 
was imposed on the differences between the reference and the inverted models. This allowed 22 
resistivity changes with well defined boundaries, such as those associated with preferential 23 
transport pathways, to be imaged accurately. The inverted models were discretized on a grid 24 
with a vertical spacing of 0.2 m, and a variable horizontal spacing of (Δxi / 9), where Δxi was 25 
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the spacing between the ith and (i + 1)th boreholes. This varied between 0.04 m and 0.09 m. 1 
The grid for the SZT comprised 1728 model blocks, and for the PZT, 1440 model blocks, 2 
whilst the data sets comprised 1851 apparent resistivity measurements for the SZT and 1463 3 
measurements for the PZT. It was found that three iterations were sufficient for each time-4 
lapse image to converge. 5 
5.  RESULTS & DISCUSSION 6 
5.1  Baseline Resistivity Images 7 
Baseline resistivity sections are shown in Figure 6 (b and d). The area defined by the 8 
black masking at the top of the resistivity sections shows the extent of the unsaturated zone. 9 
Comparison with the geological logs in Figure 2 and the transect geology Figure 6 (a and c) 10 
reveals a clear correlation between resistivity and lithology. The gravels are the most resistive 11 
unit with values ranging from approximately 50 to 100 m. Alluvium resistivities are 12 
generally lower with values in the range of 10 to 100 m. The mudstone bedrock is generally 13 
characterized by resistivities of less than 50 m. Comparison of the interface geometry, 14 
however, reveals significant differences between the borehole and ERT data. In particular, 15 
the gravel/mudstone interface in both transects was interpreted as being highly irregular from 16 
the borehole data, with vertical changes in elevation of up to 1 m of over horizontal distances 17 
on the order of 0.5 m. The ERT images show the bedrock surface as having a more gentle 18 
topography. Given that the interface geometry derived from the ERT sections are 19 
geologically more realistic, and the core recovery (see Figure 2) and slippage in the liner 20 
posed significant problems during drilling, it is probable that the bedrock surface is more 21 
regular than indicated by the borehole data alone. 22 
The lithological similarities between the lower alluvium and the gravels, as 23 
determined from the site investigation, are reflected in the ERT images. The boundary 24 
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between these materials appears to be gradational. This is particularly apparent in the source 1 
SZT (Figure 6b) where there is no clear division between the alluvium and gravel. 2 
The heterogeneity of the resistivity sections clearly reflects the geology of the site, 3 
which in the case of the gravels and alluvium is known to be complex and highly variable. In 4 
addition, some of the variability appears to be unrelated to geological features. Of particular 5 
note is the vertical banding associated with the borehole locations, where the region 6 
immediately surrounding the borehole is generally less resistive. In this case, the resistivity 7 
contrast in the disturbed zone around the boreholes is relatively modest (i.e. less than an order 8 
of magnitude) and so it is likely that the observed vertical banding is related to a real 9 
subsurface resistivity contrast rather than being an artefact of the inversion process (Nimmer 10 
et al. 2008). Futher evidence of the reality of the banding is provided in Figure 7. This shows 11 
raw in-hole dipole-dipole apparent resistivity data that were not used in the inversion. The 12 
data were taken from the borehole at x = 2 m on the SZT with a dipole length of a = 0.2 m 13 
and interdipole spacings of na where n = 1-8. The raw data are shown as filled circles and the 14 
interpolating lines were calculated from linear interpolation of the raw data on a triangulated 15 
mesh. The data show that, independent of depth, the apparent resistivity tends to increase 16 
with small radial distances from the hole axis, reaching a maximum somewhere between 17 
0.15 m and 0.25 m. This exactly reflects the structure of the vertical banding seen in the 18 
resistivity sections. A probable cause of the banding is drill core removal and drilling 19 
disturbance. During drilling a 100 mm diameter core was removed from each borehole within 20 
the transects. The combined ERT and MLS arrays, with maximum and minimum diameters 21 
of the monitoring arrays were 63 mm and 37 mm respectively, were introduced into the 22 
holes, the casing was then removed allowing the holes to collapse. The total volume of pore 23 
or void space generated through the removal of borehole core, taking into account the 24 
introduction of the monitoring arrays, has been calculated to vary between 4750 and 6800 25 
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cm
3
 per metre. This increase in water filled pore or void space will inevitably have caused a 1 
reduction in formation factor in the disturbed zones around the boreholes (particularly in the 2 
more resistive gravels), and hence the observed vertical banding. To support this 3 
interpretation we have modelled the effects of core removal and drilling disturbance in an 4 
otherwise homogeneous 3D resistivity distribution. A horizontal slice through this model is 5 
shown in Figure 8a. The background resistivity is taken to be 100 Ωm, whilst the removed 6 
core space and disturbed zones have resistivities of 10 Ωm and 30 Ωm respectively. The 7 
geometry of the model is also simplified, with the boreholes spaced at 0.5 m and no vertical 8 
offsets between the boreholes. Despite the simplicity, the inversion of simulated crosshole 9 
data from this model exhibits vertical banding that is very similar in physical extent and 10 
resistivity contrast to that observed in the transect images (Figure 8b). 11 
As anticipated, DNAPL was not detected in the baseline images, as the effects of 12 
residual DNAPL contamination could not be separated from the more dominant signatures of 13 
the lithological variability and drilling disturbance. This finding is consistent with Daily and 14 
Ramirez (1995) and Goes and Meekes (2004) who found that residual contamination was 15 
difficult to detect from baseline ERT images. 16 
5.2  Time-Lapse Resistivity Images 17 
Time-lapse resistivity images for the SZT and PZT are shown in Figure 9 and Figure 18 
10 respectively. The data are presented as both resistivity models for each time interval and 19 
normalized resistivity images that are calculated as the resistivity ratio of the time-lapse and 20 
baseline models. Resistivity ratios of less than 1 represent a decrease in resistivity relative to 21 
baseline conditions, whilst values of greater than 1 indicate an increase in resistivity. The 22 
variability in water levels during the experiment was due to a combination of intermittent 23 
faults with the abstraction pumps and pore clogging in the influent trench causing reduced 24 
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flow into the cell. The mean misfit errors between the measured and inverted data are also 1 
shown in the upper right-hand corner of each image. These are consistent with the observed 2 
levels of random (i.e. reciprocal) and systematic (i.e. geometric) error in the data, which were 3 
approximately 3% and 5% respectively.  4 
The ERT time-series for both transects contain broadly similar features. The most 5 
significant change is the appearance of a low resistivity zone towards the base of the gravels 6 
at approximately 35 m above Ordnance Datum (AOD). In the SZT it is a well defined feature 7 
that is concentrated on the right hand side of the cell between x = 1 and 2.7 m, which appears 8 
by Day 1, strengthens considerably by Day 150, peaks at Day 240 and persists to the end of 9 
the experiment at Day 600. In the PZT the feature is slightly more diffuse, but extends across 10 
the entire width of the section. Again, it peaks at Day 240 and persists for the remainder of 11 
the experiment. 12 
The influence of temperature is not readily apparent from the time-lapse resistivity 13 
sections, and is not considered to have significantly affected this experiment. The reasons for 14 
this are twofold. First, the observed temperatures changes are likely to have caused relatively 15 
small changes in resistivity, similar in magnitude to data error and model misfit errors, 16 
compared to the large changes in bulk resistivity changes shown in the resistivity ratio plots. 17 
Second, temperature fluctuations will have produce broad changes in resistivity, diminishing 18 
with depth, whereas the major changes observed from the monitoring data are localized and 19 
concentrated towards the base of the transects. 20 
5.2.1 Electron Donor Injection 21 
The magnitude of the observed resistivity changes in the SZT and the PZT are 22 
indicated in Figure 11, where the average resistivity changes within the low resistivity 23 
regions  towards the base of the gravels (see dotted boxes in Figure 9 and Figure 10) are 24 
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plotted. For the SZT a drop in resistivity of approximately 30 % is observed between the 1 
baseline and Day 1 resistivity sections. The major change to cell during this period was the 2 
introduction of electron donor, which has caused the decrease in resistivity. Although this 3 
drop in resistivity is apparent in Figure 9, it is clear that the electron donor has not produced 4 
the level of resistivity contrasts seen later in the experiment (i.e. Days 150 to 600 - Figure 9). 5 
A smaller resistivity ratio range, as shown in Figure 12, is therefore required to see the 6 
relevant detail in the Day 1 image. The localized nature of the resistivity decrease indicates 7 
that the electron donor has exploited a preferential pathway within the gravels. The location 8 
of the inferred preferential pathway is coincident with a coarse zone of gravel identified from 9 
particle size distribution analysis of core samples recovered from the SZT. The significant 10 
drop in resistivity associated with the electron donor injection is due to the soluble 11 
components, which include 2.4 % sodium lactate and other soluble nutrients. The electrical 12 
conductivity of electron donor concentrate is 7200 µS/cm. Due to its strong electrical 13 
signature, ERT proved to be an effective means of mapping the spatial distribution of the 14 
electron donor within a highly heterogeneous deposit. This finding parallels that of Daily and 15 
Ramirez (1995), who used the injection of an electrically insulating gas (methane electron 16 
donor and air mix), rather than an electrically conductive emulsion, to map preferential flow 17 
pathways in a TCE source zone.  The relative lack of change around the boreholes may be 18 
due to the dilution of high EC fluids within the zones of increased porosity around the 19 
boreholes, or due to inversion artefacts related to the spatially variable sensitivity of the 20 
acquisition scheme. 21 
5.2.2  Bicarbonate Buffer Injection 22 
The continued decrease in bulk resistivity on Days 150 and 240 is a function of 23 
bicarbonate buffer injection. In the influent trench groundwater the EC averaged 800 µS/cm 24 
from the start of baseline monitoring to the injection of bicarbonate on Day 111. During 25 
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bicarbonate injection the average EC increased to 9000 µS/cm, and after injection gradually 1 
decreased to 1600 µS/cm by Day 600. The increase in bicarbonate and the corresponding rise 2 
in EC (which is the inverse of resistivity) observed from the MLS arrays (Figure 13 and 3 
Figure 14), reflects the trend seen in the influent trench. The concentration of bicarbonate and 4 
EC levels are higher in the SZT than the PZT due to dilution and dispersion of bicarbonate 5 
along the cell. This is also evident from the ERT sections where the low resistivity feature is 6 
stronger in the SZT (Figure 9) than in the PZT (Figure 10).  7 
The spatial distribution of the alkalinity and EC determined from the MLS arrays are 8 
shown in Figure 13 and Figure 14. High alkalinities from Day 150 in the SZT and PZT are 9 
concentrated towards the base of the gravels in positions broadly similar to the low resistivity 10 
anomalies that have been identified as preferential flow pathways. Spatial averaging of ERT 11 
derived resistivity and measured alkalinity within this area has revealed a strong correlation 12 
between the two (Figure 15c), indicating that alkalinity is the dominant driver of resistivity 13 
changes. The primary differences between the ERT images and the alkalinity and EC MLS 14 
plots are the diffuse nature of the MLS plots, compared to the corresponding features seen in 15 
the resistivity sections. The reasons for this are likely to be twofold. Firstly, the spatial 16 
resolution achievable from the ERT arrays is higher than that from the MLS arrays. The MLS 17 
ports were distributed on a 0.5 m grid within the transect, i.e. located in boreholes separated 18 
by approximately 0.5 m, and positioned at 0.5 m depth intervals within these boreholes. This 19 
produces an effective sampling area of 0.5 x 0.5 m for each port within the plane of the 20 
transect. The resolution of the ERT is a function of number of factors including mesh 21 
discretization, electrode geometry, measurement configurations and data quality. In this case 22 
with good data quality, vertical and horizontal electrode separations of 0.2 m and 0.5 m 23 
respectively, and the number of measured data exceeding the number of model cells, it is 24 
likely that model resolution will approach that of the chosen mesh discretization, i.e. 0.2 x 25 
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0.05 m. The resolving capabilities of the MLS arrays was also affected by incomplete 1 
recovery of samples from the transects. During some monitoring rounds samples could not be 2 
collected from a number of ports due to low flow rates (assumed to result from clogging of 3 
the well screen) and drawdown of the water table that led to partially saturated conditions in 4 
some of the upper sampling ports; port locations used for the respective sampling rounds are 5 
marked on Figure 13 and Figure 14 as grey dots. Secondly, the disturbed zones around the 6 
boreholes, the presence of voids caused by the incomplete collapse of the boreholes, and void 7 
space within the stem of the MLS and ERT arrays will have produced preferential 8 
groundwater flow pathways along the boreholes. These higher permeability zones, coupled 9 
with the purge volumes that were required to achieve steady state hydrochemical conditions, 10 
are likely to have affected sample collection from the MLS ports. Evidence for this is seen 11 
particularly in the SZT, where vertical banding is apparent in the MLS plots (e.g. Figure 13a - 12 
Day 240, Day 510; Figure 13c – Day 510). The disturbed zone also appears to have allowed 13 
the sinking of denser electrically conductive groundwater towards the lower sections of the 14 
boreholes in a similar manner to that described by Kuras et al. (2009), during an experiment 15 
using cross hole ERT to monitor saline tracer migration. The hypothesis is supported by the 16 
observed distribution of EC changes in both the SZT and PZT plots, where there is a lack of a 17 
distinct lower interface for the higher EC zones (e.g. Figure 13a and Figure 14a), whereas the 18 
top interfaces are generally better defined and more consistent with the high EC (or low 19 
resistivity) features seen in the normalized ERT images (Figure 9 and Figure 10). The diffuse 20 
nature of the MLS plots is also due to the lack of samples (locations shown as grey dots); this 21 
is a particular problem towards the base of the sections, and has in a number of cases resulted 22 
in the extrapolation of high EC and concentration values into the bedrock (e.g. Figure 13a 23 
and b, day 240). Although borehole disturbance appears to have affected groundwater 24 
sampling, the vertical variations in groundwater composition that are observed within the 25 
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MLS arrays indicate that a significant component of the collected pore water was from 1 
undisturbed formations.  2 
5.2.3  Chloride 3 
The MLS results from the PZT show that reductive dechlorination is occurring in the 4 
cell, as evidenced by a decrease in TCE levels and an increase in c-DCE and VC (Figure 3). 5 
Within the preferential flow pathway defined in the SZT and PZT, average chloride levels 6 
varied by approximately 300 and 400 mg/l respectively during the course of the experiment 7 
(Figure 13c and Figure 14c). The main driver for this change is likely to be reductive 8 
chlorination. No other known significant sources of chloride were introduced into the cell 9 
during this time; in particular, the chloride content of the electron donor concentrate was low 10 
(i.e. ~50 mg/l). This magnitude of change (i.e. several hundred mg/l) would have had a 11 
significant impact on pore fluid EC, and hence, bulk resistivity. For example, a change even 12 
at high chloride concentrations of 1200 to 1600 mg/l, in a solution of sodium chloride, will 13 
produce a corresponding change in EC from 5000 to 6600 µS/cm (Weast, 1986), equivalent 14 
to a change in fluid resistivity of 24%. However, the consequence of using the bicarbonate 15 
buffer for the ERT monitoring is that it has significantly altered the groundwater resistivity in 16 
the cell, which has served to obscure the more subtle affects of chloride release from the 17 
reductive dechlorination of TCE. Evidence for the detection of chloride level fluctuations by 18 
the ERT monitoring is therefore limited. Figure 15a and b shows average changes in bulk 19 
resistivity in the ERT sections towards the base of the gravels (dashed boxes – Figure 9 and 20 
Figure 10)  plotted against average pore fluid EC, alkalinity and chloride concentrations from 21 
MLS ports in the same area. Bulk and pore fluid resistivity (or EC) measurements would be 22 
expected to follow similar trends; this is observed in the data, with the exception of day 240 23 
in the SZT and day 510 in both the SZT and PZT where pore fluid resistivities are maintained 24 
at higher levels relative to the bulk resistivity values. Although the increase in alkalinity from 25 
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baseline to Day 240 is similar in the resistivity data, the decrease in alkalinity after Day 240 1 
is not accompanied by an equivalent increase in resistivity. At this point, bulk and pore fluid 2 
resistivity increases are smaller than would be predicted if alkalinity were the sole driver of 3 
resistivity changes, which may indicate that chloride is maintaining the resistivity at lower 4 
levels; this is particularly apparent in the SZT (Figure 15a) in both the bulk and pore fluid 5 
resistivity data. However, given the evidence of preferential flow within the disturbed zone 6 
around the boreholes during groundwater sampling, and the differences between the average 7 
bulk and pore fluid resistivity values, this interpretation is necessarily tentative. 8 
5.2.4  Comparison of ERT, Falling Head Tests and Bromide Tracer Test Results 9 
The regions of low resistivity associated with high concentrations of electron donor 10 
and bicarbonate form discrete layers towards the base of the gravels. This is good evidence 11 
for a high permeability preferential pathway in this area. This hypothesis has been supported 12 
by further hydraulic testing at the site including a bromide tracer test, described by Dearden 13 
et al. (2010), which was monitored in the SZT, and falling head slug tests, which were 14 
performed on both the SZT and the PZT. Falling-head tests (Chirlin, 2007), which involved 15 
adding water to a monitoring well to create an instantaneous head change, were used here to 16 
measure hydraulic conductivity. The rate of recovery of the change in water level is a 17 
function of the hydraulic properties of the aquifer adjacent to the well (Pandit and Miner, 18 
1986).  The resulting head decay was interpreted here using an equation from Hvorslev 19 
(1951) that accounts for the specific geometry of the well completion. The bromide tracer 20 
was released into wells IW1, IW2 and IW3 (Figure 1), which were screened within the river 21 
terrace deposits, between 1.3 and 5.3 m below ground level. The spatial variation of the 22 
average tracer concentration recovered over 24 days is shown in Figure 16a. Hydraulic 23 
conductivity values determined from the falling head tests are shown in Figure 16b and 24 
Figure 16d. Differences between the ERT and MLS based results will be a function of the 25 
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differing spatial resolution of the techniques, noise effecting the ERT data, and the effect of 1 
the disturbed zone on measured K values (e.g. Butler, 2005). 2 
Estimation of hydraulic conductivity, K, directly from resistivity is not possible 3 
because the contributions of pore fluid conductivity and interfacial conductivity, which are 4 
linked to pore volume and pore surface area respectively, cannot be separated (e.g. Slater, 5 
2007). This is particularly true in complex field situations such as this, where the proportion 6 
of clay, and hence the contribution of mineral surface conduction, varies considerably and is 7 
not well constrained by ground truth data. Moreover, the indirect determination of K using 8 
groundwater velocities derived from time-lapse ERT (e.g. Binley et al., 2002) was not 9 
possible in this study because the temporal resolution of the ERT monitoring was insufficient 10 
to capture the bicarbonate breakthrough characteristics. Also, ERT could not be used as a 11 
monitoring tool for the tracer test as bromide concentrations were too low to be detected. 12 
Instead, we use correlation coefficients to assess the similarity between the spatial 13 
distributions of the resistivity changes and the average bromide concentration c¯ or K. We 14 
define the spatial correlation coefficient, r, as  15 
SSp
Sp
r
SS
S
d)(logd
d)log(
b
b
22







,                          16 
where p stands for either c¯ or K, and S is the region bounded by the outer boreholes of the 17 
transect over the depth interval 33.5 m - 37 m AOD.  18 
To interpret r, we note that Schwarz’s Inequality guarantees that -1 ≤ r ≤ 1. We also 19 
note that c¯ and K are ≥ 0 everywhere, and that log(ρ/ρb) < 0 for regions that have become 20 
more electrically conductive than the baseline and > 0 for regions that have become more 21 
resistive. So therefore we would expect r to be significantly < 0 if the distributions of c¯ or K 22 
are predominantly similar to regions that have become more electrically conductive, or 23 
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significantly > 0 if they are similar to regions that have become more resistive. If there was 1 
no overall correspondence, we would expect r ≈ 0. 2 
For the average bromide concentration c¯ observed on the SZT (Figure 16a), we find r 3 
= -0.62, and for the hydraulic conductivity K (Figure 16b), we find r = -0.58.  These values 4 
show that the regions of higher c¯ and K correlate well with the regions where electrical 5 
conductivity increased, supporting the interpretation that the ERT monitoring of the 6 
bicarbonate transport did indeed highlight preferential flow pathways. If we remove the 7 
region surrounded by the dashed line in Figure 16b from the calculation, we find that the 8 
coefficient for K increases to r = -0.68. This is reasonable to do, since very little tracer was 9 
recovered in this region, indicating that whilst a localized high K zone is present the majority 10 
of the tracer mass was focused on the lower right-hand-side of the cell. 11 
Similarly, we can calculate the correlation coefficient between the hydraulic 12 
conductivity (Figure 16d) and the resistivity changes (Figure 16e) for the PZT. We find that r 13 
= -0.72, again showing a strong correlation between hydraulic conductivity and regions of 14 
increased electrical conductivity. These quantitative results support the qualitative 15 
observation that the regions of high c¯ and K look similar to the regions where the bicarbonate 16 
increased the electrical conductivity, and strengthens the argument that the ERT monitoring 17 
revealed preferential transport pathways. 18 
The results of the ERT, indicating a major preferential flow pathway in the gravels, 19 
has significant implications for the distribution of DNAPL in the cell and the efficacy of the 20 
electron donor and KB-1 for bioremediation. The relatively high groundwater velocities in 21 
the preferential pathway appear to have depleted contaminant concentrations in this area of 22 
the SZT, as indicated by the relatively low concentrations of chloride, TCE and DCE 23 
observed within the pathway during the baseline monitoring phase (Figure 13). Conversely, 24 
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the distribution of TCE and its daughter products in the PZT are limited to the region of high 1 
permeability zone (Figure 14) indicating that the dissolved phase DNAPL from the source 2 
zone is being channelled almost exclusively along the preferential flow pathway. 3 
Consequently, it is likely that the delivery of electron donor and KB-1 to free phase DNAPL 4 
in the source zone was limited by the inaccessibility of the remaining contaminant, whilst in 5 
the plume zone delivery would have been more favourable. 6 
6.  SUMMARY & CONCLUSIONS 7 
Baseline ERT images were an effective means of determining the geometry of the 8 
interface between the gravel aquifer and the underlying mudstone, in contrast to ambiguities 9 
in the interpretation of the borehole logs due to core loss and slippage. For sites with 10 
significant areas of pooled DNAPL, ERT has a clear role to play in the characterization of the 11 
surface topography of aquitards, which can control pooling and lateral migration.  ERT 12 
provided evidence of the ground disturbance associated with drilling, although these effects 13 
were difficult to separate from possible data acquisition and inversion footprints .  14 
The great strength of ERT is that it can see through the disturbed zone into pristine 15 
formation, whereas samples collected from MLS arrays can be influenced by the drilling 16 
disturbance and flow heterogeneity resulting from the collapse of boreholes as indicated by 17 
the vertical banding in some of the EC and concentration plots, and the diffuse nature of the 18 
features within these plots. This highlights the benefits of combined ERT and MLS 19 
monitoring approaches, for which high resolution spatial data generated from geoelectrical 20 
imaging can aid in the interpretation of groundwater sampling data. However, interpretation 21 
of these data sets must take into account possible ERT data acquisition artefacts and 22 
preferential sampling of the disturbed zone during groundwater sampling. 23 
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Crucially, ERT imaging has proved effective as a means of spatially imaging the 1 
subsurface distribution of the biostimulation and pH control fluids, thereby providing an 2 
important indicator of the performance of the substrate delivery process. Despite significant 3 
resistivity changes caused by biostimulation and pH control fluids introduced into the cell, a 4 
resistivity signature consistent with changes in chloride levels was observed in both the SZT 5 
and PZT between Days 420 and 600, thereby providing tentative evidence that ERT may 6 
have detected a product of chlorinated solvent biodegradation. 7 
The distribution of both the electron donor and bicarbonate determined from ERT 8 
provided strong evidence of a major preferential pathway in the cell. This finding was 9 
confirmed by subsequent tracer and falling head tests; the geometry of the preferential 10 
pathways identified from the ERT was shown to correlate well with the distribution of peak 11 
tracer concentrations and high K values determined from the falling head tests. The control 12 
exerted by preferential flow pathways on the distribution of contaminant and the delivery of 13 
biostimulation fluids has clear implications for the outcome of the bioremediation process, 14 
and further highlights the benefits of hydrogeophysical monitoring approaches that can 15 
achieve a level of spatial resolution closer to that of the scale of hydrogeological 16 
heterogeneity.  17 
Most future attempts to monitor the progress of DNAPL bioremediation are unlikely 18 
to have the benefit of very closely spaced boreholes and a contained cell. Conventional site 19 
investigation and monitoring approaches rely upon more widely spaced boreholes, and more 20 
limited groundwater sampling. In such situations the use of ERT is likely to be even more 21 
advantageous. This is because high resolution imaging of geological and hydrogeological 22 
heterogeneity can still be achieved using borehole separations that are far less favourable than 23 
those used in this study (LaBreque et al., 1996), and recent advances in ERT monitoring 24 
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technology (e.g. Ogilvy et al., 2009) will allow for datasets to be collected at much higher 1 
temporal resolutions (i.e. at intervals of hours or days, rather than weeks or months). 2 
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Figure 1. Research site plan showing the dimensions of the experimental cell, the location of 1 
the former MCA plant, and the positions of the source zone transect (SZT) and plume zone 2 
transect (PZT) ERT and multilevel sampler (MLS) arrays and the injection and monitoring 3 
wells. Inset shows location of study site within the UK. 4 
Figure 2. Stratigraphic and lithological logs of the (a) SZT and (b) PZT. 5 
Figure 3. Summary of groundwater chemistry changes in SZT and PZT during the 6 
experiment. Values are averages across each transect.  7 
Figure 4. Cross-hole multi-channel measurement scheme used to collect ERT data on each 8 
panel. The dashed line joins the current electrodes, the dotted lines join sequential pairs of 9 
potential electrodes. 10 
Figure 5. Mean absolute data sensitivity for the SZT. The white dashed lines indicate the 11 
intersection of the vertical and horizontal sections through the 3D sensitivity distribution. 12 
Figure 6. Transect geology interpreted from (a) SZT boreholes, (b) SZT ERT model, (c) PZT 13 
boreholes and (d) PZT ERT model. See Figure 2 for SZT and PZT borehole logs. 14 
Figure 7.  Plots of in-hole dipole-dipole apparent resistivity data from the SZT borehole at 15 
x = 2 m. Raw data are shown by filled circles, interpolating lines were calculated by linear 16 
interpolation. 17 
Figure 8. a) Horizontal section through a 3D resistivity model representing removed cores (10 18 
Ωm) and disturbed zones (30 Ωm) in a homogeneous background (100 Ωm). b) 2.5D 19 
inversion of data from 3D model, exhibiting vertical banding associated with boreholes. 20 
Figure 9. Time-lapse resistivity images of the SZT shown as a time series (top) and 21 
normalized images (bottom) for the baseline (b), Day 1 (d1), Day 150 (d150), Day 240 22 
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(d240), Day 420 (d420), Day 510 (d510) and Day 600 (d600) monitoring rounds. The 1 
bedrock is shown as a thick dashed line. The black masked areas at the top of the sections 2 
indicate the extent of the unsaturated zone. The dotted black box defines the approximate 3 
extent of the major preferential flow pathway towards the base of the gravels. The mean 4 
misfit errors are shown in the upper right corner of each resistivity image. 5 
Figure 10. Time-lapse resistivity images of the PZT shown as a time series (top) and 6 
normalized images (bottom) for the baseline (b), Day 150 (d150), Day 240 (d240), Day 420 7 
(d420), Day 510 (d510) and Day 600 (d600) monitoring rounds. Bedrock shown as thick 8 
dashed line. The bedrock is shown as a thick dashed line. The black masked areas at the top 9 
of the sections indicate the extent of the unsaturated zone. The dotted black box defines the 10 
approximate extent of the major preferential flow pathway towards the base of the gravels. 11 
The mean misfit errors are shown in the upper right corner of each resistivity image. 12 
Figure 11. Average change in resistivity towards base of gravels (in areas defined by dotted 13 
black boxes in Figure 9 and Figure 10) for the SZT and PZT. 14 
Figure 12. Normalized resistivity image (b/d1) showing the distribution of low resistivity 15 
electron donor (blue) two days after injection. 16 
Figure 13. Kriged multi-level sampler (MLS) results from the SZT: (a) EC, (b) alkalinity, (c) 17 
chloride and (d) sulfate. The black dots show MLS sample locations. The black dashed line 18 
shows the inferred mudstone/gravel interface. 19 
Figure 14. Kriged multi-level sampler (MLS) results from the PZT: (a) EC, (b) alkalinity, (c) 20 
chloride and (d) sulfate. The black dots show MLS sample locations. The black dashed line 21 
shows the inferred mudstone/gravel interface. 22 
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Figure 15. Average ERT derived resistivity, and MLS pore fluid EC, bicarbonate and 1 
chloride levels (in areas defined by dotted black boxes in Figure 9 and Figure 10) at the (a) 2 
SZT and the (b) PZT, and (c) variation in resistivity with bicarbonate  concentration 3 
(Baseline to Day 600).  4 
Figure 16. Plots of a) average bromide concentration, b) hydraulic conductivity and c) 5 
resistivity ratio (ρd240/ρb) for the SZT, plus d) hydraulic conductivity and e) resistivity ratio 6 
for the PZT. The spatial correlation coefficients between the plots are shown in the inset 7 
table. The region b’ comprises the area to the right of and below the white dashed line in b). 8 
MLS port and ERT electrode locations are shown as black dots. Areas with no data have been 9 
masked (white). 10 
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Table 1. Mean groundwater temperatures recorded from MLS arrays during sampling. 1 
Table 2. Reciprocal error distributions and statistics for baseline data set. 2 
Table 3. Mean reciprocal errors for each monitoring round. 3 
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Monitoring Round Mean Temperature (
o
C) Standard Deviation (
o
C)
Baseline 11.3 0.6
d15 14.9 0.6
d240 11.9 0.9
d420 13.1 0.7
d510 13.2 1.6
d600 11.0 1.5
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Reciprocal error 
Fraction of data at or below reciprocal 
error level 
SZT PZT 
1% 32.6% 24.3% 
2% 55.4% 48.5% 
3% 72.1% 65.3% 
4% 82.5% 75.7% 
5% 89.3% 83.4% 
10% 99.3% 95.4% 
Reciprocal error statistics 
Mean 2.31% 3.00% 
Standard 
deviation 2.11% 2.96% 
Median 1.72% 2.08% 
Inter-quartile 
range 2.46% 2.86% 
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Monitoring round Mean reciprocal error SZT PZT 
Baseline 2.31% 3.00% 
d1 2.48% - 
d150 3.11% 1.60% 
d240 2.90% 3.13% 
d420 2.51% 3.33% 
d510 2.92% 2.01% 
d600 2.18% 2.32% 
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