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GLOBAL WELL-POSEDNESS OF THE ENERGY
CRITICAL NONLINEAR SCHRO¨DINGER EQUATION
WITH SMALL INITIAL DATA IN H1(T3)
SEBASTIAN HERR, DANIEL TATARU, AND NIKOLAY TZVETKOV
Abstract. A refined trilinear Strichartz estimate for solutions to
the Schro¨dinger equation on the flat rational torus T3 is derived.
By a suitable modification of critical function space theory this is
applied to prove a small data global well-posedness result for the
quintic Nonlinear Schro¨dinger Equation in Hs(T3) for all s ≥ 1.
This is the first energy-critical global well-posedness result in the
setting of compact manifolds.
1. Introduction and main result
Our goal here is to establish a critical local well-posedness theory for
the nonlinear Schro¨dinger equation
(i∂t +∆)u = |u|4u, (1)
posed on the three dimensional torus T3 = R3/(2πZ)3 and thus to
naturally extend the result of Bourgain’s fundamental paper [1] where
only sub-critical regularity is considered. To our knowledge, this is the
first critical well-posedness result in the case of a nonlinear Schro¨dinger
equation on a compact manifold.
Since the critical space associated to (1) is the Sobolev space H1,
our result will directly imply small data global well-posedness for (1)
(see the conservation of energy (5) below). The problem of arbitrary
data global well-posedness is a remaining challenging issue.
If the problem (1) is posed on the Euclidean space R3 then one
obtains small data global well-posedness by invoking the Strichartz
estimate (see e.g. [11])
‖u‖L∞t Hsx + ‖u‖L2t ;W s,6x . ‖u(0)‖Hs + ‖(i∂t +∆)u‖L2t ;W s,6/5x . (2)
Let us give the argument (see [7]). Applying (2) with s = 1 in the
context of (1) together with the Ho¨lder and the Sobolev embedding
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H1 →֒ L6 yield
‖u‖L∞t H1x + ‖u‖L2t ;W 1,6x . ‖u(0)‖H1 + ‖u‖L2tW 1,6x ‖u‖
4
L∞t H
1
x
.
The above a priori estimate easily transforms to small data global well-
posedness result for (1) by invoking the Picard iteration scheme (the
use of the endpoint Strichartz estimate in this reasoning is not really
needed). Recently, even the global well-posedness and scattering in the
Euclidean setting has been established for large data by Colliander–
Keel–Staffilani–Takaoka–Tao [8].
The arguments of the Euclidean setting completely fail if (1) is posed
on a compact Riemannian manifold. The Strichartz inequality (2) does
not hold in the periodic case as one can see it by adapting to the 3d
situation the 1d counterexample of [1]. It also strongly fails, if ∆ is the
Laplace-Beltrami operator on the three dimensional sphere by testing
it for instance on zonal eigenfunctions with large eigenvalues (see [3]).
The most dramatic failure is that of the non-homogeneous estimate.
As shown by the work of Bourgain [1], Burq-Gerard-Tzvetkov [3, 4,
5, 6] some weak versions of the inequality (2) survive in the setting of
compact manifolds. For instance one has that for free solutions to the
Schro¨dinger equation on T3, we have the estimate
‖u‖L4tL4x . ‖u(0)‖H 14+ . (3)
In the Euclidean setting the same estimate without any loss is obtained
from (2) combined with the Sobolev embedding W
1
4
,3(R3) →֒ L4(R3)
(by interpolation one may also put L4tL
3
x type norms in (2)). A simi-
lar estimate holds if the torus is replaced with the three dimensional
sphere; there the epsilon loss can not be avoided, see [3].
Using the estimate (3) and its bilinear extensions one can prove es-
sentially optimal (up to the critical regularity) well-posedness results
for the nonlinear Schro¨dinger equation, on both the 3d rational torus
or the 3d sphere (see [1], [5]). We also refer to [2] for partial results in
the case of irrational tori.
In the present paper we shall be able to prove the endpoint result, i.e.
well-posedness in the energy space H1. For this purpose estimates with
an epsilon loss of type (3) are useless. Our strategy is to use trilinear
Strichartz type estimates on the right scales (with no loss with respect
to scaling) only, involving Lpt with p > 2, in the context of the U
p and
V p type critical spaces theory. These function spaces were originally
developed in unpublished work on wave maps by the second author,
see also Koch-Tataru [12]. Here we will use the formalism as presented
in Hadac-Herr-Koch [9], but with the following refinement. The scale-
invariant linear Strichartz estimates which we aim to trilinearize involve
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frequency scales which are finer than the standard dyadic localizations.
Therefore, a modification of the norms is necessary which allows us to
distinguish finer scales.
Let us now describe more precisely our results. Consider the Cauchy
problem
i∂tu+∆u = |u|4u
u(0, x) = φ(x) ∈ Hs(T3). (4)
For strong solutions u of (4) we have energy conservation
E(u(t)) =
1
2
∫
T3
|∇u(t, x)|2dx+ 1
6
∫
T3
|u(t, x)|6dx = E(φ), (5)
and L2-conservation
M(u(t)) =
1
2
∫
T3
|u(t, x)|2dx = M(φ). (6)
Thus, the natural energy space for this equation is H1(T3). The same
problem (4) but considered in R3 is invariant with respect to the scaling
law
u(t, x)→ uλ(t, x) = λ1/2u(λ2t, λx)
The energy is also invariant with respect to this scaling, which is why
this problem is called energy critical. Scaling considerations remain
valid in the periodic case for space-time scales which are ≪ 1.
Define
Bε(φ∗) := {φ ∈ H1(T3) : ‖φ− φ∗‖H1 < ε}.
Let us now state our first result dealing with local well-posedness.
Theorem 1.1 (Local well-posedness). Let s ≥ 1. For every φ∗ ∈
H1(T3) there exists ε > 0 and T = T (φ∗) > 0 such that for all initial
data φ ∈ Bε(φ∗)∩Hs(T3) the Cauchy problem (4) has a unique solution
u ∈ C([0, T );Hs(T3)) ∩Xs([0, T )).
This solution obeys the conservation laws (5) and (6), and the flow
map
Bε(φ∗) ∩Hs(T3) ∋ φ 7→ u ∈ C([0, T );Hs(T3)) ∩Xs([0, T ))
is Lipschitz continuous.
The spaces Xs involved in this statement are the critical spaces as-
sociated to our problem (see (11) below). In the case of small data, the
proof of Theorem 1.1 shows that the life span T of the solution only de-
pends on the H1-norm of the initial data. Thanks to the conservation
laws, we therefore have a global in time result:
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Theorem 1.2 (Small data global well-posedness). Let s ≥ 1. There
exists ε0 > 0 such that for all initial data φ ∈ Bε0(0) ∩ Hs(T3) and
every T > 0 the Cauchy problem (4) has a unique solution
u ∈ C([0, T );Hs(T3)) ∩Xs([0, T )).
This solution obeys the conservation laws (5) and (6), and the flow
map
Bε0(0) ∩Hs(T3) ∋ φ 7→ u ∈ C([0, T );Hs(T3)) ∩Xs([0, T ))
is Lipschitz continuous.
The results of Theorem 1.1 and Theorem 1.2 hold equally well for
the focusing problem
i∂tu+∆u = −|u|4u .
On the other hand in the large data global theory the difference between
these two cases should of course be crucial.
At the moment we are not able to prove well-posedness in the energy
space for (1) on the three dimensional sphere S3. Some progress in this
direction was achieved in [6] where one gains control on the second
Picard iteration in H1. However the argument in [6] uses strongly
separated interactions of the spatial and the time frequencies, a fact
which does not fit well with the critical spaces machinery. In particular
the control of the second Picard iteration performed in [6] does not rely
only on Lpt , p > 2 properties of free solutions as is the case in the present
paper.
The outline of the paper is as follows: In Section 2 we introduce some
notation and the critical function spaces. In Section 3 we prove trilinear
Strichartz type estimates which extend the results of J. Bourgain [1].
In Section 4 we show how these estimates imply our main results stated
above.
We remark that for a proof of the crucial multilinear estimate in
Proposition 4.1 the refinements involving localizations to rectangles in
Section 3 are not necessary. Indeed, estimate (27) could be derived
from the dyadic tri-linear Strichartz type estimate
‖
3∏
j=1
PNjuj‖L2 . N1−δ2 N1+δ3
3∏
j=1
‖PNjuj‖Y 0 , (7)
for some small δ > 0, which can be proved directly by orthogonality
considerations, Ho¨lder’s inequality and the extension of Bourgain’s es-
timate to critical function spaces (19). However, if one follows this
strategy of proof, critical spaces which are sensible to finer than dyadic
scales would still be needed.
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We decided to present the stronger estimates because we believe that
they are interesting in their own right, also for linear solutions. They
may also prove useful in the study of the large data case. The tech-
nique we will use involves additional orthogonality considerations with
respect to the temporal frequency of the solutions, not only with respect
to the spatial frequencies. This circle of ideas has further applications,
e.g. to 4d cubic Schro¨dinger equations, see [10].
Acknowledgments. The authors are grateful to the anonymous ref-
erees for their valuable comments. In particular, a suggestion of one
of the referees lead to a modification and simplification of Proposition
3.3, and as a consequence to an improvement of Corollary 3.4.
2. Critical function spaces
Throughout this section let H be a separable Hilbert space over C.
In our application this will be chosen as either Hs(T3) or C. We will
briefly introduce the function spaces Up and V p (we refer the reader to
[9, Section 2] for detailed proofs of the basic properties) and use them
to construct all relevant function spaces for the present paper.
Let Z be the set of finite partitions −∞ < t0 < t1 < . . . < tK ≤ ∞ of
the real line. If tK =∞, we use the convention that v(tK) := 0 for all
functions v : R → H . Let χI : R → R denote the sharp characteristic
function of a set I ⊂ R.
Definition 2.1. Let 1 ≤ p < ∞. For {tk}Kk=0 ∈ Z and {φk}K−1k=0 ⊂ H
with
∑K−1
k=0 ‖φk‖pH = 1 we call the piecewise defined function a : R →
H ,
a =
K∑
k=1
χ[tk−1,tk)φk−1
a Up-atom and we define the atomic space Up(R, H) of all functions
u : R→ H such that
u =
∞∑
j=1
λjaj for U
p-atoms aj , {λj} ∈ ℓ1,
with norm
‖u‖Up := inf
{
∞∑
j=1
|λj| : u =
∞∑
j=1
λjaj , λj ∈ C, aj Up-atom
}
. (8)
Remark 1. The spaces Up(R, H) are Banach spaces and we observe
that Up(R, H) →֒ L∞(R;H). Every u ∈ Up(R, H) is right-continuous
and u tends to 0 for t→ −∞.
6 S. HERR, D. TATARU, AND N. TZVETKOV
Definition 2.2. Let 1 ≤ p <∞.
(i) We define V p(R, H) as the space of all functions v : R → H
such that
‖v‖V p := sup
{tk}Kk=0∈Z
(
K∑
k=1
‖v(tk)− v(tk−1)‖pH
) 1
p
(9)
is finite1.
(ii) Likewise, let V prc(R, H) denote the closed subspace of all right-
continuous functions v : R → H such that limt→−∞ v(t) = 0,
endowed with the same norm (9).
Remark 2. The spaces V p(R, H), V prc(R, H) are Banach spaces and
satisfy Up(R, H) →֒ V prc(R, H) →֒ L∞(R;H).
Proposition 2.3. For 1 ≤ p < q <∞ we have V prc(R, H) →֒ U q(R, H).
We also record a useful interpolation property of the spaces Up and
V p, cf. [9, Proposition 2.20].
Lemma 2.4. Let q1, q2, q3 > 2, E be a Banach space and
T : U q1 × U q2 × U q3 → E
be a bounded, tri-linear operator with ‖T (u1, u2, u3)‖E ≤ C
∏3
j=1 ‖uj‖Uqj .
In addition, assume that there exists C2 ∈ (0, C] such that the estimate
‖T (u1, u2, u3)‖E ≤ C2
∏3
j=1 ‖uj‖U2 holds true. Then, T satisfies the
estimate
‖T (u1, u2, u3)‖E . C2(ln C
C2
+ 1)3
3∏
j=1
‖uj‖V 2 , uj ∈ V 2rc, j = 1, 2, 3.
Proof. For fixed u2, u3 let T1u := T (u, u2, u3). From the assumption we
have
‖T1u‖E ≤ D1‖u‖Uq1 where D1 = C‖u2‖Uq2‖u3‖Uq3 ,
‖T1u‖E ≤ D′1‖u‖U2 where D′1 = C2‖u2‖U2‖u3‖U2.
An application of [9, Proposition 2.20] and the bound ‖uj‖Uqj ≤ ‖uj‖U2
for j = 2, 3 yield
‖T1u‖E . C2(ln C
C2
+ 1)‖u‖V 2‖u2‖U2‖u3‖U2 .
The embedding V 2rc →֒ U qj allows us to repeat this argument with
respect to the second and third argument of T . 
1Notice that here we use the convention v(∞) = 0
GWP OF THE ENERGY CRITICAL NLS WITH SMALL DATA IN H1(T3) 7
We define the spatial Fourier coefficients
f̂(ξ) := (2π)−3/2
∫
[0,2π]3
e−ix·ξf(x) dx, ξ ∈ Z3.
and the space time Fourier transform
Fu(τ, ξ) := (2π)−2
∫
R×[0,2π]3
e−i(x·ξ+tτ)u(t, x) dtdx, (τ, ξ) ∈ R× Z3.
We fix a non-negative, even function ψ ∈ C∞0 ((−2, 2)) with ψ(s) = 1
for |s| ≤ 1 in order to define a partition of unity: for a dyadic number
N ≥ 1 we set
ψN(ξ) = ψ
( |ξ|
N
)
− ψ
(2|ξ|
N
)
, for N ≥ 2, ψ1(ξ) = ψ(|ξ|).
We define the frequency localization operators PN : L
2(T3) → L2(T3)
as the Fourier multiplier with symbol ψN , and for brevity we also write
uN := PNu. Moreover, we define P≤N :=
∑
1≤M≤N PM .
More generally, for a set S ⊂ Z3 we define PS as the Fourier pro-
jection operator with symbol χS, where χS denotes the characteristic
function of S.
Let s ∈ R. We define the Sobolev space Hs(T3) as the space of all
L2(T3)-functions for which the norm
‖f‖Hs(T3) :=
∑
ξ∈Z3
〈ξ〉2s|fˆ(ξ)|2
 12 ≈ (∑
N≥1
N2s‖PNf‖2L2(T3)
) 1
2
is finite.
Corresponding to the linear Schro¨dinger flow we define
Definition 2.5. For s ∈ R we let Up∆Hs resp. V p∆Hs be the spaces of
all functions u : R → Hs(T3) such that t 7→ e−it∆u(t) is in Up(R, Hs)
resp. V p(R, Hs), with norms
‖u‖Up∆Hs = ‖e−it∆u‖Up(R,Hs), ‖u‖V p∆Hs = ‖e−it∆u‖V p(R,Hs). (10)
Spaces of this type have been succesfully used as replacements for
Xs,b spaces which are still effective at critical scaling, see for instance
[12], [13], [9].
Remark 3. Proposition 2.3 and Lemma 2.4 naturally extend to the
spaces Up∆H
s and V p∆H
s.
In the context of this article this would suggest that spaces of the
form Up∆H
1 and V p∆H
1 should be useful. However, here we introduce a
small variation on this theme.
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Definition 2.6. For s ∈ R we define Xs as the space of all functions
u : R → Hs(T3) such that for every ξ ∈ Z3 the map t 7→ eit|ξ|2û(t)(ξ)
is in U2(R,C), and for which the norm
‖u‖Xs :=
∑
ξ∈Z3
〈ξ〉2s‖eit|ξ|2û(t)(ξ)‖2U2t
 12 (11)
is finite.
Definition 2.7. Let s ∈ R. We define Y s as the space of all functions
u : R → Hs(T3) such that for every ξ ∈ Z3 the map t 7→ eit|ξ|2û(t)(ξ)
is in V 2rc(R,C), and for which the norm
‖u‖Y s :=
∑
ξ∈Z3
〈ξ〉2s‖eit|ξ|2û(t)(ξ)‖2V 2t
 12 (12)
is finite.
As usual, for a time interval I ⊂ R we also consider the restriction
spaces Xs(I), etc. It is easy to relate the Xs and Y s spaces with the
previously defined V p∆H
s and Up∆H
s. Using also Remark 2, we have:
Proposition 2.8. The following continuous embeddings hold:
U2∆H
s →֒ Xs →֒ Y s →֒ V 2∆Hs.
The motivation for the introduction of the Xs and Y s spaces lies in
the following
Corollary 2.9. Let Z3 = ∪Ck be a partition of Z3. Then(∑
k
‖PCku‖2V 2∆Hs
) 1
2
. ‖u‖Y s. (13)
The following Proposition follows immediately from the atomic struc-
ture of U2.
Proposition 2.10. Let s ≥ 0, 0 < T ≤ ∞ and φ ∈ Hs(T3). Then, for
the linear solution u(t) := eit∆φ for t ≥ 0 we have u ∈ Xs([0, T )) and
‖u‖Xs([0,T )) ≤ ‖φ‖Hs. (14)
Let f ∈ L1loc([0,∞);L2(T3)) and define
I(f)(t) :=
∫ t
0
ei(t−s)∆f(s)ds (15)
for t ≥ 0 and I(f)(t) = 0 otherwise. We have the following linear
estimate for the Duhamel term.
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Proposition 2.11. Let s ≥ 0 and T > 0. For f ∈ L1([0, T );Hs(T3))
we have I(f) ∈ Xs([0, T )) and
‖I(f)‖Xs([0,T )) ≤ sup
v∈Y −s([0,T )):‖v‖Y −s=1
∣∣∣∣∫ T
0
∫
T3
f(t, x)v(t, x)dxdt
∣∣∣∣ (16)
Proof. We extend I(f) continuously by I(f)(t) := ∫ T
0
ei(t−s)∆f(s)ds
for t > T . For each ξ we have that t → eit|ξ|2Î(f)(t)(ξ) is absolutely
continuous and of bounded variation, hence in U2. Let ε > 0. There is
a sequence (bξ)ξ∈Z3 ∈ ℓ2(Z3), ‖(bξ)‖ℓ2 = 1 such that
‖I(f)‖Xs([0,T )) ≤
∑
ξ∈Z3
bξ〈ξ〉s
∥∥∥∥∫ t
0
χ[0,T )(s)e
is|ξ|2f̂(s)(ξ)ds
∥∥∥∥
U2t
+ ε.
By duality of U2 and V 2, see [9, Theorem 2.8 and Proposition 2.10],
for each ξ ∈ Z3 there exists vξ ∈ V 2t , ‖vξ‖V 2 = 1, such that∥∥∥∥∫ t
0
χ[0,T )(s)e
is|ξ|2f̂(s)(ξ)ds
∥∥∥∥
U2t
≤
∣∣∣∣∫ T
0
f̂(s)(ξ)e−is|ξ|2vξ(s)ds
∣∣∣∣+ 2−|ξ|2ε.
Evidently, we can choose vξ to be right-continuous with supp vξ ⊆ [0, T )
without changing the above expression. Define
v(t, x) = (2π)−3/2
∑
ξ∈Z3
bξ〈ξ〉seix·ξe−it|ξ|2vξ(t).
Then, v ∈ Y −s([0, T )), ‖v‖Y −s ≤ 1, and
‖I(f)‖Xs([0,T )) ≤
∑
ξ∈Z3
∣∣∣∣∫ T
0
f̂(t)(ξ)v̂(t)(ξ)dt
∣∣∣∣+ cε,
and the claim follows by dominated convergence and Plancherel’s iden-
tity. 
Remark 4. In particular, Proposition 2.11 implies that any estimate on
f in L1([0, T );Hs(T3)) bounds I(f) in Xs([0, T )).
3. Strichartz estimates
We first recall Bourgain’s Lp estimates of Strichartz type. Let CN
denote the collection of cubes C ⊂ Z3 of side-length N ≥ 1 with
arbitrary center and orientation.
Proposition 3.1 (Bourgain [1]). Let p > 4. For all N ≥ 1 we have
‖PNeit∆φ‖Lp(T×T3) . N
3
2
− 5
p‖PNφ‖L2(T3). (17)
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More generally, for all C ∈ CN we have
‖PCeit∆φ‖Lp(T×T3) . N
3
2
− 5
p‖PCφ‖L2(T3). (18)
Proof/Reference. Estimate (17) follows [1, formula 3.117]. Let C ∈ CN
with center ξ0. We first apply a Galilean transformation (as in [1,
formulas 5.7-5.8]) to shift the center of the cube C to the origin and
replace C by C0 = C − ξ0. Denoting φ0(x) = e−ix·ξ0φ(x) we have
φ̂0(ξ) = φ̂(ξ + ξ0) and therefore ‖PCφ‖L2(T3) = ‖PC0φ0‖L2(T3). Fur-
thermore, we can relate the corresponding solutions to the Schro¨dinger
equations. We have
PC0e
it∆φ0(t, x) =
∑
ξ∈C0
ei(x·ξ−t|ξ|
2)φ̂0(ξ) =
∑
ξ∈C
ei(x·(ξ−ξ0)−t|ξ−ξ0|
2)φ̂(ξ),
therefore by rewriting the phase
x · (ξ − ξ0)− t|ξ − ξ0|2 = (x+ 2tξ0) · ξ − t|ξ|2 − x · ξ0 − t|ξ0|2
we obtain
PC0e
it∆φ0(t, x) = e
−i(xξ0+t|ξ0|2)PCe
it∆φ(t, x+ 2tξ0)
Thus ‖PCeit∆φ‖Lp(T×T3) = ‖PC0eit∆φ0‖Lp(T×T3). The bound (18) with
C replaced by C0 follows from (17). 
Corollary 3.2. Let p > 4. For all N ≥ 1 and C ∈ CN we have
‖PCu‖Lp(T×T3) . N
3
2
− 5
p‖PCu‖Up∆L2 . (19)
Proof. Due to the atomic structure of Up it suffices to consider a piece-
wise linear solution a, i.e.
a(t) =
K∑
k=1
χ[tk−1,tk)(t)e
it∆φk−1 with
K∑
k=0
‖φk−1‖pL2 = 1
We apply (18) on each interval [tk−1, tk), and then sum up with respect
to k. 
In the remainder of this section we will refine Bourgain’s estimate
(17) in the case p > 4 by proving stronger bounds for solutions which
are frequency-localized to 3d rectangles.
Let RM (N) be the collection of all sets in Z3 which are given as the
intersection of a cube of sidelength 2N with strips of width 2M , i.e.
the collection of all sets of the form
(ξ0 + [−N,N ]3) ∩ {ξ ∈ Z3 : |a · ξ −A| ≤M}
with some ξ0 ∈ Z3, a ∈ R3, |a| = 1, A ∈ R.
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Proposition 3.3. For all 1 ≤M ≤ N and R ∈ RM (N) we have
‖PReit∆φ‖L∞(T×T3) . M 12N‖PRφ‖L2(T3). (20)
Proof. For fixed t we have the uniform bound
‖PReit∆φ‖L∞(T3) ≤
∑
ξ∈Z3∩R
|φ̂(ξ)| ≤ (#(Z3 ∩ R)) 12‖PRφ‖L2(T3).
We cover the rectangle by ∼ N2/M2 cubes of side-length M and faces
parallel to the coordinate planes. Each such cube contains ∼M3 lattice
points. Altogether, we arrive at the upper bound
#(Z3 ∩ R) .MN2,
which shows the claim. 
The estimates (18) and (20) and Ho¨lder’s inequality imply
Corollary 3.4. Let p > 4 and 0 < δ < 1
2
− 2
p
. For all 1 ≤M ≤ N and
R ∈ RM (N) we have
‖PReit∆φ‖Lp(T×T3) . N
3
2
− 5
p
(
M
N
)δ
‖PRφ‖L2(T3). (21)
We conclude the section with our key trilinear estimate:
Proposition 3.5. There exists δ > 0 such that for any N1 ≥ N2 ≥
N3 ≥ 1 and any interval I ⊂ [0, 2π] we have
‖
3∏
j=1
PNjuj‖L2(I×T3) . N2N3max
{N3
N1
,
1
N2
}δ 3∏
j=1
‖PNjuj‖Y 0 . (22)
Proof. We begin the proof with some simplifications. First of all, it
is enough to consider the case I = [0, 2π]. Second, given a partition
Z3 = ∪Cj into cubes Cj ∈ CN2 , the outputs PN1PCju1PN2u2PN3u3 are
almost orthogonal because the spatial Fourier-support of u2PN3u3 is
contained in at most finitely many cubes of sidelength N2. Additionally,
we have
‖u‖2Y 0 =
∑
j
‖PCju‖2Y 0 ,
which implies that it suffices to prove (22) in the case when the first
factor is further restricted to a cube C ∈ CN2 ,
‖PN1PCu1PN2u2PN3u3‖L2 . N2N3
(
N3
N1
+
1
N2
)δ 3∏
j=1
‖PNjuj‖Y 0, (23)
where L2 = L2([0, 2π]× T3).
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In (23), thanks to Proposition 2.8, we are allowed to replace Y 0
by V 2∆L
2. Then (23) follows by interpolation, via our interpolation
Lemma 2.4, from the following two trilinear estimates:
‖PCPN1u1PN2u2PN3u3‖L2 . N2N3
(
N3
N2
)δ′ 3∏
j=1
‖PNjuj‖U4∆L2 (24)
for 0 < δ′ < 1
2
, respectively
‖PCPN1u1PN2u2PN3u3‖L2 . N2N3
(
N3
N1
+
1
N2
)δ′′ 3∏
j=1
‖PNjuj‖U2∆L2 ,
(25)
for some δ′′ > 0.
The first bound (24) follows from Ho¨lder’s inequality with 4 < p < 5
and q such that 2/p+ 1/q = 1/2 and (19)
‖PCPN1u1PN2u2PN3u3‖L2 ≤ ‖PCPN1u1‖Lp‖PN2u2‖Lp‖PN3u3‖Lq
. N
3− 10
p
2 N
3
2
− 5
q
3 ‖PN1u1‖Up∆L2‖PN2u2‖Up∆L2‖PN3u3‖Uq∆L2 ,
and the embedding U4∆L
2 →֒ Up∆L2 →֒ U q∆L2.
For the second bound (25) we can use the atomic structure of the
U2 spaces (see e.g. [9, Proposition 2.19] for more details on this point)
to reduce the problem to the similar estimate for the product of three
solutions to the linear Schro¨dinger equation uj = e
it∆φj :
‖PCPN1u1PN2u2PN3u3‖L2 . N2N3
(
N3
N1
+
1
N2
)δ′′ 3∏
j=1
‖PNjφj‖L2 . (26)
Let ξ0 be the center of C. We partition C = ∪Rk into almost disjoint
strips of width M = max{N22 /N1, 1} which are orthogonal to ξ0,
Rk =
{
ξ ∈ C : ξ · ξ0 ∈ [|ξ0|Mk, |ξ0|M(k + 1))
}
, |k| ≈ N1/M
Each Rk is the intersection of a cube of sidelegth 2N2 with a strip of
width M , and we decompose
PCPN1u1PN2u2PN3u3 =
∑
k
PRkPN1u1PN2u2PN3u3
and claim that the summands are almost orthogonal in L2(T × T3).
This orthogonality no longer comes from the spatial frequencies, but
from the time frequency. Indeed, for ξ1 ∈ Rk we have
ξ21 =
1
|ξ0|2 |ξ1 · ξ0|
2 + |ξ1 − ξ0|2 − 1|ξ0|2 |(ξ1 − ξ0) · ξ0|
2 = M2k2 +O(M2k)
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since N22 .M
2k. The second and third factor alter the time frequency
by at most O(N22 ). Hence the expressions PRkPN1u1PN2u2PN3u3 are
localized at time frequency M2k2 + O(M2k) and thus are almost or-
thogonal,
‖PCPN1u1PN2u2PN3u3‖2L2 .
∑
k
‖PRkPN1u1PN2u2PN3u3‖2L2
On the other hand the estimates (21) and (18) yield
‖PRkPN1u1PN2u2PN3u3‖L2 .N
3− 10
p
2
(
M
N2
)ε
N
3
2
− 5
q
3
‖PRkPN1φ1‖L2‖PN2φ2‖L2‖PN3φ3‖L2,
with 4 < p < 5 and q such that 2/p+1/q = 1/2, and 0 < ε < 1/2−2/p.
Then (26) follows by summing up the squares with respect to k. 
4. Proof of the main results
Before we explain the proofs of Theorems 1.1 and 1.2 we summarize
the results of the previous section in the following nonlinear estimate.
Proposition 4.1. Let s ≥ 1 be fixed. Then, for all 0 < T ≤ 2π, and
uk ∈ Xs([0, T )), k = 1, . . . , 5, the estimate∥∥∥I( 5∏
k=1
u˜k)
∥∥∥
Xs([0,T ))
.
5∑
j=1
‖uj‖Xs([0,T ))
5∏
k=1
k 6=j
‖uk‖X1([0,T )), (27)
holds true, where u˜k denotes either uk or uk.
Proof. Let I denote the interval I = [0, T ), and let N ≥ 1 be given.
Proposition 2.11 implies I(P≤N
∏5
k=1 u˜k) ∈ Xs(I) and∥∥∥I(P≤N 5∏
k=1
u˜k)
∥∥∥
Xs(I)
≤ sup
v∈Y−s(I):
‖v‖
Y−s
=1
∫ 2π
0
∫
T3
P≤N
5∏
k=1
u˜k vdxdt.
We denote u0 = P≤Nv. Then we need to prove the multilinear estimate∣∣∣∣∣
∫
I×T3
5∏
k=0
u˜k dxdt
∣∣∣∣∣ . ‖u0‖Y −s(I)
5∑
j=1
‖uj‖Xs(I) 5∏
k=1
k 6=j
‖uk‖X1(I)
 (28)
Once (28) is obtained the claimed estimate follows by letting N →∞.
We consider extensions to R of uk which we will also denote with uk in
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the sequel of the proof, k = 0, . . . , 5, and (28) reduces to∣∣∣∣∣
∫
I×T3
5∏
k=0
u˜k dxdt
∣∣∣∣∣ . ‖u0‖Y −s
5∑
j=1
‖uj‖Xs 5∏
k=1
k 6=j
‖uk‖X1
 . (29)
We dyadically decompose
u˜k =
∑
Nk≥1
PNk u˜k.
In order for the integral in (29) to be nontrivial, the two highest fre-
quencies must be comparable. Then, by the Cauchy-Schwarz inequality
and symmetry it suffices to show that (with L2 = L2(I × T3))
S =
∑
N
‖PN1u˜1PN3 u˜3PN5u˜5‖L2‖PN0u˜0PN2 u˜2PN4u˜4‖L2
. ‖u0‖Y −s
5∑
j=1
‖uj‖Xs
5∏
k=1
k 6=j
‖uk‖X1 ,
(30)
where N is as the set of all 6-tuples (N0, N1, . . . , N5) of dyadic numbers
Ni ≥ 1 satisfying
N5 ≤ . . . ≤ N1, max{N0, N2} ≈ N1.
We subdivide the sum into two parts S = S1 + S2:
Part N1: N2 ≤ N0 ≈ N1: Proposition 3.5 implies
S1 .
∑
N1
N2N3N4N5
(
N5
N1
+
1
N3
)δ (
N4
N0
+
1
N2
)δ 5∏
k=0
‖PNkuk‖Y 0.
Using Cauchy-Schwarz, we easily sum up with respect to N2, N3, N4
and N5, and obtain
S1 .
∑
N0≈N1
‖PN0u0‖Y 0‖PN1u1‖Y 0
5∏
k=2
‖uk‖Y 1 .
Another application of Cauchy-Schwarz with respect to N1 yields
S1 . ‖u0‖Y −s‖u1‖Y s
5∏
k=2
‖uk‖Y 1 ,
as needed.
Part N2: N0 ≤ N2 ≈ N1. Proposition 3.5 implies
S2 .
∑
N2
N0N3N4N5
(
N5
N1
+
1
N3
)δ 5∏
k=0
‖PNkuk‖Y 0 .
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By Cauchy-Schwarz we sum with respect to N3, N4 and N5 and obtain
S2 .
∑
N0≤N1≈N2
N0‖PN0u0‖Y 0‖PN1u1‖Y 0‖PN2u2‖Y 0
5∏
k=3
‖uk‖Y 1.
For the remaining sum we apply directly Cauchy-Schwarz with respect
to N0 to obtain
S2 .
∑
N1≈N2
N s+11 ‖u0‖Y −s‖PN1u1‖Y 0‖PN2u2‖Y 0
5∏
k=3
‖uk‖Y 1 .
Finally, we apply Cauchy-Schwarz with respect to N1 to obtain
S2 . ‖u0‖Y −s‖u1‖Y s
5∏
k=2
‖uk‖Y 1 .
The proof of the proposition is complete. 
Proof of Theorem 1.1. We split the proof into several parts. The gen-
eral strategy of the proof is well-known, see e.g. [7, 14]. We study the
case s = 1 in detail.
Part 1: Small data. From (27) we obtain∥∥∥I(|u|4u− |v|4v)∥∥∥
X1([0,T ))
≤ c(‖u‖4X1([0,T )) + ‖v‖4X1([0,T )))‖u− v‖X1([0,T )),
(31)
for all 0 < T ≤ 2π and u, v ∈ X1([0, T )).
For parameters ε > 0, δ > 0, consider the sets
Bε :={φ ∈ H1(T3) : ‖φ‖H1 ≤ ε},
Dδ :={u ∈ X1([0, 2π)) ∩ C([0, 2π);H1(T3)) : ‖u‖X1([0,2π)) ≤ δ}.
The set Dδ is closed in X
1([0, 2π)), hence it is a complete space. With
L(φ) = eit∆φ and NL(u) = −iI(|u|4u) we aim to solve the equation
u = L(φ) +NL(u)
by the contraction mapping principle in Dδ, for φ ∈ Bε. We have
‖L(φ) +NL(u)‖X1([0,2π)) ≤ ε+ cδ5 ≤ δ,
by choosing
δ = (4c)−
1
4 and ε = δ/2. (32)
With the same choice it follows that
‖NL(u)−NL(v)‖X1([0,2π)) ≤ 1
2
‖u− v‖X1([0,2π)),
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which shows that the nonlinear map L(φ) +NL(u) has a unique fixed
point in Dδ (Concerning uniqueness in the full space, see below). Sim-
ilarly, for φ, ψ ∈ Bε and the corresponding fixed points u, v ∈ Dδ it
follows
‖u− v‖X1([0,T )) ≤ ‖φ− ψ‖H1 + 2cδ4‖u− v‖X1([0,T )),
which yields the Lipschitz dependence.
Part 2: Large data. Let r > 0 and N ≥ 1 be given. For parameters
ε, δ, R, T , with 0 < ε ≤ r, 0 < δ ≤ R, consider the sets
Bε,r :={φ ∈ H1(T3) : ‖φ>N‖H1 ≤ ε, ‖φ‖H1 ≤ r},
Dδ,R,T :={u ∈ X1([0, T )) ∩ C([0, T );H1(T3)) :
‖u>N‖X1([0,T )) ≤ δ, ‖u‖X1([0,T )) ≤ R},
where f>N = (I − P≤N)f . For φ ∈ Bε,r we have
‖[L(φ) +NL(u)]>N‖X1([0,T )) ≤ ε+ ‖[NL(u)]>N‖X1([0,T )). (33)
We split NL(u) = NL1(u≤N , u>N)+NL2(u≤N , u>N), such that NL1 is
at least quadratic in u>N and NL2 is at least quartic in u≤N . In view
of (27) we obtain
‖NL1(u≤N , u>N)‖X1([0,T )) ≤ cδ2R3. (34)
Concerning the estimate for NL2 we recall (see Remark 4) that it
suffices to control the nonlinearity in L1([0, T );H1). The latter follows
from a Sobolev embedding type argument
‖NL2(u≤N , u>N)‖X1([0,T )) ≤ c1‖u‖L∞([0,T );H1)‖u≤N‖4L4([0,T );L∞)
+ c1N‖u‖L∞([0,T );L6)‖u≤N‖4L4([0,T );L12) ≤ c2N2TR5.
(35)
Similarly to (34), one can show that
‖NL1(u≤N , u>N)−NL1(v≤N , v>N)‖X1([0,T )) ≤ c3δR3‖u− v‖X1([0,T )).
Moreover, as in (35), it follows
‖NL2(u≤N , u>N)−NL2(v≤N , v>N)‖X1([0,T )) ≤ c4N2R4T‖u−v‖X1([0,T )).
Let C ≥ 1 be the maximum of c, c1, . . . , c4. By choosing the parameters
R := 4r, δ := (8CR3)−1, ε := δ/2, T := δ(8CR5N2)−1, (36)
we have found that for any φ ∈ Bε,r the map
L(φ) +NL(u) : Dδ,R,T → Dδ,R,T
is a strict contraction, which has a unique fixed point u and φ 7→ u is
Lipschitz continuous with constant 2.
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Part 3: Conclusion. Concerning uniqueness, we note that by trans-
lation invariance in t it suffices to consider
u, v ∈ X1([0, T )) ∩ C([0, T );H1(T3)) such that u(0) = v(0),
and show u = v for arbitrarily small T > 0. Indeed, this follows from
the uniqueness of the fixed point in balls of arbitrary radius already
proved in Part 2.
Now, let φ∗ ∈ H1(T3) and ε > 0 be as in (36) for given r = 2‖φ∗‖H1
(notice that this choice is independent of N). Choose N ≥ 1 large
enough such that ‖[φ∗]>N‖H1 ≤ ε/2. Then, for all φ ∈ Bε/2(φ∗) we
have φ ∈ Bε,r, and by Part 2 we find T = T (r,N) > 0 and a unique
solution u ∈ X1([0, T )) ∩ C([0, T );H1(T3)) which depends Lipschitz
continuously on the initial data φ.
Finally, we remark that by the tame estimate (27) we can easily
prove persistence of higher order Sobolev regularity, with a (conceiv-
ably shorter) lifespan depending on ‖φ‖Hs. However, an a posteriori
iteration argument shows that the time of existence must be at least
T (φ∗). 
Proof of Theorem 1.2. By part 1 and 3 of the previous proof it suffices
to provide a suitable a priori bound on the solution in H1.
In the defocusing case, this obviously follows from conservation laws
(5) and (6) the Sobolev embedding H1(T3) →֒ L6(T3):
‖u(t)‖2L2 + ‖∇u‖2L2 ≤ 2E(u(0)) + 2M(u(0)) ≤ ‖u(0)‖2H1 + d2‖u(0)‖6H1.
If ‖u(0)‖H1 is chosen to be small enough, it follows that for ε as in (32)
the solution satisfies ‖u(t)‖H1 ≤ ε on any interval of existence, and we
can iterate the argument from Part 1 indefinitely.
In the focusing case, we combine the conservation laws (5) and (6)
with a continuity argument, based on the inequality
‖u(t)‖2H1 =2E(u(0)) + 2M(u(0)) +
1
3
‖u(t)‖6L6
≤‖u(0)‖2H1 + d2‖u(0)‖6H1 + d2‖u(t)‖6H1,
which is valid for any solution u ∈ X1([0, 2π)).
We consider f(x) = x − d2x3 for x ≥ 0, which increases from 0 to
its maximum value 2(3
√
3d)−1 and satisfies f(x) ≥ 2
3
x on the interval
I = [0, (
√
3d)−1]. We have shown above that f(‖u(t)‖2H1) < ε20, for all
t ∈ [0, 2π) and all initial data satisfying
‖u(0)‖2H1 + d2‖u(0)‖6H1 < ε20.
By choosing ε20 = min{2(3
√
3d)−1, 2/3ε2}, with ε as in (32), the conti-
nuity of t 7→ ‖u(t)‖2H1 implies that ‖u(t)‖2H1 ∈ I for all t ∈ [0, 2π), and
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therefore ‖u(t)‖2H1 ≤ 3/2ε20 ≤ ε2 for all t ∈ [0, 2π), which allows us to
iterate the small data local well-posedness argument. 
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