Abstract. We are interested in the modeling of wave-current interactions around surf zones at beaches. Any model that aims to predict the onset of wave breaking at the breaker line needs to capture both the nonlinearity of the wave and its dispersion. We have therefore formulated the Hamilto-5 nian dynamics of a new water wave model, incorporating both the shallow water and pure potential flow water wave models as limiting systems. It is based on a Hamiltonian reformulation of the variational principle derived by Cotter and Bokhove (2010) by using more convenient variables.
Introduction
The beach surf zone is defined as the region of wave breaking and white capping between the moving shore line and 25 the (generally time-dependent) breaker line. Let us consider wave propagation from deeper water to shallow water regions. The start of the surf zone on the offshore side is at the breaker line where sustained wave breaking begins. It demarcates the points where the nonlinearity of the waves 30 becomes strong enough to outweigh dispersion. The waves thus start to overturn. From the point of breaking till the Correspondence to: Onno Bokhove (o.bokhove@leeds.ac.uk) shore, the waves lose energy and generate vorticity. A mathematical model that can predict the onset of wave breaking at the breaker line will need to capture both the nonlinearity 35 of the waves and their dispersion. Moreover the model has to include vorticity effects to simulate wave-current interactions.
Various mathematical models are used to describe water waves. A popular model for smooth waves in deep water is 40 the potential flow model, but its velocity field does not include vorticity. In the near-shore region, vorticity effects are, however, important. When obliquely incident waves shoal in shallow water, steepen and break, a horizontal shear or vertical vorticity is generated. On semi-enclosed or enclosed 45 beaches, this leads to an overall circulation induced by wave breaking. A classical hydraulic model for the surf zone is the shallow water model. The complicated, turbulent threedimensional wave breaking is approximated in this model by discontinuities or so-called bores. These are special relations 50 holding across the jumps connecting the right and left states of the flow. Mass and momentum are conserved across the discontinuity, while energy is not, as can be expected from observing the white capping zone of fine-scale splashes and sprays in the broken wave (Whitham, 1974) . Shallow wa-55 ter waves are not dispersive, and these waves tend to break too early in comparison with real, dispersive waves. Boussinesq models include internal wave dispersion to a higher degree of accuracy, but dispersion always seems to beat nonlinearity. Therefore wave overturning tends to be prevented 60 in these models. The variational Boussinesq model proposed by Klopman et al. (2010) could be a notable exception, but it is based on the Ansatz of potential flow. In three dimensions, a purely potential-flow model cannot be extended by inclusion of bores and hydraulic jumps as a simple model to 65 represent wave breaking. The reason is that at least some vorticity has to be generated by bores that have non-uniformities along their jump line as was shown by Pratt (1993) , Peregrine (1998) , and Peregrine and Bokhove (1998) .
includes both the shallow water approximation of breaking waves as bores and the accurate dispersion of the potential flow model. Such a model was obtained by Cotter and Bokhove (2010) from a parent Eulerian variational principle with extended Clebsch variables, in which the vortical parts 75 only depended on the horizontal coordinates. This restricts the vorticity to have a vertical component only. Extended Clebsch variables may, however, be less convenient algebraically and also yield a larger phase space of variables. We therefore reformulate this system in terms of surface velocity, 80 velocity potential and water depth, and derive the Hamiltonian structure including its Poisson bracket. This new water wave model can be reduced to the shallow water equations, the potential flow model, and the Boussinesq model of Klopman et al. (2010) under corresponding restrictions. The Green-Naghdi equations emerge from the variational Boussinesq model by introducing a parabolic potential flow profile in the Poisson bracket, as well as another, columnar approximation of the velocity in the Hamiltonian.
Finally, a new variational approach to derive jump con-90 ditions across bores is also explored. It is inspired by the work of Wakelin (1993) for stationary shock or jump conditions for the shallow water equations. These results have been extended to moving shocks in shallow water based on the variational principles for the relevant Clebsch variables.
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Naturally, this approach allows us to obtain jump conditions for the new water wave model as well. The jump relations can be implemented in any system with a variational and Hamiltonian structure, but not every system with a Hamiltonian structure allows shocks or discontinuities to persist in 100 time. For example, it was shown by El et al. (2006) that the Green-Naghdi system has an unsteady undular bore, i.e., an initial discontinuity in the free surface and velocity expands instantly into smooth undulations. It is therefore necessary to analyze the energy loss across jumps, and juxtapose this 105 analysis between the original and our new extended GreenNaghdi system. The outline of the paper is as follows. First, a systematic derivation of the new Hamiltonian formulation will be given starting from a slightly adapted formulation of the vari-110 ational principle of Cotter and Bokhove (2010) in §2. Subsequently, we show in §3 how it can be reduced to limiting systems, such as the shallow water equations, the potential flow model, the Boussinesq model of Klopman et al. (2010) and an extended version of the Green-Naghdi equations. In §5, a 115 variational approach to derive jump conditions is given, starting from the well-known Rankine-Hugoniot or jump conditions for the shallow water equations. We end with conclusions in §6.
2 New water wave model 120
Variational principle
Consider an incompressible fluid at time t in a threedimensional domain bounded by solid surfaces and a free surface, with horizontal coordinates x, y, and vertical coordinate z. The water depth is denoted by h = h(x,y,t). There exists a parent Eulerian variational principle for incompressible flow with a free surface. Its three-dimensional velocity field U = U (x,y,z,t) = (u,υ,w) T , with transpose (·) T , contains both potential and rotational parts and is represented as
through extended Clebsch variables: the velocity potential φ = φ(x,y,z,t), the three-dimensional fluid parcel label l = l(x,y,z,t) and the corresponding Lagrange multiplier vector π = π(x,y,z,t). Such a representation describes a velocity 125 field containing all three components of vorticity ∇ × U . In order to avoid confusion, indices are also introduced in (1) and the Einstein convention for repeated indices is used. This velocity representation is similar to the expression (3.9) by Salmon (1988) . Also Lin (1963) ponent is constant throughout the whole water column and flows with helicy (Kuznetsov and Mikhailov, 1980) are thus excluded by construction. Cotter and Bokhove (2010) derived novel water wave dynamics from the parent Eulerian variational principle which 145 includes two limits: Luke's variational principle giving the classical potential water wave model and a principle for depth-averaged shallow water flows based on planar Clebsch variables. At least conceptually, the novel variational principle follows readily from the parent principle with two-150 dimensional label and multiplier fields l and π depending only on the two-dimensional horizontal coordinates and time. Hence, they no longer depend on the vertical coordinate z. In his prominent paper, Luke (1967) has mentioned about the possibility of the introduction of Clebsch potentials into 155 the variational principle for the rotational case. In contrast, we do not use Clebsch scalar variables, but extended vector Clebsch variables.
Extended Clebsch variables are, however, not convenient to work with. We therefore reduce the model to a more 160 compact and conventional form. This reduction from six variables {φ,h,l,π} to four more conventional variables {φ,h,u * } is undertaken in a Hamiltonian setting. The latter variables involve a new velocity u * , which is a suitable horizontal velocity.
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The variational principle of Cotter and Bokhove (2010) has the following form:
where the horizontal part of the domain is Ω H ; the singlevalued free surface boundary lies at z = h(x,y,t) + b(x,y), with h(x,y,t) the water depth and b(x,y) a given, fixed topography; and, t is time, its derivative is ∂ t , and T a final time. The component of the velocity with vortical parts is contained in v(x,y,t) = π j (x,y,t)∇l j (x,y,t), with j = 1,2 (3) and three-dimensional gradient ∇. Thus, the entire threedimensional velocity field is represented by
combining the potential velocity ∇φ(x,y,z,t) and the planar velocity v(x,y,t). The relevant Hamiltonian, the sum of kinetic and potential energies, equals
with g the acceleration of the Earth's gravity, and H 0 a still water reference level. This Hamiltonian is the available potential energy, due to the additional subtraction of the rest level contribution, cf. Shepherd (1993) .
As is shown in Cotter and Bokhove (2010) , the variational formulation of the new system is similar to Hamiltonian classical mechanics, and becomes
δh :
with Hamiltonian variations equal to
In the above expressions, we used the depth-averaged horizontal velocityū
where
T is the horizontal component of the velocity U , and surface velocity potential
Here the subscript (.) s denotes variables at the free surface.
To obtain these results, we also employed the relation
and a similar one for ∂ t (φ s ).
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The pairs (l,hπ) and (φ s ,h) at the free surface are canonically conjugated. Thus the Hamiltonian dynamics arising from (2)-(6) is canonical and takes the form
Subsequent substitution of one of these variables l,hπ,φ s or h -rewritten as a functional in (11)-in turn yields (6).
Reduction of Hamiltonian dynamics
The aim is to reduce the number of variables in the Hamiltonian formulation from the set {φ,φ s ,h,l,hπ} to the set {ϕ ≡ φ − φ s ,h,u * }. Doing so removes the reference to the label fields and their conjugates and yields a reduction by two fields. This transformation is achieved via variational techniques. The surface velocity u * is now split into a potential and rotational part, which allows us to reformulate the Hamiltonian dynamics. The key observaton is that the velocity field (4) can be rewritten as
by introducing a surface velocity u * (x,y,t) = ∇φ s (x,y,t) + v(x,y,t).
Upon using this in (5), the resulting Hamiltonian becomes
Consequently, instead of the seven fields used in (5), we can use five fields. The question is whether a similar reduction can be achieved from the Poisson bracket, thus closing the Hamiltonian formulation in the new variables. The subsequent derivation has a technical character and readers can safely jump to the next subsection, in which the result is stated.
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We relate the two sets of variational derivatives by taking variations of a functional F in terms of the prognostic variables
which connects variations with respect to the different sets of variables. After using (13) with (3) in the above, an integration by parts and using Gauss' law, we obtain
where also index notation with i,j,k = 1,2 and ∇ 1 = ∂ x , ∇ 2 = ∂ y is used for clarity's sake. Boundary contributions in the above calculation vanish because at solid vertical boundariesn H · δF/δ(hu * ) = 0 with the horizontal outward normaln H , or because h = 0 at the water line. Substitution of (16) into (11) yields the transformed Hamiltonian formulation in momentum variables
where we employed the chain rule, the relation
Hamiltonian dynamics of new water wave model
We complete the derivation by stating the Hamiltonian dynamics of the new water wave model. In the next two sections, two limiting systems and Boussinesq approximations will be based directly on this new Hamiltonian formulation. The final step is to transform the Hamiltonian formulation (17) with respect to the set {h,hu * } into one with respect to {h,u * }, using the relations
By substitution of (19) into (17), we obtain the desired Hamiltonian formulation in the new variables
with (·) ⊥ the rotated vector as in u * ⊥ ≡ (−u * 2 ,u * 1 ) T , and note that the gradients ∇ are effectively two dimensional as they operate on functions independent of z. The potential vorticity is defined as
No integration by parts was required in the previous transformation. Since only the difference of variables φ and φ s appears, we introduce a modified potential ϕ = φ − φ s , zero at the free surface. Hence, we can slightly simplify (14) to
Specification of F in (20), in turn, and use of (22), yields the equations of motion
Gagarina et al.: Horizontal circulation and jumps in Hamiltonian wave models 5 using Hamiltonian variations
with the depth-weighted horizontal velocity vector in (8) redefined asū
and the Bernoulli function
Note that δH/δϕ = 0 acts here as a constraint, since it does not play a role in the prognostics. The final system of equations in the new free surface variables equals
with the elliptic equation for ϕ in the interior
The boundary conditions for ϕ in (28) are n·(u * +∇ϕ) = 0
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at solid walls, with n the exterior normal vector, and ϕ = 0 at the free surface. We can also formulate the new system in a (conservative) form, which will become relevant for the derivation of jump conditions later. Using definitions (25) and (12), the key step is to notice that
The term h∂ t u * can now be obtained from (27b). The integral term is rewritten by interchanging the order of integral and horizontal gradient, thus introducing surface and bottom boundary contributions. The next step is to rewrite the continuity equation (24c), or ∇·U = 0, by integrating over depth, to obtain
in which we use the full velocity evaluated at the free surface and we note that w s = (∂ z ϕ) s . Hence, we can evaluate each term in (29) further. Substitution of (30) into (29) leads to terms like −u
be rewritten in terms of depth-integrated fluxes of the threedimensional velocity. For example, u
u is evaluated at the bottom z = b. For gradients at the free surface, we extensively use relations like
since by definition ϕ s = 0. In addition, we use the condition that the velocity normal to the bottom boundary is zero.
Without going through further details, the reformulated equations of motion resulting after some calculations become as follows:
with the flux tensor
and
3 Shallow water and potential flow limits
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The shallow water and potential flow models emerge as limiting systems of the new water wave model, as will be shown next. The new water wave model reduces to the potential flow equations when we take U = ∇φ in the Hamiltonian (5) and only use the terms with h and φ s in the Poisson bracket (11). The Hamiltonian of the system then takes the form
The shallow water limit is obtained when we restrict φ = φ(x,y,z,t) to be the surface potential φ s = φ s (x,y,t) in the extended Luke's variational principle (2) such that ϕ = 0. The velocity field then reduces to U (x,y,t) = u * (x,y,t) = ∇φ s (x,y,t) + v(x,y,t). This change yieldsū = u * (x,y,t), and the Hamiltonian dynamics remains (20) but with the Hamiltonian
cf. (Salmon, 1988) . In this case the second equation in (27) is transformed to the depth-averaged shallow water momentum equation
with qh = ∂ xv − ∂ yū and B = (1/2)|ū| 2 + g(h + b).
Hamiltonian Boussinesq reductions of new model
The idea to approximate the vertical structure of the flow velocity beneath the free surface was first applied by Boussinesq (1871) 
Variational Boussinesq model
In the Ritz method, the velocity potential is approximated as a linear combination of M basis functions, such that
with shape functions f m and variables ψ m (x,y,t). By definition, the shape functions are chosen such that f m = 0 at the free surface z = h + b in a strong sense. The functions k m (x,y) may be used as optional shape parameters, but we assume them to be known and fixed a priori. Note that due to the direct substitution of (40) into (22), the Hamiltonian remains by default positive. The expansion (40) implies that the condition δH/δϕ = 0 is replaced by
The simplest model of practical interest has one shape function (M = 1):
and the following expression for the flow velocity is obtained
In principle it seems that a substitution of (43) 
in a strong sense. Satisfaction of this bottom boundary con-220 dition in a weak sense, as in numerical approaches, appears to be less well explored (in Boussinesq water wave models). It is therefore common (cf. Klopman et al. (2010) ) to assume the bed slopes to be mild, such that ∇ H b ≈ 0 and (43) can be approximated as
Consequently, (44) reduces to ∂ z f = 0, which is more easily imposed on the vertical profile f (z;b,h) in a strong sense. After introducing (45) into the Hamiltonian (22), the result is
where F,K,G,P,Q,R are functions of h, provided in Appendix A. Variations of (46) with respect to h,u * remain as 7 in (24a) and (24b), but the elliptic equation (24c), here resulting from the variation of ψ, is reduced to
Perhaps, it is a matter of taste whether (47) is simpler than (28). The reduction in dimensionality, however, is clear, as (28) is an elliptic equation in a three-dimensional domain, while (47) holds in the corresponding horizontal domain defined by the (single-valued) free surface. These variations, combined with Hamiltonian dynamics (20), again yield the system (23). The expressions for the depth-averaged horizontal velocity and the Bernoulli function are, however, modified as follows
with R * defined as
and primed variables denote P = dP/dh, etc. In the variations of (46) with respect to ψ and h, boundary contributions cancel either because the velocity normal to vertical walls is 225 zero or because h = 0 at the water line. Note that the approximated system of equations again takes the form (27) augmented with the elliptic equation (47) for ψ.
When, for example, we consider a parabolic vertical profile
then the Hamiltonian becomes
which is positive-definite, since the water depth h > 0. The integrals F,K,G,P,Q,R are readily calculated explicitly, see Appendix A. Consequently, one finds that the relevant expressions become
In summary, we derived and extended the variational Boussinesq model within a Hamiltonian framework, by a
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Ritz and mild-slope approximation of the vertical potential flow profile, while systematically including the vertical component of the vorticity. The difference between our model and Klopman's model is in the velocity field, which in our case includes the vertical vorticity. The surface velocity 235 representation u * (x,y,t) = ∇φ s (x,y,t) + v(x,y,t) namely replaces the representation used by Klopman u * (x,y,t) = ∇φ s (x,y,t) from the onset.
Green-Naghdi limit
The Green-Naghdi equations are obtained from a variational 240 principle under the assumption that the fluid moves in vertical columns, as was shown by Miles and Salmon (1985) . The model is sufficiently dispersive that shocks cannot be maintained as an initial discontinuity disperses into smooth undulations instantly, as was shown by El et al. (2006) . We will
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show that the Green-Naghdi equations can be derived from the variational Boussinesq model with a parabolic potential flow profile via an additional approximation to the Hamiltonian.
Instead of (51), the shape function is taken to be h 2 − (z − b) 2 /2. Hence, the modified velocity potential becomes
Of course, this is equivalent to (42) with (51), i.e., ϕ
With the mild-slope approximation, the velocity field then becomes
The expressions (52) and (53) are now immediately valid given this substitution of ψ (p) in terms of h and ψ. The depth-averaged velocity thus follows from (53a) as
Likewise, the Hamiltonian (52) becomes
where we added a "switch" parameter β = {0,1} to be used 250 later, and rephrased the formulation in terms ofū. Note, however, thatū is defined in terms of h,ψ and u * in (56). The Hamiltonian dynamics (23) combined with variations of (57) with respect to h and u * (using (56)) again lead to the dynamics (27). Either via (47) or more directly by taking variations with respect to ψ for fixed h and u * in (57), one obtains
This is an elliptic equation for ψ once one uses (56) to reexpressū. The Bernoulli function follows either by rearranging (49) or from the variation of (57) with respect to h, and takes the form
The Green-Naghdi system arises by keeping the relation (56) betweenū and u * and the Hamiltonian dynamics (23), but simplifying the Hamiltonian (57) to one with β = 0. Hence, the variations with respect to h and ψ and the equations (58) simplify to
This simplification of the Hamiltonian is equivalent to the substitution of yet another three-dimensional velocity
into the original Hamiltonian (22). Consequently, (59a) is a continuity equation given a columnar horizontal velocityū and that w = −zψ. Due to this approximation, the velocity field given by (60) has non-zero horizontal vorticity components:
in contrast to the original system with β = 1.
The explicit expression ψ = ∇ ·ū in (59a) allows us to reformulate the system to the standard Green-Naghdi model, as follows
cf. equation (1) in Bonneton et al. (2010) . In summary, we have recovered the original Green-Naghdi system from a 255 reformulation and approximation of the variational Boussinesq model. This approximation is Hamilonian, but consists of using another, columnar approximation of the threedimensional velocity in the Hamiltonian rather than employing the parabolic potential profile that is still used in the Pois-260 son bracket.
Jump conditions for bores
The most widely used model to describe wave propagation and breaking near the shore -the shallow water equations -doesn't contain dispersion. Nevetheless, dispersive effects 265 during wave propagation in coastal zones can be important. We illustrate the subtle interplay between dispersion and dissipation with the bore-soliton-splash experiment (Bokhove et al., 2011) . This experiment is conducted in a wave channel with a sluice at the begining and a constriction at the end. The 270 sluice gate locks in a higher water level than in the main part of the channel. At some point this gate is opened instantly and a soliton is formed (see Fig. 1 ), which breaks quickly because its amplitude is too high and propagates further as a hydraulic jump or bore (see Fig. 2 ). During its propaga-275 tion the bore loses energy and amplitude, such that just before the constriction, it turns into the smooth soliton again (see Fig. 3 ). The first reflected soliton draws a through at the contraction in which the lower second soliton crashes and splashes up (see Fig. 4 ). We mention that there were three
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"nearly" similar reruns of the experiment, and we used the best images from any of these three (Zweers, 2010) . The discussion concerns runs 3, 6, and 8 (performed at the opening of the education plaza at the University of Twente in 2010). The propagation of a smooth, broken and rejuvenated soli-
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ton is an illustration of the balance and imbalance between nonlinearity and dispersion. Therefore, a theoretical and numerical model to describe such a phenomena has to include dispersion and has to deal with breaking waves, in which nonlinearity dominates.
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Following ideas of Wakelin (1993) , we further develop a technique to derive jump conditions from variational principles. To illustrate the intricate details of this approach, the well-known jump conditions for bores are derived first for the depth-averaged shallow water equations in one dimen-295 sion. Subsequently, the jump conditions for the new water Gagarina et al.: Horizontal circulation and jumps in Hamiltonian wave models 9 wave model in two horizontal dimensions are obtained and its limitation to the well-known 2D shallow water jump conditions is shown. The jump conditions for the closely related variational Boussinesq and the Green-Naghdi models 300 are especially interesting as far as it is known that the GreenNaghdi model cannot maintain discontinuities since dispersion is too strong (El et al., 2006) . The situation for the variational Boussinesq model is unknown, while we know that the full water wave model with its potential flow water waves can 305 lead to overturning and breaking waves.
1D Jump conditions for shallow water equations
Consider a bore propagating in a channel Ω. The domain Ω is split into two parts: Ω 1 lying behind the bore and Ω 2 lying in front of the bore, as shown in Fig. 5 . Between these 310 domains there is a moving boundary ∂Ω b corresponding to the instant bore position at x = x b (t). The key point is to consider the two domains separately and couple them at x b . If we consider one subdomain, then the moving bore interface is akin to a piston wave maker. It will be shown that 315 variational techniques are a natural way to obtain the bore relations. The coupling establishes that there is an energy loss at the interior bore boundary.
Let us assume that the domain Ω has solid wall boundaries and a flat bottom. The state to the left from the interior bore boundary x b (t) is given by the depth h − and horizontal velocity u − , and the one to the right by h + and u + . The bore speed S =ẋ b ≡ dx b /dt. The shallow water velocity potential considered at the free surface is φ ≡ φ s (x,t), with corresponding depth-averaged horizontal velocity u = φ x ≡ ∂ x φ. The analog of the extended Luke's variational principle (2)-(5) for the depth-averaged shallow water system is
in which we used the more compact notation φ t ≡ ∂ t φ, etc. and
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Taking variations of (63) we get
When we work out some terms in detail, we obtain
Using the endpoint conditions (δφ) t=0 = (δφ) t=T , (δh) t=0 = (δh) t=T , the resulting variations become
where we defined the jump [f ] ≡ f + − f − for an aribitrary quantity f . Under the assumption that the velocity field can at most contain discontinuities, it follows that the velocity potential at the interface 
The final step is to use the equation for φ t following from the arbitrary variation δh to combine the terms with δx b . Subsequently, variations with respect to φ, h, x b , φ b produce the following system of equations
Equations (69a) - (69b) are the well-known shallow water equatons. Using u = φ x they can be represented as
, and the jump conditions (69c) and (69d) are reformulated as
These are the well-known Rankine-Hugoniot conditions for a moving bore in the shallow water equations. An important property of hydraulic jumps in shallow water is the loss of energy similar to the rise of entropy for shocks in compressible fluid dynamics. It corresponds to the observation that breaking waves spray into many droplets losing mechanical energy in the turbulent processes. The energy of the system is given by the Hamiltonian. Taking the time derivative of the Hamiltonian and using (70), we obtain
which equals expression (13.86) in Whitham (1974) . Using the jump conditions (71), the expression (72) takes the known form
which means that if h + > h − and S − u
and S − u + > 0 energy is lost, in (73). These cases can also be clarified by taking the velocity u − = 0, keeping the left domain at rest, when the bore comes. When h + > h − , the bore then must come from the right, and therefore S < 0, whence the condition is satisfied. Vice versa when u + = 0, 330 the right domain is at rest. When h + < h − , then the bore must come from the left and S > 0.
2D Jump conditions for new water wave model
The jump conditions for the new water wave model in two horizontal dimensions (2DH) can be obtained in a similar 335 way. The three dimensional domain Ω is split into two parts: Ω 1 lying on one side of the bore and Ω 2 is lying on the other side, see Fig. 6 . Viewed from above, the maximum horizontal extents of these two domains at the free surface are denoted by Ω 1H and Ω 2H , respectively. Between the do- along the interface ∂Ω b in Ω 1 and Ω 2 , respectively. Hence, the bore moves towards Ω 2 with speed S = (ẋ b ,ẏ b ) T · n. We use n for the outward normal of the domain Ω 1 at the point
T along the moving boundary ∂Ω b . At the same point x b the outward normal n 2 in Ω 2 has the opposite sign: 350 n 2 = −n. In the expressions that follow, we generally omit the third zero component of this normal at the vertical boundary ∂Ω b .
The velocity field in the new water wave model has the form
with i = 1,2. The depth-averaged horizontal velocity is defined asū
As before in (2), the variational principle for the new water wave model has the form
First, we have to identify the independent variables, with respect to which we take the variations. Clearly, these include φ in the interior, and h,φ s ,l and π at the free surface. Again, we impose the following continuity assumptions on the velocity potential
,z,t) and the particle labels
at the bore boundary ∂Ω b . It turns out later that l b and φ b emerge as independent variations as well. The interior boundary is evolving in time, implying that x b (q,t) and y b (q,t) are part of the dynamics for some parameterization involving q along ∂Ω b . It turns out to be more convenient to work in a coordinate system along ∂Ω b that is aligned with the normal vector n and tangential vector τ tangential to it, such that n · τ = 0. By definition this normal coincides with the direction of the jump with speed S. Instead of δx b we will use (δn b ,δτ b )
T , concerning the variations of a bore position in the n and τ directions. The projection of the vector δx b on the normal n is
T and τ = (τ 1 ,τ 2 ) T the unit vectors of the new coordinate system. Hence, we find
Using (77), we relate variations of φ at the boundary ∂Ω b , as follows
Similar formulas can be obtained, as follows
The subdomains Ω i with i = 1,2 are time-dependent, since the interface between these subdomains moves in time. We therefore have to use a variational analogue of Reynolds transport theorem (see, e.g., Daniljuk (1976); Flanders (1973) , and Appendix B), as follows
with the time-dependent part of the boundary Γ i , n Γ the three dimensional normal to the boundary, and δx Γ = (δx Γ ,δy Γ ,δz Γ )
T the variations of the coordinates of that boundary. Given (76), the expression for F is complicated and depends on the independent variables in the variational principle. It may in principle also contain given functions of space, such as the bottom topography b = b(x,y) (here set to zero for simplicity). There are two time dependent parts of the subdomains Ω i in (76): the 2D free surface Γ s and the bore boundary ∂Ω b , which extends from z ∈ [0,h] along the horizontal 1D bore line Γ b . The outward normal at the free surface is n s = (−h x ,−h y ,1)
T / 1 + (h x ) 2 + (h y ) 2 . The chosen parameterization is z − h(x,y,t) = 0 for a singlevalued free surface, in which x and y are the coordinates. In addition, dΓ s = 1 + (h x ) 2 + (h y ) 2 dxdy. Hence,
since δx s = δx = 0, δy s = δy = 0 and δz s = δh. The bore boundary is vertical and a line when viewed from above with parameterization x b (q,t) and y b (q,t) with parameter q along this line. The tangential vector τ = (x q ,y q ,0) T with x q ≡ ∂ q x b and y q ≡ ∂ q y b . Hence the three-dimensional normal is n = (−y q ,x q ,0)
T in the direction of bore propagation. Consequently, Reynolds' theorem for variations used here becomes
with dΓ b an infinitesimal line element along the bore line Γ b .
Reynolds' transport theorem for time derivatives has a similar form as (82) provided we change the variational derivatives by time derivatives, giving:
Application of (82) to the variations in (76) yields
with the jump notation [F ] = F + − F − for some arbitrary 355 quantity F across the bore.
We illustrate the derivation by working out one of the variations in detail. Using Reynolds' transport theorems (82) and (83), the variation of the integrals involving φ t in (76) (see also (84)) becomes
In the last step, we use the end-point conditions (δφ) t=0 = (δφ) t=T = 0, expression (78) for (δφ) b and a similar expression for (δφ) s = δ(φ s ) − (φ z ) s δh, in order to determine the variations with respect to the independent variables. The variations in the last two terms in (85) thus become
Analyzing the variations of (84) in a similar way, while integrating by parts, using the endpoint conditions (δφ) t=0 = (δφ) t=T , (δl) t=0 = (δl) t=T , and the definition of the velocity (74), we first obtain the following system of equations
similar to (6) and (7). It can also be reformulated to (27) and (28). Second, the variations with respect to the interior boundary variables at ∂Ω b arise with the help of relations (78), (79), and equations (87):
Together with (88a), condition (88d) expresses continuity of the Lagrange multipliers π. The jump conditions (88a),
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(88b) coincide with the jump conditions resulting from the conservative form (33) of the new water wave model, and the jump condition (88c) shows that the tangential component of velocity contains no jump. The expected loss of energy can be found via a similar procedure as for the shallow water equations. Taking the time derivative of the Hamiltonian, invoking Reynolds' theorem (83), and using (87) extensively, we find
Additionally, we used a rewritten form of the continuity equation
Using jump conditions (88), expression (89) finally takes the form
with rate of energy loss Q along the bore boundary. 
2D Jump conditions for shallow water equations
The variational approach can be implemented for the 2D shallow water equations. Nevertheless, the final result for the jump conditions coincides with the jump conditions derived from (88) under the simplification of the velocity potential. When we assume the velocity potential to be φ = φ s , the shallow water velocity field emerges as U (x,y,t) =ū = u * (x,y,t) = ∇φ s (x,y,t) + v(x,y,t)
with i,j = 1,2. For the surface velocity potential φ z = 0, which allows us to compute the integral in (88b) explicitly and to simplify equation (87b). We substitute (87b) into (88b), which leads to the Rankine-Hugoniot conditions for the shallow water equations at Γ b :
yielding again continuity of the Lagrange multipliers π. Under the assumption that φ = φ s , while using the simplified version of (87b), the energy loss expression (90) reduces to the shallow water energy loss expression as follows
Using jump conditions (92a) and (92b) expression (93) takes the well-known form (Peregrine, 1998 )
which means that in the cases h + > h − and (S − n ·ū + ) < 0 or h + < h − and (S − n ·ū + ) > 0 the energy is lost. It is a natural 2D generalization of relation (73). 
1D Jump conditions for new water wave model
In one horizontal dimension the velocity field reduces to potential flow U = ∇φ with v = 0. We again split the domain Ω into two parts, Ω 1 and Ω 2 and in each of them the free surface profile is assumed single-valued.
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The jump conditions (88a) and (88b) in 1D are reformulated as
with vertical velocity component w = φ z . It is worth to mention that the jump conditions could also be obtained from (33). In 1D the depth-averaged momentum equation in (33) takes the form:
which relates to the jump condition (95b). The energy loss relation can be reduced from (90) to a form
It is not clear what the sign of dH/dt is in the previous expression. The integral expressions can be simplified when we use the Ritz method to approximate the velocity poten- Fig. 1 . Bore-soliton-splash experiment: a smooth soliton is generated just after the sluice gate has been opened. Run case 6 (Zweers, 2010) .
Subsequently, we showed how the new Hamiltonian formulation reduces to the classical shallow water and potential flow models. The new system could be simpified further to 410 an extension of the variational Boussinesq models of Klopman et al. (2010) , now including potential vorticity. For a parabolic potential flow profile, these Hamiltonian Boussinesq models were shown to contain the Green-Naghdi system provided the velocity in the Hamiltonian was approxi-415 mated further to be columnar.
Finally, a new variational approach to analyse systems with discontinuities was explored. It resulted into known jump conditions for the shallow water system and novel conditions for our new system. Moreover, it provides an appa-420 ratus to analyse the stability of shocks or jumps for systems with the Hamiltonian structure. We were, however, unable to determine yet whether the jumps derived for the new system and its Boussinesq simplifications could be sustained via local dissipation of energy in the bore. Future plans therefore 425 include the numerical evaluation of these jump conditions including shock-fitting methods, in contrast to shock-capturing methods in which artificial, numerical disperion may incorrectly lead to smoothening of flows with discontinuities or bores. Extreme sensitivity to sluice gate levels. Why? . Velocity field at times t = 1.53, 2.55, 3 Fig. 2 . Bore-soliton-splash experiment: after the soliton breakes it propagates as a bore through the channel. Run case 8. Photo: University of Twente (Bokhove et al., 2011) . Fig. 3 . Bore-soliton-splash experiment: the broken wave has dissipated enough energy near the end of the channel such that it is smoothened back to a soliton of lower amplitude. Run case 8 (Bokhove et al., 2011) .
Appendix A Integrals
In this Appendix, we define the integrals in expressions (46)- (50), as follows
(A1) Fig. 4 . Bore-soliton-splash experiment: the final splash in the constriction of the channel. Run case 8 (Zweers, 2010 When f (z;b,h) equals the parabolic vertical profile (51), these integrals reduce to
Appendix B Variational Reynolds' transport theorem
To take the variations of an integral with boundaries depending on dynamic variables, we have to obtain a variational analogue of Reynolds' transport theorem. Consider a domain Ω(x Γ ,y Γ ,z Γ ,t) in which (part of) the boundary ∂Ω Γ is evolving in time. We need to find the variations of the integral
F (x,y,z,t)dxdydz,
in which F can depend implicitly on spatial coordinates and time via other variables, or an integral thereof, as in (76), or explicitly on x,y,z and t. The variation has to be taken with respect to the function F (in short, as in our case F includes further dependencies) and the boundary positions x Γ = (x Γ ,y Γ ,z Γ ) T . Taking a short-cut, the definition of the variation is δI = lim
We introduce a transformation x = χ(ξ,η,ζ) (in short χ) from reference space to physical space with coordinates ξ 1 = ξ,ξ 2 = η and ξ 3 = ζ in the reference space. We assume that such a transformation (or compound of transformations) χ :Ω → Ω exists. The evaluation of F in the reference space is denoted by F •χ ≡ F (x = χ(ξ,η,ζ),t), which includes the complicated dependence on the variables, as discussed. The inverse of χ is denoted by χ −1 and is assumed to exist. It transforms the physical domain Ω into a reference domain Ω. The key simplification used is that the reference domain is fixed in time. We denote the Jacobian matrix of this transformation by J =
x ξ x η x ζ y ξ y η y ζ z ξ z η z ζ
and its determinant as |J|. Clearly, this Jacobian and the transformed coordinates will depend on the coordinates x Γ along the boundary ∂Ω Γ .
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The integral over the domain Ω is calculated to be Ω F (x,y,z,t)dxdydz = Ω F • χ|J|dξ 1 dξ 2 dξ 3 .
The variations are easier in reference space, given that the reference domain is fixed in time. We thus obtain
We consider the terms in (B5) consecutively. The first one becomes
To evaluate the second term in (B5), we have to take variations of the Jacobian, as follows
with the "variational wind" w = δx • χ denoting variations δx projected to the reference space, and ∇ ξ ≡ (∂/∂ξ,∂/∂η,∂/∂ζ) T . This leads to
It is worthwhile noting that we use the general vector δx because it depends through the transformation χ, in a generally complicated manner, on δx Γ . The dependency does not need to be found explicitly as will become clear shortly. Only at the moving parts of the boundary ∂Ω Γ is δx = δx Γ , in con-440 trast to the situation at the other boundaries.
In (B8), we consider the terms seperately. The first one can be evaluated using Gauss' theorem as follows
with n 0 ,dΓ 0 and n,dΓ the normal and line elements along the boundary in the reference and physical spaces, respectively. We note that J T n = |J|n 0 follows directly from taking the gradient ∇ ξ of the equations of the same plane tan-445 gent to the surface at the boundary: n · x = C 0 and n 0 · ξ = C 1 in the physical and references spaces. The actual constants C 0 and C 1 are unimportant and the determinant acts as a normalization.
The last term of (B8) is evaluated by using
such that we obtain
After all, we combine the results in (B7) and (B11) into:
δ Ω F (x,y,z,t)dxdydz = ∂Ω F δx · ndΓ
Using the chain rule for variations, one can derive that
such we can combine the last two terms of (B12). Hence, we finally derived the required Reynolds' transport theorem for variations (80) used in the main text
where we used δx = δx Γ , as δx = 0 on the fixed part of the 450 boundaries. dynamics". A summary of part of the work presented was presented at a conference in Gagarina et al. (2012) .
