ABSTRACT This paper presents a novel unsupervised classification approach suited to hyperspectral remote sensing image data sets that uses K -means clustering combined with the neighboring union histogram (NUH). The approach is implemented in five main steps as follows: 1) dividing the hyperspectral image data intt uncorrelated groups based on the correlation coefficient matrix; 2) extracting the first few principal component analysis (PCA) components from each group; 3) computing the NUHs of every group; 4) obtaining several relatively rough clustering results by employing the first-stage K -means procedure to classify every group's NUHs; and 5) using the second-stage K -means procedure to refine the rough clustering results for the final clustering map. The NUH indicates the regional statistical features of a point, thereby making the proposed approach insensitive to noise and abnormal data. The two-stage clustering technique improves the recognition rate of similar land cover classes. The proposed approach is compared with five other unsupervised methods. The experimental results on two different types of real-world hyperspectral remote sensing images validate the high accuracy of the proposed approach.
I. INTRODUCTION
Hyperspectral remote sensing image classification is a difficult and significant aspect of discriminating spectrally similar land cover classes and is widely applied in land utilization, field surveillance, field detection, environmental quality monitoring and assessment applications [1] - [4] . Various methods have been proposed, the overwhelming majority of which are supervised classification methods that require training samples from each class [5] - [7] . However, finding sufficient training samples is not easy in real-world applications, and the training samples can represent a distribution that is not indicative of the full space [8] , [9] . In contrast, unsupervised algorithms can classify hyperspectral data without the need for training samples.
K-means, ISODATA and fuzzy C-means are traditional hyperspectral imagery classification methods [10] . K-means is a typical clustering method based on the Euclidean distance that computes the degree of similarity between objects [11] .
Specifically, the closer two objects are, the more similar they are. A cluster is composed of objects whose Euclidean distances are very small. Therefore, the ultimate goal of the K-means method is to obtain compact and independent clusters. Based on K-means, ISODATA applies merging and splitting operations to the clustered results and allows the user to set controlling parameters for execution. The Fuzzy C-means method allows one point to belong to multiple nearby clusters. Due to its ability to handle uncertain situations, the Fuzzy C-means method has been widely used in remote sensing image analysis [12] . These traditional hyperspectral imagery classification methods are based on the premise that the clusters are subject to multivariate normal distributions, which is often not true in real-world data [13] .
In recent years, some unsupervised methods are used for hyperspectral image classification and provide better results. A new weighted fuzzy C-Means (NW-FCM) clustering algorithm for remote sensing image classification was proposed in 2011 [14] . The classification accuracy and the stability are improved by weighted mean and the cluster mean, respectively. GMC (Gaussian mixture clustering) method implemented by Canty [15] is an ENVI/IDL extension for Gaussian mixture clustering using discrete wavelet transform compression, simulated annealing, Gauss-Markov random fields and the expectation maximization (EM) [16] algorithm at different scales, also referred to as the fuzzy maximum likelihood estimation (FMLE) [17] algorithm. However, the computation is very sensitive to initialization conditions and can even become unstable. The unsupervised artificial immune classifier [5] and the niche hierarchical artificial immune system [18] cluster hyperspectral remote sensing imagery with biological models. Unfortunately, the biological models do not always exactly fit the characteristics of the hyperspectral remote sensing imagery and the clustering results are not always satisfactory.
In this paper, an unsupervised approach that uses K-means clustering combined with the neighboring union histogram (NUH) is proposed for hyperspectral remote sensing image classification. In the first step of this proposed approach, all bands of the hyperspectral image are divided into several groups based on the correlation coefficient matrix. In the second step, the first few PCA components are extracted from every group. The third step calculates the NUHs for each group. In the fourth step, the proposed approach classifies these NUHs using K-means and gets several rough clustering results. In the fifth and final step, the same K-means method unites these rough clustering results and obtains the final clustering map. The experimental results demonstrate that the proposed approach outperform five other unsupervised methods, in both the visual and quantitative evaluations.
The remainder of this paper is organized as follows. First, the proposed approach is presented in Section II. Section III shows the experimental results obtained on the two hyperspectral data sets. More precisely, the proposed approach is compared to five widely used unsupervised approaches. Finally, Section IV concludes this paper.
II. METHODOLOGY
Hyperspectral remote sensing images are three-dimensional data cubes that represent spatial and spectral information of ground objects. These hyperspectral images contain hundreds of bands with high spectral resolution. Each band from the m bands in hyperspectral imagery can be denoted by B i , i = 1, 2, . . . , m, and every point of the n points in such hyperspectral imagery can be considered as n point vectors, V = {v j ∈ R m , j = 1, 2, . . . , n}.
A. GROUPS
There are hundreds of bands in hyperspectral image data sets, and the image quality, discrimination capability and statistical behavior differ among these bands [19] . Therefore, in this paper, the bands are divided into C groups based on the correlation coefficient (CC) matrix. The correlation coefficient represents a quantitative measure of the statistical relationship and dependence between two or more bands of a hyperspectral image [20] . The correlation coefficient between band B i 1 and band B i 2 is stored in a correlation coefficient matrix and is defined as follows,
An example of the correlation coefficient matrix of AVIRIS data in image form is shown in Fig. 3(c) , where the lighter color denotes higher correlations, and the darker color denotes lower correlations. An edge detection method could be used to detect the blocks along the diagonal of the correlation coefficient matrix [21] . According to these blocks, all bands of hyperspectral image will be divided into C groups. The bands in the same group have high correlations, and the bands in different groups are nearly independent information sources.
B. PCA COMPONENTS
Each group contains tens of bands, however, the use of numerous bands not only increases computation time but also degrades classification accuracy [22] - [25] . PCA is one of classical dimensionality reduction algorithms [26] . Hence, the proposed approach performs the PCA transformation on each group to reduce the dimensions, which is a necessary step in solving clustering/classification problems [27] - [29] . There is almost as much information in the first few PCA components of a group as there is in the original group. Based on the result of PCA, the proposed approach extracts the first P PCA components from these groups.
C. NUH
Histogram-based techniques can not only connect the pattern of a gray value (GV) histogram with homogeneous patches in an image but can also be used to seek patterns or locate clusters in the image [30] . Because the separability of a global histogram is weak, the neighboring histogram is used extensively for image segmentation [31] , image registration [32] , surface and texture description [33] , etc.
The neighboring histogram (NH) is calculated considering all points centered on a point. As a result, the NH carries not only the central point's spectral information but also the spatial information of the central point's neighborhood. In the proposed approach, the NH of each point with T bins is computed within a d ×d window centered on the point (in this paper, d = 5). The NH of point v j in group k and component l,
where D(v j ) denotes the points (x is one of them) inside the window region centered around point v j in group k and component l, ∇ (·) is set to one if its parameter equals zero, otherwise, it is set to zero, floor(·) is floor bound operation, GV (x) is the gray value of point x, T is the number of bins, and m is the maximum gray value. In our application, T and m are set to 5 and 256, respectively. Equation (2) quantizes the gray value from {0, . . . , 255} to{0, . . . , T − 1}.
The histograms are put into T bins and t is one of the bins. The quantization process can decrease redundancy and increase robustness to noise. Every point in a group possesses P NHs because the first P PCA components are extracted from each group. The NUH of the point in a group is built by uniting the P NHs. This NUH's vector form for the point v j in group k,
can be denoted by,
where
is the NH's vector forms of the point vectors v j in group k and component l.
is a P × T -dimensional input feature for the first-stage clustering with K-means. Fig. 1 shows the building process for the NUH. 
D. FIRST-STAGE CLUSTERING WITH K-MEANS
In this step, the NUHs of the points in a group is clustered into C 1 clusters by K-means and therein C group will generate C rough intermediate clustering maps. These rough results will be further refined in the next step. Traditionally, the Euclidean distance (L2 norm) metric is applied in K-means method to measure the degree of similarity between features. Features that are sufficiently similar are arranged into the same cluster. Trial and error can be used to show that the performance of the Euclidean distance metric is far lower than that of the Manhattan distance (L1 norm) metric. Moreover, the Manhattan distance is insensitive to outliers [34] . The Manhattan distance is selected as the distance metric in the proposed approach. The Manhattan distance for two NUHs can be defined as follows,
is the NUH of the point v j in group k, and − −−−−− → NUH center is the NUH of a cluster center during the clustering.
E. SECOND-STAGE CLUSTERING WITH K-MEANS
To obtain the final refined clustering results, the C rough clustering maps are united in this step. It is important to consider a point's class labels as the quantized gray value. To begin with, every point's class label is used to generate the NH. The class labels in the rough clustering map range from 0 to C 1 − 1; therefore, T = C 1 in this step. Next, the point in one clustering map has one NH, so the point in C clustering map has C NHs. The point's C NHs will be united to build the C × C 1 -dimension NUH. Finally, the K-means method is used to cluster all points' NUHs and obtain the final clustering map which has C 2 clusters. The second-stage K-means process is similar to the first-stage K-means process except for the points' NUHs. The class labels' NUHs serve as input features, taking the place of the quantized gray values' NUHs. Fig. 2 shows the diagram of the proposed approach.
III. EXPERIMENTS A. EXPERIMENTAL SETTING
To thoroughly evaluate the performance of the proposed approach, five unsupervised methods (K-means, ISODATA, fuzzy K-means, NW-FCM, and GMC) were used as benchmarks.
Two different types of real-world hyperspectral images (AVIRIS and Washington DC Mall) were used to validate the performance of the proposed approach. The number of clusters was set as a manual input, and the parameters of each method were manually adjusted to the optimum, which were determined experimentally. The first six PCA components contained 99.58% of the total variance in the first data set and 99.87% in the second data set. To decrease the computational complexity and improve classification accuracy, K-means, ISODATA, fuzzy K-means, NW-FCM and GMC were applied to the first six PCA components of the hyperspectral images. Both the visual clustering results and quantitative evaluations (including producer's accuracy, user's accuracy, overall accuracy and kappa coefficient, which could be calculated from the confusion matrix) are given for each experiment. The confusion matrix and the estimates of classification accuracy derived from it have been adopted as both the de facto and the de jure standard to report on the accuracy of any remotely sensed data product [35] - [39] .
For each class of the ground truth points, the producer's accuracy could be calculated by dividing the number of correctly classified points by the total number of the ground truth of that class. For each class in the classification map, the user's accuracy could be calculated by dividing the number of correctly classified points by the total number of points which were classified as this class. The overall accuracy could be calculated by dividing the total correctly classified points by the total number of points in the ground truth. The kappa coefficient could be calculated by multiplying the total number of points in all the ground truth classes by the sum of the confusion matrix diagonals, subtracting the sum of the ground truth points in a class times the sum of the classified points in that class summed over all classes, and dividing by the total number of points squared minus the sum of the ground truth points in that class times the sum of the classified points in that class summed over all classes [40] .
B. AVIRIS
The AVIRIS Indian Pines scene is a well-known data set for presentation and comparison of different hyperspectral image processing methods. This data set was acquired in northwestern Indiana in June, 1992 [41] - [43] . AVIRIS contains 200 bands, after removing the water absorption bands (104-108, 150-163, and 220). A false color image (bands 50, 27 and 17) is shown in Fig. 3(a) , and the ground truth, which is the standard among the research community [44] , is shown in Fig. 3(b) . There are sixteen classes in the original ground truth. However, due to the limited number of points available for some of these classes, it is customary, in technical literature, to reduce them to nine classes. This reduction is required by the fact that classes with insufficient points can not assess the classification accuracy without biasing the results [41] , [45] . Fig. 3(c) shows the image form of the correlation coefficient matrix created by AVIRIS. Five different groups were generated by the edge detecting method. The first group was from bands 1 to 36, the second group was from bands 37 to 79, the third group was from bands 80 to 103, the fourth group was from bands 109 to 149, and the fifth group was from bands 164 to 219. The first three PCA components contained 99.43% of the total variance in the first group, 99.76% in the second group, 99.24% in the third group, 99.93% in the fourth group, and 99.70% in the fifth group, so P was set to three. First, the PCA transformation was performed on the five groups, and the NUHs were calculated. Then, the first-stage K-means classified the NUHs of each group and generated five rough intermediate clustering maps with C 1 = 10. Finally, these five intermediate results were refined using the second-stage K-means with C 2 = 9 to create the final clustering map. Fig. 3(d)-(i) show the clustering maps obtained by K-means (median of 100 runs and classes = 9), ISODATA (median of 100 runs and classes = 9), fuzzy C-means (median of 100 runs and classes = 9), NW-FCM (median of 100 runs VOLUME 5, 2017 and classes = 9), GMC (classes=9, maximum scaling factor = 2, minimum scaling factor =0, to = 0.50, beta = 0.50) and the proposed approach. The quantitative evaluation of the clustering result is provided in Table 1 .
In the table, the optimal result of each row is shown in bold, and the second best values are underlined.
From Fig. 3 and Table 1 , it can be clearly observed that K-means and ISODATA produced similarly poor results. K-means did not recognize the corn-min and soybeans-notill classes, and ISODATA did not recognize the corn-min class. The corn-notill, grass/pasture, soybeans-clean and woods classes were not well separated, and many points were misclassified. The grass/trees, hay-windrowed and soybeans-min classes were better classified, with few misclassified points. Compared with K-means and ISODATA, fuzzy C-means and NW-FCM recognized all the classes. The grass/trees, haywindrowed, soybeans-min and woods classes were well separated. For the woods class, fuzzy C-means achieved the highest precision of 98.91%. For the GMC method, the cornnotill, hay-windrowed and soybeans-min classes obtained the highest precision of 78.52%, 99.80% and 76.82, respectively. However, the majority of the corn-min, grass/pasture, soybeans-notill, soybeans-clean classes were misclassified.
The proposed approach produced a better clustering map than the five other methods and presented the highest overall accuracy and Kappa coefficient, with little salt-and-pepper noise within each classes. It improved the overall accuracy from 43.82% to 61.81%, an improvement of 17.99%, and the Kappa coefficient from 0.3317 to 0.5558, an improvement of 0.2241. Meanwhile, the proposed approach successfully recognized the corn-min, grass/pasture, grass/trees and soybeans-notill classes with the highest precision of 46.28%, 64.99%, 96.92% and 61.36%, the improvement of 46.28%, 62.58%, 56.89% and 61.36%, respectively. Overall, the proposed approach achieved the best performance for hyperspectral image clustering, both visually and quantitatively.
C. WASHINGTON DC MALL
Washington DC Mall is also a well-known hyperspectral image data set. The data set with 210 spectral bands ranging from 0.4 to 2.4 µm was collected by the airborne mounted Hyperspectral Digital Imagery Collection Experiment (HYDICE) sensor over the Mall in Washington, DC. As a result of water absorption, 19 spectral bands were removed [41] . In the second experiment, the original image was cropped into 304 × 320 regions. The false color image (bands 63, 52, 36) and the ground truth map are shown in Fig. 4(a) and Fig. 4(b) , respectively. Fig. 4(c) shows an image of the correlation coefficient matrix of the second data set. The edge detection method created four groups based on Fig. 4(c) . The first group was from bands 1 to 56, the second group was from bands 57 to 102, the third group was from bands 103 to 133 and the fourth group was from bands 134 to 191. The first three PCA components contained 99.68% of the total variance in the first group, 99.88% in the second group, 99.96% in the third group, and 99.82% in the fourth group, so P was set to three. After extracting the first three PCA components from the four groups, calculating the NUHs of the four groups, executing the first-stage clustering with K-means and executing the second-stage clustering with K-means, the final clustering map was obtained with C 1 = 8 and C 2 = 7. The clustering maps generated using K-means (median of 100 runs and classes = 7), ISODATA (median of 100 runs and classes = 7), fuzzy C-means (median of 100 runs and classes = 7), NW-FCM (median of 100 runs and classes = 9), GMC (classes=7, maximum scaling factor = 3, minimum scaling factor =0, to = 0.50, beta = 0.50) and the proposed approach are shown in Fig. 4(d)-(i) . The quantitative evaluation of the clustering result is shown in Table 2 .
As Fig. 4(d) , (e) and Table 2 show, K-means and ISODATA created similarly poor maps containing many misclassified points and salt-and-pepper noise. The water class was not recognized. The trail and shadow classes were not well separated, with lower precision. NW-FCM and Fuzzy C-means obtained the comparatively good results as shown in Fig. 4 (g) and (f) and Table 2 . The roofs and the grass class achieved the highest precision of 94.58 (90.45) and 98.94 (98.84), respectively. However, there were still some misclassifications in NW-FCM and Fuzzy C-means results, such as the trail, water and shadow classes were not effectively recognized. Fig. 4(h) and Table 2 show that GMC obtained a better result. The road, trees and trail classes obtained the highest precision of 89.73%, 90.64% and 84.54%, respectively. Unfortunately, the shadow class got the lowest precision of 0.35%.
Once more, as shown in Fig. 4 (i) and Table 2 , it was obvious that the proposed approach created a better result and resulted in fewer misclassifications than the five other methods. It should be noted that the shadow class was effectively distinguished with the highest precision of 60.42%, while the recognition level was not more than 20.67% for the five other methods. Meanwhile, the water class was also well distinguished, with the highest precision of 99.84%.
D. PARAMETER ANALYSIS
There are three user-defined parameters in the proposed approach, C 1 , C 2 and d.
The parameter C 1 denotes the cluster number of the first-stage clustering. The change in the OA of the proposed approach corresponding to different C 1 , with C 2 fixed, VOLUME 5, 2017 is shown in Fig. 5 . It can be seen from Fig. 5 that the best performance is achieved when C 1 is a little larger than C 2 , then it decreases with the increase of C 1 . 
2) Parameter C 2
The parameter C 2 is the cluster number of the second-stage clustering. The confusion matrix is symmetrical [37] , therefore, C 2 is set to the cluster number of the ground truth. 
3) Parameter d
The parameter d denotes the window size. Fig. 6 shows the change in the OA of the proposed approach corresponding to different d for the two data sets. As can be seen from Fig. 6 , the precision increases initially with the increase of d, and the best performance is achieved at d = 5, then it decreases with the increase of d. The reason for this is that, as the size of the window becomes larger, the points in the window will no longer be pure.
IV. CONCLUSIONS
In this paper, a novel unsupervised classification approach was developed for hyperspectral remote sensing images based on K-means clustering combined with the neighboring union histogram (NUH). The approach involves dividing all bands of hyperspectral image into C groups based on the correlation coefficient matrix, extracting the first few PCA components from the C groups, calculating the NUHs of each group, applying the first-stage K-means clustering and getting C rough clustering results, calculating the NUHs of class labels for the C intermediate clustering maps, finally, executing the second-stage K-means clustering and obtaining the final clustering map.
Experiments on the AVIRIS and Washington DC Mall hyperspectral data sets confirmed the effectiveness of the proposed approach. Compared with five other unsupervised classifiers (K-means, ISODATA, fuzzy C-means, NW-FCM, and GMC), the proposed approach achieved comparable performance and high classification precision.
However, the proposed approach still has the drawbacks. It could not determine the cluster number of the first-stage clustering and the window size automatically and adaptively, which will be our research work in the future.
