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ABSTRACT 
An explicit construction of invariant maximal semidefinite subspaces for a 
dissipative matrix in an indefinite scalar product is given. Necessary and sufficient 
conditions for uniqueness of such a subspace are given. These subspaces play an 
important role in the explicit construction of pseudo-canonical factorizations for 
certain rational matrix valued functions. 
INTRODUCTION 
In this paper matrices which are dissipative in an indefinite inner prod- 
uct space are studied. Let H = H* be an invertible n x n matrix; then an 
n x n matrix A is called H-dissipative if 
&HA - A*H) 2 0, 
or equivalently, for any vector z E P, 
Im(HAz,z) 2 0. 
For a H-dissipative matrix A it is known that there exists an A-invariant 
maximal H-nonnegative subspace, as well as an A-invariant maximal H- 
*Financially supported by the Systems and Control Theory Network, The 
Netherlands. 
LINEAR ALGEBRA AND ITS APPLICATIONS 212/213:169-213 (1994) 169 
@ Elsevier Science Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 0024-3795/94/$7.00 
170 A. C. M. RAN AND D. TEMME 
nonpositive subspace. This actually is a consequence of a theorem concern- 
ing dissipative operators in a Pontryagin space; see, e.g., [7, 11. However, 
the proof of this result which is available in the literature proves the exis- 
tence of such a subspace by an approximation argument. One of the aims 
of this paper is to give an explicit construction of an A-invariant maximal 
H-nonnegative subspace in terms of Jordan chains of A. The analysis of 
dissipative matrices in an indefinite inner product space given here also 
allows one to characterize those dissipative matrices which have a unique 
A-invariant maximal H-nonnegative (and a unique A-invariant maximal 
H-nonpositive) subspace. 
Dissipative matrices in an indefinite inner product space naturally ap- 
pear in the study of certain classes of rational matrix functions. Let W(X) 
be a rational m x m matrix function with minimal realization 
W(X) = I, + C(XI, - A)-lB. 
Assume C(XI - A)-lB is contractive for all X E Iw. For this function it was 
shown in [6] that both A and AX = A - BC are dissipative in an indefinite 
inner product given by an invertible Hermitian matrix X. Here X is a 
solution of the algebraic Riccati equation 
XBB*X + iXA - iA*X + C*C = 0. (0.1) 
A similar result will be derived in Section 5 for rational matrix functions 
W(X) with positive semidefinite real part for real values of X. Functions of 
the latter type were already studied in [lo]. However, only for the case 
W(X) = D + C(XI, - A)-lB, 
with D $ D* > 0 and C(XI, - A)-lB k s ew Hermitian for real X, was this 
study performed explicitly in terms of realizations. 
For the classes of functions introduced in the previous paragraph, pseudo- 
canonical factorizations were derived in [6] and [lo], respectively. A factor- 
ization 
W(X) = w-(X)W+(X), 
where W, IV_., and IV+ are rational matrix functions, is called a right pseudo 
canonical factorization if 
(a) W- and WI1 are analytic in the open lower half plane; 
(b) IV+ and WT1 are analytic in the open upper half plane; 
(c) the factorization is minimal for real X. 
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This concept was introduced in [8] and [9], where it was applied to the 
study of convolution integral equations. The factorization is called a right 
canonical factorization if 
(a) I&_ and Wzl are analytic in the closed lower half plane; 
(b) W+ and I+‘,’ are analytic in the closed upper half plane. 
Interchanging the order of the factors W_ and IV+, one arrives at the 
definition of “left pseudo-canonical” and “left canonical” factorization, re- 
spectively. 
For functions of the types described above, it turns out that in the con- 
struction of pseudocanonical factorizations invariant maximal nonnegative 
and invariant maximal nonpositive subspaces play a role. In particular, for 
the case when 
W(X) = I, + C(XIn - A)-% 
with C(X1% -A)-IB a minimal realization for a function having contractive 
values for X E R, the construction works as follows. 
Let X be an invertible Hermitian solution of Equation (0.1). Let M be 
an A-invariant subspace which is maximal X-nonnegative and such that 
o(AlM) c {A 1 ImX 2 O}. Further, let MX be an AX-invariant maximal 
X-nonpositive subspace such that a(AX IMX) c {A 1 Im X 5 0). Let 7r be 
the projection onto MX along M. Then 
w-(x) = I, + C(XI, - A)-l(I - T)B, 
w+(x) = I, + Cr(XI, -A)-% 
are the factors in a pseudocanonical factorization; see [6]. Clearly, this is an 
explicit construction, provided M and Mx can be constructed explicitly. 
This motivates our interest in an explicit construction of such subspaces. 
The paper consists of five sections, apart from this introduction. Sec- 
tion 1 contains some prelimihary material. In Section 2 a procedure is 
described for the reduction of a pair of matrices (A, H), where H = H* is 
invertible and A is H-dissipative, to a %imple” form. The simple form is 
used in Section 3 to give an explicit construction of an A-invariant maximal 
H-nonnegative subspace and an A-invariant maximal H-nonpositive sub- 
space. The reduction to simple form and the construction described here 
are reminiscent of a construction in [12]. Uniqueness of the subspaces is 
discussed in Section 4. The results of Sections 2, 3, and 4 should be com- 
pared with their analogues for the case of matrices which are self-adjoint 
in an indefinite inner product space; see [5]. We shall pay attention to this 
special case at several points in the paper. Finally, in Section 5 an appli- 
cation to pseudocanonical factorization of rational matrix functions with 
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positive semidefinite real part is given. 
1. PRELIMINARIES 
Let H be an invertible Hermitian n x n matrix with entries in C. Then 
the mapping 
z, Y ++ (Hz, Y), Z,Y E @“, 
defines an indefinite scalar product on Cnxn. We shall refer to this scalar 
product as the H-inner product. An n x n matrix A is called dissipative 
in the H-inner product, or H-dissipative, if 
Im(HAz, x) 2 0 vx E a?, 
or, equivalently, if the dissipativity matrix D := (1/2i)(HA - A* H) is 
positive semidefinite. In this case there exists a matrix B such that 
&HA - A*H) = B*B. 
The matrix A is called H-self-adjoint if (HAx, x) = (Hz, Ax) for all x, or 
D = 0. The matrix A is called strictly H-dissipative if Im(HAx, x) > 0 for 
all x, or D > 0. 
As a small example we treat the case n = 1, A = a E C, H = h E 
R\(O). In this case A is H-dissipative if and only if a E R or sgn Im a = 
sign h. The matrix A is H-self-adjoint if and only if Ima = 0, and it is 
strictly H-dissipative if and only if a $ Jl8 and sgn Im a = sgn h. 
In general, if A is dissipative in the H-inner product and S is an n x n 
invertible matrix, then S-l AS is dissipative in the S*HS-inner product. 
In particular, if {xi,. . . ,x,} is a Jordan basis of A, we can take S such 
that the kth column of S is equal to xk, for k = 1, . . , n. Then S-I AS is in 
Jordan normal form, and S*HS = ((S*HSek, el))E& = ((Hxk,~~))$_~, 
where {ei,. . . , e,} is the standard basis of Cc. The dissipativity matrix 
transforms into S*DS = ((Dxk,x~))&. By the degree of dissipativity 
we mean the number d := rank D. Of course, A is H-self-adjoint if and 
only if d = 0, and A is strictly H-dissipative if and only if d = n. The 
degree of dissipativity does not change under transformations S, since rank 
D = rank S*DS. 
Let Jk be a Jordan block of size nk X n1, with eigenvalue &, for /C = 
1,. . . , N. Assume that A = diag [Jl, . . . , JN] is H-dissipative. Denote H 
in corresponding block form H = (Hk,~)&=,, with Hk,l of size nk X nl. 
DISSIPATIVE MATRICES 173 
From the dissipativity of A it follows that 
;(Hii,kJtc - J;Hlc,~c) 2 0 for k=l,...,N. 
In Section 2 we will study the structure of the blocks Hk,l. In Section 2.1 
we will confine ourselves to the case that A is a single Jordan block with 
real eigenvalue, in Section 2.2 the case of one real eigenvalue is considered, 
and in Section 2.3 we treat the general case. 
For a Hermitian matrix H, the number (Hx,x) is real for all vectors 
5 E en. A subspace M c 61” is called H-positive (H-negative) if (Hz, x) > 
0 (< 0) for all 2 E M, H-nonpositive (H-nonnegative) if (Hz, x) < 0 (2 0) 
for all z E M, and H-neutral if (Hx,x) = 0 for all IC E M. If M is an 
H-nonnegative subspace, x, y E M, then we have Schwarz’s inequality 
I(H~,Y)I~ 5 WX>X)WY,Y). (1.1) 
An H-nonnegative subspace M is called maximal H-nonnegative if it is 
not contained in a larger nonnegative subspace, and similarly for the other 
(semi) definite subspaces. The following lemma is known and not hard to 
prove, by combining, e.g., Theorem V 4.2 of [3] and Lemma 1.2 of [7]. 
LEMMA 1.1. Let H be an invertible Hermitian matrix. Let M be an 
H-nonnegative subspace, and let M- be an H-nonpositive subspace. Let 
p be the number of positive eigenvalues of H, and let q be the number of 
negative eigenvalues of H, counted with multiplicities. Then M is maximal 
H-nonnegative if and only if dim M = p. The subspace M- is maximal 
H-nonpositive if and only if dim M- = q. 
For a given H-dissipative matrix A we give an explicit construction of 
an A-invariant maximal H-nonnegative subspace in Section 3. In Section 
4 necessary and sufficient conditions for the uniqueness of these subspaces 
are given. 
2. DISSIPATIVE JORDAN MATRICES 
From the H-dissipativity of a given matrix A with a certain Jordan 
normal form, information about the zero structure of the matrix H can be 
gained. This leads to a simple form for the pair (A, H). 
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2.1. One Jordan Block with Real Eigenvalue 
We consider the case that A is just a single n x n Jordan block with 
real eigenvalue. Note that by definition A is H-dissipative if and only if 
A - XI is H-dissipative for X E R. So without loss of generality we may 
assume that the eigenvalue of A is 0. We have 
Ael = 0, 
Aek = ek_1 for k=Z,...,n. 
The next result will give necessary and sufficient conditions for H to ensure 
that A is H-dissipative. 
THEOREM 2.1. Let A be as above, and let H be an invertible Hermitian 
n x n matrix. Let D = (dk,l)j& := (l/Zi)(HA - A*H). Let m := [(n + 
1)/Z]. Then A is H-dissipative Zf and only if 
and 
d,q = 0 2f k<m or l<m (2.1) 
‘. d 
2 0. (2.2) 
n,m+1 ..’ 
Proof Denote the entries of H by hk,l, k, 1 = 1,. . . , n. If n = 1, then 
A = 0 and D = dl,l = 0 and the statement holds. Assume n > 2. The 
sufficiency part of the equivalence is clear by definition. For the necessity 
part, assume that A is H-dissipative. Then there exists a matrix B such 
that D = B*B. The second part on the right hand side of the statement 
about the right lower (n - m) x (n - m) block of D follows trivially. To 
show that the other entries are 0 it is enough to proof that the vectors 
Del,. . . , De, are 0, since D is Hermitian. By definition of D we have 
di,i = (Del,el) = $((HAel,ei) - (Hel,Ael)) = 0. 
Also dl,l = (Del, e1) = (BeI, BeI). Thus BeI = 0 and Del = B*Bel = 0. 
If n = 2, this completes the proof. Assume n 2 3. From Del = 0 it follows 
that 
hk-I,1 = -2idk,l = -2i(Del,ek) = 0 for k=Z,...,n. (2.3) 
An induction argument will finish the proof. Assume 1 < k < m and 
Del = ... = Dek = 0. Then 2k < n and hzk,l = 0. Since we have the 
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(Del, ej) 41 = ;(+I - hj-1,~) for j,1=2 ,.,., 72, (2.4) 
it follows that hk+l,k = 0. Then (Bek+l,Bek+l) = (Dek+l, ek+l) = 
hhk+l,k = 0 implies Bek+i = 0 and Dek+i = 0. This completes the 
proof. W 
Note that the invertibility of H was not needed in the proof. If H is not 
invertible and (1/2i)(HA - A’H) 2 0, then (2.1) and (2.2) hold as well. 
COROLLARY 2.2. Let A be a single n x n Jordan block with real eigen- 
value as above, and let H be an invertible Hermitian n x n matrix. Suppose 
A is dissipative in the H-inner product. Then H has the following form: 
H= 
and 
if n is even. 
To make things clear: the lines in the matrices divide the matrices into 
blocks such that the left upper block has size m x m, with m = i(n + 1) in 
the odd case and m = in in the even case. In the left upper triangle the 
entries are 0. Starting with the skew diagonal, a Hankel structure appears 
in the tight upper and the left lower block. In the right lower block there is 
no such particular pattern. 
Proof. The result follows immediately from the above theorem and the 
relations (2.3) and (2.4). n 
if n is odd, 
If A is H-self-adjoint, then D = 0 and the Hankel structure spreads 
over the whole right lower triangular part of H. 
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NOTE. Of course, the number a on the skew diagonal in the odd case 
has to be a nonzero real number. In the even case a is a nonzero complex 
number with 
Ima = $(&+I,, - h m,m+l) = @,+I, e,+i) 2 0. (2.5) 
The subspace M = span{ei, . . . , e,} is an A-invariant subspace. If A is 
dissipative in the H-inner product, the corollary shows that M is H-neutral 
in the even case, and either H-nonnegative or H-nonpositive, depending 
on the sign of a, in the odd case. Using Lemma 1.1, it follows that the 
subspace is maximal H-nonnegative or H-nonpositive as well, and it is the 
unique A-invariant maximal H-nonnegative (H-nonpositive) subspace. We 
will return to this topic in Section 3. 
Another immediate corollary to Theorem 2.1 is the following. 
COROLLARY 2.3. If an n x n Jordan block A with real eigenvalue is 
H-dissipative, then the order of dissipativity is 2 [n/2]. In this case A 
cannot be strictly H-dissipative. 
For matrices S of the form 
si s2 “. s, 
S= ‘..‘..i 
i 4 
(2.6) 
.. s2 
0 Sl 
with s1 # 0, we have S-lAS = A. Unfortunately, in general such a 
transformation does not simplify the pattern in the matrix H much further, 
as is illustrated in the following example. This is unlike the H-self-adjoint 
case, where S can be found such that 
diagonal; see e.g., [5, Theorem 1.3.31. 
EXAMPLE Take 
S-lAS = A and S*HS is skew 
f 
0 0 
l\ 
and H= \y t -,i). 
Then A is dissipative in the H-inner product. Using a transformation S as 
in (2.6), we would like to get rid of the nonzero entries in the right lower 
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triangle of H. However, 
(S’HSe2, es) = (HSe2, Sez) = ISI 12i + 2 Re sl%, 
so there is no choice for ~1, ~2, si # 0 to make this entry equal to 0. 
If A is a Jordan block with an eigenvalue X 6 Iw, no zero columns appear 
in the matrix D in general. Thus, in this case the matrix H does not have 
a structure as in the corollary. For example, 
is dissipative in the -inner product. 
In this case 
For the case of complex eigenvalues see Section 2.3. 
2.2. One Real Eigenvalue 
In this subsection we consider the case that A = diag[ 51, . . , JN] , where 
JI, is an nk x n1, Jordan block with real eigenvalue A. As in the previous 
subsection, we may assume without loss of generality that X = 0. Let n = 
Cf=‘=,nk. We denote the standard basis ei, . , e, by x1,1, . . . , ~1,~~) x2,1, 
. > XZ,nzr...r xN,1, . , xN,n~. Let mk := [(nk+I)/2] and Mk = Span{Xk,i, 
. , Xk,mk} for k = I,. . . ,N. Let ibf = @fxlMk. Let hfk = Span{Xk,mk+lr 
. . . > xk+}, and let M’ = G&M~. Let 7r be the projection onto M’ along 
M. We will identify the vectors xk,i,. . . , Xk,nk with the standard basis of 
a?“, and Mk with the corresponding subspace of @““. 
THEOREM 2.4. Let A be as above, and let H be an n x n invertible 
Hermitian matrix. Let D = (1/2i)(HA - A*H). Then A is H-dissipative if 
and only if D ll\/~= 0 and XD 1~12 0. 
Proof. The only nontrivial part is to prove that the dissipativity im- 
plies that D (M= 0. Write H in block form H = (Hk,l)[,=, with Hk,l of 
size n1, X nl. If A is H-dissipative then Dk = (I/2i)(Hk,kJk - JiHk,k) > 0. 
Then from Theorem 2.1 it follows that Dk]Ml, = 0. As before, take B such 
that D = B*B. Now, for 1 = 1, . , mk we have 
(Bxk,l, Bxk,d = (Dxk,lr xk,l) = (DkXk,l, xk,l) = 0; 
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thus Bxk,l = 0, and finally Dxk,l = B*Bxk,l = 0. This holds for k = 
1 N. ,“‘, n 
In particular, if a matrix A is H-dissipative, then Dx = 0 for all eigen- 
vectors x of A corresponding to a real eigenvalue of A. 
COROLLARY 2.5. If A = diag[Jl,. . , JN] is H-dissipative and H = 
(Hk,l)T&, then the blocks Hk,k have a form as in- Corollary 2.2, and the 
off-diagonal blocks Hk,[, k # 1, have the form 
Hk,l = 
0 
. 
0 :. :’ 
: : 
. . 
: : . . 
0 .f. :’ 
. 
: : 
: : * 
if nk < 721, and the transposed structure if nk > nl; 
Hk.1 = 
0 
0 :. :’ 
. . 
: : 
. . 
: : : 
* 
0 ,.. :’ 
. 
: : 
: : : 
* 
if nk = nl even 
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H,q = 
0 
0 
. . 
: .’ 
. . 
rj :. :. 
. . . 
: : ; 
. . . 
: : : 
. 
: : . . 
if nk = np odd. 
The horizontal and vertical lines divide the matrices Hk,l into blocks 
such that the left upper block is of size ml, x ml. In case nk = nl is odd, 
there is only one nonzero entry in the left upper block. In all cases the 
off-diagonal blocks of Hk,l have a Hankel structure. 
Proof The statements follow from Theorem 2.4 and the relations 
1 
(Dxj,l,qm) = -i(Hxj,l,q,-l) 
forj,l=l,..., N,m=2 ,..., nl,and 
1 
(DZj,k,qm) = ,((Hqk-l,qm) - (Hq,k,Q,,-l)) 
for j, 1 = 1,. . . , N, k = 2, . . , mj, m = 2, . . . , nl, and the self-adjointness of 
D. n 
In particular, if nk # 721 then 
HSPan{Xk,l,. . , xk,mk) I wn{ql, . . , x~,rn~>~ (2.7) 
COROLLARY 2.6. Assume A is H-dissipative. If A is strictly H-dissipat- 
ive, then a(A) fl R = 0. On the other hand, if o(A) c W and the partial 
multiplicities of X are 1 for all X E o(A), then A is H-self-adjoint. 
2.3. The Simple Form in the General Case 
THEOREM 2.7. Let A = diag[Jl, . , . , JN] with Jk an nk x nII, Jordan 
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block with eigenvalue xk for Ic = 1,. . . , N. Let H = (H~J):,,, be an invert- 
ible Hermitian matrix in corresponding block form. If A’is H-dissipative 
thenfork,l=l,..., N, 
(a) if XI, E R th en Hk,k is as in Corollary 2.2; 
(b) if xk = & E R then Hk,l is as in Corollary 2.5; 
(c) if &, xl E R, & # xl, then Hk,l has the form 
0 0 
f&c,1 = 0 0 * 
where the left upper zero block is of size mk x ml; 
(d) if XI, E R, & E e\R, then Hk,l has the form 
(2.8) 
(2.9) 
where the upper zero block is of size mk x nl. 
Proof. We prove the statements (2.8) and (2.9). Assume XI, E @L,& # 
&. From Theorem 2.4 we know that 
Dx k,l = . . = Dxk,mk = 0. (2.10) 
Note that Hk,l = H:k. The entries of Hl,k are the numbers (HZk,j,Zl,m), 
j = 1, . . , nk, m = 1,. . . , ni. Using (2.10) and the relations 
(2.11) 
(DXk,l, Qpx) = ~(HXk,l,xl,m) - $(HZb.l,xl.rn--I), 
m=l,...,nl, (2.12) 
(DXk,j, x1,1) = ++(H%#?,l) + &&,j-Gl,& 
j = 2,...,mk, (2.13) 
(DQ,j, qm) = $j-$%,.j,qm) + ;((=&,j-Gl,,) 
-_(Hxk,j,2+-1)) (2.14) 
for j = 2 ,..., mk,m = 2 ,..., TQ, it follows that the first mk CdUmnS of 
HL.k are zero columns. If xl E @\& this completes the prOOf Of (2.9). If 
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Xl E Iw, we can interchange the roles of k and 1 and analogously prove that 
the first ml columns of Hk,l are zero columns. The statement (2.8) now 
follows directly. W 
Note that, as a corollary, if Xk E R, & E @\lK, then 
H span{zk,i, . . . , xk,mk) 1 fwn{ql, . . , ZZ,nL), (2.15) 
HsPan{Q,l,. . . , zk,rnk) 1 sPan{W,. . . , a,ni). (2.16) 
3. INVARIANT SEMIDEFINITE SUBSPACES 
In this section we will give an explicit construction for A-invariant max- 
imal H-nonnegative subspaces, in the case that A is H-dissipative. As be- 
fore, we may assume A is in Jordan normal form. Once we can solve the 
problem for Jordan matrices, we can solve it in general, with the help of 
the following lemma. 
LEMMA 3.1. Let A, H be n x n matrices, H invertible and Hermitian, 
and let M be an A-invariant maximal H-nonnegative subspace of Cc”. Then 
SvlM is S-iAS-invariant and maximal S*HS-nonnegative, for any in- 
vertible n x n matrix S. 
Proof. The proof is direct. For the maximality use that the number of 
positive eigenvalues of H and S* HS is the same, and apply Lemma 1.1. n 
For the moment, let A = diag[Ji, . . , JN, JN+~, JN+~], where 
(1) Jk is an nk xnk Jordan block with real eigenvalue A,+, for k = 1,. . . , N, 
(2) JN+~ is an nN+l x nN+1 Jordan matrix with eigenvalues in @+ = 
{zE@:Imz>O}, 
(3) JN+~ is an nN+z x nN+z Jordan matrix with eigenvalues in @- = 
{zE(E:Imz<O}. 
Let n = cfT12 nk. Denote the standard basis ei, ez, . . , e, by x1,1,. . . , 
Xl,n 1,. ,xN+2,1, ... ,xN+2,np,+z. Assume that A is H-dissipative, and de- 
note H in corresponding block form by H = (Hk,l)t,f_. Theorem 2.7 
gives the necessary structure for the blocks Hk,l. To construct an A- 
invariant maximal H-nonnegative subspace we will take advantage of the 
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zero entries that appear in H. The subspaces span{xk,l, . . . ,~k,~,} or 
span{xk,l, . . . , x~,~~_~} for k = 1,. . . , N, together with span{xN+l,l, . . . , 
z~+l+~+l}, will be the building blocks. Note that if Ml and M2 are 
H-nonnegative subspaces, then 
Ml, Mz are H-orthogonal + Ml @ Mz is H-nonnegative. (3.1) 
Let mk = [(nk + 1)/2] for k = 1,. . . , N. In case there are k, 1 E (1,. . . , N} 
such that nk = nl is odd, we may have the situation (Hxk,mk, ~1,~~) # 0 
while xk,mk and ~1,~~ are H-nonnegative. Here we cannot immediately 
conclude that span{xk,,, , x~,~~} is H-nonnegative. To avoid this situation 
we apply a transformation, as in the following lemma. We assume that 
x1 < ‘.. 5 XN. Moreover we assume, in case XI, = &+I, that nk 5 n,$+l. 
Denote X0 = -03, XN+~ = co. We will call a set {k, k + 1,. . . ,I} c 
(1,. . . , N} maximal if 
(a) xk = &+I = “. = XL; 
(b) nk = n&l = . . . = nl; 
(c) either &_I < x k or, in case Xk-1 = &, nk_1 < nk; 
(d) either Xl+1 > Xl or, in case XI+] = XI, nl+l > nl. 
LEMMA 3.2. Let A, H be as above. There exists an invertible matrix 
S such that 
(a) S-l& = A; 
(b) for k E { 1, . . . , N} with nk even, 
{S*HSxk,l, Zk,nk) = . . . = (S’HSzk,,, , xk,mk+l) # 0; 
(c) for k E { 1, . . . , N} with nk odd, 
(S*HSxk,lr xk,nk) = . . . = (S*HS%,,, , xk,,,) # 0; 
(d) for k, 1 E (1,. . . , N}, k < 1, with XI, = xl and n1, = nl even, 
(S*HSxk,l, xl,ni) = . . = (S*HSxk,,, , xl,ml+l) = 0; 
(e) for k, 1 E (1,. . . , N}, k # I, with xk = )I1 and nk = nl odd, 
(S*HSxk,l, xl,q) = . . = (S*HSxk,,, , xl,mL) = 0; 
and 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
DISSIPATIVE MATRICES 183 
(f) for any maximal set 7 = {k, k + 1, . ,1} c (1,. . , N}, 
Slll,CN-, (3.6) 
where MT = span{xk,l, . , xk,rn,,} @ . . CE? span{rcl,r, . . , qml}. 
Proof. Since the matrix H is invertible, the columns HzI,~, Hx~,J, 
. > HxN,~ are independent. The only possibly nonzero entries in the col- 
umn Hxk.1 are the entries (Hxk,i, ~1,~~)). . . , (Hxk,i, xN,nlV). we conclude 
that the matrix 
is invertible. Note that due to Theorem 2.7, 
(a) if Xk # Xl for some k, 1 E (1,. , N}, then (Hxk,i,~l,,~) = 0; 
(b) if & = xl and nk < nl for some k, 1 E { 1, . . , N} then (Hzl,~, zk,nh ) 
= 0. 
Divide the set (1, . . , N} m maximal sets. According to this division 
the matrix G is a lower triangular block matrix. Since G is invertible, the 
diagonal blocks are invertible. Let {k, k + 1, . . , I} c (1,. . . , N} be an 
arbitrary maximal set, and let 
be the corresponding diagonal block of G. If nk = . . = nl is odd, it follows 
that 
and hence K is Hermitian. If nk = . . = nl is even, then 
(Hxk,m,, > xk,mk+l ) . (H%rq, xk,mk+l) 
K= 
Wxkm, m,m,+l) . (ffm,mr > 
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Let 
be an invertible matrix such that 
(a) T*I$T is diagonal in case nk = . = nl is odd; 
(b) T* KT is upper triangular in case nk = . . = nl is even. 
Let I be the n1, X nk identity. Let 
InI+.-fnk-l 0 
t&I ‘.’ tklI 
S= 
t&I .” w 
0 I w+l+~~~+nN+n 
Then 5’ commutes with A (see e.g., [5]), and 
The invariance of any subspace h/r as in (3.6) under S follows from the 
simple form of S. Repeating these steps for other maximal sets {k’, Ic’ + 
1,. , . ,1’} c (1,. . . , N} completes the proof. n 
As far as the complex eigenvalues are concerned, we have the following 
known lemma. We adapt the proof of Theorem 11.1 of [7]. 
LEMMA 3.3. Assume that the Jordan matrix A = diag[Jr, . . . , JN+z] 
is H-dissipative. Then the subspace MN+~ = Span{XN+l,l, . . . , xN+I,~~+~} 
is H-nonnegative and the subspace ibf~+2 = span{xnr+z,r, . . . , XN+~,~~+~} 
is H-nonpositive. If A is strictly H-dissipative, then MN+~ is H-positive 
and MN+~ is H-negative. If A is H-self-adjoin& then MN+~ and MN+~ 
are H-neutral. 
Proof. Let 
H’ = HN+I,N+I 
0 
HN+Z,N+I JN+Z 
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We . . . , XN+I,~,_,+~, xN+2,1, . . . , XN+2,n,,,+z with 
the standard basis of cnN+1fnN+2, and M,v+i @ ikf~+~ with 
U?~+l+~~+z. From the dissipativity we have 
Im(H’A’x, x) = Im(HAx, x) 2 0 for all x E @nN+l+nN+z. 
Thus, for X E Iw, 
Im(H’(X1 - A’)z, x) 5 0 for all 2 E CnN+1+nN+2. 
Since X is not an eigenvalue of A’, the matrix XI - A’ is invertible. Thus, 
Im(H’x, (XI - A/)-lx) < 0 for all 5 E @nN+l+nN+s. 
Integration over the interval (-R, R) for some R E Iw, R > 0, yields 
( (J 
R 
Im H’x, (XI- A’)-% 
-R H 
x < 0 for all x E CnN+l+nN+z. 
(3.7) 
Let l? be a contour separating the eigenvalues of A’ in Cc+ from the 
eigenvalues of A’ in C- . Then 
P = & J (XI - A’)-‘dX r
is the Riesz projection with range Ran P = ibfN+1 and Ker P = hfN+2. 
For any R > 0 large enough we have 
P=& 
J 
R(~~-A’)-ld~+& J (XI - A’)-‘& 
-R Cl3 
where CR denotes the semicircle in C+ with radius R. Letting R -+ cm, 
the second integral on the right hand side converges to 0. Thus, from (3.7) 
it follows that 
+ ( (J 
R 
Im 27ri(H’x, Px) = Jim, Im - H’x, 
-R 
for all x E @nN+l+nN+z. we conclude that (H/x,x) 2 0 for x E MN+i, 
and hence also (Hx,‘x) > 0. Analogously, using a contour separating the 
eigenvalues of A’ in @- from the eigenvalues of A’ in Cf, we get (H’x, x) < 
0 for x E MN+s. Hence (Hx,x) 2 0 for x E k!jv+z. 
186 A. C. M. RAN AND D. TEMME 
If A is strictly H-dissipative or H-self-adjoint, then all the 5 signs can 
be replaced by < signs or = signs, respectively. Note that if 
Im(H’x, (X1 - A’)-%) < 0 for all 5 E @nN+1+nN+2, A E R, 
then 
for all z E CnN+l+nN+a, R E I& R > 0, 
and this number is decreasing with increasing R. a 
We now give a proof by construction of the following theorem. The 
result of the theorem is known, even in the wider context of infinite dimen- 
sional Pontryagin spaces; see, e.g., [7] or [l]. However, a construction for 
the finite dimensional case has been lacking until now. 
THEOREM 3.4. If a matrix A is H-dissipative, then there exists an A- 
invariant maximal H-nonnegative subspace M and an A-invariant maximal 
H-nonpositive subspace M- such that 
CT(AIM) ccc+ CT(A(~-) c @-, (3.8) 
and for any generalized eigenspace Rx with eigenvalue X, 
RxcM ijp XE@+, RxcM- if XE@-. (3.9) 
Proof. Let Si be an invertible matrix such that S,lAS1 takes Jor- 
dan normal form S;lAS1 = diag[Ji, . . , JN+~], where 51,. . . , JN+~ are as 
above, and the blocks J1, . . . , JN are ordered so that Xi 2 . . . 2 AN, and 
for k = l,... , N - 1, if xk = &+I then nk 5 nk+i. Let S2 be a matrix as 
in Lemma 3.2. Then, with S = SiS2, we have (3.3) and (3.5). Form the 
subspaces, for k = 1,. . . , N, 
MN.+I = sPan{zl\r+l,l, I 5N+l,nN+l 1, 
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The subspaces Ml,. . . , MN+I and their direct sum are S-l AS-invariant. 
The subspace Mk is (S*HS)k,k-nonnegative for k = 1,. . . , N+l. In partic- 
ular Mk is (S’HS) k,k-neutral if nk iS even, or if nk k odd and (S*HSxk,,*, 
xk,mk) < 0, for k E (1,. . , N}. For k, 1 E (1,. . . ,N+l}, k # 1, the mk xml 
upper left block of the block (S*HS) k,l is a zero block, according to The- 
orem 2.7 and (3.5). Th is implies the mutual S*HS-orthogonality of the 
subspaces Ml,. . , MN+I . With (3.1) it follows that M = Ml @. .@Mp~+l 
is S*HS-nonnegative. Using Lemma 3.1, we conclude that the subspace 
SM is A-invariant and H-nonnegative. Analogously, the subspace SM- 
is A-invariant and H-nonpositive, where M- = M< 83.. . CD MG $ MN+~ 
with, for k = 1,. . . , N, 
Counting the dimensions and using Lemma 1.1, the maximality follows. If 
IC E M is an eigenvector of A with eigenvalue A, then x E {xi,. . . , AN} U 
CT+ c @+. Together with the analogous argument for M-, this proves 
(3.8). Finally, if X E C +, then Rx c MN+~ c M, and analogously for 
x E c-. n 
For the construction the invertibility of H is not needed. Indeed, if H 
is not invertible and (1/2i)(HA - A*H) 2 0, then in the same way we can 
construct M and M-. OnIy the maximality fails. 
The next section will point out that in general there are lots of A- 
invariant maximal H-nonnegative subspaces. 
4. UNIQUENESS 
In this section necessary and sufficient conditions for the existence of a 
unique A-invariant maximal H-nonnegative subspace are given, in case A 
is H-dissipative. 
4.1. One Real Eigenvalue 
First, we restrict ourselves to the case that A has one eigenvalue X, 
with X E ll%. Without loss of generality we may assume that A is in Jordan 
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normal form 
A = diag[Ji, . , JN] 
and .that X = 0. Let nk be the size of the Jordan block Jk, for k = 
l,... , N, and let n = cf=“=, nk. Denote the standard basis el, e2,. . . , e, by 
ql, . . . , qnI1.. . , xN,l, . . , xN,n~. Let 
for k = 1,. . , N. Let H = (Hk,l)&_i b e a nonsingular Hermitian matrix. 
Assume that A is H-dissipative. Let mk := [(nk + 1)/2]. After applying a 
transformation as in Lemma 3.2, we may assume that 
(a) if k, 1 E (1,. . , N}, k # 1, and nk = nl is odd, then 
(HXk,m,, , xk,,,) # 0, Wqmi > Xl,ml) # 0, (HQc,mh, xl ml) = 0. 
(4.1) 
(b) if k, 1 E { 1, . . . , N}, k < 1, and nk = nl is even, then 
(Hxk,m > xk,m+l ) #O, W~,rnl, +w+l) # 0, 
W xk,mk, ~L,,L+I) = 0. (4.2) 
Define the subspaces 
sPan{Xk,l, . . , Xk,mE) if 721, is even, 
Mk = sPan{Xk,l, . . , Xk,mb} if nk is odd and (Hxk,mk, xk,mk) > 0, 
sPan{Xk,l, . , Xk,mk-l) if nk is odd and (HXk,rnk ,~k,~~,) < 0, 
span{Xk,l,. . , Xk,mk} if nk is even, 
Mi = span{Xk,l, . . , Xk,mh-1) if nk is odd and (ffXk,rnk, Zk,rn,) > 0, 
sPan{Xk,l, . . , Xk,mr; } if nk is odd and (Hxk,m,_,xk,,b) < 0, 
fork=l,... , N. If we identify the vectors xk,i, . . , xk,n,_ with the standard 
basis of Cnk, and Mk with the corresponding subspace in cnk, we can say 
that Mk is a Jk-invariant Hk,k-nonnegative subspace and Mi is a Jk- 
invariant Hk,k-nonpositive subspace. Due to the special form of Hk,k and 
the conditions in (4.1) and (4.2), the matrix Hk,k is invertible. Note that 
dim MC = 721, - dimiVk. 
With Lemma 1.1 it follows that Mk is maximal Hk,k-nonnegative. More- 
over, Mk is the unique Jk-invariant maximal Hk,k-nonnegative subspace. 
Due to the simple form of H and (4.1), the subspaces Ml,. . . , MN are 
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mutually H-orthogonal and M = A41 $ . . . @ M~J is A-invariant maximal 
H-nonnegative. The subspace M- = MC CB . . @ Mi is A-invariant max- 
imal H-nonpositive. 
After reordering ofthe Jordan blocks of A we may assume there is a 
K E (0,. . . , N} such that ni < < nK are even and nK+i 5 . . ’ 5 nN 
are odd. Consider the matrices 
and 
(HzK+I,~~ ++x+~,m~+A ... Fhv,w.,r~~+~m,c+~) 
G& = 
(HxK+L~~+~,xN,~~) ... (H~N,~~,xN,~~) 
It will appear that the existence of a unique A-invariant maximal H- 
nonnegative subspace depends on whether zero is in the numerical range 
of G& or in the numerical range of Gg. 
LEMMA 4.1. Assume S is an invertible matrix such that SvlAS = A. 
Then there exist invertible matrices S,,S, such that 
G;.,, = S;G&Se, G;.,, = S;G&S,. (4.3) 
Proof. Recall that the matrix S has a block structure corresponding 
to the block structure of A, and the blocks have upper triangular Toeplitz 
structure; see e.g., [5]. Let Ic, j E (1, . . , IV}. Then 
(a) if nj < nk then (STC~,~,_, xj,i) = 0 for i = mk - (nk - n.j) + I,. . , nj, 
and (S~k,~~+i,xj,i) = 0 for i = ml, - (nk - nj) + 2,. . ,nj; 
(b) if nj 2 721, then (SXk,,, , x.j,i) = 0 for i = ml, + 1, . . . , nj, and 
(Sxk,mk+i,xj,i) = 0 for i = mk + 2,. . nj. 
Note that 
(a) if nj < nk and nk is even, then mk - (nk - nj) < mj; 
(b) if nj 2 nk and nl, is even, then mk < mj; 
(c) if nj < nk and 721, is odd, then mk - (721, - nj) < mj; 
(d) if nj 2 nl, and nk is odd, then mk 5 mj; 
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Combining this with the structure of H, it follows that 
(a) if Ic, 1 E (1,. . . , K} then 
(S’HS%%, qml+l) 
Divide { 1, . . . , N} into maximal sets. Let 7 = { Ic, Ic+ 1, . . , 1) be a maximal 
set. Denote 
. . 
Let S, be the block diagonal K x K matrix with the blocks S,<_ on the 
diagonal, where re is a maximal set {k, k + 1, . ,l} with nk = . . = nl 
even. Let S, be the block diagonal (N - K) x (N - K) matrix with the 
blocks S,, on the diagonal, where 7O is a maximal set {k, k + 1,. . . , I} with 
nk z . . . = RI odd. The matrices S, and SO solve (4.3). 
To prove the invertibility, rearrange the Jordan basis so that n1 5 
. . < nN. The matrix S is invertible; hence the vectors {Szr,l, . . , x~,l} 
are independent. The only possibly nonzero entries in the vector Sxk,r are 
the entries (Sxk,r , x1,1), . . . , (Sxk,r, xN,r). Thus the matrix 
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is invertible. Divide (1, . , N} into maximal sets. According to this di- 
vision 5” is block lower triangular. Therefore the blocks on the diagonal 
are invertible. These diagonal blocks are precisely the diagonal blocks that 
appear in the matrices S, and S,. Hence S, and S, are invertible. W 
Note that G& is Hermitian and that (4.1) implies that G& is diagonal 
and invertible. The numerical range of G& contains zero if and only if there 
are diagonal entries of Gg with opposite sign. Analogously, (4.2) implies 
that Gg is upper triangular and invertible. Due to Lemma 4.1, zero is in 
the numerical range of G& if and only if zero is in the numerical range of 
G&,,, and zero is in the numerical range of G& if and only if zero is in 
the numerical range of GS*HS, for any invertible S for which S-‘AS = A 
holds. 
For the uniqueness statements we will distinguish between the three 
cases nr , . . . , nN even, nr, . . , ?zN odd, and blocks of both even and odd size. 
THEOREM 4.2. If all blocks have odd size, then there is a unique A- 
invariant maximal H-nonnegative subspace if and only if 
sgnWqml > Xl,ml) = . . = Sgn(HxN,m,, xN,m,,r). 
Observe that this corresponds to the sign condition for H-self-adjoint 
matrices; see [ll]. 
Proof. Assume nr, , nN are odd numbers. We may assume that 
n1 I .. I nN. Assume that (H~k,,~,~lc,~~) < 0 < (Hzl,mLr~l,mL) for 
some I I k # 1 5 N. Then xk,mE $ M and XL,~, E M. Choose o such 
that 
Then 
I&‘(H~~,m~ > xk,m,) + (Ha,,, , xl,m,) 2 0. 
is an alternative A-invariant maximal H-nonnegative subspace. 
Conversely, assume that sgn(Hxi,,,, ~1,~~) = . = sgn(Hxjv,,,,,, 
xN,m,,,) = +I. If ni = .‘. = nN = 1 then ml = .. = mN = 1 and 
M = Cn. Clearly there is no alternative maximal H-nonnegative subspace. 
Assume that there are larger blocks as well, and let 1 5 N’ 5 N be the 
number such that nr = . . = nNl__l = 1 and nN’ > 3. Assume M’ # M is 
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another A-invariant maximal H-nonnegative subspace. Then M’ contains 
a vector x such that x E M @ span{xNl,,,,+r, . . . ,xN,~,.,,+~} and x @ M. 
The vector A’a: E M’ is H-neutral. Using Schwarz’s inequality, it follows 
that (HA2x,x) = 0. Let x be denoted by x = m + c,“=,, (Ykxk,mk+r for 
some m E M. Then A2x = A2m + cc=‘=,, QkXk,,,_l and 
0 = (HA2x,x) = 5 I~k12(HXk,mk--l,Xk,mk+l) 
k=Nr 
= F IQk/2(H2k,m~,Xk,m& 
k=N’ 
Thus o!k = 0 for k = N’, . . . , N, in contradiction with x @ M. Thus M is 
the unique A-invariant maximal H-nonnegative subspace. 
Assume that sgn(Hxr,,, , ~1,~~) = . . = Sgn(HxN,mN, xN,mN) = -1. 
Ifnl =...= nN = 1, then M = (0) and there doesn’t exist an alternative 
maximal H-nonnegative subspace. 
Assume that there are larger blocks as well, and let 1 5 N’ < N be the 
number such that nr = . . = nN’-_1 = 1 and nN’ 2 3. Assume M’ # M is 
another A-invariant maximal H-nonnegative subspace. Then M’ contains 
a vector x such that x E M @ span{xN/,mN,, . , x~,~,,,} and x @ M. Let 
x be denoted by x = m + I,“=,, akXk,mk for some m E M. Then 
Wx,x) = 5 IQk12(H2k,m~,Xk,mk) < 0. 
k=N’ 
The subspace M’ is nonnegative; thus it follows that Qk = 0 for k = 
N’,... , N, in contradiction with x $! M. Thus M is the unique A-invariant 
maximal H-nonnegative subspace. This completes the proof. n 
COROLLARY 4.3. Assume all blocks have odd size. If there does not 
exist a unique A-invariant matimal H-nonnegative subspace, then there 
exists an A-invariant mozimal H-nonnegative subspace M’ # M such that 
M’ c span{xr,r,. . , xl,ml} @ ’ . . @ span{xN,l,. . . , xN,m,., ). 
In particular DM’ = {0}, d ue to Theorem 2.4, and AM’ c M. 
Next we consider the case that nr, . . . , nN are even numbers. we assume 
that the blocks are ordered so that nr 5 . . 5 nN. For the uniqueness of 
M we need to consider the matrix 
(H+Tx, > a,ml+l) . . . 
G=G”,= 
) . . WXN,~~, XN,~+,+~) 
Recall that, due to the special form of H and (4.2), the matrix G is upper 
triangular and invertible. 
THEOREM 4.4. If all blocks have even size, then there is a unique A- 
invariant maximal H-nonnegative subspace if and only if (Gy, y) # 0 for 
all 0 # y E CN, i.e., if zero is not in the numerical range of G. 
Proof. Assume that 
(GY>Y) = 0 (4.4) 
for y = (or.. , o~)~ E cN, y # 0. Choose numbers ,&, . . , flN such that 
(H xl,ml+ll xl,ml+l) . . (HxN,~~+I, XI,~~+~) 
WXl,ml+lr 52,mz+l ) . . (H~N,TTL,v+~, ~2,mz+d 
+ 
(Hxl,m~+l, ZN,m.w+l ) . (HxN,~~+I, XN,~~+I) 
This is possible because G is invertible. Let 
x = ~(kTk.m* + akxk,mh+l). 
k=l 
(4.5) 
Choose vectors yr,. . ,yN-2 E span{xr,,,,~2,~~, . . , XN,rn,} such that 
Yl, ‘-., YN-2, Ax are independent and yr, . ,2/N-2 are H-orthogonal to 
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2. By (4.4) we also have (HAx,x) = 0. Let 
M’ = h,span{sk,i, . . . T Q,mk--l) @ wn{!h, . . , YN-2) CB span{z, Ax}. 
k=l 
All spanning vectors are mutually H-orthogonal. Moreover, they are H- 
neutral, except for the vector 5, which is H-nonnegative by (4.5). Clearly, 
M’ # M, M’ is A-invariant, and dim M’ = dim M. Thus, with M’ we have 
constructed an alternative A-invariant maximal H-nonnegative subspace. 
Conversely, assume that M’ # M is an alternative A-invariant maximal 
H-nonnegative subspace. Then M’ contains a vector x of the form 
x= Qkxk,mb+l + m 
k=l 
for some (oi . . (3y~) # (0. . . 0) and some m E M. Since Ax is in the H- 
neutral space M, we have (HAx, x) = 0. On the other hand, (HAx, x) = 
(GY, y) for y = (a . . a~)~, and (4.4) is fulfilled. This completes the proof. 
n 
If A is H-self-adjoint, and A and H have a canonical form as described, 
e.g., in [5], then G is diagonal with diagonal entries 1 or -1. It follows 
easily that in this case (4.4) holds for some y # 0 if and only if there are 
both l’s and -1’s on the diagonal of G-in other words, if and only if the 
sign condition fails for the pair (A, H). 
COROLLARY 4.5. Assume all blocks have even size. If there does not 
exist a unique A-invariant maximal H-nonnegative subspace, then there 
exists an A-invariant maximal H-nonnegative subspace M’ # M such that 
DM’ = (0) and AM’ c M. 
Proof. If M is not the only A-invariant maximal H-nonnegative sub- 
space, then there exists a vector y = (cri, . . . , o~)~ E CN, y # 0, such 
that (4.4) holds. In the proof of the previous theorem we constructed an 
A-invariant maximal H-nonnegative subspace M’ # M of the form 
M’ = M” @span(x), 
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with M” c M and 
Due to Theorem 2.4 we have 
D lM”= 0. 
A straightforward calculation gives 
(&X,X) = Im(Gy, y) = 0. 
Since D > 0, it follows that Dz = 0. This completes the proof. 
EXAMPLE. Let 
0 1 0 0 
A= 0 0 0 0 
0 0 0 1 
0 0 0 0 
Then A is H-dissipative, and 
In this case 
0 l-i 0 0 
1+i 0 -2i 0 
0 2i 0 -1-i 
0 0 -1fi 0 
00 
0 
0 -1 
0 
j 
0. 
-2i 
-1fi 
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n 
and (Gz, z) = 0 for z = (1 1) T. Besides span {zi,r, qi} also the subspace 
span {zi,i + z2,i, 21,~ + 52~) is A-invariant maximal H-nonnegative. 
Note that (D(z 1,~ + q2), 21,~ + Q,Z) = Im(Gs, x) = 0. 
More generally, if N = 2 and (4.2) holds, then the matrix 
G = 
( 
(Hzi,,, > +m+d P~,rn, 3 a,m+d 
0 Wx2,mz > 52,mz+1 ) > 
admits a G-neutral vector x if and only if 
Wx1,ml i xl,m,+d = -~W~2,,2,52,mz+1 ) 
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for some X > 0, and 
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I wz2,mz, ~1,,1+1 )I2 = 4(Im (Ha:l,m,,qm,+l))(Im W~2,mz,~2,mz+1)). 
Note that Im (Hx~,~~, ~l,~~+l), Im (HQ,~~, ~z,~~+r) > 0, due to dissipa- 
tivity; see (2.5). 
Assume that A has K Jordan blocks of even size and N - K Jordan 
blocks of odd size, for some 0 < K < N. Assume that (4.1) and (4.2) 
hold. Rearrange the blocks so that nr < ... < nK are even numbers and 
nK+r 5 . . 5 nN are odd numbers. Again, consider the invertible upper 
triangular matrix 
Zl,rnl> Zl,m1+1 ) . . . (H~K,~~ ,~l,m~+l 
G=G&= 
(H~l,ml, 52,mz+1) . . . (HzK,~~, ~2,rm+1) 
(Hxl,mI, XK,~~+I) . . . (H~K,~~ ,‘xK,~~+I) 
Let Al = diag [Jr, . . . , JK], Az = diag [JK+r,. . . , JN]. Let 
H3 = 
HNJ ..’ HN,K 
Then 
A= (Ab i2) and H= (:A 2). 
9 H2 = 
HK+I,K+I . . ’ HK+LN 
HK+I,I . . . HK+I,K 
As before, let 
1 HIAl - A;Hl H,*A2 - A;H,* 
D = +A - A’H) = i 
( 
H3A1 _ A;& H2A2 - ASH2 ) 
LEMMA 4.6. The matrices HI, Hz are invertible, Ml @ . ’ . @ n/r, is 
maximal H1 -nonnegative, MK+~ $ . . @ MN is maximal Hz-nonnegative. 
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Proof. Assume Hrz = 0 for some x # 0. Then 
26(Dc3~ (3 = ((HlAl - A;Hl)x,x) = 0.
From the dissipativity we have D > 0; thus 
D; =O. ( > 
Hence HlAlx = (HlA1 - A;Hl)x = 0, and Ker Hr is Al-invariant. Thus, 
Ker Hr contains an eigenvector y of Al. The vector y has the form y = 
or51,r + Ck’zX2,l + . . O!KXK,l. Let 
(HXl,l, Xl,nl) ” (HXK,l, Xl,q) 
G’ = 
Then 
Divide the set { 1, , K} in maximal sets. According to this division G’ 
is block lower triangular. Moreover, if {k, Ic + 1,. . ,1} c (1,. . . , K} is a 
maximal set, then the corresponding diagonal block of G’, 
(Hxk,l> xl,n~) . . . (HXl,l, Xl,nL) 
=( 
(Hxk,rnk > xk,mk+l ) . . . Www, xk,mk+l) 
(Hxkm,, Q,WU+I ) . . 
is equal to an invertible diagonal block of the matrix G. Thus, G’ is in- 
vertible. Hence (~1 = . .. = C%K = 0 and y = 0. Thus HI is invertible. 
Analogously one proves that H2 is invertible. In fact the proof is easier, 
since the matrix corresponding to G’ is diagonal and invertible due to (4.1). 
The subspace Mr @. . . ~3 MK is HI-nonnegative, and the subspace MC 
CE @ Mg is Hr-nonpositive, with 
dimM1 @...@M; = (nl +...fnK) -dimMr@...@MK. 
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With Lemma 1.1 it follows that Mr @. .@ibf~ is maximal HI-nonnegative. 
The proof for AJK+~ @ . . . CB MN is analogous. n 
THEOREM 4.7. The subspace M is the unique A-invariant maximal 
H-nonnegative subspace 2f and only if Ml @ @ MK is the unique Al - 
invariant maximal Hr-nonnegative subspace and MK+~ @I . . @ MN is the 
unique Az-invariant maximal Hz-nonnegative subspace. 
Proof. Assume that Ml @. .CII MK is the unique Al-invariant maximal 
HI-nonnegative subspace and MK+~ @ .,. B MN is the unique AZ-invariant 
maximal Hz-nonnegative subspace. By Theorems 4.4 and 4.2 we have 
(GY, Y) # 0 (4.6) 
for all vector 0 # y = (or . ck!~)~ E cK, and 
W(HxK+l ,~K+I > xK+l>m~+~ ) = . . = sgn(HxN,mNI xN,mN ). (4.7) 
First consider the case that the sign in (4.7) is positive. Assume M’ # M 
is an A-invariant maximal H-nonnegative subspace. Then M’ contains a 
vector x of the form 
x=m+ 5 wJk,rnkfl 
k=l 
for some m E M and (or . . . CYN) # (0. . . 0). The vector A22 is H-neutral; 
thus (HA2s, x) = 0 according to Schwarz’s equation. On the other hand 
k=K+1 
N 
= c IQk/2(Hzk,mi,Zk,m,& 
k=K+l 
Thus o!k = 0 for k = K + 1,. . . , N and (or . . QK) # (0,. . .O). Now also 
the vector Az is H-neutral, and thus (HAx,x) = 0. Computing (HAz, x) 
gives 
This number being zero is in contradiction with (4.6); thus M is unique. 
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Next consider the case that the sign in (4.7) in negative. Assume M’ # 
M is an A-invariant maximal H-nonnegative subspace. Then M’ contains 
a vector z of the form 
5 
K 
z=m+ %~k,rn~fl + 
c 
akxk,m, 
k=l k=K+l 
for some m E M and (~1 . CXN) # (0 . . . 0). The vector Ax is H-neutral; 
thus (HAz,x) = 0. Since 
(HAx,x) = G 
it follows that or = .. . = oK = 0 and ((YKfr . . . CXN) # (0, .. 0). we 
compute 
(H&z) = e bk12(~~k,mr,,xk,mr.) < 0, 
k=K+l 
in contradiction with the nonnegativity of M’. Thus such an M’ does not 
exist, and M is the only A-invariant maximal H-nonnegative subspace. 
Conversely, assume that Mr @. . @ MK is not the unique Al-invariant 
maximal IS-nonnegative subspace. According to Theorem 4.4, there exists 
a nonzero vector (or . aK)T such that 
(4.8) 
Let B = {k : K + 1 I k 5 N and (Hz~,,~, Xk,mk) > 0). For j E B choose 
numbers pj such that 
(4.9) 
Next, choose numbers yr , . . . ,YK such that 
c IPk /2(HXk,mk, xk,,, 
kEB 
)+2Re(G(~Y),(;T)) 
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(( 
w~Lml+l~ wm+1) . . wxK,mK+l, +nl+l) + 
W~l,m+lr xK,mK+l) . wxK,mK+l, XK,m,+l) 1 
x (:I).(E))zo. (4.10) 
Again, this is possible because G is invertible. Let 
@kxk,m,+l + Ykxk,mk ) + c Pkxk,rnb. 
k=l kEB 
Choose Vectors yl,. ,yK_Z E Span{xr,,,, . , x~,~~} such that yi, 
...> PK.-2, Ax are independent and yr, . . . , yK_2 are H-orthogonal to x. 
Let 
M” = span{Xk,l : k = 1, . . . , K, 1 = 1, . . , mk - l} 
@ srwdyl,. . . , YK-2, Ax}. 
Then M” C Ml $. . . @ MK is an H-neutral subspace. Note that (HAx, x) 
= 0 follows from (4.8), and (Hx,x) > 0 follows from (4.10). Thus M” $ 
span(x) is H-nonnegative. The subspaces Ml @J . . . @ MK and MK+~ @ 
. . . @ MN are H-orthogonal, and (Hz, xk,+_) = 0 for k E B follows from 
(4.9). Let 
M’ = M” @ span(x) @ MK+~ @. . @ MN. 
Then all spanning vectors of M’ are H-nonnegative and mutually H- 
orthogonal. Thus M’ is H-nonnegative. Finally, dim M’ = dim M, and 
we have constructed an alternative A-invariant maximal H-nonnegative 
subspace. 
Assume MK+~ @. . . @ MN is not the unique AZ-invariant maximal Hz- 
nonnegative subspace. In this case, according to Corollary 4.3, there exists 
an AZ-invariant maximal Hz-nonnegative subspace M’ # MK+~ CB. . .@ MN 
with 
M’ C Span{xK+l,l,. . r5K+l,mK+1} @... @ span{xN,l,. . ,ZN,mN}. 
Here we identify CnK+lf”.+nN with ZK+r @. . Cl3 ZN (recall that, for k = 
1,. . , N, Zk = span {xk,J, . . ,~k,~~}). Hence HM’IMI @ ... Cl3 MK, due 
to (2.7). As a subspace of ZK+i @. . . @ ZN, the subspace M’ is A-invariant 
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H-nonnegative. With (3.1) it follows that 
is A-invariant maximal H A-invariant 
maximal H-nonnegative subspace. n 
COROLLARY~.~. If I$ is not the only A-invariant maximal H-nonneg- 
ative subspace, then there is an A-invariant maximal H-nonnegative sub- 
space M” # M such that 
DM” = (0) and AM” c M. 
4.2. Nonreal Eigenvalues 
Consider the matrix A = diag[Ji,. . , JN], where Jk is an n1, x nk 
Jordan block with eigenvalue XI, E @\rW for Ic E { 1, . . . , N}. Assume 
Xl,... ,XK E C+ and XK+~, . ,XN E @- for some K E (1,. . ,N}. Let 
n = c,“=,nk. Denote the standard basis er, es,. . , e, of @” by x1,1, 
. . > xl,nl, . . . , xN,l, . . . , xN,n,,z. Lt?t 2, = Span{Xk,l, . . ,Z&,nk} for k = 
1 >“‘, N. At times we will identify zk with cc”” and the vectors xk,l, . . . , 
xk,nk with the standard basis of Cn”. Let H = (Hk,l)flCl be a nonsin- 
gular Hermitian matrix with corresponding block form. Assume that A is 
H-dissipative. Let M and M- be respectively the A-invariant maximal 
H-nonnegative and the maximal H-nonpositive subspace constructed in 
Theorem 3.4. Note that M = & 63.. @ ZK and M- = ZK+l @ ‘. . CJ3 2~. 
Let Al = diag[Ji,. . . , JK], A2 = diag[JK+i,. . . , JN]. Let 
H1 = 
Then 
A=($ 4),) and H= (Ei 2). 
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THEOREM 4.9. Assume A is H-dissipative with o(A) E @\I& Then 
there does not exist a unique A-invariant maximal H-nonnegative subspace 
if and only if there is p E o(A) n @- such that p E o(A), and there is a 
vector y such that Ay = py and (Hy, y) = 0. 
Proof. Assume that M is not the unique A-invariant maximal H- 
nonnegative subspace. Let M’ # M be an alternative A-invariant maximal 
H-nonnegative subspace. Let Mi c Z1 @ . . @ ZK, Mi c ZK+~ @ . . . @ 
ZN be the subspaces such that M’ = M[ @ Mh, Mi is Al-invariant HI- 
nonnegative, and Mh is AZ-invariant and Hz-nonnegative. Assume Mi # 
M. Then dimMl < dimM and dimM4 > 0. Since Mi is AZ-invariant, it 
necessarily contains an eigenvector y with eigenvalue p E {XK+~, . . . , A,}. 
Moreover, Mi = M’nZ~+le. . .@? ZN, the intersection of an H-nonnegative 
and an H-nonpositive subspace; thus (Hy, y) = 0. By abuse of notation 
we consider y as a vector in @nK+1+‘.‘f7LN, with (Hzy,y) = 0. Since Hz is 
negative semidefinite (see Lemma 3.3) it follows that Hzy = 0. Then 
(DY,Y) = &AZ - A;Hdy, y 
> 
= 0 
and Dy = 0. Choose k E (1, . . , K} arbitrarily. Assume Xk # ji. Then, 
for 1 E (1,. . , nk}, 
0 = 2i(Dx~,~,y) = ((HzAl - A;H~)x1i,l,~) 
= (& - ~L)P35li,1r Y) if 1=1 
(X, - ,fi)(H3a,l,y) + (H~~~c,~-I,Y) if 1 > 1. 
Hence H span{zk,r , . . . , ~k,~~} I y. If this holds for all k E (1,. . . ,K}, 
then it follows that HM _L y and M @ span(y) is H-nonnegative. This 
contradicts the maximality of M. Thus Xk = p for some k E (1,. . . , K}. 
Conversely, assume a(A) I- C- contains an eigenvalue ,U for which ,ij, E 
o(A) as well, and which has an H-neutral eigenvector y E ZK+~ @. . .@ ZN. 
As above we consider y as a vector in CnK+l+..‘fnN, with (Hzy, y) = 0. 
Since H2 is negative semidefinite, it follows that H2y = 0. Then 
(Dy, y) = $(HzAz - A;H~)Y>Y) = 0 
and Dy = 0. Choose k E (1,. . ,K} arbitrarily. If Xk # ,G, then for 
1 E (1,. . ,nk}, 
0 = 2i(Da,l, Y) = ((f&Al - A;H~)z~~,I,Y) 
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= 
i 
(Xk - Li)W3~k,1>Y) if 1=1 
(& - PL)(ff3xk,1,~) + (H3~k,i-1,~) if 1 > 1. 
If xk = /%, then for 1 f? (2,. . , nk}, 
0 = %(Dzk,l, Y) = ((H3A1 - -4;ff3)~k,l, Y) 
= (A, - /$(H3xk,li y/i + (f%k,l-lr !d 
= (ff3~k,I-l, Y/). 
For simplicity, say Xr = . = XK~ = ,G and ,Ci $! {XK~+~, . . , AK} for some 
Ki E (1,. . , K}. It follows that {Hz, y) = 0 for all z E A4;, where 
Mi = span{~l,l,...,~l,,,-l}~~~~CBspan{~~c,,l ,..., xK,rnK1_l) 
G3zK1+1 @...63ZK. 
Choose Ki-1 independent vectors yl,. . , y~~-i E span {~i,~~, . ., ZK~,~~, } 
which are H-orthogonal to y. Let 
M’ = Mi 8 span{yi, . , YK~-I} @span(y). 
Then, besides M, the subspace M’ is another A-invariant maximal H- 
nonnegative subspace. n 
The result corresponds with the known fact that any H-self-adjoint 
matrix A with o(A)n@\B # 8 d oes not have a unique A-invariant maximal 
H-nonnegative subspace; see e.g., Theorem 1.3.20 in [5]. 
4.3. The General Case 
In this section we consider the following general situation. Let Xi, . ., 
AN E IR be all different. Let A = diag[Ji,. . ,JzN, JSN+I] be an n x n 
Jordan matrix with 
(a) Jzk-i a Jordan matrix with a(Jzi,_1) = {Xk} with blocks of odd size, 
fork=l,...,N; 
(b) Jzk a Jordan matrix with c(Jzk) = {A,} with blocks of even size, for 
Ic=l,...,N; 
(c) J~N+I a Jordan matrix with a(Jz~+l) c @\R. 
Denote (I? = Zi @ . . @ Z~N+I correspondingly. Let H = (Hk, l)iyz: be 
an invertible Hermitian matrix in corresponding block form. Assume A is 
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for k = 1,. . , N. Let A2~+i = Js~+i and let H2~+i = Hs~+r,s~+i. Let 
1 
Dk,l = - 
2i 
H2k-1,21-1J21-1 - J;k-1 H2k-1,21-l H2k-l,21521 - J;k-lH2k-1,21 
H2k,2l-lJ21-1 - J2kff2k,21-1 H2k,2d21 - J2kH2k,21 > 
for k,l E {l,...,N Let 
DzN+I,~ = 
(HzN+~,~LI&~-~ - J;jv+$h+l,21--1 Hz.~+l,zJ21 - J;N+$~N+~,z) 
and Dl,z~+r = D,*N+i,l for 1 E (1,. . . ,N}. Finally, &v+i,2~+i = 
&JN+I,Z.N+I &N+. 
D=$ 
t -J~N+lH2~+1,2~+~. Then 
DI,N DI,ZN+I 
DN,N DN,ZN+I 
&N+I,N D~N+I,~N+I 
Let Mk C z,+ be the Jk-invariant Hk, k-nonnegative subspace as constructed 
in Theorem 3.4, for k = 1, . . ., 2Nf 1. Let M; C zk be the Jk- 
invariant Hk,k-nonpositive subspace, as constructed in Theorem 3.4, for 
k = l,... ,2N +l. Let n/, = dim&k-r + dimzsk for k = 1,. . . , N. Let 
nZN+l = dim&N+i. Identifying &+_1 @ &k with cmk, we can consider 
Msk-i @ M2k as a subspace of a? for k = 1,. . , iv. Identifying &N+i 
with U?zN+l, we can consider Msr\i+i as a subspace of c21v+‘. 
LEMMA 4.10. For k = 1,. . . , N, 2N + 1, the matrix Hk is invertible. 
The subspace M2k-1 CE M2k is maximal Hk-nonnegative for k = 1,. . , N, 
and Ms~+i is maximal HzN+~ -nonnegative. 
Proof As in Lemma 4.6, one proves that Ker Hk is &-invariant. If 
Ker Hk # {0}, th en Ker Hk contains an eigenvector y of Ak. Assume 
k E (1,. . ,N}. Let 1 E (1,. . . , N},1 # k. Then, due to (2.8) and (2.9) in 
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Theorem 2.7, 
Hz-1,2k-1 
fh,zc-1 
and (&N+l,2k-l fhv+l,zk)y = 0 
for any eigenvector y of Ak. Thus, considering y as a vector in zk, it follows 
that Hy = 0, and y = 0, since H is invertible. Hence Ker Hk = {0}, and 
Hk is invertible. 
Assume y is an eigenvector of As~+r and Hs~+ry = 0. Let p E 
C\R be the corresponding eigenvalue. Then (&N+r,2N+ry,y) = 0; thus 
&v+r,2~+ry = 0. Considering y as a vector in &N+r, it follows that 
(Dy, y) = 0; thus Dy = 0. Choose k E (1, . . . , N} arbitrarily. Let 
Xl,..., XL E @“” be a Jordan chain of Ak, with eigenvalue &. Considering 
y as a vector in @nzN+l, it follows that (Dk,aN+r y, ~1) = 0 for 1 = 1,. . , L. 
Hence 
P(Hk,m+lY,51) = 
= 
(Hk,av+lAm+ly, “1) 
(Hk,m+lY, Ak, Xl) 
C Ak(Hk,zV+lY, xl) if l=l, ~k(ffk,av+iY,Zlj + (Hk,m+1y, a-1) if l > 1. 
Since p # &, it follows that (H k,2N+ly,xl) = 0 for 1 = 1,. . . , L. We can do 
this for any Jordan chain in Pk. Hence Hk,sN+ry = 0. Considering y as 
a vector in &N+r, it follows that Hy = 0 and y = 0, since H is invertible. 
Thus Ker Hzjv+r = {0}, and Hz~+r is invertible. n 
COROLLARY 4.11. For 1 E {l,... , W, the matrices KS1,21-l, f&1,21 
are invertible, M21-1 is maximal H2~-1,2~-1 -nonnegative, and iI421 is max- 
imal Hzl,zl -nonnegative. 
Proof. Follows from Lemma 4.6 and Lemma 4.10. n 
LEMMA 4.12. Let 1 E (1,. . , N}. If M21_1 is not the unique 521-l in- 
variant maximal H21_1,+-l-nonnegative subspace, then M is not the unique 
A-invariant m&ma1 H-nonnegative subspace. 
If M21 is not the unique J22-invariant maximal Hzl,zl-nonnegative sub- 
space, then M is not the unique A-invariant maximal H-nonnegative sub- 
space. 
If iidzN+l is not the unique JzN+l-invariant maximal HzN+l-nonnega- 
tive subspace, then M is not the unique A-invariant maximal H-nonnegative 
subspace. 
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Proof. For simplicity, assume 1 = 1. Assume 1Mr is not the unique Jr- 
invariant maximal Hr,r-nonnegative subspace. Combining Corollary 4.3, 
(2.7), (2.15), (2.16), it follows that there is a Jr-invariant maximal Hr,r- 
nonnegative subspace Mi # Ml with HMi I Mk for k = 2,. . ,2N + 1. 
Then 
M’=M;cBM~@QIIM~+I 
is an alternative A-invariant maximal H-nonnegative subspace. 
Assume Mz is not the unique Jz-invariant maximal Hz,a-nonnegative 
subspace. Then, due to Theorem 4.7, the subspace Ml @ Mz is not the 
unique Al-invariant maximal HI-nonnegative subspace. Due to Corol- 
lary 4.8, there exists a subspace M’ C 21 @ 22, M’ # Ml @ Mz, which 
is Al-invariant maximal HI-nonnegative, with Dl,lM’ = (0) and (Al - 
X11) M’ c Ml @ Mz. For all x E M’ it follows that (Dz, x) = 0; thus 
Da: = 0. Choose k E (2,. , N, 2N + 1). Let y E Pk. From Dx = 0 it 
follows that (Dk,rx, y) = 0. Hence 
(Hk,rArZ, Y) = (Hk,rZ, AkY), 
and since XI E I%, 
(Hrt,l(A, - XI~)X,Y) = U%,IX, (Ak - XI~)Y). 
Due to the property (Al - X11)x E Ml @ Mz for x E M’, and (2.15) 
and (2.16), it follows that the left hand side is zero. Since Ak - XrI is 
invertible, we conclude that (Hk,rx, y) = 0 for all u E Pk. The number k 
was arbitrary. Thus HM’ l_ zk for all k E (2,. . . , N, 2N + 1). Hence 
M” = M’ CE MS @I.. . @ M2,+, 
is an alternative A-invariant maximal H-nonnegative subspace. 
Assume MZN+~ is not the unique JzN+r-invariant maximal H~N+I - 
nonnegative subspace. Let MiN+, E zxN+l be an alternative Jz~+r- 
invariant maximal HzN+~ -nonnegative subspace. Due to (2.15), the sub- 
space MiNfl is H-orthogonal to the subspace Mzk-1 @ Mzk for all k E 
(1,. . . , N}. Hence 
M’ = MI G3.. . @ MZN @ M;N+I 
is an alternative A-invariant maximal H-nonnegative subspace. This com- 
pletes the proof. W 
THEOREM 4.13. The subspace M is the unique A-invariant maximal 
H-nonnegative subspace if and only if Mk is the unique Jk-invariant max- 
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imal Hk, k-nonnegative subspace for k = 1,. . . ,2N + 1. 
Proof. If Mk is not the unique Jk-invariant maximal Hk, k-nonnegative 
subspace for some Ic = 1,. . ,2N + 1,then M is not the unique A-invariant 
maximal H-nonnegative subspace, due to the previous lemma. 
Assume M is not the unique A-invariant maximal H-nonnegative sub- 
space. Let M’ # M be an alternative A-invariant maximal H-nonnegative 
subspace. For k = 1,. , N, 2N + 1, let ML c zk be the subspaces such 
that 
M’ = M; @. . @ ML @ M;N+1. 
Then ML is &-invariant Hk-nonnegative. Due to the maximality of Mgk-1 
@Mzk and Mz~+l, it follows that 
dimMi < dim Mzk-i EI3 Mzk and dim Mi,,, 5 dim M~N+I. 
On the other hand 
dimMi + . . + dim ML + dimMh,+, = dim M’ 
= dim M 
= dim Ml + . + dim Mz~+i. 
Hence dim ML = dim M2k_i @Mzk for k = 1,. . . , N, and dim M&+1 = 
dim Mz~+i. Thus ML is &invariant maximal Hk -nonnegative. If M&+1 
# Mz~+l, then we are done. If ML # Mzk_1 @ M2k for some k E 
(1,. , N}, then Th eorem 4.7 states that Mzk_i is not the unique Jzk_r- 
invariant maximal Hzk_i,zk-i-nonnegative subspace, or M2k is not the 
unique Jzk-invariant maximal Hzk,zk-nonnegative subspace. This com- 
pletes the proof. I 
5. APPLICATION TO FACTORIZATION OF RATIONAL MATRIX 
FUNCTIONS 
In this section rational matrix functions which have a positive semidef- 
inite real part will be studied. Our first result characterizes such functions 
in terms of the matrices appearing in their minimal realizations. Secondly, 
it will be shown that such functions allow pseudocanonical factorization, 
and formulas for the factors in such a factorization will be given. In [lo] the 
existence of such factorization was already established for rational matrix 
functions with positive definite real part. However, explicit formulas for 
the factors were lacking there. 
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In the following W(X) will denote an 7~ x n rational matrix function. 
PROPOSITION 5.1. Let W(X) = D + C(XI - A)-lB be a controllabZe 
realization, and assume D + D* > 0. Then the following are equivalent: 
(i) W(X) + W(X)* > 0 for X E R\{ poles of W}; 
(ii) there exists a Hermitian matrix X such that 
X[i(A - BG-lC)] + [i(A - BG-‘C)]*X 
-XBG-lB*X - C*G-IC = 0, (5.1) 
whereG=D+D*. 
Proof. According to Theorem 11.4.6 in [5] Equation (5.1) has a Her- 
mitian solution X if and only if the rational matrix function 
Z(X) = G - B*[XI - (A - BG-lC)*]-l 
x C’G-%[XI - (A - BG-lC)]-lB 
is positive semidefinite for all real X which are not poles of Z(X). Observe 
that 
[G + C(XI - A)-lB1-l = G-l - G-lC[XI - (A - BG-lC)]-lBG-’ 
almost everywhere. Hence 
G-‘C[X1- (A - BG-%)I-‘B = I - [G + C(XI - A)-lB]-lG 
= I - [I + G-%(X1 - A)-lB1-l 
= G-%(X1 - A)-lB 
x [I + G-%(X1 - A)-lB]-l. 
For the moment, let K(X) = I + G-lC(XI - A)-lB. We rewrite Z(X) as 
follows: 
Z(X) = G - [K(X)*]-lB*(XI - A*)-%*G-%(X1- A)-lBK(X)-l. 
So we have 
K(X)*Z(X)K(X) = G + B*(XI - A*)-%* + C(XI - A)-lB 
+ B*(XI - A*)-%*G-%(X1 - A)-lB 
- B*(XI - A*)-%*G-%(X1 - A)-lB 
= W(X) + W(x)* 
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for all X which are not poles both of Z(X) and of W(X) + W(x)*. For 
the real X’s in this set it follows that Z(X) is nonnegative if and only if 
W(X) + W(X)* is nonnegative. A continuity argument yields Z(X) 2 0 
for all X E IW\{poles of Z(X)}_if and only if W(X) + W(x)* > 0 for all 
X E Iw\{ poles of W(X) + W(X)*}. Th is implies the theorem, using [5, 
Theorem II 4.61. n 
For the case when A is stable this result is known as the positive real 
lemma (see, e.g., [2]). Al so we remark that the implication (ii)+(i) is true 
without any assumption on controllability of the realization, provided there 
exists an invertible Hermitian solution X of (5.1), and G = D + D* > 0. 
Indeed, it is a matter of straightforward checking to see that in that case, 
for X E rW\{ poles of W(X)}, 
W(X) + W(X)* = V(X)GV(X)*, 
where 
V(X) = I + C(XI - A)-l(B - ix-%*)G-‘. 
Next we show that under an additional minimality assumption every 
solution X of (5.1) is invertible. 
PROPOSITION 5.2. Let W(X) = D + C(XI - A)-lB be a minimal 
realization. Assume D+D* > 0 and W(X)+W(X)* > 0 for all X E IR\a(A). 
Then every Hermitian solution X of (5.1) is invertible. 
Proof. Let X be a Hermitian solution of (5.1). Assume Xy = 0. Then 
by (5.1) 
(C*G-‘Cy, y) = 0. 
As G > 0, we obtain Cy = 0. Again using (5.1), it follows that XAy = 0. 
Thus Ker X is A-invariant and contained in Ker C. Since the pair (C, A) 
is assumed to be observable, we get Ker X = (0). n 
An important consequence of (5.1) is the following observation. 
THEOREM 5.3. Let W(X) = D+C(XI-A)-lB be a minimal realization. 
Assume D + D* > 0 and W(X) + W(X)* > 0 for all X E IR\a(A). Then 
for any Hermitian invertible solution X of (5.1) the matrices A and AX = 
A - BD-IC are both (-X)-dissipative. More precisely, 
+.(xA - A*X) = -i(xB - ~c*)G-I(B*x + KY), (5.2) 
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;[XAx - (AX)*X] = -;[XBD-‘D’ + ic’] 
x G-l[D(D*)-lB*X - iC]. (5.3) 
Proof. First, observe that D + D* > 0 implies that D is invertible. 
Equation (5.2) is a straightforward consequence of (5.1). To prove (5.3) 
XAX - (AX)*X 
Using the identities 
= XA - A*X - XBD-lC + C*(D-l)*B*X 
= -iXBG-lB*X + XB(G-1 + D-l)C 
- C*[(D-I)* - G-l]B*X - iC*G-lC. 
G-l = D-lD*G-lD(D*)-l and ~-1 _ ~-1 = _D-ID*G-1, 
it follows that 
XAX - (AX)*X = -iXBD-lD*G-lD(D*)-lB*X 
-XBD-lD*G-lC + C’G-lD(D*)-lB*X 
-iC’G-‘C 
= -i[XBD-lD* + iC*]G-l[D(D*)-lB*X - iC], 
and we are done. W 
Applying Theorem 3.4, the dissipativity of the matrices A and AX gives 
the existence of subspaces M and MX , with the properties 
(i) M is A-invariant maximal (-X)-nonnegative and Mx is AX -invariant 
maximal (-X)-nonpositive; 
(ii) a(Al~) c @+, c(AX IMx) c F; 
(iii) Rx c M for any generalized eigenspace Rx with eigenvalue X of 
A, X E fZ+ and Rx c MX for any generalized eigenspace Rx with 
eigenvalue X of AX, X E @- . 
In the proof of the following theorem we will show that M and MX are 
direct complements of each other. Then we invoke the factorization result 
of [4, Theorem 4.81, and construct a pseudocanonical factorization of W(X). 
THEOREM 5.4. Let W(X) = D+C(XI-A)-lB be a minimal realization. 
Assume D+D* > 0 and W(X)+W(X)* >_ 0 for all X E IW\{poles of W(X)}. 
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Let X be a Hermitian invertible solution X for which the matrices A and 
AX = A- BD-lC are both (-X)-dissipative. Let M and MX be subspaces 
with properties (i), (ii) and (iii). Then 
M@MX = c:“. 
Let ?r be the projection onto MX along M. Put 
W-(X) = D + C(XI - A)-I(1 - n)B, 
W+(X) = I + D-%+,I - A)-‘B. 
Then 
W(X) = W_(X)W+(X) 
is a right pseudocanonical factorization of W(X). 
Proof. The maximality of the subspaces M and MX, together with 
Lemma 1.1, yields 
dimM+dimMX = n. 
Assume x E Mn MX. Then x is X-neutral. Due to Schwarz’s inequality, 
applied to M and MX separately, 
(XAz, x) = (XAXx, x) = 0. 
In particular, using (5.2) and (5.3), 
0 = Im(XAx, x) = (-i(XB - zC*)G-~(B*X + iC)z, x) 
and 
0 = Im(XAXx,x) = (-$[XBD-‘D* + iC*]G-l[D(D*)-lB*X - iC]z,z) 
Since G-l > 0, it follows that (B*X + iC)s = 0 and [D(D*)-lB*X - 
iC]x = 0. Adding and using the invertibility of G(D*)-’ = I + 0(0*)-l 
gives B*Xx = 0. Hence Cx = 0 and Ax = AXx E M (‘I Mx. We con- 
clude that M n MX is an A-invariant subspace contained in Ker C. The 
observability of the pair (C, A) forces MnMX = (0). Thus M@MX = F. 
Now the projection 7r makes sense, and the functions 
W-(X) = D + C(XI - A)-l(I- 7r)B, 
W+(X) = I + D-%r(XI - A)-lB 
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can be considered. The poles of W_(X) coincide with the eigenvalues of 
AIM, and the poles of W+(X) coincide with the eigenvalues of 7rAlMX, 
which are in @- due to property (iii). The zeros of W+(X) coincide with 
the eigenvalues AX j~x. Finally, the zeros of W_(X) coincide with the 
eigenvalues of (I - 7r)AX \M, which is a subset of m. Moreover, the factor- 
ization is minimal by Theorem 4.8 in [4]. Thus W(X) = W_(X)W+(X) is a 
pseudocanonical factorization. W 
In a similar way it can be shown that W(X) admits a left pseudocanon- 
ical factorization, and formulas for the factors may be given. 
If we exchange the minimality assumption for an assumption on the 
spectra of A and AX, we can even guarantee the existence of a canonical 
factorization. 
THEOREM 5.5. Let W(X) = D + C(XI - A)-lB with D + D* > 0. 
Assume 
o(A)nlR=& tT(AX)nIR=O. 
Assume there exists un invertible Hermitian matrix X that solves (5.1). Let 
M and Mx be subspaces with properties (i), (ii), and (iii). Then 
M@MX =@“. 
Let n be the projection onto MX along M. Put 
W_(X) = D + C(XI - A)-‘(1 - r)B, 
W+(X) = I + D-%+1 - A)-% 
Then 
W(X) = W_(X)W+(X) 
is a right canonical factorization of W(X). 
Proof. The matrices A and AX both are (-X)-dissipative, and the 
identities (5.2) and (5.3) hold. Theorem 3.4 gives the existence of the 
subspaces M and Mx. In fact, here a stronger variant of property (ii) 
holds: 
(ii) o(Aj~) c t?, a(AX 1~~) c @-. 
Exactly as in the proof of the previous theorem, it follows that the 
subspace M n Mx is A-invariant, and that A = AX on M f’ MX. Then 
44mw) c o(Al~) c c+, 
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and on the other hand 
o(AIMnMx) = CT(A~ JMnMx) c a(AX IMx) c Cc-. 
Hence y fl MX = (0). P roceed as in the proof of the previous theorem. 
Due to the assumption that neither A nor AX has real eigenvalues, the 
factorization is canonical. n 
Again, analogously it can be shown that W(X) admits a left canonical 
factorization. 
The same proof works if we assume 
~(AJM) n a(AX IMx) = 0 
instead of 
g(AIM) n R = CT(A~ IMx) n IR = 0. 
However, the resulting factorization in general will be pseudocanonical. 
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