Clustering ensembles have emerged as a powerful method for improving both the robustness and the stability of unsupervised classification solutions. However, finding a consensus clustering from multiple partitions is a difficult problem that can be approached from graph-based, combinatorial or statistical perspectives. We offer a probabilistic model of consensus using a finite mixture of multinomial distributions in a space of clusterings. A combined partition is found as a solution to the corresponding maximum likelihood problem using the EM algorithm. The excellent scalability of this algorithm and comprehensible underlying model are particularly important for clustering of large datasets. This study compares the performance of the EM consensus algorithm with other fusion approaches for clustering ensembles. We also analyze clustering ensembles with incomplete information and the effect of missing cluster labels on the quality of overall consensus. Experimental results demonstrate the effectiveness of the proposed method on large real-world datasets.
Introduction
Data clustering is a difficult inverse problem, and as such is ill-posed when prior information about the underlying data distributions is not well defined [15, 16, 21] . Numerous clustering algorithms are capable of producing different partitions of the same data that capture various distinct aspects of the data. The exploratory nature of clustering tasks demands efficient methods that would benefit from combining the strengths of many individual clustering algorithms. This is the focus of research on clustering ensembles, seeking a combination of multiple partitions that provides improved overall clustering of the given data. Clustering ensembles can go beyond what is typically achieved by a single clustering algorithm in several respects:
Robustness. Better average performance across the domains and datasets. Novelty. Finding a combined solution unattainable by any single clustering algorithm. Stability and confidence estimation. Clustering solutions with lower sensitivity to noise, outliers or sampling variations. Clustering uncertainty can be assessed from ensemble distributions. Parallelization and Scalability. Parallel clustering of data subsets with subsequent combination of results. Ability to integrate solutions from multiple distributed sources of data or attributes (features). Clustering ensembles can also be used in multiobjective clustering as a compromise between individual clusterings with conflicting objective functions and play an important role in distributed data mining [27] .
The problem of combination of multiple clusterings brings its own new challenges. The major difficulty is in finding a consensus partition from the output partitions of various clustering algorithms. Unlike supervised classification, the patterns are unlabeled and, therefore, there is no explicit correspondence between the labels delivered by different clusterings. An extra complexity arises when different partitions contain different numbers of clusters, often resulting in an intractable label correspondence problem. The combination of multiple clustering can also be viewed as finding a median partition with respect to the given partitions which is proven to be NP-complete [2] .
Another challenging issue is the choice of the clustering algorithms for the ensemble. Diversity of the individual clusterings can be achieved by a number of approaches, including: using different conventional algorithms [30] , their relaxed versions [31] , built-in randomness [11, 12] , or by data sampling [8, 9, 25] .
This work focuses on the primary problem of clustering ensembles, namely the consensus function, which creates the combined clustering. We propose a new fusion method for these kinds of unsupervised decisions that is based on a probability model of the consensus partition in the space of contributing clusters. The consensus partition is found as a solution to the maximum likelihood problem for a given clustering ensemble. The likelihood function of an ensemble is optimized with respect to the parameters of a finite mixture distribution. Each component in this distribution corresponds to a cluster in the target consensus partition, and is assumed to be a multivariate, multinomial distribution. The maximum likelihood problem is solved using the EM algorithm [6] . There are three main advantages to our approach: 1. It completely avoids solving the label correspondence problem. 2. The low computational complexity of the EM consensus function -O(kNH) for k clusters in the target partition, N patterns, and H clusterings in the ensemble. This results in fast convergence that is comparable to the k-means algorithm. 3. The ability to handle missing data, in this case missing cluster labels (or labels determined to be unknown) for certain patterns in the ensemble (for example, when bootstrap method is used to generate the ensemble). This finite mixture approach is readily applicable to large datasets, as opposed to other consensus functions which are based on the co-association of patterns in clusters from an ensemble with quadratic complexity O(kN 2 
H).
Moreover, unlike algorithms that search for a consensus partition via re-labeling and subsequent voting, this approach is not constrained to a predetermined number of clusters in the ensemble partitions. Our approach can operate with arbitrary partitions with varying numbers of clusters, not necessarily equal to the target number of clusters in the consensus partition. One way to understand the proposed probability model and possible mechanism behind the consensus formation is to view the multiple clusterings as new features "extracted" by the individual clustering algorithms. It is these new features that our consensus function uses to obtain a final partition. Whereas the finite mixture model may not be valid for the patterns in original space (the initial representation), this model more naturally explains the separation of groups of patterns in the space of "extracted" features (labels generated by the partitions). It is somewhat reminiscent of classification approaches based on kernel methods which rely on linear discriminant functions in the transformed space. For example, Support Vector Clustering [4] seeks spherical clusters after the kernel transformation that correspond to more complex cluster shapes in the original pattern space. Section 2 describes relevant research on clustering combination. In Section 3 we formally introduce the problem of clustering combination and briefly analyze existing approaches to consensus. Section 4 presents a finite mixture probability model and derives the EM algorithm for the maximum likelihood parameter estimation. Finally, in Section 5, we experimentally compare the finite mixture approach with several known consensus functions. This empirical study demonstrates the accuracy of the consensus clustering that emerges from multiple partitions. We specifically analyze the dependence of combination accuracy as a function of the number of partitions in the ensemble and the number of clusters in the partitions. We also consider the effect of missing cluster labels on the overall quality of clustering, by varying the percentage of patterns with deleted labels.
Motivation and Related Work
Approaches to combination of clusterings differ in two main respects, namely the way in which the contributing component clusterings are obtained and the method by which they are combined. Fred [11] proposed to summarize various clustering results in a co-association matrix. Co-association values represent the strength of association between objects by analyzing how often each pair of objects appears in the same cluster. The final clustering in [11] is determined using a voting-type algorithm applied to the co-association matrix. Hence the co-association matrix serves as a similarity matrix for the data items. Clusters are formed from the co-association matrix by linking the objects whose co-association value exceeds a certain threshold. Further work by Fred and Jain [12] also used co-association values, but instead of a fixed threshold, they applied a hierarchical (single-link) clustering to the co-association matrix. These studies use the k-means algorithm with various values of k and random initializations (for selecting the k cluster centers) for generating the component clusterings.
Strehl and Ghosh [30] have considered three different consensus functions for ensemble clustering: one is similar to the evidence accumulation approach [11, 12] , and the other two methods are based on a hypergraph representation. All of them use various hypergraph operations to search for a solution. The Cluster-based Similarity Partitioning Algorithm (CSPA) [30] induces a graph from a co-association matrix and clusters it using the METIS algorithm [19] . Hypergraph partitioning algorithm (HGPA) [30] represents each cluster by a hyperedge in a graph where the nodes correspond to a given set of objects. Good hypergraph partitions are found using minimal cut algorithms such as HMETIS [18] coupled with the proper objective functions, which also control partition size. Hyperedge collapsing operations are considered in another hypergraph-based Meta-Clustering algorithm (MCLA) in [30] . The meta-clustering algorithm uses these operations to determine soft clustermembership values for each object.
A different consensus function was developed in [31] based on information-theoretic principles, namely using generalized mutual information. It was shown that the underlying objective function is equivalent to the total intra-cluster variance of the partition in the specially transformed space of labels. Therefore, the k-means algorithm in such a space can quickly find corresponding consensus solutions. The work [31] also employed ensembles of so-called weak clustering algorithms and demonstrated how accurate consensus can be obtained from not very reliable components.
A combination of partitions obtained from multiple bootstrap samples is implemented in [8, 9] . Both works pursued direct re-labeling approaches to the correspondence problem. A re-labeling can be done optimally between two clusterings using the Hungarian algorithm. This was used in [8] to re-label each bootstrap partition using a single reference partition. The reference partition is determined by a single clustering of the entire data set. After an overall consistent re-labeling, voting can be applied to determine cluster membership for each pattern.
Bagging of multiple k-means clustering results was done in [23] by clustering k-means centers and assigning the objects to the closest cluster center. In fact, their component clusterings do not keep information about the individual object labels but only information about cluster prototypes. The k-means centers are "bagged" and clustered by a hierarchical procedure. Such an approach [23] approach is unique in that the components of the combination and the final clustering are defined implicitly via prototypes rather than by explicit labelings.
Kellam et al. [20] also combined clusterings through a type of co-association matrix. However, this matrix is used only to find the clusters with the highest value of support based on object co-occurrences. As a result, only a set of so-called robust clusters is produced which may not contain all the initial objects A genetic algorithm is employed in [13] to produce the most stable partitions from an evolving ensemble (population) of clustering algorithms along with a special objective function. The objective function evaluates multiple partitions according to changes caused by data perturbations and prefers those clusterings that are least susceptible to those perturbations.
Dimitriadou et al. [5] proposed a voting/merging procedure that combines clusterings pair-wise and iteratively. The cluster correspondence problem must be solved at each iteration and the solution is not unique. Fuzzy membership decisions are accumulated during the course of merging. The final clustering is obtained by assigning each object to a derived cluster with the highest membership value.
The distributed clustering algorithm [17] constructs a global dendrogram for a set of objects from multiple local models produced by single-link algorithms. Collective hierarchical clustering combines dendrograms built on different subsets of features. The global hierarchy uses a specific approximation of distance that is estimated based on merging thresholds of component dendrograms.
Consensus Functions
Combination of multiple partitions can be viewed as a partitioning task itself. Typically, each partition in the combination is represented as a set of labels assigned by a clustering algorithm. The combined partition is obtained as a result of yet another clustering algorithm whose inputs are the cluster labels of the contributing partitions. We will assume that the labels are nominal values. In general, the clusterings can be "soft", i.e. described by the real values indicating the degree of pattern membership in each cluster in a partition. We consider only "hard" partitions below, noting however, that combination of "soft" partitions can be solved by numerous clustering algorithms and does not appear to be more complex.
Suppose we are given a set of N data points X = {x 1 ,…, x N } and a set of H partitions Π ={π 1 ,…, π H } of objects in X. Different partitions of X return a set of labels for each point
Here, H different clusterings are indicated and ) ( i j x π denotes a label assigned to x i by the j-th algorithm. No assumption is made about the correspondence between the labels produced by different clustering algorithms. For simplicity, we use the notation
The problem of clustering combination is to find a new partition π C of data X that summarizes the information from the gathered partitions Π. Our main goal is to construct a consensus partition without the assistance of the original patterns in X, but only from their labels Y delivered by the contributing clustering algorithms. Thus, such potentially important issues as the underlying structure of both the partitions and data are ignored for the sake of a solution to the pure unsupervised consensus problem. We emphasize that a space of new features is induced by the set Π. the partition of the underlying data points {x i }. Unique properties of the space of cluster labels are exploited by several known consensus functions that we briefly review below.
Co-association Methods.
Similarity between objects can be estimated by the number of clusters shared by two objects in all the partitions of an ensemble. This similarity definition expresses the strength of co-association of objects by a matrix containing the values:
Thus, one can use numerous similarity-based clustering algorithms by applying them to the matrix of coassociation values. It is also possible to construct more sophisticated similarity definitions when the ensemble Π contains "soft" partitions. There are three main concerns with this intuitively appealing approach. First, it has a quadratic complexity in the number of patterns O(N 2 ). 
Mutual Information Approach.
The objective function for a clustering ensemble can be formulated as the mutual information (MI) between the empirical probability distribution of labels in the consensus partition and the labels in the ensemble. Under the assumption of independence of partitions, mutual information can be written as the sum of pair-wise MIs between target and given partitions. Using the classical definition of MI, one can easily compute its value for a candidate partition solution and the ensemble. However, such a definition does not offer a search algorithm for maximizing the consensus. An elegant solution can be obtained from a generalized definition of MI. Quadratic MI information can be effectively maximized by the k-means algorithm in the space of specially transformed cluster labels of the given ensemble. Computational complexity of this algorithm is low, O(kNH), but it may require a few restarts in order to avoid convergence to low quality local minima.
Re-labeling Approach.
If a label correspondence problem is solved for all the given partitions, then a simple voting procedure can be used to assign objects in clusters. However, label correspondence is exactly what makes unsupervised combination difficult. A heuristic approximation to consistent labeling is possible. All the partitions in the ensemble can be re-labeled according to their best agreement with some chosen reference partition. The reference partition can be taken as one from the ensemble, or from a new clustering of the dataset. Also, a meaningful voting procedure assumes that the number of clusters in every given partition is the same as in the target partition. This requires that the number of clusters in the target consensus partition is known. To summarize, existing consensus functions suffer from a number of drawbacks that include complexity, heuristic character of objective function and uncertain statistical status of the consensus solution. The next section introduces a mixture model of the clustering combination that aims to overcome these drawbacks.
A Mixture Model of Consensus
Our approach to the consensus problem is based on a finite mixture model for the probability of the cluster labels y=π π π π(x) of the pattern/object x. The main assumption is that the labels y i are modeled as random variables drawn from a probability distribution described as a mixture of multivariate component densities: 
The objective of consensus clustering is now formulated as a maximum likelihood estimation problem. To find the best fitting mixture density for a given data Y, we must maximize the likelihood function with respect to the unknown parameters Θ:
The next important step is to specify the model of component-conditional densities P m (y|θ m ). Note, that the original problem of clustering in the space of data X has been transformed, with the help of multiple clustering
independence assumption is made for the components of vector y i , namely that the conditional probability of y i can be represented as the following product:
To motivate this, one can note that even if the different clustering algorithms (indexed by j) are not truly independent, the approximation by product in Eq. (5) can be justified by the excellent performance of naive Bayes classifiers in discrete domains [22] . Our ultimate goal is to make a discrete label assignment to the data in X through an indirect route of density estimation of Y. The assignments of patterns to the clusters in π C are much less sensitive to the conditional independence approximation than the estimated values of probabilities
supported by the analysis of naïve Bayes classifier in [7] . The last ingredient of the mixture model is the choice of a probability density
for the components of the vectors y i . Since the variables y ij take on nominal values from a set of cluster labels in the partition π j , it is natural to view them as the outcome of a multinomial trial:
Here, without the loss of generality, the labels of the clusters in π j are chosen to be integers in {1,…,K(j)}. To clarify the notation, note that the probabilities of the outcomes are defined as ) (k jm ϑ and the product is over all the possible values of y ij labels of the partition π j . Also, the probabilities sum up to one:
For example, if the j-th partition has only two clusters, and possible labels are 0 and 1, then Eq. (5) can be simplified as:
The maximum likelihood problem in Eq. (3) generally cannot be solved in a closed form when all the parameters
However, the likelihood function in Eq. (2) can be optimized using the EM algorithm. In order to adopt the EM algorithm, we hypothesize the existence of hidden data Z and the likelihood of complete data (Y, Z). The distribution of z should be consistent with the observed values Y:
If the value of z i is known then one could immediately tell which of the M mixture components was used to generate the point y i . It means that with each observed data point y i , we associate a hidden vector variable z i = {z i1,…, z iM } such that z im =1 if y i belongs to the m-th component and z im = 0, otherwise. It is convenient to write the complete data likelihood as: ). ,
Classical convergence analysis of EM algorithm [6, 24] 
Here, the current guess about the parameters Θ′ = { 1 (17, 19) . The convergence criteria can be based on the increase in the amount of the likelihood function between two consequent M-steps or on the stability of the assignment of points from Y, or equivalently from X. In fact, it is the stability criterion that is more relevant to the clustering task. The solution to the consensus clustering problem is obtained by a simple inspection of the expected values of the variables E[z im ], due to the fact that E[z im ] represents the probability that the pattern y i was generated by the m-th mixture component. Once convergence is achieved, a pattern y i is assigned to the component which has the largest value for the hidden label z i . Intuitively, each E-step is essentially equivalent to the naïve Bayes computation procedure. However, the M-step uses "soft" real-valued cluster memberships to determine pattern contributions to the component-conditional densities, in contrast to conventional supervised maximum likelihood estimation.
It is instructive to consider a simple example of an ensemble. Figure 1 shows four 2-cluster partitions of 12 two-dimensional data points. Correspondence problem is emphasized by different label systems used by the partitions. Table 1 shows the expected values of latent variables after 6 iterations of the EM algorithm and the resulting consensus clustering. In fact, stable combination appears even after the third iteration, and it corresponds to the true underlying structure of the data. Our mixture model of consensus admits generalization for clustering ensembles with incomplete partitions. Such partitions can appear as a result of clustering of subsamples or resampling of a dataset. For example, a partition of a bootstrap sample only provides labels for the selected points. Therefore, the ensemble of such partitions is represented by a set of vectors of cluster labels with potentially missing components. Moreover, different vectors of cluster labels are likely to miss different components. Incomplete information can also arise when some clustering algorithms do not assign outliers to any of the clusters. Different clusterings in the diverse ensemble can consider the same point x i as an outlier or otherwise, that results in missing components in the vector y i . Yet another scenario leading to missing information can occur in clustering combination of distributed data or ensemble of clusterings of non-identical replicas of a dataset.
It is possible to apply the EM algorithm in the case of missing data [14] , namely missing cluster labels for some of the data points. In these situations, each vector y i in Y can be split into observed and missing components y i = (y i . More details on handling missing data can be found in [14, 24] .
Though data with missing cluster labels can be obtained in different ways, we analyze only the case when components of y i are missing completely at random [29] . It means that the probability of a component to be missing does not depend on other observed or unobserved variables. Note, that the outcome of clustering of data subsamples (e.g., bootstrap) is different from clustering the entire data set and then deleting a random subset of labels. However, our goal is to present a consensus function for general settings. We expect that experimental results for ensembles with missing labels are applicable, at least qualitatively, even for a combination of bootstrap clusterings.
The proposed ensemble clustering based on mixture model consensus algorithm is summarized below: The value of M, number of components in the mixture, deserves a separate discussion that is beyond the scope of this paper. Here, we assume that the target number of clusters is predetermined. It should be noted, however, that mixture models in unsupervised classification greatly facilitate estimation of the true number of clusters [10] . Maximum likelihood formulation of the problem specifically allows us to estimate M by using additional objective functions during the inference, such as the minimum description length of the model. In addition, the proposed consensus algorithm can be viewed as a version of Latent Class Analysis (e.g. see [3] ), which has rigorous statistical means for quantifying plausibility of a candidate mixture model.
Empirical Study
The experiments were conducted with artificial and realworld datasets, where true natural clusters are known, to validate both accuracy and robustness of consensus via mixture model. We explored the datasets using five different consensus functions. Table 2 summarizes the details of the datasets. Five datasets have been used in the experiments. Two large real-world benchmarks: (i) The dataset of galaxies and stars, characterized by 14 features extracted from their images, with known classification provided by domain experts [26] , (ii) Biochemical dataset of water molecules found in protein structures and categorized as either conserved or non-conserved type of molecules in the bound structure of proteins [1, 28] . Molecules are described by 8 physical and chemical features. The first feature, atomic density, was not used in the experiments because of its high correlation with atomic hydrophilicity. We also used two artificial datasets, "half-rings" and "2 spirals" shown on Figure 2 , as well as classical Iris data from UCI benchmark repository.
Datasets.
We evaluated the performance of the evidence accumulation clustering algorithms by matching the detected and the known partitions of the datasets. The best possible matching of clusters provides a measure of performance expressed as the misassignment rate. To determine the clustering error one needs to solve the correspondence problem between the labels of known and derived clusters. The optimal correspondence can be obtained using the Hungarian method for minimal weight bipartite matching problem with O(k 3 ) complexity for k clusters.
Selection of parameters and algorithms.
Accuracy of the EM algorithm has been compared to four other consensus functions: 1. CSPA for partitioning of hypergraphs induced from the co-association values. Its complexity is O(N 2 ) that leads to severe computational limitations. We did not apply this algorithm to "Galaxy" and "Biochemical" data. For the same reason, we did not use other coassociation methods, such as single-link. The performance of these methods was already analyzed in [11, 12, 31] . 2. HGPA for hypergraph partitioning. 3. MCLA, that modifies HGPA via extended set of hyperedge operations and additional heuristics. 4. Quadratic mutual information (QMI) as described in [31] . First three methods (CSPA, HGPA and MCLA) were introduced in [30] and their code is available at http://www.strehl.com.
The k-means algorithm was used as a method of generating the partitions for the combination. Diversity of the partitions is ensured by the solutions obtained after random initialization of the algorithm. Two parameters of the clustering ensemble are especially important: 1. H -the number of combined clusterings. We varied this value in the range [5. .50].
2. k -the number of clusters in the component clusterings produced by k-means algorithm was taken in the range [2.
.10]. Both, the EM and QMI algorithm are susceptible to the presence of local minima of the objective functions. To reduce the risk of convergence to a lower quality solution, we used a simple heuristic afforded by low computational complexities of these algorithms. The final partition was picked from the results of three runs (with random initializations) according to the value of objective function. The highest value of the likelihood function served as a criterion for the EM algorithm.
Experiments with complete partitions.
Only main results for each of the datasets are presented in Tables 3-7 due to space limitations. The tables report the mean error rate (%) of clustering combination from 10 independent runs for large biochemical and astronomical data and from 20 runs for other smaller datasets.
First observation is that none of the consensus functions is the absolute winner. Good performance was achieved by different combination algorithms across the values of parameters k and H. The EM algorithm slightly outperforms other algorithms for ensembles of smaller size, while MCLA becomes stronger when number of clusterings H > 20. However, ensembles of very large size are less important in practice. All co-association methods are usually unreliable with number of clusterings H < 50 and this is where we position the proposed EM algorithm. Both, EM and QMI consensus functions need to estimate at least kHM parameters. Therefore, accuracy degradation will inevitably occur with increasing number of partitions when sample size is fixed. However, there was no noticeable decrease in the accuracy of the EM algorithm in current experiments. The EM algorithm also should benefit from the datasets of large size due to the improved reliability of model parameter estimation.
A valuable property of the EM consensus algorithm is its fast convergence rate. Mixture model parameter estimates nearly always converged in less than 10 iterations for all the datasets. Moreover, pattern assignments were typically settled in 4-6 iterations.
Clustering combination accuracy also depends on the number of clusters M in the ensemble partitions, or more precisely, on its ratio to the target number of clusters, i.e. k/M. For example, the EM algorithm worked best with k=3 for Iris dataset, k=3,4 for "Galaxy" dataset and k=2 for "Half-rings" data. These values of k are equal or slightly greater than the number of clusters in the combined partition. In contrast, accuracy of MCLA slightly improves with an increase in the number of clusters in the ensemble. Figure 3 shows the error as a function of k for different consensus functions for the galaxy data.
It is also interesting to note that, as expected, the average error of consensus clustering was lower than average error of the k-means clusterings in the ensemble (Table 1) when k is chosen to be equal to the true number of clusters. Moreover, the clustering error obtained by EM and MCLA algorithms with k=4 for "Biochemistry" data was the same as found by the advanced supervised classifiers applied to this dataset [28] .
Experiments with incomplete partitions.
This set of experiments focused on the dependence of clustering accuracy on the number of patterns with missing cluster labels. As before, an ensemble of partitions was generated using the k-means algorithm. Then, we randomly deleted cluster labels for a fixed number of patterns in each of the partitions. The EM consensus algorithm was used on such an ensemble. The number of missing labels in each partition was varied between [10%…50%] of the total number of patterns. The main results averaged over 10 independent runs are reported in Table 8 for "Galaxy" and "Biochemistry" datasets for various values of H and k. Also, a typical dependence of error on the number of patterns with missing data is shown for Iris data on Figure  4 (H=5, k=3) .
One can note that combination accuracy decreases only insignificantly for biochemical data when up to 50% of labels are missing. This can be explained by the low inherent accuracy for this data, leaving little room for further degradation. For the "Galaxy" data, the accuracy drops by almost 10% when k=3,4. However, when just 10-20% of the cluster labels are missing, then there is just a small change in accuracy. Also, with different values of k, we see different sensitivity of the results to the missing labels. For example, with k=2, the accuracy drops by only slightly more than 1%. Ensembles of larger size H=10 suffered less from missing data than ensembles of size H=5.
Conclusion and Future Work
We have proposed a solution to the problem of clustering combination. A consensus clustering is derived from a solution of the maximum likelihood problem for a finite mixture model of the ensemble of partitions. Ensemble is modeled as a mixture of multivariate multinomial distributions in the space of cluster labels. Maximum likelihood problem is effectively solved using the EM algorithm. The EM-based consensus function is also capable of dealing with incomplete contributing partitions.
Experimental results indicate good performance of the approach for several datasets and favorable comparison with other consensus functions. Among the advantages of the approach is its low computational complexity and well-grounded statistical model. This study can be extended in order to take into account non-independence of partitions in the ensemble. The presented consensus function is equivalent to a certain kind of Latent Class Analysis, which offers established statistical approaches to measure and use dependencies (at least pair-wise) between variables. It is also interesting to consider a combination of partitions of different quality. In this case one needs to develop a consensus function that weights the contributions of different partitions proportionally to their strength. We hope to address these issues in our future work. Type of Consensus Function Table 5 : Mean error rate (%) for the "Half-rings" dataset. Table 6 : Mean error rate (%) for the "2-spirals" dataset. 
