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Abstract
This paper is concerned with the structure of the set of radially symmetric solutions for the
equation
u + f (u) = 0 on Rn\{0},
with n> 2. Here the nonlinear term f is assumed to be a smooth function of u that is positive
for u> 0 and is equal to 0 for u0. Then any radial solution u=u(r), r =|x|, of the equation
is shown to be classiﬁed into one of several types according to its behavior as r → 0 and
r → ∞. Under the assumption that f is supercritical for small u> 0 and is subcritical for large
u> 0, we clarify the entire structure of the set of solutions of various types. The Pohozaev
identity plays a crucial role in the investigation of the structure.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Radially symmetric solutions often play important roles in the analysis of nonlinear
partial differential equations. In fact, by the Gidas–Ni–Nirenberg theorem [3], positive
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solutions are often necessarily radially symmetric if the domain is a ball or an entire
space.
In this paper, we investigate the structure of the set of radial solutions of a nonlinear
elliptic equation
u + f (u) = 0 in Rn \ {0},
with n > 2. Here f (u) is a C1 function of u satisfying
{
f (u) > 0 for all u > 0,
f (u) = 0 for all u0. (1.1)
In order to study radially symmetric solutions u = u(r), r = |x|, we introduce the
following initial value problem:
⎧⎨
⎩ urr (r) +
n − 1
r
ur(r) + f (u(r)) = 0, r ∈ (0,∞),
u(a) = , ur(a) = ,
(1.2)
where a > 0 is ﬁxed, and ,  ∈ R are the given initial data. Then we can show that a
unique solution of (1.2) exists on (0,∞). We denote the unique solution by u(r; , ).
We note that the solution of (1.2) may change sign, and the second condition in
(1.1) is imposed in order to simplify the analysis of sign-changing solutions. Then, as
we will see, the set
I+ := {r ∈ (0,∞) | u(r) > 0}
becomes an open interval in (0,∞). We will see from Lemma 2.1(a) below that the
solution of (1.2) is positive for some r ∈ (0,∞) (i.e., I+ is not empty) if and only if
(, ) belongs to the set
D := {(, ) | (n − 2) + a > 0 or  < 0}.
Hence we may restrict our attention to the case where (, ) ∈ D.
We introduce the following classiﬁcation of solutions to (1.2) with (, ) ∈ D.
Deﬁnition 1.1. Each solution of (1.2) is classiﬁed as follows according to its behavior
as r → 0:
Type R-∗: u is regular at 0, i.e., u(r) converges to a positive constant as r → 0.
Type S-∗: u is singular at 0, i.e., u(r) → +∞ as r → 0.
Type C-∗: u(r) is negative near r = 0.
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Deﬁnition 1.2. Each solution of (1.2) is classiﬁed as follows according to its behavior
as r → ∞:
Type ∗-R: u decays rapidly as r → ∞, i.e., rn−2u(r) converges to a positive constant
as r → ∞.
Type ∗-S: u decays slowly as r → ∞, i.e., rn−2u(r) → ∞ as r → ∞.
Type ∗-C: u(r) is negative near r = ∞.
We say that a solution u of (1.2) is of Type X-Y if u is of Type X-∗ and ∗-Y,
where X, Y ∈ {R, S, C}. It is shown that every solution of (1.2) with (, ) ∈ D is
classiﬁed into one of nine types (see Lemma 2.1 below). We note that by the Kelvin
transformation
(r, rn−2u) → (r−1, u),
solutions of Type R-∗, Type S-∗ and Type C-∗ of the original equation (1.2) correspond
to solutions of Type ∗-R, Type ∗-S and Type ∗-C, respectively, of the transformed
equation. In particular, any solution of Type R-R is transformed to a solution of Type
R-R.
Here we introduce conditions, which are not necessarily assumed simultaneously, on
f and its primitive function
F(u) :=
∫ u
0
f (t) dt.
(SL) f is superlinear, i.e., there exists a constant  > 0 such that
uf ′(u) > (1 + )f (u) for all u > 0.
(SPC) f is supercritical for small u > 0, i.e., there exist constants m > 0 and  > 0
such that
−(n − 2)uf (u) + 2nF(u) − F(u) for u ∈ (0,m).
(SBC) f is subcritical for large u > 0, i.e., there exist constants M > 0 and  > 0
such that
−(n − 2)uf (u) + 2nF(u)F(u) for u ∈ (M,∞).
An example of f satisfying these conditions is
f (u) = u
p
1 + uq
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with
p >
n + 2
n − 2 , 1 < p − q <
n + 2
n − 2 .
We note that from (SL), we have
d
du
{f (u)/u1+}0 for all u > 0 (1.3)
and from (SPC), we have
d
du
{
F(u)
u2n/(n−2)
}
0 for u ∈ (0,m). (1.4)
Assuming some of the above conditions, we will study the structure of the sets of
solutions of (1.2) in the (, )-plane. Our ﬁrst result is concerning the behavior of
solutions as r → 0.
Theorem 1.1. Suppose that (SL) and (SBC) hold. Then there exists a smooth curve
1 in D with the following properties:
(a) 1 emanates from the origin tangentially to the +-axis, lies below the -axis, and
intersects the half line (n − 2) + a = 0 with  > 0. Moreover, 1 separates D
into two subregions.
(b) u(r; , ) is of Type R-∗ if and only if (, ) ∈ 1.
(c) u(r; , ) is of Type S-∗ if (, ) ∈ D is on the opposite side of the +-axis with
respect to 1.
(d) u(r; , ) is of Type C-∗ if (, ) ∈ D is on the same side of the +-axis with
respect to 1.
See Fig. 1 for a schematic presentation of this result. Note that S1 and C1 are deﬁned
by
S1 := {(, ) ∈ D | u(r; , ) is of Type S-∗},
C1 := {(, ) ∈ D | u(r; , ) is of Type C-∗}.
The next theorem concerns the behavior of solutions as r → ∞.
Theorem 1.2. Suppose that f satisﬁes (SL) and (SPC). Then there exists a smooth
curve 2 in D with the following properties:
(a) 2 emanates from the origin tangentially to the half line (n − 2) + a = 0 with
 > 0, lies above this line, and intersects the +-axis. Moreover, 2 separates D
into two subregions.
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Fig. 1. The behaviors of solutions of (1.2) as r tends to 0. Dc is the complement of D.
Fig. 2. The behaviors of solutions of (1.2) as r tends to inﬁnity.
(b) u(r; , ) is of Type ∗-R if (, ) ∈ D is on 2.
(c) u(r; , ) is of Type ∗-S if (, ) ∈ D is on the same side of the +-axis with
respect to 2.
(d) u(r; , ) is of Type ∗-C if (, ) ∈ D is on the opposite side of the +-axis with
respect to 2.
See Fig. 2 for a schematic presentation of this result. Note that S2 and C2 are deﬁned
by
S2 := {(, ) ∈ D | u(r; , ) is of Type ∗-S},
C2 := {(, ) ∈ D | u(r; , ) is of Type ∗-C}.
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Fig. 3. Structure of the sets of solutions of various types.
Combining Theorems 1.1 and 1.2, we obtain existence results for solutions of various
types. In fact, under the assumptions (SL), (SBC) and (SPC), we can superimpose Figs.
1 and 2 to show the existence of solutions of any one of the nine types.
Here, we note that if f satisﬁes (SL) and
(M) uf ′(u)/f (u) is nonincreasing in u > 0,
then there is at most one solution of Type R-R for (1.2), which was shown by Chen-
Lin [1], McLeod [5] and Yanagida [9]. In this case, the curves 1 and 2 intersect
exactly once, and they separate the domain D into four subregions corresponding to
Types S-S, S-C, C-S, and C-C (see Fig. 3). For using the intersection of curves 1
and 2 to prove the existence of Type R-R solutions, we mention Cheng–Chern [2]
and Yanagida–Yotsutani [10].
We should note that the assumptions on f in the above theorems are essential. To
observe this, let us consider the simple case f (u) = up with p > 1. Note that f
satisﬁes (SL) for all p > 1, (SPC) for p > (N + 2)/(n − 2), and (SBC) for 1 < p <
(n+2)/(n−2). For this f, the structure of solutions changes drastically as p varies (see,
e.g., Kawano et al. [4]). First, if 1 < pn/(n − 2), then there is no solution of Type
∗-R. Second, if 1 < p < (n+ 2)/(n− 2), then any solution of Type R-∗ is necessarily
of Type ∗-C and any solution of Type ∗-R is necessarily of Type S-∗. Hence 1 and
2 do not intersect in this case. Third, if p is critical (i.e., p = (n + 2)/(n − 2)), any
solution of Type R-∗ is necessarily of Type ∗-R, and vice versa. This implies that the
two curves 1 and 2 coincide. Finally, if p > (n + 2)/(n − 2), then any solution of
Type R-∗ is necessarily of Type ∗-S, and any solution of Type ∗-R is necessarily of
Type C-∗. Hence 1 and 2 do not intersect in this case. In all these cases, it seems
that there is at most one solution of Type S-S. In fact, Qi and Lu [8] showed the
uniqueness of a solution of Type ∗-S when f is subcritical for small u.
Our idea to prove the above theorems is to use the Pohozaev identity in various ways.
We ﬁrst characterize the types of solutions in terms of the sign of a certain function
which appears in the Pohozaev identity. Such a characterization was formulated in [4]
for Matukuma-type equations, and the method there is applicable to (1.2). Then we
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combine the characterization with the Pohozaev identity to show the openness of the set
of solutions of Type S-∗, C-∗, ∗-S and ∗-C, and derive properties of the sets of solutions
of Type R-∗ and ∗-R. We note that results similar to the above theorems were obtained
in a recent paper [6] for the Matukuma equation which includes a nonlinear term up.
For such homogeneous nonlinearity, the analysis of solutions of Type S-∗ is rather easier
because we can use useful techniques such as scaling argument and transformation of
variables. However, for (1.2), some difﬁculties arise due to the inhomogeneity of f, in
particular when we deal with solutions of Type S-∗. The Pohozaev identity is again
used in a tricky way to overcome the difﬁculties.
This paper is organized as follows: in the next section, we give some preliminary
results. In Section 3, we show the existence of solutions of various types. In Section
4, we investigate the properties of the curves 1 and 2. Proofs of Theorems 1.1 and
1.2 will be given in Section 5.
2. Fundamental properties of solutions
In this section, we consider the equation
urr (r) + n − 1
r
ur(r) + f (u(r)) = 0, r ∈ (0,∞), (2.1)
without specifying the initial conditions. The following lemma implies that solutions
of (1.2) are classiﬁed as described in the introduction.
Lemma 2.1. Any solution of (2.1) has the following properties:
(a) If ur > 0 and rur + (n− 2)u < 0 at some r ∈ (0,∞), then u(r) < 0 for all r > 0.
(b) If u(z) = 0 and ur(z) < 0 for some z ∈ (0,∞), then u(r) < 0 for r ∈ (z,∞).
(c) If u(z) = 0 and ur(z) > 0 for some z ∈ (0,∞), then u(r) < 0 for r ∈ (0, z).
(d) If u(r) is positive on (R,∞) for some R0, then rur +(n−2)u > 0 for all r > 0,
ur < 0 for large r > 0, and u(r) → 0 as r → ∞.
(e) If u(r) is positive on (0, R) for some R > 0, then ur < 0 for all r > 0 and
rur + (n − 2)u > 0 for small r > 0.
Proof. Solving the linear equation
urr + n − 1
r
ur = 0,
we obtain a general solution
u(r) = C1r2−n + C2,
where C1 and C2 are arbitrary constants. Then (a)–(c) are clear from the assumption
that f (u) ≡ 0 for u0.
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Assume that u(r) > 0 for r ∈ (R,∞). Since
(rn−1ur)r = −rn−1f (u) < 0,
rn−1ur is strictly decreasing in r ∈ (R,∞). This implies that ur > 0 for r ∈ (R,∞)
or ur < 0 near r = ∞. If limr→∞ u(r) > 0, then
(rn−1ur)r < −Crn−1 for r ∈ (R,∞).
with some constant C > 0. Integrating this inequality, we can easily see that u becomes
negative for sufﬁciently large r > 0, contradicting the assumption. Hence ur < 0 for
large r and u(r) → 0 as r → ∞. Now, suppose that {rn−2u(r)}r0 at some r = r0 ∈
(0,∞). Since
{rur + (n − 2)u}r = −rf (u)0,
we have
rur + (n − 2)u < −C for r > r0,
with some constant C > 0. Integrating {rn−2u(r)}r < −Crn−3, we see that u becomes
negative for sufﬁciently large r > 0, contradicting the assumption. Hence {rn−2u(r)}r
must be positive for all r > 0. Thus, the proof of (d) is complete.
Next, assume that u(r) > 0 for r ∈ (0, R). If u > 0 and ur > 0 for some r = r0, by
(rn−1ur)r = −rn−1f (u)0,
we have
rn−1ur > C for r ∈ (0, r0),
with some constant C > 0. Integrating this, we see that u(r) becomes negative for
sufﬁciently small r > 0, contradicting the assumption. Hence ur < 0 for all r > 0.
Now, suppose that rur + (n − 2)u0 near r = 0. Then rn−2u is decreasing so that
rn−2u > C for some C > 0 near r = 0. Then, by (SL), we have
{rur + (n − 2)u}r = −rf (u) < −C1ru < −C2r3−n
near r = 0 with some C1, C2 > 0. Integrating this, we observe that rur + (n − 2)u
becomes positive for sufﬁciently small r > 0. This is a contradiction. Thus the proof
of (e) is complete. 
The following lemma is well known as the Pohozaev identity.
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Lemma 2.2. Any solution of (2.1) satisﬁes the identity
d
dr
P (r; u) ≡ rn−1
{
2nF(u(r)) − (n − 2)u(r)f (u(r))
}
,
where
P(r; u) := rn−1ur{rur + (n − 2)u} + 2rnF (u).
Proof. Differentiating P(r; u) by r and using
(rn−1ur)r = −rn−1f (u), {rur + (n − 2)u}r = −rf (u),
we easily obtain the identity. 
It follows from the Pohozaev identity that if (SPC) holds, then
d
dr
P (r; u) < 0 for u ∈ (0,m) (2.2)
and that if (SBC) holds, then
d
dr
P (r; u) > 0 for u ∈ (M,∞). (2.3)
We now show the following two lemmas concerning the characterization of solutions
of various types in terms of P(r; u).
Lemma 2.3. Suppose that (SL) holds. Then the solution of (2.1) has the following
properties:
(a) If u is of Type ∗-R, then there is a sequence {r˜i} such that r˜i → ∞ and P(r˜i; u) →
0 as i → ∞.
(b) If u is of Type ∗-S, then there is a sequence {rˆi} such that rˆi → ∞ as i → ∞
and P(rˆi; u) < 0 for all i.
(c) If u is of Type ∗-C, then limr→∞ P(r; u) > 0.
Proof. Although this lemma has been already proved in Section 2 of [4], we give a
proof for self-containedness.
If u is of Type ∗-R, then rn−1ur is bounded and rur + (n − 2)u → 0 as r → ∞.
Moreover, since rn−1f (u) ∈ L1(1,∞), there is a sequence {r˜i} such that r˜i → ∞ and
r˜ni f (u(r˜i)) → 0 as i → ∞. On the other hand, by integrating the inequality in (SL)
on [0, u], we obtain
(2 + )F (u) < uf (u).
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Hence
2rnF (u) <
2
2 +  r
nuf (u), (2.4)
so that (a) holds.
If u is of Type ∗-C, then there exists z > 0 such that u(z) = 0 and u(r) < 0 for
r ∈ (z,∞). Then P(z; u) = znur(z)2 > 0 and (d/dr)P (r; u) = 0 for r ∈ (z,∞). This
implies (c).
Finally, assume that u is of Type ∗-S. By (2.4), we have
P(r; u)  rn−1ur{rur + (n − 2)u} + 22 +  r
nuf (u)
= r2ur(rn−2u)r − 22 +  ru(r
n−1ur)r
= −rnuur · d
dr
{
− log(rn−2u) + 2
2 +  log(−r
n−1ur)
}
= − 1
2 +  r
nuur · d
dr
{
− log(rn−2u) + 2 log
(−rn−1ur
rn−2u
)}
.
Here we have ur < 0 near r = ∞ by Lemma 2.1(d). Since rur + (n − 2)u > 0
near r = ∞ by Lemma 2.1(d), we see that −rn−1ur/rn−2u is bounded above. Since
rn−2u → ∞ as r → ∞ for u of Type ∗-S, we obtain
− log(rn−2u) + 2 log
(−rn−1ur
rn−2u
)
→ −∞ as r → ∞.
Hence there must be a sequence {rˆi} such that rˆi → ∞ as i → ∞ and P(rˆi; u) < 0
for all i. Thus (b) is proved. 
Lemma 2.4. Suppose that (SL) holds. Then the solution of (1.2) has the following
properties:
(a) If u is of Type R-∗, then limr→0 P(r; u) = 0.
(b) If u is of Type S-∗, then there exists a sequence {r¯i} such that r¯i → 0 as i → ∞
and P(r¯i; u) < 0 for all i.
(c) If u is of Type C-∗, then limr→0 P(r; u) > 0.
Proof. If u is of Type R-∗, then u is bounded and ur → 0 as r → 0. Hence we obtain
(a).
If u is of Type C-∗, then there exists z > 0 such that u(z) = 0 and u(r) < 0 for
r ∈ (0, z). Then P(z; u) = znur(z)2 > 0 and (d/dr)P (r; u) = 0 for r ∈ (0, z). This
implies (c).
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Finally, assume that u is of Type S-∗. By (2.4), we have
P(r; u)  rn−1ur{rur + (n − 2)u} + 22 +  r
nuf (u)
= rn−1ur{rur + (n − 2)u} − 22 +  r
n−1u{rur + (n − 2)u}r
= rn−1u{rur + (n − 2)u} · d
dr
{
log u − 2
2 +  log{rur + (n − 2)u}
}
= 1
2 +  r
n−1u{rur + (n − 2)u} · d
dr
{
 log u − 2 log rur + (n − 2)u
u
}
.
Here we have rur + (n − 2)u > 0 near r = 0 by Lemma 2.1(e). Since u → ∞ as
r → 0, and {rur + (n − 2)u}/u < n − 2, we have
 log u − 2 log rur + (n − 2)u
u
→ ∞ as r → 0.
Hence there must be a sequence {r¯i} such that r¯i → 0 as i → ∞ and P(r¯i; u) < 0 for
all i. Thus (b) is proved. 
Here we give simple conditions so that a solution of (2.1) is of Type ∗-C or C-∗.
Lemma 2.5. Let u be a solution of (2.1).
(a) If there exists R > 0 such that u(R) > 0 and Rur(R) + (n − 2)u(R)0, then u is
of Type ∗-C.
(b) If there exists R > 0 such that u(R) > 0 and ur(R)0, then u is of Type C-∗.
Proof. This is clear from Lemma 2.1(d), (e). 
Next, we give conditions so that the solution is of Type ∗-S or S-∗.
Lemma 2.6. Suppose that (SL) and (SPC) hold. If a solution u of (2.1) satisﬁes
0 < u(R) < m, ur(R) < 0, P (R; u) < 0
for some R > 0, then u is of Type ∗-S.
Proof. We ﬁrst note that ur < 0 for all r > R so that u < m for all r > R. Then, by
(2.2), P(r; u) is bounded above by a negative constant near r = ∞. By Lemma 2.3,
this implies that u is of Type ∗-S. 
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Lemma 2.7. Suppose (SL) and (SBC) hold. If a solution u of (2.1) satisﬁes
u(R) > M, ur(R) < 0, P (R; u) < 0
for some R > 0, then u is of Type S-∗.
Proof. Suppose that u is of Type R-∗. Then u > M for r ∈ (0, R) so that P(r; u) is
nondecreasing in r ∈ (0, R). Hence P(R; u) is bounded above by a negative constant
near r = 0. This contradicts Lemma 2.4(c).
Next suppose that u is of Type C-∗. Then there is r1 ∈ (0, R) such that ur(r) < 0
for r ∈ (r1, R) and ur(r1) = 0. Then, P(r1; u) = rn1F(u(r1)) > 0, while P(r; u) must
be nondecreasing in r ∈ (r1, R). This is a contradiction. Hence u must be of Type
S-∗. 
3. Existence of various solutions
In this section, we show the existence of solutions of various types for the initial
value problem (1.2). For this purpose, we give the following lemma.
Lemma 3.1. The solution of (1.2) has the following properties:
(a) ur(r; , ) = (a/r)n−1 −
∫ r
a
(s/r)n−1f (u(s; , )) ds.
(b) u(r; , ) =  + a
n − 2 {1 − (a/r)
n−2}
− 1
n − 2
∫ r
a
s{1 − (s/r)n−2}f (u(s; , )) ds.
(c) {rn−2u(r; , )}r = rn−3
{
a + (n − 2) −
∫ r
a
sf (u(s)) ds
}
.
(d) u(r; , ) = (a/r)n−2 + a + (n − 2)
n − 2 {1 − (a/r)
n−2}
− 1
n − 2
∫ r
a
s{1 − (s/r)n−2}f (u(s; , )) ds.
Proof. Integrating (rn−1ur)r + rn−1f (u) = 0 on [a, r], we obtain (a). Integrating
the equality in (a) and changing the order of integration, we obtain (b). Integrating
(rur + (n − 2)u)r + rf (u) = 0, we obtain (c). Integrating the equality in (c) and
changing the order of integration, we obtain (d). 
Now we give sufﬁcient conditions so that the solution of (1.2) is of Type C-C.
Proposition 3.1. Suppose that (SL) holds. If  > 0 is sufﬁciently large, then u(r; , 0)
is of Type C-C.
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Proof. We have
rur + (n − 2)u = (n − 2) −
∫ r
a
sf (u(s; , 0)) ds.
By (1.3), there is C > 0 such that f (u) > Cu1+ for all u > 1. Suppose here that
u(r; , 0) > 0 for all r > a. Then rn−2u is nondecreasing in r > a so that
rn−2u(r; , 0) >  for r > a.
Let R > 0 be a point such that u(R; , 0) = 1. Then we have
0 < rur + (n − 2)u
∣∣∣
r=R = (n − 2) −
∫ R
a
sf (u(s; , 0)) ds
< (n − 2) −
∫ R
a
sf (an−2/sn−2) ds
< (n − 2) − C(an−2)1+
∫ R
a
s1−(n−2)(1+) ds.
Hence, for sufﬁciently large , we have a < R < a + a/(n − 2).
Now, by the mean value theorem, there exists R′ ∈ (a, R) such that
ur(R
′; , 0) =  − 1
R − a .
Then we have
rur + (n − 2)u
∣∣∣
r=R′ < a ·
 − 1
R − a + (n − 2)
< (n − 2)( − 1) − (n − 2) < 0,
which contradicts Lemma 2.1(d). Hence u(r; , 0) must be of Type ∗-C. Also, it is
clear from Lemma 2.1(e) that u(r; , 0) is of Type C-∗. 
Proposition 3.2. Suppose that (SL) holds. Set
 = a,  = −(n − 2).
If  > 0 is sufﬁciently large, then u(r; , ) is of Type C-C.
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Proof. We have
rn−1ur = an−1 +
∫ a
r
sn−1f (u(s; , )) ds.
By (1.3), there is C > 0 such that f (u) > Cu1+ for all u > 1. Suppose here that
u(r; , ) > 0 for all ∈ (0, a). Then, since u is nonincreasing in (0, a), we have
u(r; , ) >  for r ∈ (0, a).
Hence
rn−1ur = −(n − 2)an−1 +
∫ a
r
sn−1f (u(s; , )) ds
> −(n − 2)an−1 +
∫ a
r
sf (a) ds
> −(n − 2)an−1 + C(a)1+
∫ a
r
s ds.
Hence for each ﬁxed r ∈ (0, a), if  > 0 is taken to be sufﬁciently large, then the
right-hand side is positive. This is a contradiction. Hence u(r; , ) is of Type C-∗.
Also, it is clear from Lemma 2.1(d) that u(r; , ) is of Type ∗-C. 
Next we give a sufﬁcient condition so that the solution of (1.2) is of Type C-S.
Proposition 3.3. Suppose that (SL) and (SPC) hold. If ε > 0 is sufﬁciently small, then
u(r; ε, 0) is a solution of Type C-S.
Proof. Set
v(r) := ε−1u(r; ε, 0).
Then v(r) satisﬁes
{
vrr + n − 1
r
vr + ε−1f (εv) = 0, r ∈ (0,∞),
v(a) = 1 > 0, vr (a) = 0.
Since v(r) < 1 for all r > a, it follows from (SL) that ε−1f (εv) → 0 as ε → 0
uniformly in r ∈ [a,∞). Hence for any ﬁxed R > a, we have v(r) → 1 as ε → 0
uniformly in r ∈ [a,R].
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Now, by the Pohozaev identity and (SPC), we have
P(R; u) = P(a; u) +
∫ R
a
sn−1
{
2nF(u(s)) − (n − 2)u(s)f (u(s))
}
ds
< P (a; u) − 
∫ R
a
sn−1F(u(s)) ds
= 2anF (ε) − 
∫ R
a
sn−1F(εv(s)) ds.
Here, by (SL),
F(εv(s))
F (ε)
→ 1 uniformly in s ∈ [a,R].
Hence we obtain
P(R; u)/F (ε) → 2an − 
∫ R
a
sn−1 ds.
Therefore, if R > 0 is taken so large that the right-hand side is negative, P(R; u)
becomes negative for sufﬁciently small ε > 0. By Lemma 2.6, this implies that u(r; ε, 0)
must be of Type ∗-S.
On the other hand, it is clear from Lemma 2.1(e) that u(r; ε, 0) is of Type C-∗. This
completes the proof. 
Finally, we give a sufﬁcient condition so that the solution of (1.2) is of Type S-C.
Proposition 3.4. Suppose that (SL) and (SBC) hold. Set
 = ε,  = −n − 2
a
ε.
If ε > 0 is sufﬁciently small, then u(r; , ) is a solution of Type S-C.
Proof. Deﬁne
v(s) := u(r; , ), b(ε)s = r,
where b(ε) := aε1/(n−2). Then v satisﬁes
v(a/b(ε)) = ε, vs(a/b(ε)) = −n − 2
a
εb(ε).
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By (c) and (d) of Lemma 3.1, we have
{sn−2v(s)}s = b(ε)2sn−3
{
a + (n − 2) −
∫ s
a/b(ε)
tf (v(t)) dt
}
= b(ε)2sn−3
∫ a/b(ε)
s
tf (v(t)) dt
and
v(s) =
(
a
b(ε)s
)n−2
 − b(ε)
2
n − 2
∫ s
a/b(ε)
t{1 − (t/s)n−2}f (v(t)) dt
= s2−n
{
1 + b(ε)
2
n − 2
∫ a/b(ε)
s
t{tn−2 − sn−2}f (v(t)) dt
}
.
Here, since tn−2v(t) is nondecreasing in t ∈ (0, a/b(ε)), we have
tn−2v(t) < (a/b(ε))n−2 = 1.
Also, by (1.3), there is C1 > 0 such that 0 < f (u) < C1u1+ holds for all u ∈ (0, 1).
Hence we obtain
0 < b(ε)2sn−3
∫ a/b(ε)
s
tf (v(t)) dt
< C1b(ε)2sn−3
∫ a/b(ε)
s
t1−(n−2)(1+) dt < C2b(ε)(n−2)(1+)
and
0 <
b(ε)2
n − 2
∫ a/b(ε)
s
t{tn−2 − sn−2}f (v(t)) dt
<
b(ε)2
n − 2
∫ a/b(ε)
s
tn−1f (v(t)) dt
 C1b(ε)
2
n − 2
∫ a/b(ε)
s
tn−1t−(n−2)(1+) dt. < C3b(ε)(n−2),
where C2 and C3 are positive constants independent of ε. These estimates imply that
v(s) → s2−n as ε → 0 and vs(s) → −(n−2)s1−n uniformly in any compact subinterval
of (0,∞).
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Now, we have
P(r; u) = rn−1ur{rur + (n − 2)u} + 2rnF (u)
= εn
{
ε−2sn−1vs{svs + (n − 2)v} + 2snF (v)
}
.
Here
sn−1vs → −(n − 2), 2snF (v) → 2snF (s2−n)
and
ε−2{svs + (n − 2)v} =
∫ a/ε
s
sf (v) ds →
∫ ∞
s
sf (s2−n) ds
as ε → 0 for each s > 0. Hence
ε−nP (r; v) → L(s) := −(n − 2)
∫ ∞
s
sf (s2−n)ds + 2snF (s2−n)
as ε → 0 for each s > 0.
We will show that L() < 0 for some small  > 0. First, suppose that sf (s2−n) ∈
L1(0, 1). Then there exists a sequence {si} such that si → 0 and s2i f (s2−ni ) → 0. By
(SL), we have
0 < snF(s2−n) < 12 s
2f (s2−n) for all s.
Hence sni F (si) → 0, while
∫∞
si
sf (s2−n) ds converges to a positive constant. Thus
L() < 0 for some small  > 0.
Next, suppose that sf (s2−n) ∈ L1(0, 1). We have
L() = −(n − 2)
∫ ∞

sf (s2−n) ds − 2
∫ ∞

{snF (s2−n)}s ds
=
∫ ∞

{
(n − 2)sf (s2−n) − 2nsn−1F(s2−n)
}
ds.
Here, by (SBC), we have
2nF(s2−n) > 2n(n − 2)
2n −  s
2−nf (s2−n)
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and hence
(n − 2)sf (s2−n) − 2nsn−1F(s2−n) < − 
2n −  sf (s
2−n)
for small s. Since the right-hand side is not integrable on (0, 1), we see that
L() → −∞ as  → 0.
Hence we can take small  > 0 such that L() < 0.
Thus we have shown that if ε > 0 is sufﬁciently small, then u(r; , ) satisﬁes
u(R; , ) > M, ur(R; , ) < 0, P (R; u) < 0
for some small R > 0. Then we see from Lemma 2.7 that u is of Type S-∗ for
sufﬁciently small ε > 0. On the other hand, since rur + (n − 2)ur = 0 at r = a, v is
of Type ∗-C by Lemma 2.5. The proof is now complete. 
4. Structure of the sets of various solutions
In this section, we study the structure of the sets of solutions of various types. To
this end, we introduce the following two initial value problems.
⎧⎨
⎩ urr (r) +
n − 1
r
ur(r) + f (u(r)) = 0, r > 0,
u(0) =  > 0
(4.1)
and ⎧⎪⎨
⎪⎩
urr (r) + n − 1
r
ur(r) + f (u(r)) = 0, r > 0,
lim
r→∞ r
n−2u =  > 0.
(4.2)
For each  > 0, (4.1) has a unique global C2 solution on [0,∞) (see, e.g., [7]). On
the other hand, using the Kelvin transformation, we can show that if the condition
(E) rn−1f (cr2−n) ∈ L1[1,∞) for any c > 0.
is satisﬁed, then (4.2) has a unique solution. We denote the unique solutions of (4.1)
and (4.2) by u(r; ) and u(r; ), respectively.
We note that (E) is a weaker condition than (SPC). Indeed, from (SPC), we have
d
du
{
F(u)
u2n/(n−2)
}
0 for all u > 0.
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This implies that F(u)Cu
2n
n−2 for some positive constant C > 0 for every small
u > 0. On the other hand, it is easy to see that for each r > 1,
∫ r
1
sn−1f (cs2−n) ds =
[
sn−1
(cs2−n)s
F (cs2−n)
]r
1
−
∫ r
1
{
sn−1
(cs2−n)
}
s
F (cs2−n) ds.
Here we have
∣∣∣∣ rn−1(cr2−n)r F (cr2−n)
∣∣∣∣ C1r2n−2r(2−n) 2nn−2 < C1r−2 → 0 as r → ∞,∣∣∣∣
{
rn−1
(cr2−n)r
}
r
F (cr2−n)
∣∣∣∣ C2r2n−3r(2−n) 2nn−2 = C2r−3
with some constants C1, C2 > 0. This implies that (E) is satisﬁed.
We give the following two fundamental lemmas. Proofs of these lemmas can be
obtained in a manner similar to Lemma 3.1.
Lemma 4.1. The solution of (4.1) has the following properties:
(a) ur(r; ) = −
∫ r
0
(s/r)n−1f (u(s; )) ds.
(b) u(r; ) =  − 1
n − 2
∫ r
0
s{1 − (s/r)n−2}f (u(s; )) ds.
(c) lim
r→+0 rur(r; ) = 0.
Lemma 4.2. The solution of (4.2) has the following properties:
(a) ur(r; ) = −(n − 2)r1−n +
∫ ∞
r
(s/r)n−1f (u(s; )) ds.
(b) u(r; ) = r2−n + 1
n − 2
∫ ∞
r
sf (u(s; )) ds.
(c) lim
r→∞ r
n−1ur(r; ) = −(n − 2).
By the uniqueness of solutions of (1.2), the set
1 := {(, ) | u(r; , ) is of Type R-∗}
is written as
1 = {(, ) = (u(a; ), ur(a; )) | 0 <  < ∞}.
Similarly, the set
2 := {(, ) | u(r; , ) is ∗-R}
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is written as
2 = {(, ) = (u(a; ), ur(a; )) | 0 <  < ∞}.
Thus, we may assume that 1 and 2 are parameterized by  and , respectively.
Next, we consider the behavior of u(r; ) and u(r; ) as  → +0 and  → +0,
respectively.
Proposition 4.1. Suppose that (SL) holds. Then the set 1 is a smooth curve that
emanates from the origin tangential to the +-axis and lies below the -axis
Proof. It sufﬁces to show that {
u(r; ) =  + o(),
ur(r; ) = o()
as  → 0 uniformly in (0, a). Setting v(r) = u(r; )/, we have
⎧⎨
⎩ vrr (r) +
n − 1
r
vr(r) + −1f (v(r)) = 0, r ∈ (0,∞),
v(0) = 1.
Here, we see from (SL) that −1f (v(r)) → 0 uniformly in r ∈ (0, a). Hence v(r) → 1
and vr(r) → 0 as  → 0 uniformly in (0, a). This completes the proof. 
Proposition 4.2. Suppose that (SL) and (E) hold. Then the set 2 is a smooth curve
that emanates from the origin tangential to the half line (n− 2)+ a = 0 with  > 0
and lies above this line.
Proof. It sufﬁces to show that{
rn−2u(a; ) =  + o(),
rn−1ur(a; ) = −(n − 2) + o()
as  → 0 uniformly in (a,∞). Setting v(r) = u(r; )/, we have
⎧⎪⎨
⎪⎩
vrr (r) + n − 1
r
vr(r) + −1f (v(r)) = 0, r ∈ (0,∞),
lim
r→∞ r
n−2v(r) = 1.
Here, we see from (SL) that −1f (v(r)) → 0 uniformly in r ∈ (a,∞). Hence
rn−2v(r) → 1 and [rn−2v(r)]r → 0 as  → 0 uniformly in (a,∞). This completes
the proof. 
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Next, we give open properties of the sets of solutions of Type ∗-S, S-∗, C-∗ and
∗-C
Proposition 4.3. Suppose that (SL) and (SBC) hold. Then the set
S1 := {(, ) ∈ D | u(r; , )is of Type S-∗}
is open.
Proof. Suppose that u(r; 0, 0) is of Type S-∗. Then, by Lemma 2.4, there exists
R ∈ (0,∞) such that
u(R; 0, 0) > M, P (R; u(·; 0, 0)) < 0.
Then by continuity of u(r; , ) and ur(r; , ), we have
u(R; , ) > M, ur(R; , ) < 0 P(R; u(·; , )) < 0,
if |− 0| + |− 0| is sufﬁciently small. By Lemma 2.7, this shows that u(r; , ) is
of Type S-∗. 
Proposition 4.4. Suppose that (SL) and (SPC) hold. Then the set
S2 := {(, ) ∈ D | u(r; , ) is of Type ∗-S}
is open.
Proof. Suppose that u(r; 0, 0) is of Type ∗-S. Then, by Lemma 2.3, there exists
R ∈ (0,∞) such that
0 < u(R; 0, 0) < m, ur(R; 0, 0) < 0 P(R; u(·; 0, 0)) < 0.
Then by the continuity of u(r; , ) and ur(r; , ), we have
0 < u(R; , ) < m, ur(R; , ) < 0 P(R; u(·; , )) < 0,
if |− 0| + |− 0| is sufﬁciently small. By Lemma 2.6, this shows that u(r; , ) is
of Type ∗-S. 
Proposition 4.5. The sets
C1 := {(, ) ∈ D | u(r; , ) is of Type C-∗},
C2 := {(, ) ∈ D | u(r; , ) is of Type∗-C}
are open.
Proof. This is clear from the continuity of u(a; , ) with respect to (, ). 
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The following result shows that the curve 1 separates D into two subregions.
Proposition 4.6. Suppose that (SL) and (SBC) hold. Then the curve 1 has no limiting
point in D.
Proof. Suppose that 1 has a limiting point in D, and denote it by (∞, ∞). Then,
by Propositions 4.3 and 4.5, u(r; ∞, ∞) must be of Type R-∗. Hence we can take
 > 0 so small that rur + (n − 2)u > 0 at (r; , ) = (, ∞, ∞). Let (i , i ) ∈ 1
be a sequence such that (i , i ) → (∞, ∞) and u(0; i , i ) → ∞ as i → ∞.
For simplicity of notation, we set u∞(r) := u(r; ∞, ∞), ui(r) := u(r; i , i ) and
ui,r (r) := ur(r; i , i ).
By continuity, ui(r) converges to u∞(r) as i → ∞ for each r ∈ (0,∞). Since
ui(0) → ∞ as i → ∞, there is a sequence {ri} such that
ri → 0 as i → ∞,
M < ui(ri) < M + 1 for each i,
ui,r (ri) → −∞ as i → ∞,
where M > u∞(0) is a constant as in (2.3). Moreover, since rui,r (r) + (n − 2)ui(r) is
nonincreasing in r and is positive at r =  for large i, we see that riui,r (ri)+(n−2)ui(ri)
is bounded below by a positive constant. Thus we obtain
P(ri; ui) = rn−1
{
ui,r{rui,r + (n − 2)ui} + 2rF (ui)
}∣∣∣∣
r=ri
< 0.
By Lemma 2.7, this implies that ui(r) is of Type S-∗, contradicting the assumption.

Proposition 4.7. Suppose that (SL) and (SPC) hold. Then the curve 2 has no limiting
point in D.
Proof. Suppose that 2 has a limiting point in D, and denote it by (∞, ∞). By
Propositions 4.4 and 4.5, u(r; ∞, ∞) must be of Type ∗-R. Hence we can take
R > 0 so large that ur < 0 at (r; , ) = (R, ∞, ∞). Let (i , i ) ∈ 2 be a sequence
such that (i , i ) → (∞, ∞). (We will use the same abbreviations as in the proof of
Proposition 4.6.) We set ∞ := limr→∞ rn−2u∞(r) and i := limr→∞ rn−2ui(r), and
assume that i → ∞ as i → ∞.
By continuity, ui(r) converges to u∞(r) as i → ∞ for each r ∈ (0,∞). Since
i → ∞ as i → ∞, there is a sequence {ri} such that
ri → ∞ as i → ∞,
∞ < rn−2i ui(ri) < ∞ + 1 for each i,
r2(rn−2ui)r
∣∣∣
r=ri
→ +∞ as i → ∞.
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Moreover, since rn−1ui,r (r) is nonincreasing in r and is negative at r = R for large i,
we see that rn−1i ui,r (ri) is bounded above by a negative constant. On the other hand,
by (1.4), there exists C > 0 such that
0 < F(u) < Cu2n/(n−2) for u ∈ (0, 1).
Hence we have
r2n−1i F (ui(ri)) < r
2n−1
i (2∞r
−(n−2)
i )
2n/(n−2) = (2∞)−2nr−1i → 0 as i → ∞.
Thus we obtain
P(ri; ui) = r1−n
{
rn−1ui,r r2(rn−2ui)r + 2r2n−1F(ui)
}∣∣∣∣
r=ri
< 0.
By Lemma 2.6, this implies that ui(r) is of Type ∗-S, contradicting the assumption.

5. Proofs of theorems
In this section we complete the proofs of Theorems 1.1 and 1.2.
Proof of Theorem 1.1. By Proposition 4.6, the curve 1 separates the domain D into
two regions. We see from Proposition 4.1 that 1 is tangential to the +-axis. Since
the sets S1 and C1 are open and there are solutions of Type S-∗ and Type C-∗, each
region is equal to S1 or C1. Now, in view of Lemma 2.1 and the existence results in
Section 3, the domain D is separated into two regions as described. 
Proof of Theorem 1.2. By Proposition 4.7, the curve 2 separates the domain D into
two regions. We see from Proposition 4.2 that 2 is tangential to the line (n−2)+a =
0 with  > 0. Since the sets S2 and C2 are open and there are solutions of Type ∗-
S and Type ∗-C, each region is equal to S1 or C1. Now, in view of Lemma 2.1
and the existence results in Section 3, the domain D is separated into two regions as
described. 
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