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a b s t r a c t
Modelling the hydrodynamics of gas/solid flow is important for the design and scale-
up of fluidized bed reactors. A novel gas/solid dual-scale model based on lattice gas
cellular automata (LGCA) is proposed to describe the macroscopic behaviour through
microscopic gas–solid interactions. Solid particles and gas pseudo-particles are aligned in
lattices with different scales for solid and gas. In addition to basic LGCA rules, additional
rules for collision and propagation are specifically designed for gas–solid systems. The
solid’s evolution is thenmotivated by the temporal and spatial average momentum gained
through solid–solid and gas–solid interactions. A statisticalmethod, based on the similarity
principle, is derived for the conversion between model parameters and hydrodynamic
properties. Simulations for bubbles generated from a vertical jet in a bubbling fluidized
bed based on this model agree well with experimental results, as well as with the results
of two-fluid approaches and discrete particle simulations.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Gas–solid fluidized bed reactors have been widely used in the energy, chemical, and metallurgical industries because
of their favourable heat transfer and solids handling capabilities. However, due to the complexity of the gas–solid flow,
theoretical research of fluidization lags behind its applications. Research on gas–solid two-phase flow is therefore crucial
for the development of fluidization technologies.
Simulation methods dealing with discrete particles can be classified into two types: two-fluid models [1,2] and discrete
particle models [3,4]. Recently, a number of Particle Methods (PM) [5] have been presented, based on microscopic
interaction, originating from molecular dynamics (MD) [6,7]. Among these, lattice gas cellular automata (LGCA) [8–10]
and the Lattice Boltzmann (LB) model [11], based on the representation of macro-scale flow by local micro-scale self-
organized interactions, are able to efficiently predict flow of different scales theoretically where the boundaries have high
complexity [12]. Anothermethod, pseudo-particle modelling (PPM) [13,14], deals with the Lagrangian expression of macro-
particles and couple transfer ofmass and energywithmomentum transfer. However, this approach leads tomore constraints
and increased computational complexity.
LGCA and LBmodels provide possible choices for simulating gas–solid two-phase flowbecause their simple, conservative,
and parallelized algorithms make them highly efficient. Rothman [9] carried out a complete theoretical analysis with an
LGCA model, simulating both miscible and immiscible multiphase flows. Van Wachem et al. [15] attempted to simulate
gas–solid flow in a fluidized bed. However, their LGCAmodel is only able to describe bubbles of constant velocities and fails
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when there are significant velocity gradients. Application is limited to low Reynolds flow [16] because of the statistical noise
and the limited macroscopic velocity due to the limited number of lattices [17]. To solve this problem, a Lattice Boltzmann
method [11]was presented, capable of predictingmacroscopic behaviour [18,19] in fluidized beds. It successfully overcomes
the limit on the Reynolds number by introducing distribution functions of relaxation time, but sacrifices some advantages of
LGCA (e.g. absolute stability, simplicity, and high efficiency) [20]. Boolean algebra is used in the LGCA model to ensure that
there is no rounding error in the calculation. As a result, as a numerical method, the LGCAmodel converges and is stable [8].
A novel gas–solid dual-scale model for fluidized beds based on lattice gas cellular automata is proposed in this work.
Solid particles and gas pseudo-particles are aligned, evolving in two coexisting, FHP III hexagonal grid-based lattice systems
of different grid scales. The drag force on the solid particles is represented by the statistical time and space average
momentum gained through inter-phase gas–solid interactions. Additional collision and propagation rules are designated
for the gas–solid system to take into account the interaction between the two phases, as well as gravity and surface tension.
Predictions from this model are then compared with the experimental evolution of bubbles in fluidized beds.
2. Dual-scale LGCA model
The proposed dual-scale LGCA model is based on a FHP III model. It features a novel designation of lattices of multiple
scales and a set of corresponding evolution rules.
2.1. Flow region
The two-dimensional flow region is first divided into equilateral triangles. As depicted in Fig. 1, lattices of two different
LGCA scales are constructed by these triangles in the same layer, where the thick lines denote lattices for solid particles
and the thin lines for gas particles. The intersections of lines are nodes, named solid nodes (shown as filled circles) and gas
nodes. These nodes are marked by i and j in macroscopic directions X and Y , respectively. Each of the nodes has six nearest
neighbours of the same phase. Particles at each node can move along the six grid lines in 6 symmetric directions.
Gas pseudo-particles are located at the nodes of basic triangles enclosed by thin lines in Fig. 1, i.e. the grid spacing for the
gas pseudo-particles is the same as the triangle side dimensions. The grid size for the particles is set to be several times that
for the gas pseudo-particles. The particle grid spacing, which is also the model particle diameter, is set to be the diameter of
real particles in our experiments. Compared to flow through lattice porous media, where the molecular mean free path [21]
is required, the distance between solid particles of 7–12 times the gas grid size is tested. The simulation results in this work
reflect that the relative error becomes too large when this ratio departs from 9, sometimes exceeding 20%. Therefore, a size
ratio of 9 was chosen in this work.
2.2. The basic evolution rules
The LGCA model describes the microscopic dynamics of the lattice by the occupation status at discrete nodes [8],
representing the status of node x at time t with a Boolean parameter, S(x, t):
S(x, t) = nα(x, t); α = 0, 1, 2, . . . , 6 (1)
where nα(x, t) is the number of particleswithmomentum eα at time t in node x. At each time step, all the particles propagate
according to their velocities. Ideally, elastic collisions are triggered whenmore than one particle reaches a node at the same
time. The model evolution in a unit time step basically consists of collisions and propagation. The flow field is therefore an
assembly of microscopic flows between the nodes.
For both gas and solid particles, the velocities of different particles can differ, e.g. stationary particles and particles
advancing one space step to a neighbour in a unit time step. When several particles are present at a single node, they
collide according to specific rules, obeying conservation of mass and momentum, and then propagate along the grid line.
Such continuous collisions and propagation drives the evolution of the lattice gas model. Collisions between particles are
consistent with the complete set of rules for the FHP III model [22]. These rules cover collisions involving 2, 3 or 4 particles
travelling at different velocities, as well as their complementary rules. Penetration is assumed for particles in circumstances
where no rule applies. These rules are demonstrated in Fig. 2.
The viscosity of gas phase has been taken into account by the viscosity illustrated in FHP III model. As to the solid phase,
although the collision and propagation rules are designed according to the LGA model, the viscosity of solid phase is not
explicitly considered in this work.
2.3. Gas–solid interaction and influence of gravity
The effects of solid particles on the gas and the effects of gas particles on the solid particles are considered in different
ways. For the gas phase, the simulation area is a permeable region constructed with solid particles whose positions change
continuously with time. In other words, the gas phase particles evolve in a porous area whose boundaries vary with time.
The velocity of a gas particle changes by 180° when it collides with the surface of a solid particle. At the same time, the
momentum changes of the gas particle are transferred to the solid particle, which is different from porous flow. So, for
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Fig. 1. Basic lattice grids. Blue lines show lattice for gas and green ones for solid particles. Red spots designate positions of solid nodes.
a solid particle, in addition to the momentum change due to collisions with other solid particles, additional momentum
changes are caused by the interaction between solid particles and the surrounding gas particles, i.e. due to macroscopic
drag forces. In addition, in a fluidized bed, the effect of gravity on the solid phase must also be included. Introducing gravity
changes the dynamic equations. Therefore corresponding changes in the evolution rules of the LGCA model are necessary.
The application of gravity rules is combined with the effects of gas/solid drag force as one additional force on the solid
particles. These additional sources of momentum change are taken into account as additional rules accompanied by the
estimation of probability. These rules are elaborated next.
Unlike the Boolean operation for the basic collisions and propagation, the effect of the additional forces on the particles
is treated by a floating point operation. The resulting solid velocity could be neither a unit solid velocity nor in a standard
direction, i.e. along the lattice grids. To preserve the advantages of Boolean operation, probability estimation is introduced
into the model to ensure that the solid particles collide at and propagate to the nodes of the lattices, instead of the real
positions, as in the DEMmethod.
The movement of each particle is caused by a combination of solid–solid collision and additional movement, according
to
⟨r(t + τ)− r(t)⟩ = ⟨Ωi⟩ + u′τs (2)
or
⟨r(t + τ)− r(t)⟩ = ⟨Ωi⟩ + (u− uG)τs (3)
where ⟨Ωi⟩ is the cumulative term accounting for solid–solid and solid–wall collision, while u′ = (u− uG) is a combination
of the additional velocity gains from drag force (u) and from gravity (−uG = gτs) in a unit time step. Unless this velocity
happens to be in one of the 6 directions of grid lines, this additional velocity is mapped into two closest directions. The
magnitude of velocities in these directions is then used to determine the movement of the particles.
To take advantage of the simplicity of the LGCA approach, the resulting movement of one particle in one time step can
be rewritten as
r(t + τ)− r(t) = ⟨Ωi⟩ + viτ (4)
where vi is one of the lattice particle velocities:
v0 = (0, 0), i = 0 (rest particle) (5)
vi =

cos
π
3
i− π
6

, sin
π
3
i− π
6

, i = 1, . . . , 6. (6)
Three possibilities for movement are introduced for directions 1–3 to determine the movement and the direction of each
particle. The particle velocity is considered to be negative for movements in the opposite directions, 4–6. The possibility of
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(a) Before propagation. (b) After propagation.
(c) After collision.
Fig. 2. Evolution of gas lattice status according to FHP III model.
movement in i-direction is defined as
pi = max(0, (τs/τ)(vi • u′)/|vi|2), i = 1, 2, 3 (7)
where the magnitude of unit velocity |u′| = (λ/τs) is set as the maximum allowed velocity, with λ being the solid grid
length and τs the time step. With this definition, pi and pi+3 cannot be non-zero at the same time. From Eq. (7), the velocity
of a particle might be in one of the two closest directions which enclose the real velocity direction. An evenly distributed
random number is then chosen as qi = [0, 1] for each of the two directions. First, the momentum direction is chosen when
the random number in this direction is highest. Then, additional unit momentum in this direction is imposed on the particle
when qi < pi. If the movement of the particle takes place, the momentum |u′|will be subtracted. The residual part and the
momentum in another direction are saved to apply in the next step.
When more than one particle is present at the same node, the magnitude and direction of the velocity for each particle
is determined as described above. The additional momentum is combined with the particle’s post-collision velocity in
calculating the final particle velocity. The particle then propagates with the calculated velocity.
In cases where the resulting velocity for a single particle exceeds one unit velocity, the residual momentum is imposed
on another nearby particles.
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Fig. 3. Attraction between gas pseudo-particles.
2.4. Additional evolution rules for surface tension
Surface tension is generally employed in LGCA methods to describe the separation of immiscible phases, i.e. gas and
solid phases in thismodel. In themicroscopic view, the surface tension is represented by the attraction between gas pseudo-
particles and the repulsion between particles of different phases. Additional rules are introduced to account for these effects
at the boundary of the bubbles in fluidized beds. According to the method for dealing with immiscible phases in the work
of Rothman [23], these rules are applied for particles at an effective distance1r by changing the directions of particles.
The attraction between gas pseudo-particles is shown in Fig. 3.
A Boolean variable γα is defined as below to represent the attraction at the microscopic level:
γα = (1− n′α(x))n′α+3(x)n′α(x+1reα)(1− n′α+3(x+1reα)) (8)
where n′α = nα+⟨Ωα⟩ is the number of gas particles after the collision (before the attraction) is applied, ⟨Ωα⟩ is the collision
function for gas pseudo-particles,1r is the effective distance between the particles, and eα is the particle momentum. The
movement of gas particles is influenced by the attraction, leading to
nα(x+ eα, t + 1)− nα(x, t) = ⟨Ωα⟩ + γα − γα+3. (9)
Repulsion rules are applied for particles of different phases. Attraction and repulsion rules are implemented at the same
time. Thus, the evolution of the gas pseudo-particles and solid particles consists of propagation, collision, and interaction at
each time step. All of these rules obey Newton’s Third Law and conservation of mass and momentum.
The effective distance,1r , was determined by simulation tests. An empirical range of 2–8was provided by Rothman [23].
In the current model, due to the difference in grid size for the gas and solid particles, the effective distance,1r , is chosen as
5 solid grid intervals for preliminary simulations. This empirical value provides the best fit to the experimental results.
These additional evolution rules for surface tension are implemented when a bubble emerges. For two-dimensional
bubbling fluidized beds, previous work [24] suggested that the definition of bubble surface could be one of the voidage
contours in the range of 0.7–0.9. The test runs of simulations in this work showed that the voidage of 0.65 is a proper
number to define the surface of bubbles with a realistic shape. Therefore, these additional evolution rules are implemented
when the local porosity, or voidage, exceeds 65%, i.e. a bubble emerges. For this purpose, the local porosity of each solid cell
(consisting of a solid node and its six nearest neighbours) is calculated as
δ = 1−

(1− χ0)

1
3
6−
i=1
χi − 16
6−
i=1
χiχi+1

+ χ0

, i = 1, . . . , 6. (10)
where the Boolean variables χ0 and χi are defined as
χ0 =

0 if the centre node of the solid cell is empty
1 if the centre node of the solid cell is occupied by a solid particle,
χi =

0 if the surrounding node i of the solid cell is empty
1 if the surrounding node i of the solid cell is occupied by a solid particle.
2.5. Boundary conditions
Non-slippery boundary conditions and corresponding reflecting rules are applied at the vertical wall for both gas and
solid particles, as well as to the inlet and the outlet for the solid particles. This causes particles to be reflected back in the
direction from which they came and with the same velocity after collision at the wall. The outlet of the bed is open for gas
particles, whereas at the gas inlet, bounce-back is assumed for gas particles, and additional gas particles are forced into the
flow area.
2.6. Calculation of macroscopic physical properties
The calculation of macroscopic lattice properties and the conversion to hydrodynamic properties are very important
steps in the post-processing of microscopic information retrieved from the evolution of the automata. In this work, the
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density and velocity of the gas/solid suspension is determined from a probability coefficient, fα(x, t) [8], which represents
the probability of the existence of a particle in a direction α, at coordinate x and time t , where α ranges from 1 to 6.
From Eq. (1), the microscopic Boolean variable nα(x, t) represents the number of particles with momentum eα at node x
and time t . The density distribution function fα(x, t) is defined as the ensemble average of nα(x, t) [8]:
fα(x, t) = ⟨nα(x, t)⟩. (11)
Practically, fα(x, t) is replaced by nα(x, t) in the calculations. Therefore [8]:
ρ(x, t) =
−
α
nα(x, t) (12)
u(x, t) =
−
α
eαnα(x, t)/ρ(x, t) (13)
where ρ(x, t) is the density and u(x, t) is the velocity.
In order to reduce the influence of random factors, both time and space averages are adopted to reduce statistical
noise [10]. The time average for an arbitrary quantity q(x, t) can be written as
q(x, T ) = 1
T
T−
t=1
q(x, t). (14)
Similarly, the space average is given by
q(x, t) =
b−
α=0
wαq(x+ eα, t) (15)
where x+ eα represents the node x and its 6 neighbours, andwα is the weight of these nodes.
As soon as these model properties are calculated, the physical hydrodynamic properties can be calculated based on the
similarity principle. From the similarity between the fluidized bed and the modelled system, the Reynolds numbers are
considered equivalent. The relationship between the hydrodynamic properties and model quantities can be derived based
on their relationship to their respective Reynolds numbers.
For the lattice gas model, the Reynolds number could be written as [16]:
Re = g(ρ)uD
ν
(16)
with D as the characteristic length, υ the viscosity, ρ the density of lattice gas fluid, and g(ρ) the Galilei factor. The
expressions for these parameters vary for different lattice types. Specifically, for the FHP III model used in this work, they
could be found as [25]:
ν = 1
28
1
d(1− d)
1
1− 8d(1− d)/7 −
1
8
g(ρ) = 7
12
1− 2d
1− d
d = ρ
7
.
Since the Reynolds number for the experimental system could be calculated when the dimensions, materials, and operation
conditions are known, the model quantities could be therefore calculated from the known Reynolds number.
3. Implementation
The model is implemented as an ANSI C code and visualized with OpenGL. The structure is summarized in Table 1.
4. Simulation results
4.1. Jet-bubbling fluidized beds
Simulations with proposed dual-scale LGCA model were carried out to investigate the characteristics of bubbles in a
gas–solid fluidized bed. The results are comparedwith experimental findings and results from the literature. This simulation
is based on the fluidized bed system shown schematically in Fig. 4.
The simulated jet-bubbling fluidized bed was chosen to match the experimental system investigated by Hoomans [26].
The operating conditions are provided in Table 2.
Model settings in the simulation are listed in Table 3.
To compare with the results of the LGCA model, the two-fluid model was also simulated using FLUENT (version 6.2)
Eulerian two-fluid computational fluid dynamics (CFD) software. The Gidaspowmodel and k− εmodel are used as the drag
model and turbulence model, respectively. 15,251 mesh points were used in FLUENT.
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Table 1
Implementation of LGCA model.
I. Initialization.
• Calculate number of grid points for gas and solids according to physical dimensions.
• Allocate memory space and initialize the state of each node as the initial state.
II. Loop until the desired time is reached.
• Execute propagation step for all gas and solid nodes.
• For each gas node:
• If at a boundary, apply boundary conditions.
• Otherwise, apply a complete set of FHP III rules and calculate the momentum transfer to the corresponding solid nodes.
• Apply surface tension.
• For each solid node:
• If at a boundary, apply the boundary conditions.
• Otherwise, apply a complete set of FHP III rules.
• For each particle on the node:
◦ Calculate additional momentum.
◦ Choose velocity direction.
◦ Determine whether the additional momentum should be applied.
• Apply surface tension.
• If specific time step limit is reached, calculate time mean and space mean properties.
III. Perform post-processing steps.
Table 2
Physical properties of the gas and solids and operating
conditions.
Variable Value and units
Height (H) 0.3 m
Width (W ) 0.2 m
Initial bed height (hb) 0.15 m
Width of jet (d0) 0.015 m
Gas density (ρg ) 1.2 kg/m3
Solid density (ρp) 2930 kg/m3
Particle diameter (dp) 8.5× 10−4 m
Number of particles (N) 40,000
Minimum fluidization velocity (umf ) 0.5 m/s
Jet velocity/Superficial gas velocity (Uo) 2.5/0.61 m/s
Table 3
Model settings.
Number of horizontal (X) solid grid intervals 235
Number of vertical (Y ) solid grid points 350
Grids in fixed bed 175
Solid grid size/gas grid size 9
Jet inlet grid number 45
Spatial average area (solid) 5× 5 solid grids
Spatial average area (gas) 9× 9 gas grids
Time average length 50 steps
Time step 3× 10−5 s
4.2. Simulation for jet-bubbling fluidization
The simulation results of FLUENT and dual-scale LGCA are shown in Fig. 5. In both cases, the simulations’ predictions
are consistent with the experimental results of Hoomans [26] concerning the evolution process and the shapes of bubbles.
After being completely formed at 0.15 s, the bubbles keep expanding and rising. The predictions from the dual-scale LGCA
model appear to fit the evolution of bubbles better than those of the FLUENT two-fluid model, as well as those of the DEM
hard-sphere and soft-sphere CFD models employed by Hoomans [26].
The behaviour of bubbles is one of the most important characterizations of many gas fluidized beds. The size of the
bubbles significantly affects the gas/solid flow,making the bubble diameter an important parameter. In thiswork, the bubble
boundaries were defined as corresponding to a voidage of 0.85 [2]. In cases when the bubbles are non-circular, the area-
equivalent diameter is adopted for the comparison, i.e.,
De =

4S/π. (17)
Another important parameter is the upwards velocity of bubbles in the bed. This can be estimated [27] as:
UB = 0.71

gDe + (U0 − Umf ). (18)
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Fig. 4. Schematic representation of a two-dimensional bubbling fluidized bed with distributor and a central vertical jet (Jet-bubbling fluidized bed).
(a) Simulation predictions of FLUENT.
(b) Simulation of the new LGCA model.
Fig. 5. Simulation results for jet-bubbling fluidized bed.
The evolution of bubble size and bubble velocity are plotted in Figs. 5 and 6 in comparison with an experimental result [26]
and various predictivemodels, including the LGCAmodel and the FLUENT two-fluidmodel in the current work, and the DEM
hard-sphere and soft-sphere models [26].
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Fig. 6. Comparison of the experimental equivalent bubble diameter with predictions by the DEM models of Hoomans [26], the FLUENT CFD model and
the LGCA model.
Fig. 7. Bubble rising velocity vs. vertical coordinate along the bed.
As shown in Figs. 6 and 7, the bubble size and bubble velocity predicted by the proposed LGCA model fit well with the
experimental results. The LGCA approach is efficient in dealing with the interaction and exchange between gas and solids
in the formation of bubbles, as well as the bubble behaviour. The simulation results also agree with the basic principles of
fluidization for bubble formation and evolution [27]. However, the predicted bubble size is slightly greater than that has been
observed experimentally. This may well result from the fact that the experiments were carried out in a three-dimensional
column. In addition, the deviation of bubble size and velocity in the upper part of bed is larger than in the lower part of the
bed.
Fig. 8 shows the predicted bubble breaking process. A second bubble is formed when the first bubble reaches the surface
of the bed. It begins to detach from the bottom orifice when the first bubble starts to break. The broken bubble occupies
almost the entire width of the domain. This result is consistent with the observation of Ouyang et al. [28].
The local velocities of gas and solids at 0.2 and 0.3 s are shown in Fig. 9. Internal circulation of solid particles can be seen.
In addition, the velocity map also shows the entrainment of particles into the bubble, as well as the descent of particles at
the sides of the bubble. This is consistent with the behaviour in bubbling fluidization observed in real units.
The pressure drop is a basic microscopic property for the fluidization system. The method to calculate the pressure
gradient in porous flow [29] is adopted in thiswork. A pressure gradient is imposed on the lattice by probabilistically creating
a force applied equally along one boundary of the lattice; hence, the pressure gradient is
dp
dx
= p(x = H)− p(x = 0)
H
= − nfx
WH
(19)
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Fig. 8. Bubble breaking process.
Fig. 9. Local gas and solid velocities at two times.
since no forces are applied at the top boundary, i.e. where x = H . The local gauge pressure applied at the boundary is the
force per unit area, or
p = nfx
W
(20)
where fx is the component of the averagemomentumchange in the x direction. Then, themagnitude of the total force applied
at the boundary is nfx, with n as the number of lattice nodes at the boundary andW as the length of the boundary, in lattice
units. For instance, in this work,W = n√3/2.
Fig. 10 shows the evolution of the overall pressure drop (mean pressure drop of 50 time steps) from the inlet of the bed
to its outlet for the same fluidized bed system described by Hoomans [26]. It can be seen that the pressure drop reaches
∼10, 700 in lattice units (i.e. 102,500 Pa in real units) after 67,000 time steps, amounting to ∼2.0 s in real time, and then
fluctuates around this pressure. This result agrees well with the results of Hoomans [26].
The statistical noise could be evaluated based on the velocity fluctuations [30]. Both spatial averaging and time averaging
are implemented to reduce statistical noise. As an example, Fig. 11 shows the statistical noise by comparing the velocity
fluctuation to the spatial average velocity of 9 × 9 grids in the jet area. The broken line shows the fluctuation of the gas
velocities before averaging. The level line represents the velocity after spatial averaging, which, in this case, is 2.365 m/s.
When the gas velocity of each node is calculated based on the spatial average area of 8× 8 and 10× 10 grids, the velocity
fluctuations are similar to those in Fig. 11. However, both of the latter grid sizes caused larger relative errors than did the
9× 9 grids. Therefore, the spatial average area of 9× 9 grids was chosen for the model.
The calculation is repeated for 500 time steps and the time average is calculated. In Fig. 12, the thin broken line in grey
shows the velocity fluctuations, whereas the bold curve in red represents the velocity fluctuations after time averaging over
50 time steps. The fluctuation is then much smaller and these subset averages are close to the overall time average. Similar
averaging was performed for 10, 20, and 100 time steps. Deviations from the overall average were very minor when there
Z. Zheng et al. / Computers and Mathematics with Applications 61 (2011) 3593–3605 3603
Fig. 10. The evolution of pressure drop with time.
Fig. 11. Velocity fluctuation and spatial average velocity (9× 9 grids).
were 50 or more time steps. Therefore, 50 steps were chosen for time averaging in this work. Overall, statistical noise was
reduced by spatial and time averaging.
A comparison of the LGCAmodel and the two-fluid Eulerian FLUENTmodel shows that, for the sameobjective and running
on the same computer system, the dual-scale LGCAmodel is 2 to 3 times faster than FLUENT, even when the number of grid
points is hundreds of times larger than that employed in the FLUENT computations. Compared to other particle methods,
the LGCA model can also handle more solid particles (104–105) than DEM (103–104) [4] and PPM (103) [14]. It provides a
new possible method for the prediction and investigation of complex gas–solid two-phase flows.
5. Conclusions
Adual-scale LGCAmodel is derived for gas–solid flow in a two-dimensional bubbling fluidized bed. The simulation results
are compared to experimental results showing the behaviour of bubbles.
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Fig. 12. Velocity fluctuations before and after time average (50 steps).
• The proposed model proved to be able to efficiently predict the evolution of bubbles, leading to realistic bubble shapes.
The simulation results are consistent with experimental results and somewhat better than those of the FLUENT Eulerian
two-fluid CFD model and DEM models applied in the literature. The imposed additional rules appear to be capable of
describing the basic characteristics of gas–solid flow in bubbling fluidized beds.
• The simulation of the evolution of bubbles in a single jet-bubbling fluidized bed showed realistic trends for the evolution
of bubble size with time; it also provided slightly better predictions than the two-fluid FLUENT model.
• The LGCA approach can be more computationally efficient than FLUENT and other CFD two-phase models.
However, the dual-scale LGCA model is far from mature. Future work will be focussed on the quantitative description of
evolution rules, exploration of its breadth of application, and improving its compatibility and reliability.
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