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Abstract. The problem of genealogy of permutations has been solved partially
by Stefan (odd order) and Acosta-Huma´nez & Bernhardt (power of two). It
is well known that Sharkovskii’s theorem shows the relationship between the
cardinal of the set of periodic points of a continuous map, but simple per-
mutations will show the behaviour of those periodic points. Recently Abdulla
et al studied the structure of minimal 4n + 2-orbits of the continuous endo-
morphisms on the real line. This paper studies some combinatorial dynamics
structures of permutations of mixed order 4n + 2, describing its genealogy,
using Pasting and Reversing.
Mathematics Subject Classification (2000). Primary 37E15; Secondary 05A05,
37A99.
Keywords. Block’s Orbits, Combinatorial Dynamics, Markov Graphs, Pasting,
Periodic Points, Reversing, Sharkovskii’s Theorem, Simple Permutations.
Introduction
According to the Encyclopædia Brittanica, genealogy is “the study of family origins
and history”. In this paper, which is an slightly improvement of [7, 8], we translate
this idea to the context of combinatorial dynamics. In particular, we study how the
concept of genealogy can be used as a way to understand forcing relations between
periodic points. Furthermore, we translate the problems related to periodic points
of functions to the framework of group theory too. That is, we study algebraically
the dynamics through n-cycles and permutations, using Pasting and Reversing of
permutations and n-cycles, according to [2, 7, 8].
The first author is partially supported by the MICIIN/FEDER grant number MTM2012-31714
Spanish Government, also by ECOS Nord France-Colombia No C12M01 and Colciencias.
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Combinatorial Dynamics as a field appears in 1964 with the paper “Co-
Existence of Cycles of a Continuous Mapping of a Line onto Itself” written by
Oleksandr Mikolaiovich Sharkovskii (see [19, 20]). From this point and on, the
study of algebraic and topological relations of continuous functions in R becomes
important. In this context, permutations can be used to show minimal orbits,
where a periodic orbit is called minimal if it is minimal period of the map in
Sharkovski’s ordering.
The structure of minimal odd orbits was characterized by Stefan in 1977,
see [21]. To characterize the structure of general minimal orbits the notions of
simple and strongly simple orbit was introduced and studied by Louis Block, see
[12, 13, 15]. In this definition Block emphasizes in the three different kinds of
orbits related to the three different “tails” in Sharkovskii’s order: the left tail
which corresponds to odd order simple permutations (also known as Stefan orbits),
the right tail which corresponds to power of two order simple permutations (due
to Block, see [13]) and the middle tail which corresponds to mixed order simple
permutations (see also [10, 16, 17]). Moreover, Alseda et al., see [10], and Block &
Coppel, see [14] independently proved that minimal orbits are strongly simple.
Chris Bernhardt suggested the study of predecessors and successors of a sim-
ple permutation in his paper “Simple permutations with order a power of two”
(see [11]) in which he describes a procedure to find the predecessor and the suc-
cessor of any permutation of order a power of two by using transpositions, rising
up a tree with this partial ordering. In the case of Stefan orbits, there exists two
simple permutations per order and its forcing (genealogy) can be described as two
separated lines according to the first permutation in an explicit way, while for
other kind of simple permutation is more complicated the obtaining of an explicit
genealogy.
Inspired and motivated by P. Mumbru´, the first author gave a new perspective
to Bernhardt’s results, by including the operations Pasting and Reversing in order
to obtain a recursive algorithm that produces the genealogy lines in order a power
of two (see [2]). Thus, Pasting and Reversing becomes an important way to study
the genealogy problem in the remaining order: Mixed Order. In this way, in 2010,
the authors presented a first draft of an algebraic and combinatorial dynamics
study of simple permutations with order 4n + 2, see [7], followed by the preprint
[8] in 2011, in where the dynamic is not considered. Curiously, Alseda´ et. al. [10]
suggest a sort of reversing in the study of some periodic orbits, which it was not
considered here.
Recently Abdulla et. al., see [1], presented a simple and constructive proof
of the results obtained by Alseda´ et. al. and Block & Coppel, see [10, 16], on
the structure of minimal 4n + 2-orbits of the continuous endomorphisms on the
real line. They proved that there are four types of Markov graphs up to inverse
graphs. Some of these results coincide with some results obtained previously in
[7, 8] through pasting and reversing techniques, obtained in an independent way.
In this paper, inspired by [2, 11], we improve the previous results presented
in [7, 8]. That is, following the same spirit of [2, 11], we will show a procedure
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to construct simple permutations by using Pasting and Reversing, Markov graphs
and primitive functions. We follow [11, 14, 17] for simple permutations, for instance
strong simple periodic orbits will not be considered here.
1. Combinatorial Dynamics
The theoretical background of this section is based on references [9, 10, 11, 12, 15,
17, 18]. The main topics that we need correspond to Sharkovskii’s theorem, primi-
tive functions and Markov graphs. From a basic course of algebra it is well known
that (Sn, ◦) denotes the group of permutations of order n, which corresponds to
the bijective functions over finite subsets of natural numbers. We denote by Cn the
set of n−cycles of Sn, that is, σ ∈ Cn means that σ has length n and for instance
σn = e and σn−k 6= e, being 0 < k < n. A partition of the interval J = [x1, xn] in
n− 1 closed subintervals will be defined as
Pn = {xi, xi+1 ∈ J : xi < xi+1,∀i = 1, . . . , n− 1}
and the closed subintervals associated to this partition are denoted by
Jk := [xk, xk+1], 1 ≤ k ≤ n− 1.
In particular, if ∀k ∈ Z+, xk = k, then we say that Pn is the natural partition of
J . Thus, we arrive to the following definition.
Definition 1.1. Consider m,n, i ∈ Z+ , J = {x ∈ Z : 1 ≤ x ≤ mn}. The i−th
natural partition of J of size n is given by
P (nm,m, i) := {x ∈ Z : (i− 1)n ≤ x ≤ in, i ≤ m} .
Theorem 1.2 (Sharkovskii’s Theorem, [19]). Let f be a continuous map from the
real line to itself and let C be the ordering of the positive integers
3C 5C 7C · · ·C 3 · 2C 5 · 2C · · ·C 3 · 22 C 5 · 22 C · · ·C 23 C 22 C 2C 1. (1.1)
If f has a periodic point of period n and n satisfies nCm, then f has a periodic
point of period m.
The main result of Sharkovskii relates a new order of the natural numbers
and the existence of cycles (periodic points). He defined a new order for the set
of natural numbers as follows: n1 precedes n2 (n1 C n2) if for all continuous map
of the line into itself the existence of a cycle of order n1 implies the existence of
a cycle of order n2. We recall that by minimal orbit we mean the periodic orbit
which is minimal period of the map in Sharkovski’s ordering (1.1). The following
definitions are adapted from [11].
Definition 1.3. A permutation θ belongs to the set of permutations of f (named
Perm(f)) if and only if there exists a partition Pk such that f(xi) = xθk(i), for
all xi ∈ Pk. It means,
Perm(f) = {θk ∈ Sk : ∃Pk ∧ f(xi) = xθk(i),∀xi ∈ Pk}
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In order to set a relation between permutations and Sharkovskii’s Theorem,
it is necessary to define a relation between permutations of different orders, which
is known as forcing, see [9].
Definition 1.4. Let θ and η be permutations and consider the sets
Fθ := {f : θ ∈ Perm(f)}, Fη := {f : η ∈ Perm(f)}.
We say that θ dominates to η, denoted by θ C η, whether Fθ ⊂ Fη.
Without loss of generality, we can consider linear piece-wise differentiable
functions defined on R (f is continuous on R), due to the dynamics only requires
the study of periodic points.
Definition 1.5. Consider a partition Pn and a permutation θ ∈ Sn. A function
associated to θ is a linear piece-wise differentiable function f satisfying
f(x) =

xθ1 if x < x1
m1x+ b1 if x1 ≤ x < x2
...
mn−2x+ bn−2 if xn−2 ≤ x < xn−1
mn−1x+ bn−1 if xn−1 ≤ x < xn
xθn if x ≥ xn
where
mk =
xθ(k+1) − xθ(k)
xk+1 − xk , bk = xθ(k) −mkxk, k = 1, . . . , n− 1.
We say that f is the primitive function of θ whether Pn is the natural partition
Pn = {1, . . . , n}.
From now on, we work with primitive functions of permutations belonging to Cn.
Definition 1.6. Consider a partition Pn and θ ∈ Perm(f). The Markov graph
associated to f and θ is a directed graph with n− 1 vertices J1, J2, . . . , Jn−1 such
that an arrow is drawn from Jk to Jl if and only if f(Jk) ⊇ Jl. The Markov graph
associated to θ and its primitive function will be called the Markov graph of θ.
Markov graphs of θ are also known as A-graphs, see [9, 11, 17] among others.
Recently Abdulla et. al., see [1], introduced Markov graphs with red edges that they
called digraphs, which will not be considered in this work, digraphs have the strong
condition that an arrow is traced from Jl to Jk whether Jk is the only interval
contained in Jl. Markov graphs are useful to study the dynamics of a function due
to we can see periodic points whether fn(Jk) ⊃ Jk, i.e., departing from Jk there
are n arrows to come back to Jk. Sharkovskii’s Theorem gives information about
the existence of periodic points. If we know the order of the period, then Markov
graph of θ allow us to find information about the structure of those periods.
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The following examples will illustrate the previous definitions.
Example. Consider the permutation
θ =
(
1 2 3 4
2 3 4 1
)
.
The primitive function f associated to θ is:
f(x) =

2 if x < 1
x+ 1 if 1 ≤ x < 3
13− 3x if 3 ≤ x < 4
1 if x ≥ 4
Figure 1. Primitive Function, Example 1
The intervals used to construct the Markov graph related to f and θ in
Example 1 are J1 = [1, 2], J2 = [2, 3], J3 = [3, 4]. We can notice that f(J1) ⊇ J2,
f(J2) = J3 and f(J3) = J1 ∪ J2 ∪ J3.
According to Sharkovskii’s Theorem the existence of a periodic point of order 4
implies the existence of periodic points of order 2 and 1. However, Markov graphs
allow us to find a periodic points of order 3.
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Figure 2. Markov Graph, Example 1
Example. Consider the permutation
θ =
(
1 2 3 4 5 6
6 4 5 1 2 3
)
.
The primitive function f associated to θ is:
f(x) =

6 if x < 1
−2x+ 8 if 1 ≤ x < 2
x+ 2 if 2 ≤ x < 3
−4x+ 17 if 3 ≤ x < 4
x− 3 if 4 ≤ x < 6
3 if x ≥ 6
The intervals used to construct the Markov graph related to f and θ in
Example 2 are J1 = [1, 2], J2 = [2, 3], J3 = [3, 4], J4 = [4, 5], J5 = [5, 6]. We
can notice that f(J2) = J4, f(J4) = J1, f(J5) = J2, f(J1) ⊇ J4, f(J1) ⊇ J5,
f(J3) ⊇ J1, f(J3) ⊇ J2, f(J3) ⊇ J3 and f(J3) ⊇ J4.
The following results due to Bernhardt, [11], are derived from Definition 1.5.
Lemma 1.7. Consider θ ∈ Cn, η ∈ Cm, θ 6= η. Let f be the primitive function of
θ. If η ∈ Perm(f), then the Markov graph of θ has a non-repetitive loop of length
m corresponding to η.
Lemma 1.8. Consider θ ∈ Cn, η ∈ Cm, θ 6= η. The Markov graph of θ has a
non-repetitive loop of length m corresponding to η if and only if θ C η.
Lemmas 1.7 and 1.8 lead to the following result, see [11].
Theorem 1.9 (Sharkovskii’s Extended Theorem, [11]). If θ ∈ Cn, then for any
integer m satisfying nCm there exists η ∈ Cm such that θ C η.
Following [11, 12, 13, 15] we give the following definition.
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Figure 3. Primitive Function, Example 2
Figure 4. Markov Graph, Example 2
Definition 1.10. A permutation is considered simple whether it satisfies one of the
following conditions according to its order
1. Odd order. Consider n ∈ Z+ The permutation θ ∈ C2n+1 is simple whether
θ ∈ {α2n+1, β2n+1}, where
α2n+1 = (1, 2n+ 1, n+ 1, n, n+ 2, n− 1, n+ 3, . . . , 2, 2n)
=
(
1 2 . . . n n+ 1 n+ 2 . . . 2n 2n+ 1
2n+ 1 2n . . . n+ 2 n n− 1 . . . 1 n+ 1
)
and
β2n+1 = (1, n+ 1, n+ 2, n, n+ 3, n− 1, . . . , 2, 2n+ 1)
=
(
1 2 . . . n n+ 1 n+ 2 . . . 2n 2n+ 1
n+ 1 2n+ 1 . . . n+ 3 n+ 2 n . . . 2 1
)
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2. (Order a power of two) A permutation θ ∈ C2n is simple whether it satisfies
the following two conditions
(a) θ2
j
[P (2n, 2j , i)] = P (2n, 2j , i)
(b) θ2
j
[P (2n, 2k+1, j)] ∩ P (2n, 2k+1, j) = ∅
3. (Mixed order (2k + 1)2s) A permutation θ ∈ C(2k+1)2s , where k > 1 and
s > 1, is simple whether it satisfies the following two conditions:
(a) θ [P ((2k + 1)2s, 2s, j)] = P ((2k + 1)2s, 2s, σ (j)), where σ ∈ C2s is sim-
ple;
(b) θ2
s
restricted to each P ((2k + 1)2s, 2s, j) is simple for all j, that is,
the set θ2
s
(P ((2k + 1)2s, 2s, j)) = P ((2k + 1)2s, 2s, j) induces a simple
permutation for all j.
The set of simple permutations belonging to Ck is denoted by Sim(k).
The following examples show some permutations corresponding to the previ-
ous definition.
Example. The permutations
α5 =
(
1 2 3 4 5
5 4 2 1 3
)
, β5 =
(
1 2 3 4 5
3 5 4 2 1
)
are the simple permutation of order 5 (Stefan orbits of order 5), that is, Sim(5) =
{α5, β5}.
Example. The permutation
θ =
(
1 2 3 4
3 4 2 1
)
is a simple permutation of order 4 because θ{1, 2} = {3, 4}, θ{3, 4} = {1, 2},
θ{1, 2, 3, 4} = {1, 2, 3, 4}, θ2{1, 2} = {1, 2}, θ2{3, 4} = {3, 4}, θ2{1} = {2},
θ2{2} = {1}, θ2{3} = {4}, θ2{4} = {3}. That is, θ ∈ Sim(4).
Example. Consider the permutation
θ =
(
1 2 3 4 5 6
6 5 4 1 3 2
)
.
Taking
α3 =
(
1 2 3
3 1 2
)
, β3 =
(
1 2 3
2 3 1
)
, σ =
(
1 2
2 1
)
,
we see that
θ [P (6, 2, 1)] = θ [{1, 2, 3}] = {6, 5, 4} = {4, 5, 6} = P (6, 2, σ (1)) = P (6, 2, 2) ,
θ [P (6, 2, 2)] = θ [{4, 5, 6}] = {1, 3, 2} = {1, 2, 3} = P (6, 2, σ (2)) = P (6, 2, 1) .
Due to
θ2 =
(
1 2 3 4 5 6
2 3 1 6 4 5
)
,
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we have that
θ2 [P (6, 2, 1)] = θ2 [{1, 2, 3}] = {2, 3, 1} = {1, 2, 3} = P (6, 2, 1) ,
θ2 [P (6, 2, 2)] = θ2 [{4, 5, 6}] = {6, 4, 5} = {4, 5, 6} = P (6, 2, 2) ,
which induce the simple permutations α3 and β3. That is, θ
2 restricted to P (6, 2, 1)
is β3 and θ
2 restricted to P (6, 2, 2) is α3.
The concept of (2k−1)2s simple periodic orbit was refined by Block & Coppel
in [14], and adapted from [1], as follows:
Definition 1.11. A simple (2k−1)2s-orbit of f is said to be strongly simple whether
f maps the midpoint of every block of 2k− 1 consecutive points into another such
midpoint, with one exception. In particular, this implies that f maps every block
monotonically onto another block, with one exception.
The following result was obtained independently by Alseda´ et. al. and Block
& Coppel, see [10, 14].
Theorem 1.12 (Alseda´ et. al. - Block & Coppel, [10, 14]). Minimal (2k−1)2s -orbit
of f , where k > 1 and s > 1, is strongly simple unless k = 2, in which case it is
simple.
2. Pasting and Reversing
Pasting and Reversing operations have been defined and applied on integer num-
bers ([3]), rings over commutative fields ([5]), vector spaces and matrices ([4, 5]),
cycles and permutations ([2, 7, 8]). A kind of reversing was mentioned by Alseda´
et. al ([10]) to study minimal orbits. In this paper, Pasting and Reversing oper-
ations will be used to describe the genealogy of simple permutations with mixed
order 4n + 2 and a procedure to generate them such as were done in the case of
simple permutations with order a power of two, see [2].
Definition 2.1 (Pasting of Disjoint Cycles of a Permutation). Consider θ = uv ∈
Sn, being u and v disjoint cycles such that
θ = uv = (i1, . . . , ik)(ik+1, . . . , in),
where i1 = 1 and for j > k + 1, it satisfies that ik+1 < ij. The Pasting of u with
v is the n-cycle defined as follows:
u  v = (i1, . . . , ik, ik+1, . . . , in)
Definition 2.2 (Reversing of Cycles). Consider a q-cycle of a permutation θ ∈ Sn
given by u = (i1, . . . , iq), where i1 < ij for all j > 1 and q ≤ n. The Reversing of
u, denoted by u˜, is
u˜ := (i1, ik, ik−1, . . . , i2).
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Recall that we write any q-cycle in the form (i1, i2, . . . , iq) where i1 < ij for
all j > 1. Furthermore, pasting and reversing of permutations written as cycles will
not be considered here. Pasting and Reversing of disjoint cycles of a permutation
are considered in Definition 2.1 and Definition 2.2, whilst Pasting and Reversing
of permutations will be given in Definition 2.3 and Definition 2.4.
Definition 2.3 (Pastings of Permutations). Consider α ∈ Sm, β ∈ Sn. The left and
right pastings of α with β are permutations in Sn+m defined as follows:
• Left Pasting of α with β, denoted by α | β, is
α | β :=
(
1 . . . m m+ 1 . . . m+ n
α(1) + n . . . α(m) + n β(1) . . . β(n)
)
• Right Pasting of α with β, denoted by α | β, is
α | β =:
(
1 . . . m m+ 1 . . . m+ n
α(1) . . . α(m) β(1) +m . . . β(n) +m
)
.
Definition 2.4 (Reversing of Permutations). Consider α ∈ Sm. Reversing of α,
denoted by α˜, is the permutation of Sm defined as
α˜ =
(
1 2 . . . m− 1 m
α(m) α(m)− 1 . . . α(2) α(1)
)
.
The following results, which appear without proof in [2], states the properties
as algebraic structure of Pasting and Reversing for permutations and disjoint cycles
of permutations. Here we prove these theorems.
Theorem 2.5 (Idempotency Laws of Reversing). Assume α ∈ Sm, θ ∈ Sn such
that u is a q-cycle of θ given by u = (i1, . . . , iq), then the following hold
1. ˜˜α = α
2. ˜˜u = u
Proof. We prove the theorem according to each item.
1. Consider α ∈ Sm
α =
(
1 2 . . . m− 1 m
α(1) α(2) . . . α(m− 1) α(m)
)
α˜ =
(
1 2 . . . m− 1 m
α(m) α(m− 1) . . . α(2) α(1)
)
˜˜α = ( 1 2 . . . m− 1 m
α(1) α(2) . . . α(m− 1) α(m)
)
˜˜α = α
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2. Consider u = (i1, i2, . . . , iq−1, iq). Therefore
u˜ = (i1, iq, iq−1 . . . , i2)˜˜u = (i1, i2, . . . , iq−1, iq)˜˜u = u
Thus the theorem is proven. 
Theorem 2.6 (Associative Property of Pasting). Consider the permutations α ∈
Sm, β ∈ Sn, γ ∈ Sk and θ = uvw ∈ Sr such that u, v, w are disjoint cycles of
θ given by u = (i1, . . . , is1), v = (is1+1, . . . , is2), w = (is2+1, . . . , ir), then the
following statements hold.
1. (α | β) | γ = α | (β | γ)
2. (α | β) | γ = α | (β | γ)
3. (u  v)  w = u  (v  w)
Proof. We proceed according to each item.
1. Due to α ∈ Sm, β ∈ Sn, γ ∈ Sk, we have
α | β =
(
1 . . . m m+ 1 . . . m+ n
α(1) + n . . . α(m) + n β(1) . . . β(n)
)
(α | β) | γ =
(
1 . . . m m+ 1 . . . m+ n
α(1) + n+ k . . . α(m) + n+ k β(1) + k . . . β(n) + k
m+ n+ 1 . . . m+ n+ k
γ(1) . . . γ(k)
)
On the other hand
β | γ =
(
1 . . . n n+ 1 . . . n+ k
β(1) + k . . . β(n) + k γ(1) . . . γ(k)
)
α | (β | γ) =
(
1 . . . m m+ 1 . . . m+ n
α(1) + n+ k . . . α(m) + n+ k β(1) + k . . . β(n) + k
m+ n+ 1 . . . m+ n+ k
γ(1) . . . γ(k)
)
Therefore (α | β) | γ = α | (β | γ).
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2. Due to α ∈ Sm, β ∈ Sn, γ ∈ Sk, we have
α | β =
(
1 . . . m m+ 1 . . . m+ n
α(1) . . . α(m) β(1) +m . . . β(n) +m
)
(α | β) | γ =
(
1 . . . m m+ 1 . . . m+ n
α(1) . . . α(m) β(1) +m . . . β(n) +m
m+ n+ 1 . . . m+ n+ k
γ(1) +m+ n . . . γ(k) +m+ n
)
On the other hand
β | γ =
(
1 . . . n n+ 1 . . . n+ k
β(1) . . . β(n) γ(1) + n . . . γ(k) + n
)
α | (β | γ) =
(
1 . . . m m+ 1 . . . m+ n
α(1) . . . α(m) β(1) +m . . . β(n) +m
m+ n+ 1 . . . m+ n+ k
γ(1) +m+ n . . . γ(k) +m+ n
)
Therefore (α | β) | γ = α | (β | γ).
3. Due to u = (i1, . . . , is1), v = (is1+1, . . . , is2) and w = (is2+1, . . . , ir), we have
u  v = (i1, . . . , is1 , is1+1, . . . , is2)
(u  v)  w = (i1, . . . , is1 , is1+1, . . . , is2 , is1+s2+1, . . . , ir)
On the other hand
v  w = (is1+1, . . . , is2 , is2+1, . . . , ir)
u  (v  w) = (i1, . . . , is1 , is1+1, . . . , is2 , is2+1, . . . , ir)
Therefore (u  v)  w = u  (v  w).
Thus, the proof is complete. 
The following result corresponds to a sort of non-commutative De Morgan’s
laws for Pasting and Reversing of Permutations. We will not consider an analogous
for disjoint cycles of permutations.
Theorem 2.7 (De Morgan’s laws for Pasting and Reversing of Permutations).
Consider α ∈ Sm, β ∈ Sn, then the following statements hold.
1. α˜ | β = β˜ | α˜
2. α˜ | β = β˜ | α˜
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Proof. Due to α ∈ Sm, β ∈ Sn, we have that
α˜ | β =
˜( 1 . . . m m+ 1 . . . m+ n
α(1) + n . . . α(m) + n β(1) . . . β(n)
)
=
(
1 . . . n n+ 1 . . . m . . . m+ n
β(n) . . . β(1) α(m) + n . . . α(1) . . . α(1) + n
)
=
(
1 . . . n
β(n) . . . β(1)
)
 |
(
1 . . . m
α(m) . . . α(1)
)
=
˜( 1 . . . n
β(1) . . . β(n)
)
 |
˜( 1 . . . m
α(1) . . . α(m)
)
= β˜ | α˜
In a similar way,
α˜ | β =
˜( 1 . . . m m+ 1 . . . m+ n
α(1) . . . α(m) β(1) +m . . . β(n) +m
)
=
(
1 . . . n n+ 1 . . . m+ n
β(n) +m . . . β(1) +m α(m) . . . α(1)
)
=
(
1 . . . n
β(n) . . . β(1)
)
| 
(
1 . . . m
α(m) . . . α(1)
)
=
˜( 1 . . . n
β(1) . . . β(n)
)
| 
˜( 1 . . . m
α(1) . . . α(m)
)
= β˜ | α˜
Completing the proof. 
3. Genealogy of Simple Permutations
To start a genealogy, we need predecessors and successors of a member of the
family. Is natural to see that any element in a genealogy has only one immediate
predecessor, but not necessarily it has one immediate successor, as for example
any people can have only one father but more than one son. Now, the genealogy
of a member of the family is the tree that begin with the first predecessor and
include such member with their successors. When the time tends to infinity, the
number of predecessors of such member is finite, while its number of successors is
not finite. These rules can apply for simple permutations too, up to special cases.
The following definitions are in agreement with the ideas presented in [2, 11].
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Definition 3.1 (Predecessors and Successors of Simple Permutations). Given three
simple permutations θk ∈ Sk, θm ∈ Sm and θn ∈ Sn, we say that θn is an imme-
diate predecessor of θm (denoted by θn ≺ θm) and θk is an immediate successor of
θm (denoted by θm ≺ θk) whether they satisfy each one of the following conditions:
1. k < m < n,
2. θk C θm C θn (resp. θn C θm C θk),
3. k CmC n (resp. nCmC k),
4. k,m, n (resp. n,m, k) are consecutive integers in the Sharkovskii order.
The first predecessor of θm is the simple permutation that has not immediate suc-
cessor in a chain of immediate predecessors that ends with θm. A j-th successor
(resp. predecessor) of θm is the simple permutation placed in the position j + 1
(resp. 1) in a chain containing j immediate successors (resp. predecessors) of θm
starting (resp. ending) with itself. The simple permutation θ is a predecessor (resp.
successor) of θm whether there is a finite chain of immediate predecessors (resp.
succesors) between θ and θm (resp. θm and θ).
According to Definition 3.1, if θ is of odd order (resp. power of two), their
predecessors an successors also will be of odd order (resp. power of two). Therefore,
predecessors and successors for simple permutations with mixed order depend on
the required block on the middle tail in the Sharkovskii ordering. That is, for s
fixed, we can get predecessors and successors of a simple permutation with order
2s(2k + 1). In [2] was introduced the concept Genealogy to describe the tree of
predecessors and successors of simple permutations with order a power of two. In
general, we have the following definition.
Definition 3.2 (Genealogy of Simple Permutations). Let θ be a simple permutation.
The tree formed by all predecessors and all successors of θ is called the genealogy
of θ. A branch of the genealogy of θ is a chain which includes predecessors and suc-
cessors of θ, but starting with the first predecessor of θ and any simple permutation
has only one immediate successor.
We illustrate the previous definitions with the following example.
Example (Stefan Orbits). The genealogy of permutations with odd order is{
α3 ≺ α5 ≺ · · · ≺ α2n−1 ≺ · · ·
β3 ≺ β5 ≺ · · · ≺ β2n−1 ≺ · · ·
This genealogy, which has not the first predecessor, has two isolated branches
α3 ≺ α5 ≺ · · · ≺ α2n−1 ≺ · · · and β3 ≺ β5 ≺ · · · ≺ β2n−1 ≺ · · ·
with first predecessors α3 and β3 respectively. We see that immediate successors
of elements belonging to Sim(2k − 1) are elements belonging to Sim(2k + 1)
and immediate predecessors of elements belonging to Sim(2k− 1) are elements of
Sim(2k− 3). Finally, we observe that θ ≺ φ implies that θCφ, where θ and φ are
simple permutations with odd order.
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The next aim is to illustrate the genealogy for simple permutations with order
a power of two, which has been described by Bernhardt [11] through transpositions
and by Acosta-Huma´nez [2] through Pasting and Reversing. The following has been
adapted from [11].
Definition 3.3. If θ ∈ Sim(2n) then θ∗ ∈ S2n+1 and θ∗ ∈ S2n−1 , are defined by
θ∗(2k) = 2θ(k), θ∗(2k − 1) = 2θ(k)− 1,
θ∗(k) =
⌊
1
2
(θ(2k) + 1)
⌋
where bxc is the greatest integer less than or equal to x.
We consider the transposition ρs and the permutation en given by
ρs :=
(
2s− 1 2s
2s 2s− 1
)
, en :=
(
1 2 3 . . . n− 1 n
1 2 3 . . . n− 1 n
)
.
By ρk ◦ ρm we denote the composition of transpositions ρk and ρs. The following
theorem, see [11], states the existence of predecessors and successors of a given
simple permutation with order a power of two and a way to obtain them.
Theorem 3.4 (Bernhardt, [11]). Consider η ∈ Sim(2n+1), θ ∈ Sim(2n), φ ∈
Sim(2n−1). If η / θ / φ, then φ ≺ θ ≺ η, η = θ∗ ◦ ρi1 ◦ · · · ◦ ρi2m−1 and φ = θ∗.
The following theorem, due to the first author in [2], shows a way to construct
the same genealogy by using Pasting and Reversing. It is an important result
because it is the first use of Pasting and Reversing in combinatorial dynamics.
Theorem 3.5 (Acosta-Huma´nez, [2]). Consider n = 2k+1, k ∈ Z, θ1 = φ1 = (1),
θn and φn permutations as follows:
θn = en2 | θn2 , (3.1)
φn = e˜n2 | φ˜n2 . (3.2)
The following statements hold.
1. φn = ˜φn2  | en2 ,
2. θn, φn ∈ Sim(n),
3. θn
2
≺ θn ≺ θ2n,
4. φn
2
≺ φn ≺ φ2n,
5. (θ2n)∗ = θn = (θn2 )
∗ ◦ ρn
2
,
6. (φ2n)∗ = φn = (φn2 )
∗ ◦ ρ1 . . . ρn−2
2
.
7. Let u and v be disjoint cycles of (θn)
∗. The permutation (θn)∗ = uv if and
only if (θ2n) = u  v.
8. Let p and q be disjoint cycles of (φn)
∗. The permutation (φn)∗ = pq if and
only if exists η2n ∈ Sim(2n), being η2n 6= φ2n, such that η2n = p  q.
9. ϕ = (θn ◦ ρk) ◦ (φn ◦ ρj),∀ϕ ∈ Sim(n), where ρk and ρj are compositions of
odd length transpositions,
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10. ϕ2 = ϕ∗ | ϕ∗,∀ϕ ∈ Sim(n).
According to Theorem 3.5 we can construct in an explicit way two branches
of the genealogy of simple permutations with order a power of two, which has the
first predecessor (1) = φ1 = θ1. This means that the genealogy starts with (1) and
any branch of the genealogy must include it as the first predecessor. Furthermore,
we see that if φ ≺ θ ≺ η, then η C θ C φ, which is different to the case of simple
permutations with odd order, such as we see in the following example.
Example (Branches θ2k and φ2k). The branch θ2k writing as cycles is
(1) ≺ (1, 2) ≺ (1, 3, 2, 4) ≺ (1, 5, 3, 7, 2, 6, 4, 8) ≺
(1, 9, 5, 13, 3, 11, 7, 15, 2, 10, 6, 14, 4, 12, 8, 16) ≺ · · ·
The branch φ2k writing as cycles is
(1) ≺ (1, 2) ≺ (1, 4, 2, 3) ≺ (1, 8, 4, 5, 2, 7, 3, 6) ≺
(1, 16, 8, 9, 4, 13, 5, 12, 2, 15, 7, 10, 3, 14, 6, 11) ≺ · · ·
Theorem 3.5 and the genealogy of simple permutations with odd order in-
spired the next section, genealogy of simple permutations with mixed order 4n+ 2
(mixed order (2n + 1)2s with s = 1 and n > 0), which contains the main results
and a lot of examples of this paper.
4. Main Results
According to the previous section, immediate successors of elements belonging to
Sim(4n− 2) are elements of Sim(4n+ 2) and immediate predecessors of elements
belonging to Sim(4n+2) are elements of Sim(4n−2). In this section we determine
some branches of the genealogy of simple permutations with mixed order 4n + 2
as well the complete the explicit forms of Sim(6) and Sim(10).
4.1. Genealogy in Sim(4n+ 2)
The following theorems correspond to our main results.
Theorem 4.1. If θ ∈ Sim(4n + 2), its genealogy has only four branches and the
number of members of its genealogy until itself is 8n+ 4.
Proof. As θ is simple, θ [P (4n+ 2, 2, j)] = P (4n+ 2, 2, σ (j)), where σ = (1, 2), it
implies that the first element of those simple permutations has to be greater than
2n+ 1. Now, θ2 restricted to P (4n+ 2, 2, j) is simple for all j = 1, 2. Therefore,
θ(1) = k, with k = 2n+ 2, . . . , 4n+ 2. For instance, there exist 4 simple permu-
tations with order 2n + 1 in the restriction of θ2, that is, the genealogy of θ has
four branches. On the other hand, the first element of a simple permutation in
this order has to be taken from {2n+ 2, 2n+ 3, . . . , 4n+ 2} in order to accomplish
the conditions 3.a and 3.b in Definition 1.10. Thus, there are 2n + 1 ways to ob-
tain a simple permutation associated to each one of the 4 possible θ2. It means,
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8n + 4 simple permutations with order 4n + 2, which corresponds to the number
of members of its genealogy until itself. 
Theorem 4.2. Consider the two branches of the genealogy of simple permutations
with odd order α2n+1 and β2n+1 given in Definition 1.10. Consider the set
P := {θ4n+2, φ4n+2, η4n+2, ϕ4n+2} ⊂ S4n+2
where the permutations are defined as follows:
θ4n+2 := α2n+1 | e2n+1, (4.1)
η4n+2 := e2n+1 | α2n+1, (4.2)
φ4n+2 := β2n+1 | e2n+1, (4.3)
ϕ4n+2 := e2n+1 | β2n+1. (4.4)
The following statements hold.
1. θ24n+2 = η
2
4n+2 = α2n+1 | α2n+1, φ24n+2 = ϕ24n+2 = β2n+1 | β2n+1,
2. P ⊂ Sim(4n+ 2),
3. θ4n−2 ≺ θ4n+2 ≺ θ4n+6, φ4n−2 ≺ φ4n+2 ≺ φ4n+6, η4n−2 ≺ η4n+2 ≺ η4n+6,
ϕ4n−2 ≺ ϕ4n+2 ≺ ϕ4n+6.
Proof. We proceed according to each item.
1. Due to θ4n+2 = α2n+1 | e2n+1 ∈ S4n+2 and η4n+2 = e2n+1 | α2n+1 ∈ S4n+2,
we have that
θ4n+2 =
(
1 . . . 2n+ 1 2n+ 2 . . . 4n+ 2
α2n+1(1) + 2n+ 1 . . . α2n+1(2n+ 1) + 2n+ 1 1 . . . 2n+ 1
)
and
η4n+2 =
(
1 . . . 2n+ 1 2n+ 2 . . . 4n+ 2
2n+ 2 . . . 4n+ 2 α2n+1(1) . . . α2n+1(2n+ 1)
)
.
Owing to α2n+1 = (1, 2n+ 1, n+ 1, n, n+ 2, n− 1, n+ 3, . . . , 2, 2n), therefore
θ4n+2 =
(
1 2 . . . 2n 2n+ 1 2n+ 2 . . . 4n+ 1 4n+ 2
4n+ 2 4n+ 1 . . . 2n+ 2 3n+ 2 1 . . . 2n 2n+ 1
)
and
η4n+2 =
(
1 2 . . . 2n+ 1 2n+ 2 2n+ 3 . . . 4n+ 1 4n+ 2
2n+ 2 2n+ 3 . . . 4n+ 2 2n+ 1 2n . . . 1 n+ 1
)
.
We see that θ22n+1 = η
2
2n+1. Moreover,
θ24n+2 =
(
1 2 . . . 2n 2n+ 1 2n+ 2 2n+ 3 . . . 4n+ 1 4n+ 2
2n+ 1 2n . . . 1 n+ 1 4n+ 2 4n+ 1 . . . 2n+ 2 3n+ 2
)
=
(
1 . . . 2n+ 1
α2n+1(1) . . . α2n+1(2n+ 1)
)
 |
(
1 . . . 2n+ 1
α2n+1(1) . . . α2n+1(2n+ 1)
)
= α2n+1 | α2n+1
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Thus, we proved that θ22n+1 = η
2
2n+1 = α2n+1 | α2n+1. Now, assuming
r = 2n + 1 and due to φ2r = βr | er ∈ S2r, ϕ2r = er | βr ∈ S2r, we have
that
φ2r =
(
1 . . . r r + 1 . . . 2r
βr(1) + r . . . βr(r) + r 1 . . . r
)
and
ϕ2r =
(
1 . . . r r + 1 . . . 2r
r + 1 . . . 2r βr(1) . . . βr(r)
)
.
Owing to βr = (1,
r+1
2 ,
r+3
2 ,
r−1
2 ,
r+5
2 ,
r−3
2 , . . . , 2, r), we obtain
φ2r =
(
1 . . . r r + 1 . . . 2r
3r+1
2 . . . r + 1 1 . . . r
)
and
ϕ2r =
(
1 . . . r r + 1 . . . 2r
r + 1 . . . 2r r+12 . . . 1
)
.
and proceeding as for the previous case, we have
φ22r =
(
1 2 . . . r r + 1 r + 2 . . . 2r
βr(1) βr(2) . . . βr(r) βr(1) + r βr(2) + r . . . βr(r) + r
)
=
(
1 2 . . . n
βr(1) βr(2) . . . βr(r)
)
 |
(
1 2 . . . r
βr(1) βr(2) . . . βr(r)
)
= βr | βr
and
ϕ22r =
(
1 2 . . . r r + 1 r + 2 . . . 2r
βr(1) βr(2) . . . βr(r) βr(1) + r βr(2) + r . . . βr(r) + r
)
= φ22r
= βr | βr
2. By previous item we have that θ4n+2, η4n+2, φ4n+2 and ϕ4n+2 are (4n+ 2)-
cycles, thus, P ⊂∈ C4n+2. Now, we will see that θ4n+2, η4n+2, φ4n+2 and
ϕ4n+2 satisfy 3 in Definition 1.10. We start looking condition 3.a, thus we
have that
θ4n+2 [P (4n+ 2, 2, 1)] = θ4n+2{1, 2, . . . , 2n, 2n+ 1}
= {α2n+1(1) + 2n+ 1, . . . , α2n+1(2n+ 1) + 2n+ 1}
= {2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= P (10, 2, 2)
= P (10, 2, σ (1))
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θ4n+2 [P (4n+ 2, 2, 2)] = θ4n+2{2n+ 1, 2n+ 2, . . . , 4n+ 1, 4n+ 2}
= {e2n+1(1), e2n+1(2), . . . , e2n+1(2n), e2n+1(2n+ 1)}
= {1, 2, . . . , 2n, 2n+ 1}
= P (10, 2, 1)
= P (10, 2, σ (2))
Now, we see whether θ4n+2 satisfies the condition 3.b in Definition 1.10.
By the previous item we have that,
θ24n+2 [P (4n+ 2, 2, 1)] = α2n+1{1, 2, . . . , 2n, 2n+ 1}
= {α2n+1(1), . . . , α2n+1(2n+ 1)}
= {1, 2, . . . , 2n, 2n+ 1}
= P (4n+ 2, 2, 1)
θ24n+2 [P (4n+ 2, 2, 2)] = θ
2
4n+2{2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= {α2n+1(1) + 2n+ 1, . . . , α2n+1(2n+ 1) + 2n+ 1}
= {2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= P (4n+ 2, 2, 2)
For instance, θ24n+2 restricted to P (4n+ 2, 2, j), being j = 1, 2, is α2n+1,
which is simple. Thus, we proved that θ4n+2 ∈ Sim(4n+ 2).
Similarly for η4n+2, we start condition 3.a, thus we have that
η4n+2 [P (4n+ 2, 2, 1)] = η4n+2{1, 2, . . . , 2n, 2n+ 1}
= {α2n+1(1) + 2n+ 1, . . . , α2n+1(2n+ 1) + 2n+ 1}
= {2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= P (10, 2, 2)
= P (10, 2, σ (1))
η4n+2 [P (4n+ 2, 2, 2)] = η4n+2{2n+ 1, 2n+ 2, . . . , 4n+ 1, 4n+ 2}
= {e2n+1(1), e2n+1(2), . . . , e2n+1(2n), e2n+1(2n+ 1)}
= {1, 2, . . . , 2n, 2n+ 1}
= P (10, 2, 1)
= P (10, 2, σ (2))
Now, we see that η4n+2 satisfies the condition 3.b in Definition 1.10
because, by the previous item, η24n+2 = θ
2
4n+2. Thus, we proved that η4n+2 ∈
Sim(4n+ 2).
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The following step is the analysis of φ4n+2. We start looking condition
3.a in Definition 1.10, thus we have that
φ4n+2 [P (4n+ 2, 2, 1)] = φ4n+2{1, 2, . . . , 2n, 2n+ 1}
= {β2n+1(1) + 2n+ 1, . . . , β2n+1(2n+ 1) + 2n+ 1}
= {2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= P (10, 2, 2)
= P (10, 2, σ (1))
φ4n+2 [P (4n+ 2, 2, 2)] = φ4n+2{2n+ 1, 2n+ 2, . . . , 4n+ 1, 4n+ 2}
= {e2n+1(1), e2n+1(2), . . . , e2n+1(2n), e2n+1(2n+ 1)}
= {1, 2, . . . , 2n, 2n+ 1}
= P (10, 2, 1)
= P (10, 2, σ (2))
Now, we see whether φ4n+2 satisfies the condition 3.b in Definition 1.10.
By the previous item we have that,
φ24n+2 [P (4n+ 2, 2, 1)] = β2n+1{1, 2, . . . , 2n, 2n+ 1}
= {β2n+1(1), . . . , β2n+1(2n+ 1)}
= {1, 2, . . . , 2n, 2n+ 1}
= P (4n+ 2, 2, 1)
φ24n+2 [P (4n+ 2, 2, 2)] = φ
2
4n+2{2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= {β2n+1(1) + 2n+ 1, . . . , β2n+1(2n+ 1) + 2n+ 1}
= {2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= P (4n+ 2, 2, 2)
For instance, the restriction of φ24n+2 to P (4n+ 2, 2, j), being j = 1, 2, is
β2n+1, which is simple. Thus, we proved that φ4n+2 ∈ Sim(4n+ 2).
Finally, we analyse to ϕ4n+2. We start looking condition 3.a, thus we
have that
ϕ4n+2 [P (4n+ 2, 2, 1)] = ϕ4n+2{1, 2, . . . , 2n, 2n+ 1}
= {β2n+1(1) + 2n+ 1, . . . , β2n+1(2n+ 1) + 2n+ 1}
= {2n+ 2, 2n+ 3, . . . , 4n+ 1, 4n+ 2}
= P (10, 2, 2)
= P (10, 2, σ (1))
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ϕ4n+2 [P (4n+ 2, 2, 2)] = ϕ4n+2{2n+ 1, 2n+ 2, . . . , 4n+ 1, 4n+ 2}
= {e2n+1(1), e2n+1(2), . . . , e2n+1(2n), e2n+1(2n+ 1)}
= {1, 2, . . . , 2n, 2n+ 1}
= P (10, 2, 1)
= P (10, 2, σ (2))
Now, we see that ϕ4n+2 satisfies the condition 3.b in Definition 1.10
because, by the previous item, ϕ24n+2 = φ
2
4n+2. Thus, we proved that ϕ4n+2 ∈
Sim(4n+ 2). In conclusion, P ⊂ Sim(4n+ 2).
3. By Sharkovskii’s order we have that
4n− 2C θ4n+2 C θ4n+6,
φ4n−2 C φ4n+2 C φ4n+6,
η4n−2 C η4n+2 C η4n+6,
ϕ4n−2 C ϕ4n+2 C ϕ4n+6.
On the other hand, due to P ⊂ Sim(4n+ 2), 4n− 2 < 4n+ 2 < 4n+ 6 and
there is not intermediate elements in 4n − 2 C 4n + 2 C 4n + 6, we obtain
θ4n−2 ≺ θ4n+2 ≺ θ4n+6, φ4n−2 ≺ φ4n+2 ≺ φ4n+6, η4n−2 ≺ η4n+2 ≺ η4n+6,
ϕ4n−2 ≺ ϕ4n+2 ≺ ϕ4n+6.

To illustrate the previous theorems, we introduce the following examples.
Example. The permutations
θ6 = α3 | e3 =
(
1 2 3 4 5 6
6 4 5 1 2 3
)
,
φ6 = β3 | e3 =
(
1 2 3 4 5 6
5 6 4 1 2 3
)
,
η = e3 | α3 =
(
1 2 3 4 5 6
4 5 6 3 1 2
)
and
ϕ = e3 | β3 =
(
1 2 3 4 5 6
4 5 6 2 3 1
)
are simple permutations of order 6.
Example. The branches θ4n+2, φ4n+2, η4n+2 and ϕ4n+2 of the genealogy associated
to Sim(4n+ 2) are respectively:
(1, 6, 3, 5, 2, 4) ≺ (1, 10, 5, 8, 3, 7, 2, 9, 4, 6) ≺ · · ·
(1, 5, 2, 6, 3, 4) ≺ (1, 8, 3, 9, 4, 7, 2, 10, 5, 6) ≺ · · ·
(1, 4, 3, 6, 2, 5) ≺ (1, 6, 5, 10, 3, 8, 2, 7, 4, 9) ≺ · · ·
(1, 4, 2, 5, 3, 6) ≺ (1, 6, 3, 8, 4, 9, 2, 7, 5, 10) ≺ · · ·
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4.2. Permutations belonging to Sim(6) and Sim(10)
Here we use Pasting operation and simple permutations of odd order to construct
simple permutations with order 6 and 10. Definition 1.10 allows to suggest a way
to construct simple permutations θ taking as reference θ2 and its relation with α
and/or β. We illustrate this in the following example.
Example. Consider α3, β3 and σ = (1, 2). Let θ be the permutation
θ =
(
1 2 3 4 5 6
6 5 4 1 3 2
)
.
We see that
θ [P (6, 2, 1)] = θ [{1, 2, 3}] = {6, 5, 4} = {4, 5, 6} = P (6, 2, σ (1)) = P (6, 2, 2)
θ [P (6, 2, 2)] = θ [{4, 5, 6}] = {1, 3, 2} = {1, 2, 3} = P (6, 2, σ (2)) = P (6, 2, 1)
Now, owing to
θ2 =
(
1 2 3 4 5 6
2 3 1 6 4 5
)
= β3 | α3,
we see that θ2 restricted to P (6, 2, 1) and P (6, 2, 2) are simple permutations (α3
or β3). For instance, θ ∈ Sim(6). We can recover θ throughout θ2 using right
pasting.
The previous example gives a motivation to find the complete set of simple
permutations with mixed order 6 and 10, using right Pasting. From now on we
denote by σ the transposition (1, 2), that is, σ = (1, 2). According to Theorem
4.1, there are 12 simple permutations of order 6 in 4 branches, each one of these
branches correspond to θ2 by right Pasting of α3 and β3 as follows:
1. Consider α = α3 and θαα such that θ
2
αα = α | α, i.e.,
θ2αα =
(
1 2 3 4 5 6
3 1 2 6 4 5
)
,
which give us the following options for θαα.
θαα6 =
(
1 2 3 4 5 6
6 4 5 1 2 3
)
θαα5 =
(
1 2 3 4 5 6
5 6 4 2 3 1
)
θαα4 =
(
1 2 3 4 5 6
4 5 6 3 1 2
)
For i = 4, 5, 6 we have
θααi [P (6, 2, 1)] = θααi [{1, 2, 3}]
= {4, 5, 6}
= P (6, 2, σ (1))
= P (6, 2, 2)
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θααi [P (6, 2, 2)] = θααi [{4, 5, 6}]
= {1, 2, 3}
= P (6, 2, σ (2))
= P (6, 2, 1)
Furthermore, θ2ααi restricted to P (6, 2, 1) and P (6, 2, 2) is α3, which is simple.
For instance {θααi : 4 ≤ i ≤ 6} ⊂ Sim(6).
2. Consider β = β3 and θββ such that θ
2
ββ = β | β, i.e.,
θ2ββ =
(
1 2 3 4 5 6
2 3 1 5 6 4
)
,
which give us the following options for θββ .
θββ4 =
(
1 2 3 4 5 6
4 5 6 2 3 1
)
θββ5 =
(
1 2 3 4 5 6
5 6 4 1 2 3
)
θββ6 =
(
1 2 3 4 5 6
6 4 5 3 1 2
)
For i = 4, 5, 6 we have
θββi [P (6, 2, 1)] = θββi [{1, 2, 3}]
= {4, 5, 6}
= P (6, 2, σ (1))
= P (6, 2, 2)
θββi [P (6, 2, 2)] = θββi [{4, 5, 6}]
= {1, 2, 3}
= P (6, 2, σ (2))
= P (6, 2, 1)
Furthermore, θ2ββi restricted to P (6, 2, 1) and P (6, 2, 2) is β3, which is simple.
For instance {θββi : 4 ≤ i ≤ 6} ⊂ Sim(6).
3. Consider α = α3, β = β3 and θαβ such that θ
2
αβ = α | β, i.e.,
θ2αβ =
(
1 2 3 4 5 6
3 1 2 5 6 4
)
.
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Thus, we have the following options for θαβ .
θαβ4 =
(
1 2 3 4 5 6
4 6 5 3 1 2
)
θαβ5 =
(
1 2 3 4 5 6
5 4 6 1 3 2
)
θαβ6 =
(
1 2 3 4 5 6
6 5 4 2 1 3
)
For i = 4, 5, 6
θαβi [P (6, 2, 1)] = θαβi [{1, 2, 3}]
= {4, 5, 6}
= P (6, 2, σ (1))
= P (6, 2, 2)
θαβi [P (6, 2, 2)] = θαβi [{4, 5, 6}]
= {1, 2, 3}
= P (6, 2, σ (2))
= P (6, 2, 1)
Furthermore, θ2αβi restricted to P (6, 2, 1) and P (6, 2, 2) is either α3 or β3,
which are simple. For instance {θαβi : 4 ≤ i ≤ 6} ⊂ Sim(6).
4. Consider α = α3, β = β3 and θβα such that θ
2
βα = β | α, i.e.,
θ2βα =
(
1 2 3 4 5 6
2 3 1 6 4 5
)
.
Thus, we have the following options for θβα
θβα4 =
(
1 2 3 4 5 6
4 6 5 2 1 3
)
θβα5 =
(
1 2 3 4 5 6
5 4 6 3 2 1
)
θβα6 =
(
1 2 3 4 5 6
6 5 4 1 3 2
)
For i = 4, 5, 6 we have
θβαi [P (6, 2, 1)] = θβαi [{1, 2, 3}]
= {4, 5, 6}
= P (6, 2, σ (1))
= P (6, 2, 2)
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θβαi [P (6, 2, 2)] = θβαi [{4, 5, 6}]
= {1, 2, 3}
= P (6, 2, σ (2))
= P (6, 2, 1)
Furthermore, θ2βαi restricted to P (6, 2, 1) and P (6, 2, 2) is either α3 or β3,
which are simple. For instance {θβαi : 4 ≤ i ≤ 6} ⊂ Sim(6).
For all of these simple permutations θ, θ(1) will be 4, 5 or 6. In general, if
θ ∈ Sim(4n+ 2), then θ(1) takes values between 2n+ 2 and 4n+ 2.
Following the previous procedure, it is possible to construct 20 simple per-
mutations of order 10, according to each one of the four branches of the genealogy
associated to Sim(10). Each branch corresponds to θ2 by right Pasting of α5 and
β5 as follows:
1. Consider α = α5 and θαα such that θ
2
αα = α | α. Thus, we have
θ2αα =
(
1 2 3 4 5 6 7 8 9 10
5 4 2 1 3 10 9 7 6 8
)
and the possible options for θαα are
θαα6 =
(
1 2 3 4 5 6 7 8 9 10
6 7 8 9 10 5 4 2 1 3
)
θαα7 =
(
1 2 3 4 5 6 7 8 9 10
7 10 6 8 9 2 5 1 3 4
)
θαα8 =
(
1 2 3 4 5 6 7 8 9 10
8 6 9 10 7 4 3 5 2 1
)
θαα9 =
(
1 2 3 4 5 6 7 8 9 10
9 8 10 7 6 3 1 4 5 2
)
θαα10 =
(
1 2 3 4 5 6 7 8 9 10
10 9 7 6 8 1 2 3 4 5
)
For i = 6, 7, 8, 9, 10 we have
θααi [P (10, 2, 1)] = θααi [{1, 2, 3, 4, 5}]
= {6, 7, 8, 9, 10}
= P (10, 2, σ (1))
= P (10, 2, 2)
θααi [P (10, 2, 2)] = θααi [{6, 7, 8, 9, 10}]
= {1, 2, 3, 4, 5}
= P (10, 2σ (2))
= P (10, 2, 1)
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Furthermore, θ2ααi restricted to P (10, 2, 1) and P (10, 2, 2) is α5, which is
simple. For instance {θααi : 6 ≤ i ≤ 10} ⊂ Sim(10).
2. Consider β = β5 and θ
2
ββ = β | β , that is,
θ2ββ =
(
1 2 3 4 5 6 7 8 9 10
3 5 4 2 1 8 10 9 7 6
)
.
The possible options for θββ are
θββ6 =
(
1 2 3 4 5 6 7 8 9 10
6 7 8 9 10 3 5 4 2 1
)
θββ7 =
(
1 2 3 4 5 6 7 8 9 10
7 8 10 6 9 2 3 5 1 4
)
θββ8 =
(
1 2 3 4 5 6 7 8 9 10
8 10 9 7 6 1 2 3 4 5
)
θββ9 =
(
1 2 3 4 5 6 7 8 9 10
9 6 7 10 8 5 4 1 3 2
)
θββ10 =
(
1 2 3 4 5 6 7 8 9 10
10 9 6 8 7 4 1 2 5 3
)
For i = 4, 5, 6 we have
θββi [P (10, 2, 1)] = θββi [{1, 2, 3, 4, 5}]
= {6, 7, 8, 9, 10}
= P (10, 2, σ (1))
= P (10, 2, 2)
θββi [P (10, 2, 2)] = θββ [{6, 7, 8, 9, 10}]
= {1, 2, 3, 4, 5}
= P (10, 2, σ (2))
= P (10, 2, 1)
Furthermore, θ2ββi restricted to P (10, 2, 1) and P (10, 2, 2) is β3, which is
simple. For instance {θββi : 6 ≤ i ≤ 10} ⊂ Sim(10).
3. Consider α = α5, β = β5 and θ
2
αβ = α | β. Thus, we have
θ2αβ =
(
1 2 3 4 5 6 7 8 9 10
5 4 2 1 3 8 10 9 7 6
)
.
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The possible options for θαβ are
θαβ6 =
(
1 2 3 4 5 6 7 8 9 10
6 7 9 10 8 5 4 3 2 1
)
θαβ7 =
(
1 2 3 4 5 6 7 8 9 10
7 8 6 9 10 2 5 4 1 3
)
θαβ8 =
(
1 2 3 4 5 6 7 8 9 10
8 10 7 6 9 1 2 5 3 4
)
θαβ9 =
(
1 2 3 4 5 6 7 8 9 10
9 6 10 8 7 4 3 1 5 2
)
θαβ10 =
(
1 2 3 4 5 6 7 8 9 10
10 9 8 7 6 3 1 2 4 5
)
For i = 6, 7, 8, 9, 10 we have
θαβi [P (10, 2, 1)] = θαβi [{1, 2, 3, 4, 5}]
= {6, 7, 8, 9, 10}
= P (10, 2, σ (1))
= P (10, 2, 2)
θαβi [P (10, 2, 2)] = θαβ [{6, 7, 8, 9, 10}]
= {1, 2, 3, 4, 5}
= P (10, 2, σ (2))
= P (10, 2, 1)
Furthermore, θ2αβi restricted to P (10, 2, 1) and P (10, 2, 2) is either α5 or β5,
which are simple. For instance {θαβi : 6 ≤ i ≤ 10} ⊂ Sim(10).
4. Consider α = α5, β = β5 and θ
2
βα = β | α. Thus,
θ2βα =
(
1 2 3 4 5 6 7 8 9 10
3 5 4 2 1 10 9 7 6 8
)
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and the possible options for θβα are
θβα6 =
(
1 2 3 4 5 6 7 8 9 10
6 7 10 8 9 3 5 2 1 4
)
θβα7 =
(
1 2 3 4 5 6 7 8 9 10
7 10 9 6 8 2 3 1 4 5
)
θβα8 =
(
1 2 3 4 5 6 7 8 9 10
8 6 7 9 10 5 4 3 2 1
)
θβα9 =
(
1 2 3 4 5 6 7 8 9 10
9 8 6 10 7 4 1 5 3 2
)
θβα10 =
(
1 2 3 4 5 6 7 8 9 10
10 9 8 7 6 1 2 4 5 3
)
For i = 6, 7, 8, 9, 10
θβαi [P (10, 2, 1)] = θβαi [{1, 2, 3, 4, 5}]
= {6, 7, 8, 9, 10}
= P (10, 2, σ (1))
= P (10, 2, 2)
θβαi [P (10, 2, 2)] = θβαi [{6, 7, 8, 9, 10}]
= {1, 2, 3, 4, 5}
= P (10, 2, σ (2))
= P (10, 2, 1)
Furthermore, θ2βαi restricted to P (10, 2, 1) and P (10, 2, 2) is either α5 or β5,
which are simple. For instance {θβαi : 6 ≤ i ≤ 10} ⊂ Sim(10).
Final Remarks and Open Questions
The paper [1] evidenced the importance of simple permutations with order 4n+ 2
as a particular case of (2n + 1)2s strong orbits in agreement with [10]. However,
this paper followed the notion of simple orbits in agreement with [11]. Keeping
in mind that Pasting and Reversing operations have been used to describe the
genealogy of simple permutations with order a power of two in a recursive way
and the first particular case of mixed order 4n + 2 in a constructive way, the
use of those operations as a way to describe periodic orbits can lead to a new
perspective. The following problems are related to this paper and can be source
of future papers.
The first problem to be developed from this paper, is the extension of the
found theorems in order 4n+ 2 to the following order 8n+ 4 and subsequently to
the complete “middle tail” of Sharkovskii’s order. We recall that in order 8n + 4
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there are two permutations σ with order a power of two, and it would increase the
ways to construct simple permutations with mixed order.
The second problem to be developed is to find the relation between Pasting
and Reversing of simple permutations with order 4n + 2 and the dynamic of the
associated primitive functions. Markov graphs shows some facts about this dy-
namic (for example, the existence of non-connected vertices and its relation with
the existence of some periods, critical points, etc), but what can we say about
Pasting and Reversing? How can be affected the dynamic whether we use pasting
and reversing of simple permutations? What happens with Markov graphs and
primitive functions whether we use pasting and reversing of simple permutations?
Can we rewrite some results through of pasting of q-cycles?
Finally, this approach of Pasting and Reversing must be used to study the
notion of primary orbits introduced by Alseda, Llibre and Misiurewicz, which plays
the same (and better) role as minimal orbits. In this context, this paper differs
to the paper of Abdulla et. al. It must be interesting to apply this approach of
Pasting and Reversing to recover the results concerning to strong simple orbits
and digraphs.
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