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CHANGEMENTS DE BASE EXPLICITES DES
REPRE´SENTATIONS SUPERCUSPIDALES DE U(1, 1)(F0)
LAURE BLASCO
Re´sume´. Soit F0 un corps local non archime´dien de caracte´ristique nulle
et de caracte´ristique re´siduelle impaire. On de´crit explicitement les
changements de base des repre´sentations supercuspidales de U(1, 1)(F0).
C’est une e´tape vers la description du changement de base des paquets
endoscopiques supercuspidaux de U(2, 1)(F0).
Bien que le titre n’en dise rien, cet article fait suite a` [4] dans lequel
nous de´crivons explicitement le changement de base stable de certaines
repre´sentations supercuspidales du groupe unitaire U(2, 1)(F0) relativement
a` F au groupe line´aire GL(3, F ) ou` F0 est un corps p-adique de caracte´risti-
que re´siduelle impaire et F une extension quadratique de F0. Cette descrip-
tion repose sur la classification des repre´sentations supercuspidales par la
the´orie des types de C. Bushnell et Ph. Kutzko et sur les travaux de J.
Rogawski [18].
Plus pre´cise´ment, dans [4], n’est explicite´ que le changement de base stable
de paquets cuspidaux de cardinal 1 (et on pense qu’ils y sont tous). Il reste
donc a` faire l’analogue pour les paquets cuspidaux endoscopiques, ce qui se
re´alise en deux temps [18, Ch.4, §2] :
(1) de´terminer les images par l’application de transfert des repre´senta-
tions de carre´ inte´grable du groupe U(1, 1)(F0)×U(1)(F0) au groupe
U(2, 1)(F0) ;
(2) de´crire le changement de base “labile” (ou “instable”) des repre´sen-
tations supercuspidales de U(1, 1)(F0) au groupe GL(2, F ).
On conclut alors graˆce aux re´sultats de J. Rogawski [18, prop. 13.2.2(c)].
Notons que pour la repre´sentation de Steinberg de U(1, 1)(F0) et ses tordues
par un caracte`re, la deuxie`me e´tape est faite dans [18] (prop. 11.4.1 et de´-
monstration de la prop. 12.4.1).
Ce texte pre´sente la re´alisation du point (2). Elle repose sur la liste des
types de U(1, 1)(F0) obtenue dans l’annexe de [3], sur les re´sultats concer-
nant GL(2, F ) expose´s dans les chapitres 5 et 8 de [7] et sur ceux du chapitre
11 de [18]. Comme dans le cas de U(2, 1)(F0), on de´termine le changement
de base stable dont l’identite´ de caracte`res ne de´pend que des classes de
conjugaison et conjugaison tordue stables, le changement de base labile s’en
de´duisant aise´ment puisqu’il est explicitement relie´ au pre´ce´dent ([18, §11.4]
ou voir §1). La compatibilite´ du changement de base a` la torsion par un
caracte`re permet de se restreindre aux repre´sentations supercuspidales de
niveau minimal parmi leurs tordues par un caracte`re.
Date: 7 septembre 2009.
2000 Mathematics Subject Classification. Primary: 22E50, Secondary: 11F70.
1
2 LAURE BLASCO
Dans le cas de U(1, 1)(F0), les paquets supercuspidaux sont bien connus :
on en donne une description “typique” dans le paragraphe 2. Les paquets en-
doscopiques sont pre´cise´ment les paquets de cardinal 2 [18, prop. 11.1.1(a)]
et sont forme´s, en niveau strictement positif, de repre´sentations cuspidales
scinde´es (c’est-a`-dire celles dont le type provient d’une strate gauche fonda-
mentale scinde´e suivant un sous-groupe de Levi non rationnel sur F0). Les
repre´sentations supercuspidales de niveau 0 sont toutes dans des paquets de
cardinal 2 si F est non ramifie´e sur F0 et toutes sauf deux dans des paquets
singletons si F est ramifie´e sur F0.
Par contre, il est plus difficile de distinguer les images des deux change-
ments de base, toutes deux forme´es de repre´sentations admissibles, invarian-
tes sous l’action du groupe de Galois de F/F0 et de caracte`re central trivial
sur F×0 . Pour un paquet endoscopique, emprunter la “voie” par l’application
transfert de U(1)(F0)× U(1)(F0) a` U(1, 1)(F0) et utiliser le changement de
base de U(1)(F0) a` F
× permet d’ignorer cette question. Mais pour un paquet
singleton ou` l’on e´tablit le changement de base en ve´rifiant une identite´ de
caracte`res entre repre´sentations de U(1, 1)(F0) et de GL(2, F ) (voir (4.6.1)),
repe´rer les repre´sentations supercuspidales de GL(2, F ) qui appartiennent a`
l’image du changement de base stable est un point crucial.
Dans le paragraphe 3, on de´termine le changement de base stable des
paquets endoscopiques en empruntant la me´thode de Y. Flicker [9] puis on
conclut graˆce a` [18, prop. 11.4.1(a)]. Dans le paragraphe 4, on de´crit les
changements de base des paquets non endoscopiques en suivant la meˆme
de´marche que celle expose´e dans [4] dont on ne reprend pas tous les de´tails.
L’ensemble des re´sultats est pre´sente´ aux corollaire 3.4 et the´ore`me 4.5.
Le dernier paragraphe expose un calcul technique permettant de comparer
les caracte`res de repre´sentations d’un groupe et de l’un de ses sous-groupes.
Il est utilise´ a` plusieurs reprises dans les paragraphes pre´ce´dents.
Les me´thodes utilise´es n’ont pas d’originalite´ mais fournissent les re´sultats
de´sire´s, non e´crits jusque-la`, sous une forme que nous pourrons exploiter
ulte´rieurement et sous un minimum d’hypothe`ses (F0 de caracte´ristique nulle
et de caracte´ristique re´siduelle impaire). Pour ces raisons, on inclut les
repre´sentations cuspidales de niveau 0 de´ja` e´tudie´es par J. Adler et J. Lansky
([1] et [2]).
Je remercie Corinne Blondel pour ses encouragements patients et sa relec-
ture critique.
1. Notations
Soient F0 un corps local non archime´dien, de caracte´ristique nulle et de
caracte´ristique re´siduelle diffe´rente de deux et F une extension quadratique
(se´parable) de F0 d’indice de ramification e0 et dont le groupe de Galois est
note´ Γ : Γ = {1,−}.
On de´signe par o0 (resp. o) l’anneau des entiers de F0 (resp. F ), p0 (resp.
p) l’ide´al maximal de o0 (resp. o) et ̟0 (resp. ̟) une uniformisante de p0
(resp. p). On choisit les uniformisantes ̟ et ̟0 telles que : ̟ = ̟0 si
e0 = 1, ̟ est de trace nulle et de norme ̟0 si e0 = 2. On note k0 et k les
corps re´siduels de F0 et F respectivement et q le cardinal de k0.
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Pour une extension E de F0, on conserve les meˆmes notations que pour
F , cette fois indexe´es par E. Si L est une sous-extension de E, on de´signe
par E1|L le groupe des e´le´ments de E dont la norme dans L est 1.
On fixe un caracte`re additif ψ0 de F0, de conducteur p0. Sa compose´e
avec la trace tr F/F0 est un caracte`re ψ de F de conducteur p. On fixe
e´galement un prolongement a` F× du caracte`re ωF/F0 de F
×
0 associe´ a` F/F0
par la the´orie du corps de classes. On choisit ce prolongement, note´ µ, e´gal
a` x 7→ (−1) val F (x) si F n’est pas ramifie´e sur F0 ; trivial sur 1 + p et e´gal a`
la constante de Langlands λF|F0 (ψ0) en ̟ si F est ramifie´e sur F0 (voir par
exemple [7, §34.3].
Si χ est un caracte`re de F 1|F0 , on de´signe par χ˜ le caracte`re de F
× de´fini
par : χ˜(x) = χ(xx), x ∈ F
×. L’application χ 7→ χ˜ n’est autre que le change-
ment de base stable de U(1)(F0) a` GL(1, F ).
Soient V un F -espace vectoriel de dimension 2 muni d’une forme hermitien-
ne “isotrope” non de´ge´ne´re´e <,>, G = U(1, 1)(F0) son groupe d’isome´tries
et G˜ = GL(2, F ) son groupe d’automorphismes. On note Z le centre de
U(1, 1) : Z(F0) s’identifie a` F
1
|F0
et Z(F ) a` F×.
Le groupe Γ agit sur G˜ par : l’e´le´ment non trivial de Γ transforme un e´le´ment
g de G˜ en τ(g) := σ(g)−1 ou` σ de´signe l’involution de´finie sur EndFV et
associe´e a` <,>. Alors, G n’est autre que le groupe des points de G˜ fixes
sous Γ : G = G˜τ .
On fixe une base hyperbolique B = (e−1, e1) de V et on note g0 la similitude
de matrice
(
1 0
0 α0
)
ou` α0 = ̟0 si F n’est pas ramifie´e, α0 ∈ o
×
0 n’est pas
une norme si F est ramifie´e. Alors le groupe GU(1, 1)(F0) des similitudes
unitaires de V est la re´union de Z(F )G et g0Z(F )G.
On fixe e´galement un e´le´ment ε de F : ε est une unite´ de trace nulle si F
n’est pas ramifie´e sur F0, ̟ sinon. On note e´galement ε l’e´le´ment de G˜ dont
la matrice dans B est
(
1 0
0 ε
)
. Alors l’application Φ de´finie par :
g 7→ εg :=
(
1 0
0 ε
)
g
(
1 0
0 ε
)−1
est un isomorphisme entreGZ(F ) etGL(2, F0)
+Z(F ) qui identifie SU(1, 1)(F0)
et SL2(F0). Rappelons que : GL(2, F0)
+ = {g ∈ GL(2, F0)|de´tg ∈ NF |F0(F
×)}.
Le groupe endoscopique elliptique H = U(1)(F0)×U(1)(F0) de G s’identifie
au sous-groupe des e´le´ments de G dont la matrice dans la base orthogonale
Bo = (e−1 +
1
2e1, e−1 −
1
2e1) est diagonale. A conjugaison pre`s dans G, il
existe au plus deux plongements de H. Ils sont alors conjugue´s par g0.
Les de´finitions de l’application de transfert de H a` G (cf. prop. 3.1) et du
changement de base labile [18, §4.7] de´pendent du choix d’un caracte`re de
F× prolongeant ωF/F0 . On choisit le caracte`re µ de´fini pre´ce´demment. On
a alors [18, §11.4] : si π est une repre´sentation admissible de G, son image
par le changement de base stable est π˜ si et seulement si son image par le
changement de base labile est π˜ · µ ◦ de´t.
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Pour e´tablir le changement de base stable des paquets supercuspidaux
singletons de G, on ve´rifie l’identite´ de caracte`res qui le caracte´rise et qui
s’exprime graˆce a` la norme cyclique, note´e Nτ (4.6.1). Il s’agit d’une bijec-
tion de l’ensemble des classes de τ -conjugaison stable de G˜ dans l’ensemble
des classes de conjugaison stable deG, qui associe a` la classe de τ -conjugaison
stable de g, l’intersection de la classe de G˜-conjugaison de Nτ (g) = gτ(g)
avec G [14].
Rappelons que la classe de τ -conjugaison d’un e´le´ment g de G˜, Clτ (g), est
l’ensemble des e´le´ments de G˜ de la forme h−1gτ(h) avec h ∈ G˜ et que sa
classe de τ -conjugaison stable Clstτ (g) est l’ensemble des e´le´ments g
′ de G˜ tel
que Nτ (g
′) soit G˜-conjugue´ a` Nτ (g).
De fac¸on analogue, pour un e´le´ment x de G, on de´signe par Cl(x) sa classe
de conjugaison et par Clst(x) sa classe de conjugaison stable (c’est-a`-dire de
conjugaison sous G˜).
2. Les paquets supercuspidaux de U(1, 1)(F0).
Le groupe GU(1, 1)(F0) agit par conjugaison sur l’ensemble des repre´sen-
tations lisses irre´ductibles de U(1, 1)(F0). Les orbites sont exactement les
paquets de U(1, 1)(F0) [18, §11.1]. On en de´duit :
Proposition.
(i) Les repre´sentations irre´ductibles tre`s cuspidales de U(1, 1)(F0) de niveau
strictement positif sont seules dans leur paquet. Les autres repre´sentations
cuspidales de niveau strictement positif appartiennent a` des paquets de car-
dinal 2.
(ii) Si F est non ramifie´e sur F0, tous les paquets forme´s par des repre´sen-
tations irre´ductibles cuspidales de niveau 0 sont de cardinal 2.
(iii) Si F est ramifie´e sur F0, tous les paquets forme´s par des repre´sentations
irre´ductibles cuspidales de niveau 0 sont de cardinal 1 sauf un. Ce dernier
est {IndGKσ
+, IndGKσ
−} ou` K est le sous-groupe parahorique maximal et σ±
les deux repre´sentations de SL2(k0) de dimension
q−1
2 [19].
La suite du paragraphe justifie ces assertions.
Soient π une repre´sentation irre´ductible cuspidale de G et (J, λ) un type
pour cette repre´sentation : π = IndGJ λ. Il suffit d’e´tudier si π et
g0π, sa
conjugue´e par g0, sont isomorphes. On distingue deux cas selon le niveau.
2.1. π est de niveau strictement positif. Alors (J, λ) provient d’une
strate gauche semi-simple s = (L, n,
[
n
2
]
, b) (au sens de [20, de´f. 4.9]).
On note Z eG(b) le centralisateur de b dans G˜ et ZG(b) celui de b dans G :
ZG(b) = Z eG(b) ∩G.
Si π est tre`s cuspidale [3, §A.5], Z eG(b) ∪ {0} est l’extension quadratique
F [b] de F . L’e´le´ment c = b− 12 tr F [b]|F b engendre aussi F [b] sur F , appartient
a` l’alge`bre de Lie de G et engendre une extension quadratique F0[c] sur F0,
autre que F . On ve´rifie que les e´le´ments de F0[c]
× sont des e´le´ments de
GU(1, 1)(F0) dont le rapport est e´gal a` leur norme dans F0. Il en existe
donc un, c0, qui appartient a` g0F
×
0 U(1, 1)(F0). Alors :
g0π ≃ c0π ≃ π.
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Si π est cuspidale scinde´e [3, §A.6], Z eG(b) est isomorphe a` F
× × F×. On
montre par l’absurde que l’entrelacement E(s, g0s) des strates semi-simples
s et g0s = (g0L, n,
[
n
2
]
, g−10 bg0) contenues dans λ et
g0λ respectivement, est
vide (d’ou` l’on de´duit que λ et g0λ ne sont pas entrelace´es dans G).
L’entrelacement E˜(s, g0s) de s et g0s dans G˜ est e´gal a` E˜(s)g−10 ou` E˜(s) est
l’entrelacement de s dans G˜. De plus, par le the´ore`me 4.10 pre´cise´ par (4.15)
de [20], E˜(s) est e´gal a` U˜m(L)Z eG(b)U˜m(L) avec m =
[
n+1
2
]
. On de´duit que :
E(s, g0s) = E˜(s, g0s)τ =
(
U˜m(L)Z eG(b)g
−1
0 U˜m(g0L)
)τ
= ∪z∈Z eG(b)
(
U˜m(L)zg
−1
0 U˜m(g0L)
)τ
.
Si E(s, g0s) 6= ∅, il existe z ∈ Z eG(b) tel que :
(
U˜m(L)zg
−1
0 U˜m(g0L)
)τ
6= ∅.
Fixons un tel z. Comme L et g0L sont des chaˆınes autoduales (g0 appar-
tient a` GU(1, 1)(F0)), les deux pro-p-sous-groupes U˜m(L) et U˜m(g0L) sont
invariants par τ . Par le lemme 2.2 de [20], ge´ne´ralise´ sans encombre au cas
de deux pro-p-groupes, U˜m(L)zg
−1
0 U˜m(g0L) est invariant par τ . En particu-
lier τ(zg−10 ), qui est e´gal a` α0τ(z)g
−1
0 , appartient a` U˜m(L)zg
−1
0 U˜m(g0L) =
U˜m(L)zU˜m(L)g
−1
0 d’ou` : α0z
−1τ(z) = z−1uz · u′ avec u, u′ ∈ U˜m(L).
Exprime´s dans une base orthogonale forme´e de vecteurs propres de b et
adapte´e a` L, le terme de gauche est une matrice diagonale dont les termes
diagonaux appartiennent a` α0NF/F0(F
×) tandis que le terme de droite a au
moins un de ses coefficients diagonaux dans 1 + pm. L’e´galite´ entraˆıne donc
que α0 doit eˆtre une norme de F
× dans F0 ce qui est absurde.
2.2. π est de niveau 0. Il existe un sous-groupe parahorique K maximal
(au sens de Bruhat-Tits) et une repre´sentation irre´ductible σ de K, triviale
sur le radical pro-unipotent K1 et de´finissant une repre´sentation cuspidale
du quotient re´ductif (connexe) K/K1, tels que π soit isomorphe a` Ind
G
Kσ
(dans ce cas, K est son propre normalisateur) [17, §§2 et 3].
Quand F est non ramifie´e sur F0, il existe, a` conjugaison pre`s, deux sous-
groupes parahoriques maximaux : K = U0(L) ou` L est une chaˆıne de re´seaux
autoduale de pe´riode 1, d’invariant pair ou impair, et K ′ son conjugue´ par
g0. Dans ce cas, π = Ind
G
Kσ et
g0π = IndGK ′
g0σ ne sont pas isomorphes.
En effet, puisque U(1, 1)(F0) = KSU(1, 1)(F0), les restrictions a` SU(1, 1)(F0)
de π et g0π sont deux repre´sentations irre´ductibles de SU(1, 1)(F0) dont les
conjugue´es par ε, note´es επ et ε(g0π) respectivement, sont deux repre´senta-
tions de SL2(F0), cuspidales, irre´ductibles et de niveau 0 :
επ = Ind
SL2(F0)
εK
εσ
et ε(g0π) = g0(επ) (puisque ε et g0 commutent). Elles sont donc toutes
deux sous-repre´sentations de la restriction a` SL2(F0) d’une repre´sentation
irre´ductible cuspidale de niveau 0 deGL2(F0) et ne sont donc pas e´quivalentes
[15, th. 4.4].
Lorsque F est ramifie´e, il existe une unique classe de conjugaison de
sous-groupes parahoriques maximaux repre´sente´e par U0(L) ou` L est la
chaˆıne de re´seaux autoduale de pe´riode 1 et d’invariant impair. Le quo-
tient U0(L)/U1(L) est isomorphe a` SL2(k0).
Ainsi, σ de´finit une repre´sentation cuspidale irre´ductible de SL2(k0). D’apre`s
T. A. Springer [19, II §3], σ est de dimension q− 1 ou q−12 et est de´crite par
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son caracte`re. Il est alors aise´ de montrer que si σ est de dimension q − 1,
elle est isomorphe a` sa conjugue´e par g0 tandis que si sa dimension est
q−1
2 ,
sa conjugue´e est l’autre repre´sentation cuspidale de meˆme dimension, note´e
σ′. Dans le premier cas, π est isomorphe a` sa conjugue´e par g0. Dans le
deuxie`me cas, montrons que σ et σ′ ne sont pas entrelace´es.
Graˆce a` la de´composition de Cartan, K e´tant un bon compact dans ce cas,
il suffit de montrer que g =
(
̟ 0
0 ̟−1
)m
, m ∈ N, n’entrelace pas σ et
σ′. Si m = 0, c’est clair car σ et σ′ ne sont pas isomorphes. Si m > 0,
K ∩ gK contient le sous-groupe
(
1 0
̟o0 1
)
. Or la restriction de σ′ a` ce
sous-groupe ne contient pas le caracte`re trivial tandis que celle de gσ est
triviale.
3. Les paquets endoscopiques cuspidaux et les caracte`res de H.
Il s’agit d’identifier le caracte`re θ de H associe´ a` un paquet endoscopique
cuspidal de G par l’application de transfert.
Remarquons que lorsque F est ramifie´e sur F0, il existe un unique paquet
endoscopique de niveau 0 et deux caracte`res re´guliers de H de niveau 0 :
θ = 1 ⊗ χ et χ ⊗ 1 = τθ ou` χ est le caracte`re de F 1|F0 d’ordre 2 trivial sur
(1 + p)1|F0 . Ne´cessairement, le paquet endoscopique est l’image de θ (et
τθ)
par l’application de transfert. Par la suite, on suppose donc :
n > 0 ou F n’est pas ramifie´e sur F0.
3.1. Soit Π un paquet endoscopique cuspidal de G. Il est entie`rement
de´termine´ par la donne´e d’un type simple (J, λ) :
(a) J = HUm(L) ou` L est la chaˆıne de o-re´seaux autoduale stable par
H, c’est-a`-dire celle de pe´riode 1, d’invariant pair, et m = [n+12 ],
n ∈ N ;
(b) Cas de niveau 0, F non ramifie´e : λ est le rele`vement a` U0(L) d’une
repre´sentation irre´ductible cuspidale σ de U(1, 1)(k0) ve´rifiant :
∀x ∈ H(k0), tr σ(x) =
{
(q − 1) · χ(x) si x ∈ Z(k0)
−(χ(x) + χ(wxw−1)) si x 6∈ Z(k0)
pour un caracte`re re´gulier χ deH(k0) [8, §6]. L’e´le´ment w appartient
au normalisateur de H(k0) mais non a` H(k0). Notons θ1 ⊗ θ2 le
caracte`re de H relevant χ.
(b’) Cas de niveau strictement positif : λ est une repre´sentation irre´ducti-
ble de J dont la restriction a` Um(L) est multiple d’un caracte`re ψb
avec b ∈ a−n(L)
− \ a−n+1(L)
− et dont la restriction a` H ve´rifie :
∀x ∈ H, trλ(x) =
{
dimλ · θ1 ⊗ θ2(x) si x ∈ Z(F0)
−θ1 ⊗ θ2(x) si x 6∈ Z(F0)
pour un caracte`re re´gulier θ1⊗θ2 de H prolongeant ψb|H∩Um(L) (voir
§5 et en particulier §5.3.4, (1)). Pre´cisons que b est de la forme b1⊕b2
dans la de´composition de F 2 de´finie par Bo avec b1 − b2 6∈ p
−n+1
(quitte a` tordre Π par un caracte`re de G).
On a alors : Π = {π, g0π} ou` π = IndGJ λ.
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Proposition ([18]). Soit θ le caracte`re de H correspondant a` Π par l’application
de transfert. Il existe un unique ǫθ ∈ {±1} tel que pour tout h ∈ HG−reg,
h = (h1, h2) (c’est-a`-dire h de matrice diag(h1, h2) dans B
o),
(3.1.1) trπ(h) − tr g0π(h) = ǫθ
ι(h)
DG(h)
(θ(h) + θ(whw−1))
ou` ι(h) = µ(h1 − h2), DG(h) =
∣∣∣ (h1−h2)2h1h2 ∣∣∣ 12F0 et w =
(
0 1
1 0
)
dans Bo.
3.2. Evaluons le membre de gauche de (3.1.1) en suivant la me´thode de
Y. Flicker [9], c’est-a`-dire en se ramenant aux re´sultats de [16, §2], graˆce a`
l’isomorphisme Φ entre GZ(F ) et GL(2, F0)
+Z(F ) (cf. §1). Pre´cisons que
dore´navant, toutes les matrices sont exprime´es relativement a` la base B.
On note i le plongement de F× dans GL(2, F0)
+ qui a` x = α + εβ ∈ F×
(α, β ∈ F0) associe i(x) =
(
α 2β
ε2
2 β α
)
.
Lemme.
(i) Soient h = (h1, h2) ∈ H, x ∈ F
× et z ∈ Z(F ). Alors :
Φ(hz) = i(ah1) · a
−1z ou` a ∈ F× tel que aa−1 = de´th = h1h2
et Φ−1(xz) = hx · xz ou` hx = (xx
−1, 1) ∈ H.
En particulier, Φ identifie HZ(F ) et i(F×)Z(F ).
(ii) Soient k ∈ N et L0 la chaˆıne de o0-re´seaux dans F
2
0 stable par F
×.
Lorsque k = 0, on suppose en outre que F n’est pas ramifie´e sur F0. Alors :
Φ(Uk(L)Z(F0)) = {uz, u ∈ Uk(L
0), z ∈ Z(F ) tels que de´tu ·NF|F0 (z) = 1}.
(iii) Φ(JZ(F )) ∩GL(2, F0)
+ = i(F×)Um(L
0).
De´monstration. L’assertion (i) est obtenue par de simples calculs tandis que
(iii) est une conse´quence imme´diate de (i) et (ii).
(ii) Supposons d’abord k > 0. Soient x ∈ Uk(L) et z ∈ Z(F0). Il existe
y ∈ 1 + pk tel que : yy−1 = de´tx, puis x′ ∈ Uk(L) ∩ SU(1, 1)(F0) tel que :
x =
(
y 0
0 y−1
)
x′. Alors : Φ(xz) =
(
yy 0
0 1
)
Φ(x′) · yz.
Or x′ est de la forme
(
a εb
ε−1c d
)
avec a, d ∈ (1 + pk) ∩F0 = 1+ p
[ k+1
e0
]
0 et
εb, ε−1c ∈ pk ∩ F0 = p
[ k
e0
]
0 donc Φ(x
′) appartient a`
(
1 + pk0 p
k
0
pk0 1 + p
k
0
)
∩ SL(2)(F0) ⊂ Uk(L
0) si e0 = 1 1 + p[ k+12 ]0 p[ k2 ]0
p
[ k
2
]+1
0 1 + p
[ k+1
2
]
0
 ∩ SL(2)(F0) ⊂ Uk(L0) si e0 = 2.
De plus, yy ∈ 1 + tr pk donc
(
yy 0
0 1
)
∈ Uk(L
0). Ainsi, Φ(x) appartient a`
Uk(L
0)Z(F ) et de´t
((
yy 0
0 1
)
Φ(x′)
)
·NF|F0 (y
−1z) = 1.
L’inclusion inverse se montre de fac¸on analogue.
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Lorsque k est nul, F est non ramifie´e sur F0 : les meˆmes arguments four-
nissent les meˆmes re´sultats. 
3.3. Pour poursuivre, on choisit un caracte`re Ω de Z(F ) prolongeant le
caracte`re central ωpi de π et tel que
(3.3.1)
{
∀u ∈ a[n
2
]+1(L) ∩ Z(F ), Ω(1 + u) = ψ((b1 + b2)u) si n > 0
Ω = Θ1Θ2 ou` Θi est un prolongement de θi a` F
× si n = 0.
On prolonge alors π et g0π a` GZ(F ) en faisant agir Z(F ) via Ω. On note
encore π et g0π ces prolongements puis :
π+0 = π◦Φ
−1
|GL2(F0)+
, π−0 =
g0π◦Φ−1
|GL2(F0)+
= g0π+0 , π0 = Ind
GL2(F0)
GL2(F0)+
π+0 .
Lemme. Posons : J0 = F
×Um(L
0), J0,c = o
×
0 Um(L
0). Notons Λ la
repre´sentation (λΩ) ◦Φ−1|J0 de J0 et Λc sa restriction a` J0,c.
(i) La paire (J0,c,Λc) est un type simple maximal de π0 et π0 = Ind
GL2(F0)
J0
Λ.
La repre´sentation π0 est donc irre´ductible et cuspidale.
(ii) Cas n > 0. La restriction de Λ a` U[n
2
]+1(L
0) est un multiple du caracte`re
ψ0,α ou` α = i(b1 − b2) ∈ a−n(L
0) \ a−n+1(L
0).
La restriction de Λ a` F× ve´rifie pour tout x ∈ F× :
si dimΛ = 1, Λ(x) = θ˜1(x)Ω(x) ;
si dimΛ > 1, tr Λ(x) =
{
dimΛ · θ˜1(x)Ω(x) si x ∈ F
×
0
−θ˜1(x)Ω(x) sinon.
.
(iii) Cas n = 0 (F n’est pas ramifie´e). La restriction de Λ a` U0(L
0) est le
rele`vement d’une repre´sentation σ0 de GL2(k0) caracte´rise´e par :
trσ0(z) =(q − 1)Ω(z), z ∈ k
×
0
tr σ0(zn) =− Ω(z), z ∈ k
×
0 , n ∈ N(k0)− {id}
trσ0(x) =− Ω(x)(θ˜1(x) + θ˜2(x)), x ∈ k
× − k×0
et Λ(̟0) = Ω(̟0).
De´monstration. La premie`re assertion est une conse´quence des deux suivan-
tes et ces dernie`res proviennent des proprie´te´s de λ et de Ω via Φ.
Plus pre´cise´ment, pour e´tablir (ii), on e´tudie d’abord la restriction de Λ a`
U[n
2
]+1(L
0) ∩ SU(1, 1)(F0). Un calcul du meˆme style que dans le lemme 3.2
montre que cette restriction est multiple de ψ0,α ou` α = i(b1 − b2) +D avec
D une matrice diagonale. Ensuite, si x = diag(z, z−1) ∈ U[n
2
]+1(L
0), Λ(x)
est multiple de ψεb(x)Ω(z), qui vaut 1 par choix de Ω (3.3.1). On peut donc
prendre D = 0. L’e´le´ment α ainsi de´fini appartient a` a−n(L
0) \ a−n+1(L
0)
par 3.1 (b’). La suite est imme´diate, tout comme l’assertion (iii). 
Corollaire. Soit ∆θ1⊗θ2 le caracte`re de F
× de niveau 0 de´fini par :
(i) quand F n’est pas ramifie´e sur F0, ∆θ1⊗θ2 = µ ;
(ii) quand F est ramifie´e sur F0,
∆θ1⊗θ2 |F×0
= ωF/F0 et ∆θ1⊗θ2(̟) = ωF/F0(̟(b1−b2))λF|F0 (ψ0)
−1.
Posons : Θ = ∆−1θ1⊗θ2 θ˜1Ω si n > 0 et Θ = µ
−1Θ1Θ2 si n = 0. Alors π0 est
la repre´sentation de GL2(F0) associe´e au caracte`re Θ par [13].
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De´monstration. C’est une application des re´sultats de [7], §§19 et 34. 
3.4. D’apre`s la the´orie de Mackey, la restriction de π0 a` GL2(F0)
+ est la
somme des repre´sentations π+0 et π
−
0 . D’apre`s [16, p.738], pour tout x ∈ F
×
re´gulier,
trπ+0 (x)− trπ
−
0 (x) = ±λF|F0 (ψ0)ωF/F0
(
x− x
ε
)
Θ(x) + Θ(x)
D(x)
,
ou` D(x) =
∣∣∣ (x−x)2xx ∣∣∣1/2F0 . Mais, si h = (h1, h2) ∈ H est G-re´gulier et a ∈ F×
tel que aa = h1h2, ah1 est un e´le´ment de F
× re´gulier dont le conjugue´ est
ah2 et l’on a :
trπ(h) = trπ(Φ−1(i(ah1) · a
−1)) = trπ+0 (i(ah1))Ω(a
−1),
et tr g0π(h) = trπ−0 (i(ah1))Ω(a
−1).
Par suite (on note ∆ = ∆θ1⊗θ2) :
trπ(h) − tr g0π(h) = ±λF|F0 (ψ0)ωF/F0
(
ah1 − ah2
ε
)
Ω(a−1)
Θ(ah1) + Θ(ah2)
∆(ah1)
= ±λF|F0 (ψ0)µ(h1 − h2)µ
(
a
ε
)
∆−1(a)Ω(a−1)
·
∆−1(h1)θ˜1(ah1)Ω(ah2) + ∆
−1(h2)θ˜1(ah2)Ω(ah1)
DG(h)
= ±λF|F0 (ψ0)µ(ε)
−1 ι(h)
DG(h)
µ(a)∆−1(a)
·
(
µ−1θ1 ⊗ θ2(h) + µ
−1θ1 ⊗ θ2(whw
−1)
)
en remarquant que : ∆(x) = µ(x) pour tout x ∈ F 1|F0 et θ˜1(ah1) = θ1(h1h
−1
2 )
tandis que Ω(a−1)Ω(ah2) = Ω(h1h2)Ω(h
−1
1 ) = θ1(h2)θ2(h2) car h2 ∈ F
1
|F0
.
De plus, λF|F0 (ψ0)µ(ε)
−1 est e´gal a` −1 si F est non ramifie´e et a` 1 si F
est ramifie´e (par choix de ε et µ) et le caracte`re de F×, a 7→ µ(a)∆−1(a),
est trivial si F n’est pas ramifie´e et e´gal a` (ωF/F0(̟(b1 − b2))
val (a) si F est
ramifie´e. Dans ce dernier cas, a est de valuation paire si et seulement si
h1h2 ∈ (1 + p)
1
F0
. En comparant a` (3.1.1), on conclut :
Proposition. Soit Π = {π, g0π} un paquet endoscopique cuspidal de G
de´crit en 3.1 (dont on reprend les notations). On de´finit un caracte`re δθ1⊗θ2
de F 1|F0 par : δθ1⊗θ2 est trivial si F n’est pas ramifie´e sur F0 ; δθ1⊗θ2 est
trivial sur (1 + p)1|F0 et δθ1⊗θ2(−1) = ωF/F0(̟(b1 − b2)) si F est ramifie´e.
Alors le paquet Π est l’image par l’application de transfert du caracte`re θ de
H de´fini par :
∀h ∈ H, θ(h) = δ
θ1⊗θ2
(de´th) · µ−1θ1 ⊗ θ2(h).
En application de la proposition 11.4.1(a) de [18], on obtient :
Corollaire. L’image par le changement de base stable du paquet Π de´crit en
3.1 (dont on reprend les notations) est π˜ = ind
GL2(F )
eP
µ(θ) ou` P˜ est un sous-
groupe parabolique de GL2(F ) de facteur de Levi H(F ) et µ(θ) le caracte`re
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de H(F ) de´fini par :
∀h ∈ H(F ), µ(θ)(h) = µ−1δ˜
θ1⊗θ2
(de´th) · µ˜−1θ˜1 ⊗ θ˜2(h).
Lorsque F est ramifie´e sur F0 et que Π est l’unique paquet endoscopique de
niveau 0, l’image de Π est π˜ = ind
GL2(F )
eP
µ−1 ⊗ χ˜µ−1.
4. Changement de base stable des paquets cuspidaux singletons.
On proce`de en trois e´tapes : la premie`re est consacre´e a` la construction
de repre´sentations irre´ductibles cuspidales de G˜ = GL2(F ), τ -invariantes et
de caracte`re central trivial sur F×0 a` partir de repre´sentations tre`s cuspidales
de G. Par [18, prop. 11.4.1(c)], ces repre´sentations appartiennent a` l’image
d’un des deux changements de base, le “stable” ou le “labile”. Dans la
deuxie`me e´tape, on distingue parmi les repre´sentations construites celles qui
appartiennent a` l’image du changement de base stable. La dernie`re e´tape
de´crit les changements de base stable et labile des paquets singletons de G.
4.1. Soit (J, λ) un type simple maximal de G, c’est-a`-dire :
(a) Cas de niveau 0 (F ramifie´e sur F0) : J est le sous-groupe para-
horique maximal de G, c’est-a`-dire J = U0(L) avec L la chaˆıne au-
toduale de F 2, de pe´riode 1 et d’invariant impair. La repre´sentation
λ est une repre´sentation irre´ductible de J , triviale sur le sous-groupe
pro-unipotent J1 de J et dont la factorisation λ par J/J1 ≃ SL2(k0)
est une repre´sentation cuspidale de dimension q − 1. Elle est as-
socie´e a` un caracte`re θ re´gulier d’ordre diffe´rent de 2 du groupe des
e´le´ments de norme 1 de l’extension quadratique ℓ de k0 par :
trλ(x) = (q − 1)θ(x) si x ∈ {±1}
trλ(xn) = −θ(x) si x ∈ {±1}, n ∈ N(k0)− {id}
trλ(x) = −(θ(x) + θ(γ(x))) si x ∈ ℓ1|k0 − {±1}
ou` γ est l’e´le´ment non trivial de Gal(ℓ/k0) [19].
(b) Cas de niveau strictement positif : (J, λ) provient d’une strate gauche
tre`s cuspidale (L, n, n − 1, b) avec n > 0, c’est-a`-dire, en notant
E = F [b] l’extension de F engendre´e par b et L = Eσ la sous-
extension de E forme´e des points fixes par σ,
J = o1E|LU[n+1
2
](L) ⊃J1 = (1 + pE)
1
|LU[n+1
2
](L)
⊃ H1 = (1 + pE)
1
|LU[n2 ]+1(L)
et λ est obtenue a` partir d’un caracte`re θ deH1 prolongeant le carac-
te`re ψb de U[n
2
]+1(L), comme un prolongement de l’unique repre´sen-
tation irre´ductible ηθ de J1 contenant θ [3, annexe]. On note ωλ le
caracte`re central de λ.
On note (π,V) l’induite compacte de J a` G de λ. C’est une repre´sentation
irre´ductible tre`s cuspidale de G (et toute repre´sentation irre´ductible tre`s
cuspidale de G s’obtient ainsi).
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4.2. Construction dans le cas de niveau 0. On conside`re le type simple
(J, λ) de´crit en 4.1 (a) (dont on reprend les notations) et on construit deux
types simples maximaux τ -invariants de G˜, (J˜ , Λ˜) et (J˜ , Λ˜′).
On choisit J˜ = F×U˜0(L) = ̟
ZU˜0(L). La repre´sentation Λ˜ est un pro-
longement d’une repre´sentation τ -invariante λ˜ de U˜0(L) triviale sur U˜1(L)
qui se factorise en une repre´sentation cuspidale λ˜ de U0(L)/U1(L) ≃ GL2(k0).
On de´finit donc λ˜ comme suit.
On conside`re le caracte`re θ˜ de ℓ× de´fini par : θ˜(x) = θ(xγ(x)−1), x ∈ ℓ×.
Il est re´gulier donc associe´ a` une repre´sentation cuspidale λ˜(θ˜) de GL2(k0),
caracte´rise´e par [7, (6.4.1)] :
tr λ˜(θ˜)(x) = (q − 1)θ˜(x) si x ∈ k×0
tr λ˜(θ˜)(xn) = −θ˜(x) si x ∈ k×0 , n ∈ N(k0)− {id}
tr λ˜(θ˜)(x) = −(θ˜(x) + θ˜(γ(x))) si x ∈ ℓ× − k×0 .
Alors λ˜ est le rele`vement de λ˜(θ˜) a` U˜0(L). Elle est de caracte`re central
trivial sur o×0 et est τ -invariante :
(4.2.1) ∀g ∈ U˜0(L), λ˜(τ(g)) = λ˜((de´tg)
−1g) = λ˜(g)
Elle posse`de deux prolongements a` J˜ τ -invariants, Λ˜ et Λ˜′, qui diffe`rent par
leur valeur en ̟ : Λ˜(̟) = ωλ(−1) = −Λ˜
′(̟).
On note alors
(4.2.2) π˜ = Ind
eG
eJ
Λ˜ et π˜′ = Ind
eG
eJ
Λ˜′
On prolonge π˜ et π˜′ a` G˜Γ en imposant Λ˜(τ) = Λ˜′(τ) = λ˜(τ) = 1 (4.2.1). En
notant E l’extension quadratique non ramifie´e de F , dont le groupe multi-
plicatif E× est plonge´ dans le normalisateur de a0(L), on a imme´diatement :
(4.2.3) ∀x ∈ E×, x 6∈ F×, tr Λ˜(x) = trλ(Nτ (x)).
4.3. Construction dans le cas de niveau strictement positif. C’est
l’analogue de [4] dans le cas de dimension deux.
On conside`re les sous-groupes ouverts compacts modulo le centre de G˜,
Γ-invariants :
H˜1 = (1 + pE)U˜[n
2
]+1(L), J˜1 = (1 + pE)U˜[n+1
2
](L),
J˜c = o
×
EU˜[n+1
2
](L), J˜ = E
×U˜[n+1
2
](L) = E
×J˜c.
Sur H˜1, on conside`re le caracte`re θ˜ = θ ◦ Nτ [4, cor. 3.2]. Si n est pair,
il existe une unique repre´sentation η˜ de J˜1 contenant θ˜, ne´cessairement τ -
invariante. Si n est impair, on pose η˜ = θ˜.
Puisque la dimension de η˜ et l’ordre de J˜c/J˜1 sont premiers entre eux, il exis-
te des prolongements de η˜, et en particulier des prolongements τ -invariants
de caracte`re central trivial sur o×0 . Deux tels prolongements ont meˆme res-
triction au sous-groupe J˜0 = o
×
0 NE|L(o
×
E)J˜1. On distingue alors trois cas :
(nr-nr) F n’est pas ramifie´e sur F0 : l’extension E est alors ramifie´e et η˜ est
de dimension 1. De plus, µ est d’ordre 2 et les deux changements de
base de π ont meˆme caracte`re central e´gal a` ω˜λ. On impose donc que
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le caracte`re central de Λ˜ soit ω˜λ. Il existe alors deux prolongements
de ω˜λη˜ a` J˜ : ils ont meˆme restriction λ˜ a` J˜c et sont e´gaux a` ±1 en
̟L.
(r-r) F est ramifie´e sur F0 et n est impair : l’extension E n’est pas
ramifie´e sur F et ̟−nb est un e´le´ment de o×E invariant par σ :
L = F0[̟
−nb] n’est pas ramifie´e sur F0 et E est ramifie´e sur L.
Le groupe J˜0 est d’indice 2 dans J˜c et J˜ = F
×J˜c. Il existe quatre
prolongements τ -invariants de η˜ = θ˜ a` J˜ de caracte`re central trivial
sur F×0 , deux de caracte`re central ω˜λ et deux de caracte`re central
(−1) val ω˜λ. Mais, si l’on conside`re l’autre prolongement de η a` J , on
retrouve ces meˆmes prolongements de η˜.
(r-nr) F est ramifie´e sur F0 et n est pair : l’extension E n’est pas ramifie´e
sur F et L est engendre´e sur F0 par ̟
−n+1b, une uniformisante de
E. Donc E n’est pas ramifie´e sur L. Le groupe J˜0 est d’indice q+1
dans J˜c et J˜ = F
×J˜c. Il existe 2(q + 1) prolongements τ -invariants
de η˜ a` J˜ de caracte`re central trivial sur F×0 , une moitie´ de caracte`re
central ω˜λ et l’autre de caracte`re central (−1)
val ω˜λ. Mais, si l’on
conside`re les (q + 1) prolongements de η a` J on retrouve les meˆmes
prolongements de η˜.
Remarque. Ces trois cas, auxquels on ne cesse de faire re´fe´rence par la suite,
se repe`rent par la ramification de F sur F0 puis celle de E sur E
σ . Les
deux premiers cas correspondent a` des paires (E/F, σ) “paire” au sens de
la de´finition 1.2 de [12] tandis que le dernier cas correspond a` une paire
(E/F, σ) “impaire”, tout comme le cas de niveau 0 vu pre´ce´demment. Cette
diffe´rence se refle`te dans les e´nonce´s des proposition 4.4 et the´ore`me 4.5.
Lemme. Il existe une unique repre´sentation Λ˜ de J˜ · Γ ve´rifiant :
(i) Λ˜| eJ est un prolongement τ -invariant de η˜, de caracte`re central ω˜λ,
(ii) pour tout x ∈ E×, tr Λ˜(xτ) = trλ(Nτ (x)).
On note alors
(4.3.1) π˜ = Ind
eG
eJ
Λ˜| eJ
que l’on prolonge a` G˜Γ par Ind
eGΓ
eJΓ
Λ˜.
De´monstration. On rappelle [4, lemme 3.3] qu’il existe un unique prolonge-
ment de η˜ a` J˜1Γ tel que :
∀g ∈ J˜1, tr η˜(gτ) = tr η(Nτ (g)).
Soit Λ˜ un prolongement de η˜ de caracte`re central ω˜λ. On le prolonge a` J˜ ·Γ
en imposant : Λ˜(τ) = η˜(τ). Dans les cas (nr-nr) et (r-r), Λ˜ est de dimension
1 et la condition (ii) du lemme e´quivaut a` : Λ˜(̟E) = 1 dans le cas (nr-nr) ;
Λ˜(ζ) = 1 ou` ζ est une racine primitive (q2 − 1)-ie`me de 1 contenue dans E
dans le cas (r-r). Ceci de´finit un et un seul prolongement de la liste.
Dans le cas (r-nr), seule la restriction λ˜ de Λ˜ a` J˜c importe. Le calcul de la
trace de λ sur les e´le´ments de o1E|L est effectue´ au paragraphe 5 (5.3.4, (2)).
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Il existe donc un unique caracte`re ξ de o1E|LH1, prolongeant θ tel que :
(4.3.2) ∀x ∈ o1E|L , x 6∈ o
1
|F0
, tr λ(x) = ǫξ(x),
ou` ǫ est e´gal a` -1 si dim η = q, 1 sinon.
Pour le calcul de tr λ˜, on distingue deux cas suivant la dimension de λ˜. Si
λ˜ est de dimension 1, λ l’est e´galement et le re´sultat est imme´diat. Sup-
posons donc λ˜ de dimension q. On introduit alors le groupe X des caracte`res
de J˜c/o
×J˜1 qui s’identifie au groupe des caracte`res de k
×
E triviaux sur k
×,
groupe cyclique d’ordre q+1 engendre´ par un caracte`re τ -invariant κ˜. Graˆce
aux calculs effectue´s en 5.3.2 avec les notations pre´cise´es au (3) de 5.3.4, on
est assure´ de l’existence de q + 1 entiers mi de somme q tels que :
∀x ∈ o×E , tr λ˜(x) = ⊕
q
i=0mi(κ˜
iξ˜)(x).
Chaque composante isotypique e´tant τ -invariante, il existe q + 1 entiers ni
tels que :
∀x ∈ o×E , tr λ˜(xτ) = ⊕
q
i=0ni(κ˜
iξ˜)(x) et
q∑
i=0
ni = tr η˜(τ) = dim η.
On raisonne alors comme dans la de´monstration de la proposition 3.5 de [4],
et on obtient :
- si dim η = 1, tous les entiers ni sont nuls sauf un e´gal a` 1 ;
- si dim η = q, tous les entiers ni sont e´gaux a` 1 sauf un qui est nul.
Il existe donc un et un seul prolongement λ˜ de η˜ a` J˜c tel que :
∀x ∈ o×E , x 6∈ o
×, tr λ˜(xτ) = εξ˜(x) = trλ(Nτ (x)).
Ceci termine la de´monstration du lemme. 
4.4. Stabilite´.
Proposition. Soit π˜ = Ind
eG
eJ
Λ˜ la repre´sentation de GL2(F ) de´finie en
(4.2.2) ou (4.3.1).
(i) Elle appartient a` l’image du changement de base stable si et seulement si
- elle est de niveau 0 ou
- elle est de niveau strictement positif et l’extension E associe´e est
non ramifie´e sur F et sur L := Eσ.
(ii) Lorsque π˜ appartient a` l’image du changement de base labile, π˜ ·µ−1◦de´t
appartient a` l’image du changement de base stable.
De´monstration. L’assertion (ii) n’est qu’une redite de [18, §11.4]. Pour l’as-
sertion (i), on distingue deux cas.
On suppose d’abord que Λ˜ est de dimension 1. Alors par [7, §19] π˜ est
associe´e a` la paire admissible (E, Λ˜|E×). Mais E est soit d’indice de ramifi-
cation 2 sur F , soit non ramifie´e sur F mais ramifie´e sur L. Autrement dit
la paire (E/F, σ) est paire au sens de [12, de´f. 1.2]. Comme Λ˜ est triviale
sur L× (lemme 4.3 (ii)), π˜ est GL2(F0)-distingue´e [12, The´ore`me 1.1] donc
π˜ appartient au changement de base labile [10, The´ore`me 7].
On suppose maintenant que Λ˜ est de dimension au moins 2. Il n’y a plus
de rapport simple entre la trace et la trace tordue de Λ˜ ce qui rend l’emploi
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du crite`re pre´ce´dent moins adapte´ que celui de la de´finition. Graˆce a` [18],
il n’y a que deux possibilite´s : soit le caracte`re tordu de π˜, soit celui de
π˜ · µ ◦ de´t−1 est constant sur les classes de τ -conjugaison stable de G˜. On
peut donc de´duire si π˜ appartient a` l’image du changement de base sta-
ble en e´valuant son caracte`re tordu en deux e´le´ments g et g′ stablement
τ -conjugue´s et tels que tr π˜(gτ) 6= 0 et µ ◦ de´t(g−1g′) 6= 1.
On choisit g = ζ (ζ est une racine primitive (q2 − 1)-ie`me de 1 contenue
dans o×E) et g
′ = ̟Lg ou` ̟L = ζ
q+1
2 ̟. Tous deux sont de norme cyclique
x = ζ1−q et µ ◦ de´t(̟L) = µ ◦NL|F0 (̟L) = −1. Notons que x ∈ U˜0(L) est
tre`s re´gulier : ∀h ∈ G˜, h−1xh ∈ U˜0(L)⇒ h ∈ F
×U˜0(L).
Par conse´quent, si π˜ est de niveau 0, la formule de Mackey donne :
tr π˜(ζτ) =
∑
h∈ eG/ eJ
h−1ζτ(h)∈ eJ
tr Λ˜(h−1ζτ(h)τ) = tr Λ˜(ζτ) = tr λ(x)
et de meˆme, tr π˜(ζ̟Lτ) = ωλ(−1)tr π˜(ζ
q+3
2 τ) = ωλ(−1)tr λ(−x) = tr π˜(ζτ).
D’apre`s la de´finition de λ (cf. 4.1 (a)), trλ(x) n’est pas nul de`s que le
caracte`re θ associe´ n’est pas d’ordre 4. Si θ est d’ordre 4 (q ≡ −1 mod 4),
on refait le meˆme raisonnement avec g = ζ2 sachant que tr π˜(ζ2τ) 6= 0.
Quand π˜ est de niveau 0, elle appartient a` l’image du changement de base
stable.
Supposons maintenant que π˜ est de niveau strictement positif. Notons
K˜(L) le normalisateur dans G˜ de l’ordre associe´ a` L, K˜(L) = F×U˜0(L), et
σ˜ = Ind
eK(L)Γ
eJΓ
Λ˜. Alors π˜ est Ind
eGΓ
eK(L)Γ
σ˜ et en appliquant deux fois la formule
de Mackey, on a :
tr π˜(ζτ) = tr σ˜(ζτ) =
∑
h∈eU0(L)/ eJc
h−1ζτ(h)∈ eJc
tr Λ˜(h−1ζτ(h)τ)
et tr π˜(ζ̟Lτ) = ωλ(−1)
∑
h∈eU0(L)/ eJc
h−1ζ
q+3
2 τ(h)∈ eJc
tr Λ˜(h−1ζ
q+3
2 τ(h)τ)
(4.4.1)
On reprend alors le raisonnement de [4, §4.7] en remarquant que Gal(E/F0)
est abe´lien (car d’ordre 4). On obtient :
tr π˜(ζτ) =
∑
γ∈Gal(E/F )
tr λ˜(γ(ζ)τ) = trλ(x) + trλ(x−1)
= ωλ(−1)(tr λ(−x) + trλ(−x
−1)) = tr π˜(ζ̟Lτ)
Or λ est associe´ a` un caracte`re ξ par (4.3.2) : ou bien ξ(x)+ ξ(x−1) 6= 0, ou
bien ξ(x2) + ξ(x−2) 6= 0. On proce`de comme dans le cas de niveau 0. 
4.5. Description des changements de base.
The´ore`me. Soit (π,V) une repre´sentation irre´ductible tre`s cuspidale de G
et (J, λ) un type simple maximal de´finissant π comme au paragraphe 4.1,
(a) ou (b). On note π˜ = Ind
eG
eJ
Λ˜ la repre´sentation irre´ductible cuspidale de
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G˜ de´finie en (4.2.2) ou (4.3.1) selon que π est de niveau 0 ou non.
(i) F n’est pas ramifie´e sur F0 : l’image de π par le changement de base
stable est π˜ ·µ−1◦de´t tandis que celle par le changement de base labile est π˜.
(ii) F est ramifie´e sur F0 et E est ramifie´e sur E
σ : on note χ le caracte`re
d’ordre 2 de J trivial sur J1 et on pose : π
′ = IndGJ λ · χ et π˜
′ = Ind
eG
eJ
Λ˜ · χ˜.
L’image de π par le changement de base stable est π˜ · µ−1 ◦ de´t si q ≡ 1
mod 4, π˜′ · µ−1 ◦ de´t sinon. L’image de π˜ par le changement de base labile
est alors π˜ si q ≡ 1 mod 4 et π˜′ sinon.
(iii) F est ramifie´e sur F0 et E n’est pas ramifie´e sur E
σ (y compris cas de
niveau 0) : l’image de π par le changement de base stable est π˜, celle par le
changement de base labile π˜ · µ ◦ de´t.
Suit la de´monstration de ce the´ore`me.
4.6. Graˆce a` [18, §11.4] il suffit d’e´tablir le re´sultat pour le changement de
base stable. Notons π˜st la repre´sentation de G˜ pre´ssentie eˆtre l’image de
π par le changement de base stable dans le the´ore`me et montrons qu’elle
ve´rifie bien l’identite´ de caracte`res de´crivant ce dernier [18, §§ 4.11, 12.5
et 11.4], c’est-a`-dire : pour tout g ∈ G˜ dont la norme cyclique Nτ (g) est
re´gulie`re elliptique et tout x ∈ Nτ (g),
(4.6.1) tr π˜st(gτ) = cτ (π˜st)tr π(x),
ou` π˜st(τ) est un ope´rateur d’entrelacement d’ordre 2 entre π˜st et π˜
τ
st et
cτ (π˜st) un signe ne de´pendant que du choix de π˜st(τ). Dans la construction
pre´ce´dente, on a choisi π˜st(τ) pour que cτ (π˜st) soit e´gal a` 1.
Soit g ∈ G˜. On suppose que x = Nτ (g) est un e´le´ment de G, re´gulier et
elliptique. On note T (F0) le centralisateur de x dans G. C’est un tore com-
pact de G et T (F ) est τ -invariant et isomorphe soit au groupe multiplicatif
d’une extension quadratique Ex de F , soit a` F
× × F×.
La formule de Mackey fournit une expression des traces de π(x) et π˜(gτ) :
(4.6.2)
trπ(x) =
∑
y∈G/J
y−1xy∈J
trλ(y−1xy) et tr π˜st(gτ) =
∑
h∈ eG/ eJ
h−1gτ(h)∈ eJ
tr Λ˜st(h
−1gτ(h)τ).
4.7. On suppose d’abord que π est de niveau strictement positif. La
de´monstration est semblable a` celle du the´ore`me 3.7 de [4].
On introduit le sous-groupe distingue´ de G˜, note´ G˜+, de´fini comme le noyau
du caracte`re µ ◦ de´t. Pour tout sous-groupe H de G˜, on abre`ge H ∩ G˜+ en
H+.
Lemme. Soient g ∈ G˜ et x ∈ G comme ci-dessus. On note Clstτ (g) la classe
de τ -conjugaison stable de g et Clst(x) la classe de conjugaison stable de x.
(i) Le groupe G˜+ est re´union de classes de τ -conjugaison.
(ii) Si µ ◦ de´t est d’ordre 2, G˜+ rencontre la classe de τ -conjugaison stable
de g et Clstτ (g)
+ contient la moitie´ des classes de τ -conjugaison contenues
dans Clstτ (g).
(iii) Si µ ◦de´t est d’ordre 4, ou bien Clstτ (g)
+ n’est pas vide et alors Clstτ (g)
+
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contient la moitie´ des classes de τ -conjugaison contenues dans Clstτ (g) ; ou
bien Clstτ (g) ne rencontre pas G˜
+, et alors :
Clstτ (g) ∩ J˜ = ∅ et Cl
st(x) ∩ J = ∅.
(iv) Chaque classe de τ -conjugaison dans Clstτ (g)
+ contient deux classes de
τ -G˜+-conjugaison.
De´monstration. Pour la premie`re assertion, il suffit de remarquer que µ◦de´t
est constant sur les classes de τ -conjugaison.
Pour la suite, on sait que les classes de τ -conjugaison de g dans Clstτ (g) sont
parame´tre´es par H1(Γ, T (F )) : a` un cocycle c, on associe la classe de τ -
conjugaison de c(τ)g.
Si T (F ) ≃ E×x , il y a deux classes de τ -conjugaison, celle de g et celle
de ag ou` a ∈ L×x , a 6∈ NEx|Lx (E
×
x ) et Lx = E
σ
x . Notons que Lx est une
extension quadratique de F0, ne´cessairement distincte de F . Mais alors,
de´ta appartient a` NLx|F0 (L
×
x ) sans eˆtre un carre´ de F0 donc µ ◦ de´t(a) est
e´gal a` −1. Ainsi, µ ◦ de´t prend deux valeurs oppose´es sur les deux classes
de τ -conjugaison.
Si T (F ) ≃ F× × F×, il y a quatre classes de τ -conjugaison, celles de g,
(1, α0)g, (α0, 1)g et (α0, α0)g. Encore une fois µ ◦ de´t prend deux valeurs
oppose´es.
Par conse´quent, si µ◦de´t est d’ordre 2, la moitie´ des classes de τ -conjugaison
dans Clstτ (g) sont contenues dans G˜
+.
Supposons que µ ◦ de´t est d’ordre 4. Ou bien µ ◦ de´t(g) ∈ {±1} et la moitie´
des classes de τ -conjugaison dans Clstτ (g) sont contenues dans G˜
+ ; ou bien
µ ◦ de´t(g) ∈ {±i} et Clstτ (g)
+ est vide. On termine la de´monstration en
remarquant que : µ◦de´t(J˜) = {±1} et de´t(J) ⊂ 1+p. En effet, l’hypothe`se
sur de´tg implique que celui-ci est de valuation impaire et par suite, que de´tx
appartient a` −1 + p.
(iv) Si g1 et g2 sont deux e´le´ments de G˜
+ τ -G˜-conjugue´s par deux e´le´ments
h1 et h2 alors h1h
−1
2 appartient au τ -centralisateur de g1, en particulier la
norme de son de´terminant est 1. Par conse´quent, si µ est d’ordre 2, h1 et
h2 diffe`rent d’un e´le´ment de G˜
+. Si µ est d’ordre 4, le τ -centralisateur de
g1 contient un e´le´ment a tel que µ ◦ de´t(a) = −1 (cf. (ii) et (iii)) et h1 et
h2 diffe`rent d’un e´le´ment de G˜
+ ou de G˜+a. Dans les deux cas, il y a deux
classes de τ -G˜+-conjugaison dans une classe de τ -conjugaison. 
Dans le cas ou` Clstτ (g)
+ est vide, l’e´galite´ (4.6.1) est satisfaite puisque les
deux sommes de (4.6.2) sont nulles. On peut donc supposer que Clstτ (g)
+
n’est pas vide et, quitte a` changer g dans sa classe de τ -conjugaison stable
sans changer de x, que g ∈ G˜+.
Notons CstJ (x) l’ensemble des classes de J-conjugaison contenues dans
Clst(x)∩ J et Cst
τ, eJ+
(g) celui des classes de τ -J˜+-conjugaison contenues dans
Clstτ (g) ∩ J˜
+. Notons e´galement n(x) (resp. n˜(g)) le nombre de classes de
conjugaison (resp. τ -conjugaison) contenues dans Clst(x) (resp. Clstτ (g)). En
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suivant le raisonnement de [4, §4.2], on a :
(4.7.1)
trπ(x) =
1
n(x)
∑
x′∈Cst
J
(x)
c(x′)tr λ(x′)
et tr π˜st(gτ) =
1
n˜(g)
∑
g′∈Cst
τ, eJ+
(g)
c˜(g′)tr Λ˜st(g
′τ)
ou` c(x′) = [T (F0) : T (F0) ∩ yJy
−1] si x′ = y−1xy, y ∈ G
et c˜(g′) = [T (F0) : T (F0) ∩ hJ˜h
−1] si g′ = h−1gτ(h), h ∈ G˜.
4.8. On introduit les sous-groupes J ′ et J˜ ′ de J et J˜+ respectivement, en
distinguant deux cas :
cas 1 : F/F0 est non ramifie´e ou q ≡ 1 mod 4. Dans ce cas, J
′ = F 1|F0J1 et
J˜ ′ = F×J˜1 ;
cas 2 : F/F0 est ramifie´e et q ≡ −1 mod 4. Alors J
′ = J1 et J˜
′ = F×0 J˜1.
Dans les cas ou` J est plus grand que J ′ ou J˜+ plus grand que NE|L(o
×
E)J˜
′,
c’est-a`-dire lorsqu’on se trouve dans le cas (r-nr) ou le cas (r-r) et q ≡ −1
mod 4, on conside´re les repre´sentations par “paquets” fabrique´s de la fac¸on
suivante.
Du coˆte´ de G, on conside`re tous les prolongements a` J de la restriction a`
J ′ de λ. Ils sont au nombre de d = [J : J ′] et de la forme λ⊗κr, 0 ≤ r ≤ d−1,
ou` κ est un caracte`re de J , trivial sur J ′ et d’ordre d (qui s’identifie a` un
caracte`re du groupe engendre´ par ζq−1 dans le cas (r-nr), -1 dans le cas
(r-r)).
Notons κ˜ le caracte`re de J˜ que l’on obtient sur J˜ en relevant le caracte`re
κ ◦Nτ de J˜/NE|L(o
×
E)J˜
′. On remplace π et π˜st par :
π = ⊕d−1r=0πr ou` πr = Ind
G
J λ⊗ κ
r
π˜st = ⊕
d−1
r=0π˜r ou` π˜r = Ind
eG
eJ
Λ˜st ⊗ κ˜
r
Alors, en sommant les expressions (4.7.1) des caracte`res des πr d’une part,
et des π˜r d’autre part, on obtient :
trπ(x) =
1
n(x)
∑
x′∈Cst
J
(x)∩J ′
dc(x′)tr λ(x′) =
1
n(x)
∑
x′∈Cst
J′
(x)
d
d(x′)
c(x′)trλ(x′)
et tr π˜st(gτ) =
1
n˜(g)
∑
g′∈Cst
τ, eJ+
(g)∩NE|L (o
×
E
) eJ ′
dc˜(g′)tr Λ˜st(g
′τ)
=
1
n˜(g)
∑
g′∈Cst
τ,NE|L
(o×
E
) eJ′
(g)
d
d˜(g′)
c˜(g′)tr Λ˜st(g
′τ)
ou` d(x′) est le nombre de classes de J ′-conjugaison dans l’intersection de
la classe de J-conjugaison de x′ avec J ′ et d˜(g′) celui des classes de τ -
NE|L(o
×
E)J˜
′-conjugaison dans l’intersection de la classe de τ -J˜+-conjugaison
de g′ avec NE|L(o
×
E)J˜
′.
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Remarquons que les nombres d(x′) et d˜(g′) sont invariants quand on con-
jugue x′ par un e´le´ment de J , respectivement τ -conjugue g′ par un e´le´ment
de NE|L(o
×
E)J˜
′.
On uniformise les notations en posant d˜(g′) = d(x′) = 1 dans les cas non
mentionne´s dans ce paragraphe.
4.9. L’e´tape suivante consiste a` remplacer NE|L(o
×
E)J˜
′ par J˜ ′. Elle ne con-
cerne que le cas (r-r).
Lemme. Dans le cas (r-r),
(4.9.1) ∑
g′∈Cst
τ,NE|L
(o×
E
) eJ′
(g)
d
d˜(g′)
c˜(g′)tr Λ˜st(g
′τ) =
∑
g′∈Cst
τ, eJ′
(g)
d
d˜(g′)
c˜(g′)tr Λ˜st(g
′τ).
De´monstration. Conside´rons l’application Ψ de Cst
τ, eJ ′
(g) dans Cst
τ,NE|L(o
×
E
) eJ ′
(g)
qui a` la classe de τ -J˜ ′-conjugaison de g′ ∈ Clstτ (g) ∩ J˜
′ associe la classe de
τ -NE|L(o
×
E)J˜
′-conjugaison de g′. Etudions d’abord son image.
Soit g′ ∈ NE|L(o
×
E)J˜
′. L’ensemble des classes a` droite modulo J˜ ′ dans
NE|L(o
×
E)J˜
′ est repre´sente´ par {ζ2r, r ∈ [[0, q−12 ]]}. Il existe donc r ∈ [[0,
q−1
2 ]]
et h ∈ J˜ ′ tels que : g′ = ζ2rh = ζr(ζrhζ−r)τ(ζ−r). L’e´le´ment ζrhζ−r ap-
partient a` J˜ ′ tandis que ζr appartient a` NE|L(o
×
E)J˜
′ si et seulement si r
est pair. Donc si r est pair, g′ appartient a` Im Ψ. Re´ciproquement, les
classes de τ -J˜ ′-conjugaison dans la classe de τ -NE|L(o
×
E)J˜
′-conjugaison de
g′ ont un repre´sentant de la forme ζ−2sg′τ(ζ2s) = ζ2r−4s(ζ2shζ−2s) pour un
s ∈ [[0, q−12 ]]. L’une d’entre elles est contenue dans J˜
′ si et seulement il existe
s ∈ [[0, q−12 ]] tel que ζ
2r−4s ∈ F×0 , c’est-a`-dire r − 2s ≡ 0 mod (
q+1
2 ).
Si q ≡ 1 mod 4, g′ est donc τ -NE|L(o
×
E)J˜
′-conjugue´ a` un e´le´ment de J˜ ′ : Ψ
est surjective.
Si q ≡ −1 mod 4, g′ est τ -NE|L(o
×
E)J˜
′-conjugue´ a` un e´le´ment de J˜ ′ si et
seulement si r est pair.
Etudions les fibres de Ψ. Soient g1, g2 deux e´le´ments de J˜
′ qui sont τ -
NE|L(o
×
E)J˜
′-conjugue´s. Quitte a` τ -J˜ ′-conjugue´ g1, on peut supposer qu’il
existe r ∈ [[0, q−12 ]] tel que ζ
2r τ -conjugue g2 en g1. Mais alors ζ
−4r appar-
tient a` J˜ ′, c’est-a`-dire q+12 divise 2r.
Si q ≡ 1 mod 4, q+12 divise r et g1 = g2 : Ψ est injective. En remarquant
que Ψ conserve la valeur de d
ed(g′)
c˜(g′)tr Λ˜st(g
′τ), on e´tablit l’e´galite´ (4.9.1).
Si q ≡ −1 mod 4, q+14 divise r et g2 est e´gal a` g1 ou ζ
− q+1
2 g1τ(ζ
q+1
2 ) : les
fibres de Ψ sont de cardinal 2.
Dans ce cas, on remarque que l’application g′ 7→ ζ−1g′τ(ζ) de´finit une bi-
jection de Im Ψ sur son comple´mentaire dans Cst
τ,NE|L(o
×
E
) eJ ′
(g) qui pre´serve
la valeur de d
ed(g′)
c˜(g′)tr Λ˜st(g
′τ). On retrouve donc l’e´galite´ (4.9.1). 
4.10. Il reste a` e´tudier la restriction de l’application Nτ a` C
st
τ, eJ ′
(g).
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Lemme. Soient g et x comme pre´ce´demment.
(i) Soit g′ ∈ J˜ ′. Il existe h ∈ J˜ ′ tel que Nτ (h
−1g′τ(h)) ∈ J ′.
(ii) Soient x1, x2 deux e´le´ments de J
′ conjugue´s sous J˜ ′. Alors ils sont
conjugue´s sous J ′.
(iii) Soit x′ ∈ Clst(x) ∩ J ′. Il existe g′ ∈ Clstτ (g) ∩ J˜
′ tel que : Nτ (g
′) = x′.
Il en existe deux a` τ -J˜ ′-conjugaison pre`s dans le cas 1 et 4 dans le cas 2.
De´monstration. On se place dans le cas 1.
(i) On a g′ = zj ou` z ∈ F×, j ∈ J˜1. Par le lemme 3.1 de [4], il existe h ∈ J˜1
tel que Nτ (h
−1jτ(h)) ∈ J1. Alors Nτ (h
−1g′τ(h)) ∈ J ′.
(ii) Notons pour i = 1 ou 2, xi = uiji ou` ui ∈ F
1
|F0
, ji ∈ J1. Soit h ∈ J˜
′ tel
que x2 = h
−1x1h. On peut prendre h ∈ J˜1. Alors :
x2 = h
−1x1h⇔ u
−1
1 u2 = h
−1j1hj
−1
2 ∈ F
1
|F0
∩ J˜1 ⇔ u1 = u2 et j2 = h
−1j1h.
Par le lemme 3.1(ii) de´ja` cite´, on peut choisir h ∈ J1.
(iii) Notons x′ = uj avec u ∈ F 1|F0 et j ∈ J1. Par le the´ore`me de Hilbert
90 et encore le lemme 3.1(ii), il existe g′ = zj˜, z ∈ F× et j˜ ∈ J˜1 tel que :
Nτ (g
′) = x′. De plus, g′ ∈ Clstτ (g).
Soient maintenant g′1, g
′
2 ∈ Cl
st
τ (g) ∩ J˜
′ tels que : Nτ (g1) = Nτ (g2) = x
′.
Alors gi, i = 1, 2, s’e´crit ziji ou` zi ∈ F
× et ji ∈ J˜1 tel que jiτ(ji) ∈ J1.
L’e´galite´ pre´ce´dente donne alors :
z1z2
z1z2
= j2τ(j2)(j1τ(j1))
−1 ⇔ z1z2 ∈ F
×
0 et j1τ(j1) = j2τ(j2)
quitte a` multiplier z1 et j1 par un e´le´ment de 1+p sans changer leur produit.
Encore une fois, j1 et j2 sont donc τ -J˜1-conjugue´s. Alors g1 et g2 sont
τ -J˜ ′-conjugue´s si et seulement si z1z2 est une norme de F
× dans F0. A
τ -J˜ ′-conjugaison pre`s, on a deux g′ ∈ J˜ ′ de norme cyclique x′.
On se place dans le cas 2. Les assertions (i) et (ii) sont imme´diates. Soit
x′ ∈ Clst(x) ∩ J ′. Alors il existe j ∈ J˜1, unique a` τ -J˜1-conjugaison pre`s, tel
que Nτ (j) = x
′. Mais pour tout u ∈ F×0 , uj est de norme cyclique x
′ et uj
est τ -J˜ ′-conjugue´ a` j si et seulement si u est un carre´ dans F×0 .
En effet, si u est un carre´, il est clair que j et uj sont τ -J˜ ′-conjugue´s.
Re´ciproquement, on peut supposer que u est 1, ̟0, ζ
q+1 ou ̟0ζ
q+1. Si
j et uj sont τ -J˜ ′-conjugue´s, il existe v ∈ F×0 et j
′ ∈ J˜1 tels que uj =
v−1(j′−1jτ(j′))τ(v). Mais alors, uv2 ∈ J˜1 ∩ F
×
0 = 1 + p0 donc u = 1. 
4.11. Etablissons l’e´galite´ (4.6.1). Si Clstτ (g)∩J˜
′ est vide, Clst(x) ne rencon-
tre pas J ′ (lemme 4.10, (i)) donc les deux sommes de (4.7.1) sont nulles. Sup-
posons maintenant que g ∈ J˜ ′ et x ∈ J ′ (lemme 4.10, (i)). Alors l’application
Nτ induit une surjection de C
st
τ, eJ ′
(g) sur CstJ ′(x) dont les fibres sont de cardi-
nal 2 dans le cas 1, 4 dans le cas 2 (lemme 4.10). De plus, tr Λ˜ est constant
sur ces fibres et l’identite´ s’obtient comme dans [4, §4.5 et 4.6] en ajoutant
le re´sultat suivant :
Lemme. Soit g′ ∈ J˜ ′ tel que x′ := Nτ (g
′) ∈ J ′. Alors d˜(g′) est e´gal a` d(x′)
dans le cas 1, 2d(x′) dans le cas 2.
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De´monstration. Le re´sultat est imme´diat dans les cas (nr-nr) et (r-r) quand
q ≡ 1 mod 4.
Dans le cas (r-r) quand q ≡ −1 mod 4, J est le produit {±1}J ′ donc
d(x′) vaut 1. D’autre part, NE|L(o
×
E)J˜
′ est un sous-groupe d’indice 2 de
J˜+ donc la classe de τ -J˜+-conjugaison de g′ contient au plus deux classes
de τ -NE|L(o
×
E)J˜
′-conjugaison, a` savoir celles de g′ et de −ζ−1g′τ(ζ). Remar-
quons qu’il existe un entier r tel que g′ ∈ ζ(q+1)r̟Z0 J˜1 et que toute la classe
de τ -NE|L(o
×
E)J˜
′-conjugaison de g′ est contenue dans
⋃
s≡0[4]
ζs̟Z0 J˜1. Mais,
−ζ−1g′τ(ζ) appartient a` ζs̟Z0 J˜1 ou` s =
q2−1
2 −2+(q+1)r ≡ 2 mod 4. Par
suite : d˜(g′) = 2 = 2d(x′).
Dans le cas (r-nr), g′ s’e´crit zg′1 avec z ∈ (F
×)+ et g′1 ∈ J˜1. Alors x
′ = zzx
′
1
ou` x′1 = Nτ (g
′
1) ∈ J1. Puisque z et
z
z sont centraux dans J˜
+ et J respec-
tivement, on a : d˜(g′) = d˜(g′1) et d(x
′) = d(x′1). On peut donc supposer
que g′ ∈ J˜1 et x
′ ∈ J1. Sous cette hypothe`se, J˜
′ contient toute la classe
de τ -J˜+-conjugaison de g′. D’apre`s le lemme 4.10, Nτ induit une applica-
tion de l’ensemble des classes de τ -J˜ ′-conjugaison contenues dans Clτ− eJ+(g
′)
dans l’ensemble des classes de J ′-conjugaison contenues dans ClJ(x
′). Cette
application est clairement surjective car tout x′′ ∈ ClJ(x
′) s’e´crit j−1x′j,
j ∈ J , et est l’image par Nτ de g
′′ := j−1g′τ(j), e´le´ment appartenant a`
Clτ− eJ+(g
′) ∩ J˜1.
Etudions la fibre en x′′. D’apre`s le lemme 4.10, elle contient au plus 2
classes si q ≡ 1 mod 4, 4 si q ≡ −1 mod 4 et, d’apre`s la de´monstration de
ce meˆme lemme, ces classes de τ -J˜ ′-conjugaison sont repre´sente´es par : g′′
et α0g
′′ si q ≡ 1 mod 4 ; ug′′ ou` u parcourt un ensemble de repre´sentants
des classes de F×0 modulo ses carre´s. Mais, une de ces classes est contenue
dans Clτ− eJ+(g
′) si et seulement si son repre´sentant zg′′ est τ -J˜+-conjugue´ a`
g′′, c’est-a`-dire il existe h = (̟ζ)rζ2sy, r, s ∈ Z et y ∈ J˜1 tel que :
zg′′ = ((̟ζ)rζ2sy)−1g′′τ((̟ζ)rζ2sy)⇔ z = ̟−r0 ζ
−(q+1)(r+2s) mod J˜1
⇔z= ̟−r0 ζ
−(q+1)(r+2s) mod 1+p0⇔
{
r = 0 et z = 1 si q ≡ 1 mod 4
z = 1 ou z = ̟0ζ
q+1 si q≡−1 mod 4
Ainsi, la fibre en x′′ est de cardinal 1 si q ≡ 1 mod 4, 2 sinon. 
A ce point, sont de´montre´es les assertions du the´ore`me 4.5 correspondant
aux cas (nr-nr) et (r-r) lorsque q est congru a` 1 modulo 4.
4.12. Dans les autres cas de niveau strictement positif, chaque repre´sentation
π˜r est l’image par le changement de base stable d’une repre´sentation π
′′
r [18,
§11.4.1] caracte´rise´e par l’identite´ (4.6.1). D’apre`s ce qui pre´ce`de, pour tout
x ∈ G re´gulier, elliptique, de la forme Nτ (g) pour un g ∈ G˜,
d−1∑
i=0
trπ′′i (x) =
d−1∑
i=0
trπi(x).
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Alors, comme au paragraphe 4.7 de [4], on obtient que les images des
repre´sentations πr, 0 ≤ r ≤ d − 1, par le changement de base stable sont
les repre´sentations π˜r, 0 ≤ r ≤ d− 1.
Dans le cas (r-r) ou` q est congru a` -1 modulo 4, les deux repre´sentations π˜0
et π˜1 ne sont autres que π˜ · µ
−1 ◦ de´t et π˜′ · µ−1 ◦ de´t et seule π˜′ · µ−1 ◦ de´t a
pour caracte`re central ω˜pi. Elle est donc l’image de π par le changement de
base stable.
Dans le cas (r-nr), lorsque q est congru a` -1 modulo 4, l’argument du carac-
te`re central permet d’affirmer que l’image de π par le changement de base
stable appartient a` {π˜r, r ≡ 0 mod 2}. Sans hypothe`se sur q, pour mon-
trer que l’image de π est bien π˜0, il suffit d’e´valuer leurs caracte`res en des
e´le´ments bien choisis. Comme dans la de´monstration de la proposition 4.4,
on choisit g = ζ ou ζ2. Alors, par (4.4.1) et en poursuivant le raisonnement
comme en [4, §4.7] :
tr π˜(gτ) = trλ(x) + trλ(x−1) = tr π(x) 6= 0.
Ceci termine la de´monstration du the´ore`me dans le cas des repre´sentations
de niveau strictement positif.
4.13. Conside´rons le cas ou` π est de niveau 0. La repre´sentation π˜ est une
repre´sentation τ -invariante, a` caracte`re central trivial sur F0 et de caracte`re
stable : elle appartient donc a` l’image du changement de base stable et son
ante´ce´dent est ne´cessairement une repre´sentation de niveau 0 de´crite par 4.1
(a), conse´quence de tout ce qui pre´ce`de. Ces dernie`res se distinguent par
la restriction de leurs caracte`res en les e´le´ments de G dont le groupe des
points sur F du centralisateur est le groupe multiplicatif d’une extension
quadratique de F , e´le´ments dits “elliptiques” dans [11] et “tre`s elliptiques”
ici pour e´viter les confusions.
Soit g ∈ G˜ tel que x = gτ(g) est un e´le´ment de G re´gulier et tre`s el-
liptique. Le groupe T (F ) des points sur F du centralisateur de x est le
groupe multiplicatif d’une extension quadratique E de F , ne´cessairement
non ramifie´e sur F .
Si Clstτ (g) ∩ J˜ est vide, alors Cl
st(x) ∩ J aussi. En effet, un e´le´ment x′ de
Clst(x) ∩ J est de la forme Nτ (g
′) ou` g′ ∈ Clstτ (g) et commute a` x
′ (puisque
g commute a` x). Or x′ est tre`s elliptique donc g′ appartient a` F×U˜0(L) = J˜
[11, th. 1]. Pour un tel g, l’identite´ (4.6.1) est satisfaite.
Si Clstτ (g) ∩ J˜ n’est pas vide, on conside`re g
′ ∈ Clstτ (g) ∩ J˜ et x
′ = Nτ (g
′).
Alors x′ ∈ U˜0(L) et x
′ est G˜-conjugue´ a` x : x′ = y−1xy, y ∈ G˜.
Notons que τ(x′) appartient a` U˜0(L) et τ(x
′) = (y−1τ(y))−1x′y−1τ(y). Ainsi
y−1τ(y) ∈ F×U˜0(L), autrement dit : τ(y) = yj, j ∈ J˜ . Mais alors la chaˆıne
de re´seaux yL est une chaˆıne autoduale de F 2 et x ∈ U0(yL). De deux
choses l’une :
- la chaˆıne yL est de meˆme invariant que L auquel cas il existe y0 ∈ G tel
que yL = y0L : y
−1
0 xy0 ∈ U0(L) = J ;
- la chaˆıne yL n’est pas de meˆme invariant que L auquel cas il existe y0 ∈ G
tel que yL = y0L
′ ou` L′ est une chaˆıne de pe´riode 1 telle que U0(L
′) contient
le meˆme sous-groupe d’Iwahori I que U0(L) : y
−1
0 xy0 ∈ U0(L
′). Mais,
L′ est d’invariant pair et U0(L
′) est la re´union disjointe de I et de son
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comple´mentaire, le premier forme´ des e´le´ments de de´terminant dans 1+p, le
second forme´ des e´le´ments de de´terminant dans −1 + p. Or le de´terminant
de y−10 xy0 est e´gal a` de´tg
′/de´tg′ ou` de´tg′ est ne´cessairement de valuation
paire, donc est un e´le´ment de 1 + p. Ainsi, y−10 xy0 appartient a` I ⊂ U0(L).
Dans les deux cas, Clst(x) ∩ J n’est pas vide. On peut donc choisir x ∈ J
puis g ∈ J˜ . Par la formule de Mackey et puisque x est tre`s elliptique, on
obtient : tr π˜(gτ) = tr Λ˜(gτ) et trπ(x) = trλ(x).
On conclut graˆce a` (4.2.3).
5. Caracte`res de repre´sentations irre´ductibles de certaines
extensions de groupes finis.
On pre´sente dans ce paragraphe un calcul de caracte`res de repre´sentations
admissibles de groupes compacts qui permet de justifier ou de se convaincre
de la validite´ d’affirmations contenues dans le paragraphe 3.1 (cas (b’)) et
la de´monstration du lemme 4.3.
Le calcul expose´ est plus complexe que ne´cessaire ici. Mais, on rencontre
cette meˆme question dans l’e´tude du transfert de U(1, 1)(F0) × U(1)(F0) a`
U(2, 1)(F0). On a donc choisi un cadre suffisament grand pour re´utiliser les
re´sultats lors de cette e´tude.
5.1. Donne´es, hypothe`ses et objectif. On fixe un nombre premier p.
Soient J un groupe fini, J1 un sous-groupe distingue´ de J de centre Z et
J′ un sous-groupe de J tels que J = J′J1 et J
′ ∩ J1 ⊂ Z. On suppose que :
(i) J1 est un p-groupe, extra-spe´cial de classe 2 ou abe´lien ;
(ii) J′ = TJ′1 ou` T un sous-goupe abe´lien de J
′ et J′1 un p-sous-groupe
distingue´, ou bien extra-spe´cial de classe 2 dont le centre Z ′ contient
J′1 ∩ T , ou bien abe´lien (dans ce cas on le note aussi Z
′) ;
(iii) [J′1, J1] = 1 ;
(iv) J′/J′1 est d’ordre premier a` p ;
(v) Z ′Z est contenu dans le centre de J et J′1J1 est un p-groupe extra-
spe´cial de classe 2, de centre Z ′Z.
Soient θ un caracte`re fide`le de Z et θ′ un caracte`re fide`le de Z ′ tels que
θ|Z∩Z′ = θ
′
|Z∩Z′.
Ainsi, le groupe Z est un groupe cyclique d’ordre p et le quotient V = J1/Z
est un Fp-espace vectoriel de dimension paire, muni d’une forme biline´aire
alterne´e non de´ge´ne´re´e < ., . > de´finie par :
< ., . > : V × V → µp
(gZ, g′Z) 7→ θ([g, g′]).
Ceci est e´galement valable pour Z ′ “en primant” V , J1, Z et θ.
On note Θ le caracte`re θ′ · θ de Z ′Z et ηΘ la repre´sentation de Heisenberg
de J′1J1 de caracte`re central Θ. Elle est isomorphe au produit tensoriel des
repre´sentations de Heisenberg de J1 et J
′
1 de caracte`res centraux θ et θ
′
respectivement. On note ηθ et ηθ′ ces deux repre´sentations, p
a et pb leurs
dimensions respectives.
On suppose que les repre´sentations ηΘ et ηθ′ se prolongent en des repre´sen-
tations de J et J′ respectivement.
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Notre but est de de´finir une bijection entre les prolongements de ηΘ a` J
et ceux de ηθ′ a` J
′ caracte´rise´e par une identite´ de caracte`res.
Dans les deux cas, les prolongements se distinguent par les valeurs de leurs
caracte`res sur les e´le´ments de T . On cherche donc a` calculer la trace des pro-
longements de ηΘ en un e´le´ment de T en fonction de celle des prolongements
de ηθ′ , au moins dans les situations qui nous sont utiles.
5.2. Cinq conse´quences des donne´es et hypothe`ses.
5.2.1. Tout d’abord, de l’hypothe`se (iv), on de´duit que :
J
′ ∩ J1 ⊂ J
′
1 d’ou` J/J
′
1J1 ≃ J
′/J′1 ≃ T/T ∩ Z
′ et J′ ∩ J1 ⊂ Z
′,
le dernier isomorphisme et l’inclusion sont alors conse´quences de (ii) et (i)
respectivement.
5.2.2. A x ∈ J′, on associe l’automorphisme symplectique de V , encore
note´ x, de´fini par la conjugaison par x, le sous-espace V x de V forme´ des
points fixes sous x et le caracte`re χx de V
x de´fini par :
χx(v) = θ([x, v]) pour tout v ∈ V
x.
Remarquons d’une part, que J′1 centralisant J1 (iii), V
x et χx ne de´pendent
que de la classe de x modulo J′1 ; d’autre part, que si x n’appartient pas a`
J′1, son ordre r dans J
′/J′1 est premier a` p (par (iv)) et χx est trivial. Pour
cette dernie`re assertion, il suffit de remarquer que :
- pour tout v ∈ V x, tout s ∈ N, χx(v)
s = 1⇔ s ≡ 0[p] ou χx(v) = 1;
- pour tout v ∈ V x, χx(v)
r = χxr(v) = 1.
Par conse´quent, puisque θ est fide`le, la projection naturelle du sous-groupe
Jx1 des e´le´ments de J1 invariants par conjugaison par x sur V
x est surjective.
En primant les notations, on obtient le re´sultat analogue pour tout e´le´ment
de T . Ainsi,
(5.2.1) ∀x ∈ J′, (J1/Z)
x ≃ Jx1/Z et ∀t ∈ T,
(
J
′
1/Z
′
)t
≃ J′1
t
/Z ′
Il s’en suit que :
∀t ∈ T,
(
J
′
1J1/Z
′Z
)t
≃ J′1
t
J
t
1/Z
′Z.
5.2.3. Soit t ∈ T . L’application de V dans V qui a` v ∈ V associe [t−1, v] est
line´aire de noyau V t. Son image It = {[t
−1, v], v ∈ V } est l’orthogonal de V t.
De plus, l’action de T par conjugaison sur J1 fournit une repre´sentation de T
dans GL(V ) triviale sur T ∩J′1. Puisque T/T ∩J
′
1 est fini d’ordre premier a` p
(iv), cette repre´sentation est semi-simple donc somme de caracte`res. On en
de´duit que les sous-espaces V t et It sont supple´mentaires. Par conse´quent,
pour tout t ∈ T (et par suite pour tout x ∈ J′), la restriction de < ., . > au
sous-espace V t est non de´ge´ne´re´e et la dimension de V t est paire, note´e 2at.
5.2.4. Les paires (J, λ) et (J′, λ′) sont deux cas de la situation A.1.7 de [6].
En utilisant le corollaire A.1.8 et la surjectivite´ des projections de (J′1J1)
t
sur (J′1J1/Z
′Z)t et de J′1
t sur (J′1/Z
′)t pour tout t ∈ T (comme dans la
de´monstration de la proposition 13.1 de [5]), on obtient :
Lemme. Soit t ∈ T .
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a) trλ(t) 6= 0, trλ′(t) 6= 0 et ‖tr λ(t)‖ = |V t|
1
2 · |V ′t|
1
2 ,
‖trλ′(t)‖ = |V ′t|
1
2 .
b) Soit y ∈ J′1J1. Alors trλ(ty) est non nul si et seulement si ty est
J′1J1-conjugue´ a` un e´le´ment de tZ
′Z.
c) Soit y′ ∈ J′1. Alors tr λ
′(ty′) est non nul si et seulement si ty′ est
J′1-conjugue´ a` un e´le´ment de tZ
′.
5.2.5. Enonc¸ons une dernie`re conse´quence.
Lemme. Deux e´le´ments de J′ sont J-conjugue´s si et seulement s’ils sont
J′-conjugue´s.
De´monstration. Soient x, x′ deux e´le´ments de J′ qui sont J-conjugue´s. Quitte
a` conjuguer l’un d’entre eux par un e´le´ment de J′, on peut supposer que x
et x′ sont J1-conjugue´s. On e´crit : x = ty ou` t ∈ T et y ∈ J
′
1 et x
′ = jxj−1
avec j ∈ J1. Montrons que x
′ et x sont e´gaux.
Si x ∈ J′1, il suffit d’utiliser (iii). Si x 6∈ J
′
1, on a graˆce a` (iii) :
x′ = ty · y−1[t−1, j]y · [y−1, j] = x · [t−1, j].
Ainsi, [t−1, j] = x−1x′ appartient a` Z (J1 ∩ J
′ ⊂ Z par hypothe`se), c’est-
a`-dire que j ∈ V t = V x. Et puisque χx est trivial (§5.2.2) et θ fide`le, on
conclut que x et x′ sont e´gaux. 
Par les lemmes 5.2.4 et 5.2.5, on obtient :
Corollaire. Soit x un e´le´ment de J′. Les quatre propositions suivantes sont
e´quivalentes :
(i) trλ(x) 6= 0 ;
(ii) trλ′(x) 6= 0 ;
(iii) x est J′-conjugue´ a` un e´le´ment de TZ ′ ;
(iv) x est J-conjugue´ a` un e´le´ment de TZ ′.
5.3. Comparaison de traces.
5.3.1. Soit λ un prolongement de ηΘ a` J. Notons J
′
0 le centralisateur de
J1 dans J
′. La restriction de λ a` J′0 est de la forme λ
′
0 · ηθ ou` λ
′
0 est un
prolongement de ηθ′ a` J
′
0. Soit λ
′ un prolongement de λ′0 a` J
′.
Par la suite, on note X l’ensemble des caracte`res de J triviaux sur J′0J1. Il
s’identifie via la restriction a` l’ensemble des caracte`res de J′ triviaux sur J′0
ou a` ceux de T triviaux sur T ∩ J′0. Selon le contexte, on regarde X d’une
fac¸on ou d’une autre et on note d son cardinal.
Remarquons que lorsque a = 0, λ est isomorphe a` λ′ ⊗ θ pour un prolonge-
ment λ′ de ηθ′ convenable. Il existe donc une bijection que l’on peut de´finir
“canoniquement” par l’e´galite´ des traces sur les e´le´ments de T .
Si d = 1, J n’est autre que le produit J′0J1 et J
′ est e´gal a` J′0. La repre´sentation
λ est de la forme λ′ ⊗ ηθ pour un unique prolongement λ
′ de ηθ′ . Il existe
donc une bijection que l’on peut de´finir “canoniquement” par l’identite´ de
caracte`res suivante :
∀x ∈ T, trλ(x) = patrλ′(x).
On suppose donc : a > 0 et d > 1.
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5.3.2. On de´signe par K le groupe J′Z. Puisque λ prolonge ηΘ, sa restric-
tion a` K est une sous-repre´sentation de la restriction a` K de IndJ
J′0J1
λ′0 ⊗ ηθ
qui est multiple de IndK
J′0Z
λ′0 · θ d’apre`s la formule de Mackey. Il existe donc
d entiers positifs mξ (ξ ∈ X ) tels que :
(5.3.1) ∀k ∈ K, λ(k) =
⊕
ξ∈X
mξ(ξλ
′ · θ)(k) et
∑
ξ∈X
mξ = p
a
d’ou` : ∀x ∈ T, tr λ(x) = tr λ′(x) ·
∑
ξ∈X
mξξ(x).
Notre but est d’e´valuer
∑
ξ∈X mξξ(x). De l’assertion a du lemme 5.2.4, on
de´duit qu’elle est de module |V x|1/2 pour tout x de T . On obtient alors un
syste`me d’e´quations en les inconnues mξ, a` savoir :∑
ξ∈X
mξ = p
a
∑
ξ∈X
m2ξ +
∑
ξ′∈X−{1}
(
∑
ξ∈X
mξmξξ′)ξ
′(x) = |V x| pour chaque x 6= 1,
(5.3.2)
ou` x repre´sente la classe de x ∈ T modulo J′0 ∩ T .
5.3.3. On suppose dore´navant que :
(H) T/J′0∩T est cyclique et que pour tout x ∈ T/J
′
0∩T non trivial, |V
x| = 1.
Alors les d inconnues M1 =
∑
ξ∈X m
2
ξ − 1 et Mξ′ =
∑
ξ∈X mξmξξ′ , ξ
′ ∈ X
non trivial, sont solutions du syste`me line´aire
M1 +
∑
ξ′∈X−{1}
Mξ′ = p
2a − 1
M1 +
∑
ξ′∈X−{1}
ξ′(x)Mξ′ = 0,
c’est-a`-dire : ∀ξ ∈ X , Mξ =
p2a−1
d . En particulier :
∑
ξ∈X
m2ξ−1 =
p2a − 1
d
.
Soit {mξ, ξ ∈ X} une solution entie`re de (5.3.2). Alors :
(5.3.3)∑
ξ∈X
(
pa + 1
d
−mξ
)2
= |X |
(
pa + 1
d
)2
− 2
pa + 1
d
∑
ξ∈X
mξ +
∑
ξ∈X
m2ξ = 1
i) Si p
a+1
d ∈ Z, il existe, a` permutation pre`s des mξ, deux solutions entie`res
de (5.3.3), a` savoir :
m1 =
pa+1
d ± 1 et mξ =
pa+1
d si ξ 6= 1 ;
et, toujours a` permutation pre`s des mξ, il existe une unique solution entie`re
de (5.3.2), a` savoir :
m1 =
pa+1
d − 1 et mξ =
pa+1
d si ξ 6= 1.
ii) Si p
a+1
d 6∈ Z, chaque terme de la somme (5.3.3) appartient a` ]0, 1[ donc,
pour tout ξ ∈ X , mξ est e´gal a` u ou u+1 ou` u est la partie entie`re de
pa+1
d .
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Notons r la diffe´rence (pa + 1)− ud et n le nombre d’entiers mξ e´gaux a` u.
Remarquons que : 0 < r < d.
De la premie`re e´quation de (5.3.2), on de´duit que n = d + 1 − r, puis de
(5.3.3), on obtient :∑
ξ∈X
(
pa + 1
d
−mξ
)2
= (d+ 1− r)
( r
d
)2
+ (r − 1)
(
1−
r
d
)2
= 1
⇔(r − 2)(r − d) = 0⇒ r = 2.
Dans ce cas, d divise donc pa− 1, l’un des mξ est e´gal a`
pa−1
d +1 et tous les
autres a` p
a−1
d . On obtient ainsi toutes les solutions de (5.3.2).
En conse´quence :
Lemme. On suppose l’hypothe`se (H) satisfaite. On note J′0 le centralisateur
de J1 dans J
′, d le cardinal de T/J′0 ∩ T et p
2a celui de J1/Z.
Si d divise pa + 1, il existe un unique prolongement λ′ de ηθ′ tel que :
∀x ∈ T, trλ(x) =
{
patr λ′(x) si x ∈ J′0 ∩ T,
−trλ′(x) sinon.
Sinon, il existe un unique prolongement λ′ de ηθ′ tel que :
∀x ∈ T, trλ(x) =
{
patr λ′(x) si x ∈ J′0 ∩ T,
trλ′(x) sinon.
5.3.4. Applications.
(1) L’affirmation de 3.1 (b’) demande une justification lorsque la repre´senta-
tion λ n’est pas de dimension 1. D’apre`s [3, §A.6.2], λ est de la forme λθ
pour un caracte`re θ d’un sous-groupe de J . On applique ce qui pre´ce`de
avec :
J = J/Ker θ , J1 = J ∩ U1(L)/Ker θ , T = H/Ker θ ∩H , J
′
1 = Z
′ = Z.
en remarquant que T/J′0 ∩ T ≃ k
1
|k0
, V est de cardinal q2 et le stabilisateur
de chaque e´le´ment non nul de V est re´duit a` {1}.
(2) On reprend les notations de 4.1 (b) et on se place dans le cas (r-nr) du
paragraphe 4.3. Pour calculer trλ sur o1E|L , on pose :
J = J/Ker θ , J1 = J1/Ker θ , T = o
1
E|L
/o1E|L ∩Ker θ et J
′
1 = Z
′ = Z
et on applique le lemme pre´ce´dent. Remarquons que J′0 est alors e´gal a`
{±1}J′1 donc d vaut
q+1
2 tandis que a vaut 1 ou 0 suivant que la dimension
de λ est q ou 1. L’hypothe`se (H) est bien satisfaite car T/T ∩J′0 est cyclique
et tous les e´le´ments de o1E|L non centraux sont minimaux.
(3) On se place dans la meˆme situation que pre´ce´demment mais on s’inte´resse
cette fois a` la repre´sentation λ˜. On suppose de plus que λ˜ n’est pas de
dimension 1 (donc a = 1). On pose :
J = J˜/Ker θ˜ , J1 = J˜1/Ker θ˜ , T = o
×
E/o
×
E ∩Ker θ˜ et J
′
1 = Z
′ = Z.
C’est un cas particulier de 5.1 et toutes les conse´quences qui suivent sont
valables, en particulier 5.3.2.
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