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Can Vivaldi Help in IP Geolocation?
Abstract. The paper deals with IP geolocation based on communication latency measurement. The aim of IP geolocation is to estimate the
geographical location of an IP-enabled node. Latency-based IP geolocation methods measure latency from a set of landmarks with the known
geographical position to a target with an unknown position. When the latency values are known, the target position is estimated using multilateration.
A disadvantage is that for each target’s position estimation, a new latency measurement is required. In order to avoid this, it has been proposed to
employ a latency prediction method, such as Vivaldi, to predict the latency between a target and a landmark and, thus, reduce the number of latency
measurements. In this paper, we investigate this proposal in terms of location accuracy and efficiency. The conclusion of the paper gives an indicative
answer about the credibility of Vivaldi for its use in IP geolocation.
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Streszczenie. W artykule przedstawiono metode˛ geolokalizacji IP na podstawie pomiarów opóznien w komunikacji. Działanie algorytmu opiera sie˛ na
analizie opóznien przesyłu sygnałów z kilku punktów orientacyjnych o znanym połoz˙eniu, do okreslonego celu. Na tej podstawie, z wykorzystaniem
multilateracji, okreslana jest szukana pozycja. Zastosowano takz˙e metode˛ predykcji opóznien przesyłu sygnału Vivaldi, w celu ograniczenia ilosci
kaz˙dorazowych estymacji. Algorytm poddano analizie pod wzgle˛dem precyzji i skutecznosci lokalizacji. (Badanie zastosowania metody Vivaldi w
geolokalizacji IP).
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Introduction
Knowing one’s position has always been an important
part of many information systems which offer location ser-
vices for the users. The position itself can be expressed by
many means which have a global or local significance. The
most common way to express a position on a global scale is
by using geographical longitude and latitude. A local position
is expressed using a relation to a specific object or objects. In
this paper, we focus on finding the global position of a target.
The paper deals with geolocation of nodes connected
to an IP network (for example, computer, PDA, and sensor
mote). There are many methods used to obtain the geo-
graphical position of an IP node. They can be divided into
native and non-native. Native methods use the current fea-
tures and services provided in IP networks (for example, do-
main name system, structure of IP address, and communi-
cation latency). These approaches are known as IP geoloca-
tion methods. Non-native methods use techniques not imple-
mented in IP networks. An example is the well-known GPS
system. However, GPS requires a line-of-sight path from the
target to four or more GPS satelites, which is not true for the
majority of IP nodes.
IP geolocation methods can also be divided into passive
and active. Passive methods obtain a node’s location only
by the use of the standard communication in IP networks.
For example, the location of the target can be obtained by
analysing the domain name of the target or by a standard
query to a database which stores location information of the
target (a location database). Active IP geolocation methods
involve additional communication and processing of the ob-
tained data in order to estimate a target’s location. These
methods are usually based on a latency measurement from
a set of landmarks with the known geographical position to
a target with an unknown position. The other way is also
possible, a target can estimate its own location by measur-
ing latency to a set of landmarks. When the latency values
are known (to a target or to a server which locates the tar-
get), they can be transferred to a geographical distance by
the use of a latency-to-distance ratio which can have a stat-
ical value [14] or it can be evaluated dynamically based on
the current transmission conditions in the network [10].
The geographical distances are then used by multilater-
ation to estimate the geographical position of the target as
shown in Fig 1. The circles represent the maximum distance
of the target’s position from each landmark. The radius of
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Fig. 1. IP geolocation using latency measurement and multilatera-
tion.
the circles is equal to a value derived from the measured la-
tency between the landmark and the target after applying the
latency-to-distance conversion ratio [16]. As the circles inter-
sect with each other, they delimit the area of a possible target
location. The convention is that the centre of gravity of the
resulting area is used to estimate the target’s location1. The
figure shows the case when the circles intersect. Communi-
cation latency in the Internet is not constant because it is in-
fluenced by many factors, such as routing policies2, buffering
delays, and temporary peak loads. Moreover, communication
latency also violates the triangle inequity3 [28]. Therefore,
some of the circles do not need to intersect at all, or, in the
other case, their intersections can result in an overestimated
area of a target location, which significantly decreases the lo-
cation accuracy. An example of underestimation caused by
non-intersecting circles (Landmarks no. 1,2 and 4) is shown
in Fig 2. Fig 3 shows the opposite case where the circles
specify the target location very loosely as a result of overes-
timation.
A disadvantage of IP geolocation based on measur-
ing communication latency is the latency measurement. In
large-scale systems, extensive latency measurements can
be falsely assessed as a DoS (Denial-of-Service) attack on a
target [20]. Therefore, the number of latency measurements
1A similar approach can be seen in wireless sensor networks
where the radio signal strength RSSI (Received Signal Strength In-
dicator) is measured and the physical distance derived [21].
2An example is routing asymmetry [13].
3|AB| ≤ |AC| + |BC|.
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Fig. 2. IP geolocation using latency measurement and multilatera-
tion – underestimation.
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Fig. 3. IP geolocation using latency measurement and multilatera-
tion – overestimation.
should be kept low. It has been proposed in the related re-
search that network virtual coordinate systems can be used
to predict the latency between a pair of nodes without a real
measurement [2, 23, 5]. In these published papers an inves-
tigation dealing with the impact of using latency prediction on
IP geolocation accuracy and efficiency is missing.
In this paper, we explore the use of a network coordi-
nate system for latency prediction in an IP geolocation sys-
tem in terms of location accuracy and, also, we study the
efficiency of location. For the purpose of the investigation,
we implemented SOI (Speed of Internet) [28] which is an IP
geolocation technique based on latency measurement and,
for latency prediction, we implemented the Vivaldi virtual co-
ordinate system [4]. Vivaldi is generally considered as the
representative of network coordinate systems due to its use
in real-world applications. We chose SOI since it gives results
comparable to the majority of IP geolocation techniques [14].
The paper is organised as follows. Section 2 gives an
overview of IP geolocation. Methods used for obtaining a
geographic location of an IP node are briefly summarized.
Section 3 describes related work. In this section, we focus
on latency prediction algorithms working with network coor-
dinate systems. Section 4 introduces the proposed real IP
geolocation system which we developed for the purpose of
our investigation. Section 5 evaluates the results from the
developed system. We discuss the results in terms of loca-
tion accuracy and efficiency. In section 6 we conclude the
paper and give a recommendation about the use of Vivaldi
for IP geolocation implemented by SOI.
IP Geolocation Applications and Accuracy
The geographic location of a target can be expressed by
many means with different levels of accuracy, such as coun-
try, region, city, street or longitude and latitude. The required
level of accuracy depends on the application that works with
IP node positions. Country-level accuracy is usually sufficient
in e-commerce where the knowledge of customer locations
helps to improve the service and security. E-commerce uses
the known customer’s position for presenting goods, services
and multimedia related to the location. For example, some in-
ternational e-shops can ship particular goods only to specific
countries due to a legal distribution restriction. Knowing the
shopper’s country, goods to be displayed can be filtered or a
warning message can be displayed when a specific good not
meeting the distribution restriction is being ordered. The lo-
cal currency or the shipping cost estimation without providing
the exact postal address can also be shown. Billing secu-
rity is another example of IP geolocation use in e-commerce.
With on-line credit card billing, the geographical distance be-
tween the address provided by a customer and the location of
the billing transaction can be estimated. If these two places
are distinct, there is a higher probability that the card is be-
ing misused. MaxMind credit card fraud detection system –
minFraud [19] is a fraud detection service which offers this
security measure. Also some Video on Demand (VoD) multi-
media systems, such as HULU and BBC iPlayer, restrict their
services to customers within a specific country [17].
City-level location accuracy is usually required for re-
gional services, such as Internet Protocol television (IPTV).
With it different multimedia streams are broadcast to re-
ceivers within a specific geographic area (for example re-
gional news). The geographic location of a receiver can
also be used for the optimisation of feedback transmission
required for the RTP/RTCP protocols [26] which are used for
IPTV stream distribution in IP networks [15].
The location of both city and street is used for Voice over
IP (VoIP). Emergency calls are automatically directed to a
local operator capable of handling them [6]. Hoax and spam
calls can be detected when the caller’s physical location and
the reported location are distinct [27]. A caller in emergency
not able to speak can also be located in some degree. In this
case, the highest level of accuracy is required (i.e. at least
street or block area resolution).
Currently the most used IP geolocation technique is
based on querying commercial or freely available geolocation
databases. The paper [25] summarises them and evaluates
their accuracy. The finding is that IP geolocation databases
are very accurate (96–98 %) at the country level with an error
range up to 800 Km. Another passive IP geolocation tech-
nique queries domain name servers for the LOC parameter
which stores the geographical position of the specific domain
name server [7]. In our related research, we found that only
a few domain name servers support the LOC parameter. We
queried 4.5 million servers and we were able to get the lo-
cation from only 181 of them. These servers were further
tested for the ability to respond to an ICMP echo request to
measure the latency to them. The finding was that only 143
servers allowed latency measurement [12].
The advantage of passive IP geolocation methods is
their speed in obtaining the location information. The manual
or automatic filling of the geographic data can lead to wrong
locations or missing location records. On the other hand,
active IP geolocation techniques based on latency measure-
ments provide a better location accuracy when compared to
passive methods. The accuracy of active IP geolocation tech-
niques is compared in [9]. It varies approximately from 40 to
100 Km. The current state-of-the art techniques are accurate
to the level of city or region level – Octan [30, 29] (40 Km).
The disadvantage of the active IP geolocation methods is the
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need for an infrastructure (i.e. a set of landmarks with the
known position available for running the geolocation algo-
rithm), and the need for targets to respond to the ICMP echo
messages. Also, they need a longer time to identify a target
position (approximately a couple of minutes). For example,
the on-line service based on the Spotter technique [18].
Related Work
The paper investigates an application of the network co-
ordinate systems for latency prediction in IP geolocation. We
first describe the related work dealing with latency prediction.
Then, we focus on IP geolocation methods using the latency-
to-distance conversion.
Network coordinate systems assign each node a posi-
tion in the chosen space. The distance in the space is then
equal to the latency. The aim is to find such coordinates
in the space that predict the latency with the lowest error.
There are various algorithms used for assigning the coor-
dinates to the nodes. These algorithms typically work with
the n-dimensional Euclidian or non-Euclidian (for example,
cylindrical, toroidal or spherical coordinate systems) spaces.
A n-dimensional Euclidian space is commonly used since it
produces good results in latency prediction when compared
to non-Euclidian spaces [4, 1].
Global Network Positioning (GNP) is a network co-
ordinate system working with n-dimensional Euclidean
spaces [23]. It is based on a set of landmarks that measure
latency to each other. Each landmark is assigned a position
(coordinates) in the chosen space using an error minimisa-
tion function. When a node joins the system, it measures the
latencies to a subset of landmarks and it also obtains their
coordinates. Using this information it calculates its own coor-
dinates.
The Lighthouses algorithm has been proposed to solve a
disadvantage of GNP dealing with the possible unavailability
of landmarks in specific areas [24]. Also, it does not require a
complex optimisation function as GNP. Instead, simple linear
algebra is used. When a node identifies its coordinates it acts
as a new landmark. Each node stores the coordinates of the
other landmarks. This feature allows a new node to join the
system contacting only one node in the system. Each node
chooses the landmarks independently of the other nodes.
These features make Lighthouses more scalable than GNP.
Vivaldi is probably the most widely used network coor-
dinate system [4, 22]. Unlike the other coordinate systems,
Vivaldi has also been implemented in various non-academic
applications, such as Azureus or The Bamboo Distributed
Hash Table. It does not require any network infrastructure
with the landmarks and it is fully decentralised. Due to its
scalability, it is suitable for large-scale systems, such us IP
geolocation. Vivaldi works with a network of springs. Each
spring is placed between a pair of nodes. The current length
of the spring between two nodes is equal to the distance
between them in the chosen space. The rest length of the
spring is equal to the latency between the nodes. Vivaldi
changes the length of the springs in a way to minimise the
sum of the potential energies of all the springs. In this way,
the rest length of the springs is found and, consequently, the
latencies between the nodes are known. A possible way how
to express the position error (i.e. error of latency prediction)
E in the coordinate system4 is [4]:
4Vivaldi does not require a specific coordinate system.
(1) E =
∑
i
∑
j
(Lij − ||xi − xj ||)2,
where Lij is latency between nodes i and j. xi and xj are
the coordinates of nodes i and j respectively. ||xi − xj || is
the distance between nodes i and j in the coordinate system.
The change of the spring lengths is caused by the move-
ment of the nodes in the chosen space. Vivaldi uses time
steps for the node’s movement. In each time step, all the
nodes move in the direction of the spring force placed be-
tween the node and its pair. Each step should result in more
precise coordinates in the chosen space, and, therefore, bet-
ter latency prediction. The time steps are repeated until the
nodes’ coordinates converge to the values that predict la-
tency with the required accuracy.
Vivaldi faces a problem that a local minimum can be
found instead of the global one and, consequently, the re-
quired prediction accuracy is never reached. In order to elim-
inate this disadvantage and, also, to reduce the convergence
time for obtaining the correct coordinates, Vivaldi uses an
adaptive time step for moving the nodes in the chosen space.
When a node is in the stage of finding its rough coordinates,
a larger time step is applied and the node moves a greater
distance. Later, a smaller time step is applied to find more
precise coordinates.
A pseudocode describing the Vivaldi algorithm with the
adaptive time step is shown in Listing 1 [4]. The entry param-
eters are the measured latency Lij from node i to node j,
the coordinates of node j xj and its estimated position error
ej . The constants ce and cc are used for tuning the Vivaldi
algorithm.
1 # calculation of the weight using the estimated
location error of local node i and remote node
j
w = ei
ei+ej
3 # calculation of the relative error between the
latency measured to remote node j and the
distance between nodes i and j
es =
|||xi−xj||−Lij |
Lij
5 # update the weighted moving average of the local
error
ei = es × ce × w + ei × (1− ce × w)
7 # update the location of node i
δ = cc × w
9 xi = xi + δ × (Lij − ||xi − xj||)× u(xi − xj)
Listing 1. Decentralized Vivaldi with adaptive time step.
First the weight is calculated based on the estimated po-
sition error of the local and remote node. Then the local rela-
tive error ei is identified using the weighted moving average.
Next, node i moves to its new coordinates xi. The movement
distance is set by the difference between the measured la-
tency and the distance between the nodes in the coordinate
system (Lij − ||xi − xj||) reduced by the calculated value
of the adaptive time step δ. Unit vector u(xi − xj) sets the
direction of the movement. This algorithm runs on each node
in the system.
There are also latency prediction systems that do not
use network coordinates. IDMaps [8] and Internet Iso-bar [3]
divide the Internet into distinct areas. These systems mea-
sure the latency among all the dedicated nodes in the differ-
ent areas. The latency between any two nodes in the distinct
areas is then estimated using the known latency values for
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Fig. 4. Location of used PlanetLab landmarks.
the dedicated nodes.
The King method uses a similar methodology [11]. It
is based on the idea that each node in the Internet is
topologically-close to one or more domain name servers. The
latency between any two nodes is approximated by the la-
tency between their close domain name servers. The latency
between the domain servers is estimated using the standard
recursive domain name queries.
A method for latency-based geolocation that combines
distance constraints from a set of landmarks to find a target
position is SOI (Speed of Internet) [14]. SOI uses a static
latency-to-distance conversion. The value used is 9/4 the
speed of light in a vacuum. This constant was derived by us-
ing the speed of light in optical cables and networking-related
factors, such as data processing, circuitous paths, and buffer-
ing delays.
Constraint-Based Geolocation (CBG) is similar to SOI,
but it uses a different method for deriving the latency-to-
distance ratio [10]. Beside latency measurements between
the target and landmarks, it also measures the latency
among all the landmarks. Based on the geographical loca-
tion of the landmarks, CBG defines the latency-to-distance
ratio for each landmark using the so called ’best line’ as the
line that is placed closely below all the measured latencies to
the other landmarks. CBG performance in terms of accuracy
is similar to SOI [14].
Developed IP Geolocation System
For the purpose of IP geolocation accuracy and ef-
ficiency evaluation, when a network coordinate system is
used, we developed an IP geolocation system for locating
nodes in Europe. Our system is based on the global re-
search network PlanetLab5. For location, we used a set of
landmarks and a set of targets, both located in Europe. Our
landmarks’ set consists solely of the PlanetLab nodes. We
used the PlanetLab sites location information to assign the
location to each landmark. The targets’ set consists of the
nodes for which we gained the location using personal com-
munication and of the domain name servers supporting the
DNS LOC parameter which stores the geographical position
of the server.
We verified the location for each on the node used. For
the landmarks’ set, we compared the location to the deliv-
ery address in the PlanetLab site contact field. We consid-
ered the nodes where we found a close match between these
two items of information. Also, we omitted locations pointing
to unlikely places such as in deserted places and the sea.
From the total number of 306 PlanetLab nodes at 152 sites
in Europe, we successfully verified 244 landmarks. From this
5http://www.planet-lab.eu/
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Fig. 5. Location of used targets.
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Fig. 6. Great circles around each landmark.
set, a number of the nodes were off-line when we performed
the measurement. The landmarks successfully used for lo-
cation6 are shown in Fig 4. Our targets’ set consisted of 167
targets. We verified the position obtained from the DNS LOC
parameter against the country and other codes from the do-
main names (for example, cities) and we also omitted loca-
tions pointing to deserted places. After the verification of the
nodes we got 103 targets. The nodes from this set which
were accessible during measurement are shown in Fig 5.
We implemented the SOI algorithm and estimated the
location of the targets. We spread the measurement across
24 hours to minimize the load on the targets. A sample esti-
mation for a node located in the Slovak Republic is shown
in Fig 6. The figure shows the great circles around each
used landmark. The radius of each circle was derived from
the latency-to-distance calculation. The circles shown do not
have a circular shape because we used the World Geodetic
System 84 standard to obtain precise distances taking into
account the shape of the Earth. Using this approach, we
assured a better accuracy than other implementations work-
ing with the intersection area of the great circles projected in
Cartesian coordinates. The estimated area of the target lo-
cation given by the intersection of the great circles is shown
in Fig 7. We used the centroid of the result polygon as the
target’s coordinates.
Next, we estimated the latencies using our Vivaldi im-
plementation. As Vivaldi can work with various spaces, we
chose the two most accurate ones – 2D Euclidean space
and 2D+height space. Other spaces (3D Euclidean or spher-
ical) are also possible, but they give a worse accuracy [4].
2D+height space extends 2D Euclidian space by adding a
new height dimension. The purpose of the height dimen-
sion is to project the latency in access networks whereas 2D
6At least one successful latency measurement.
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Fig. 7. Estimated area of target location as product of intersections
of the great circles.
space projects latency in transport networks. Each node has
a positive height value which is in contrast with 3D Euclidean
space, where the third dimension can have both positive and
negative values. The modified equations for 2D+height space
are [4]:
(2) [x, xh]− [y, yh] = [(x− y), xh + yh],
(3) ||[x, xh]|| = ||x||+ xh,
(4) α× [x, xh] = [αx, αxh],
where xh, yh are heights. For 2D+height system the equation
expressing the position error in Vivaldi (1) is modified as [4]:
(5) E =
i
∑∑
j
(Lij − ||xi − xj||+ hi + hj)2.
Evaluation and Results Discussion
In this section, we evaluate the results from the IP ge-
olocation system described. First, we focused on location
accuracy of SOI without Vivaldi and with Vivaldi being used.
We compared the results for two coordinate systems, 2D and
2D+height, as they give the lowest latency prediction error.
Fig 8 shows the cumulative distribution function (CDF) for the
location relative error, i.e. the difference between the true
and estimated location of the targets. It can be seen from the
figure, there is no significant difference between SOI without
and with Vivaldi used. The second aspect we focused on
was the location confidence, i.e. the size of the area where
a target could be located. Fig 9 shows the CDF function of
the size of the estimated area. We explain the slight differ-
ence when SOI with Vivaldi outperforms SOI without Vivaldi
by possible underprediction of the latencies (some of the pre-
dicted latencies were smaller than the real ones) which, sub-
sequently, resulted in smaller estimated areas. We can con-
clude that using Vivaldi for latency prediction in IP geoloca-
tion does not result in any significant accuracy decrease.
The previous location estimation was done when the
system was stable, i.e. Vivaldi found the global minimum of
the spring energy function. We also focused on the applica-
bility of Vivaldi considering its stability. We located the targets
in a certain number of Vivaldi’s working stages before it con-
verted to the right coordinates. We faced a problem that stop-
ping Vivaldi at a specific time did not give the same maximum
relative latency prediction error. This is caused by the fact
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Fig. 8. Estimated location error.
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Fig. 9. Estimated area of possible location.
that Vivaldi’s performance depends on the current network
transmission conditions. We also noticed that using ssh con-
nections to the PlanetLab nodes influences Vivaldi’s conver-
gence time a lot (seconds). Considering this issue, instead
of the unstable running time of Vivaldi we used the maxi-
mum relative latency prediction error which we were monitor-
ing during Vivaldi’s convergence. When Vivaldi reached this
value, we evaluated the results, which are shown in Fig 10
and Fig 11. Concerning the location estimation error, there
are significant differences when Vivaldi is unstable. With a
lower prediction error, the location accuracy increases. A
similar trend can be seen in the graph (Fig 11) with the size
of estimated areas.
We also investigated the location efficiency, i.e. how
the used of Vivaldi affects the number underestimations (the
number of cases when IP geolocation failed). Table 1 shows
the number of underestimations for each maximum relative
prediction error when Vivaldi is unstable. As can be seen, the
number of underestimations significantly decreases with the
lower latency prediction error. We found that with a prediction
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Fig. 10. Estimated location error with unstable Vivaldi.
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Fig. 11. Estimated area of possible location with unstable Vivaldi.
Vivaldi prediction error SOI underestimations
50 % 65
40 % 44
30 % 26
20 % 3
10 % 0
Table 1. Number of SOI underestimations with unstable Vivaldi.
error of 10 % our implementation of SOI does not underes-
timate any target. Therefore, we consider Vivaldi stable for
SOI when its relative prediction error is less than 10 %. Tak-
ing into account Vivaldi’s equation for the latency prediction
error
(6) es =
|||xi − xj|| − Lij |
Lij
,
we can conclude that es should be less than 10 % for the
reliable use of Vivaldi for SOI.
Conclusion
In the paper, we investigated the idea of using a network
coordinate system for latency prediction in IP geolocation.
For this purpose we implemented an IP geolocation system
for locating nodes in Europe. Our system is based mainly on
the PlanetLab nodes which acted as the landmarks with the
known location. The other set of nodes used, targets, mainly
consisted of the DNS servers with the known location. We
found the location of the targets using requests to the DNS
LOC parameter.
We found that using Vivaldi in IP geolocation (SOI) is
possible. First, we investigated Vivaldi in its stable state, i.e.
when all the nodes converged to the right coordinates. The
results showed that there is no significant difference between
the location accuracy with or without Vivaldi being used. Next
we addressed the fact that Vivaldi converts to its stable state
and may produce wrong latency estimations. We studied how
the instability of Vivaldi effected the location accuracy and ef-
ficiency. We identified the threshold of prediction error equal
or less to 10 % to produce zero underestimations in IP ge-
olocation. Below this threshold, we consider Vivaldi to be
reliable to use in IP geolocation with latency-to-distance ratio
equal to 9/4 speed of light.
We have also started an investigation of using Vivaldi for
location sensor networks’ nodes. In sensor networks, several
techniques are used for this purpose such as measuring the
received signal strength (RSS) or time-of-arrival (TOA). We
are focusing on the prediction of these measured values us-
ing Vivaldi in order to minimize the number of physical mea-
surements. This could also have a positive effect of lower
energy consumption, which is one of the key requirements
for a longer sensor networks’ operational time.
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