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Abstract
People use the world wide web heavily to share their experience with
entities such as products, services, or travel destinations. Texts that pro-
vide online feedback in the form of reviews and comments are essential
to make consumer decisions. These comments create a valuable source
that may be used to measure satisfaction related to products or services.
Sentiment analysis is the task of identifying opinions expressed in such
text fragments. In this work, we develop two methods that combine dif-
ferent types of word vectors to learn and estimate polarity of reviews. We
develop average review vectors from word vectors and add weights to this
review vectors using word frequencies in positive and negative sensitivity-
tagged reviews. We applied the methods to several datasets from different
domains that are used as standard benchmarks for sentiment analysis. We
ensemble the techniques with each other and existing methods, and we
make a comparison with the approaches in the literature. The results
show that the performances of our approaches outperform the state-of-
the-art success rates.
Keywords : Sentiment Analysis, Polarity, Neural Networks, Word Em-
bedding
1 Introduction
Sentiment analysis (SA) is the process of computationally identifying the opin-
ions expressed in a text to determine whether the attitude is positive, negative,
or neutral. Furthermore, these texts usually are reviews for a product or a ser-
vice. A critical task in sentiment analysis is to classify the polarity of a given
text.
∗Corresponding author
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As mentioned in Task 5 of Semeval 2016[1], we often use the Web to share
our experiences about products, services, or travel destinations[2]. Texts that
provide online feedback such as reviews or comments which are essential for
consumer decision making[3] and customer comments create a valuable source
for companies, and they may use them to improve their products or services.
Sentiment analysis includes every aspect of natural language processing
(NLP) such as entity recognition, coreference resolution, and negation handling[4].
There exist several workshops and conferences focusing on SA-related shared
tasks (NTCIR[5]; TAC2013[6]; SemEval Tasks (2013 Task 2[7]; 2014 Task 4[8];
2015 Task 12[9]; 2016 Task 6[10]); SemWebEval 2014[11]; GESTALT-2014[12];
SentiRuEval[13]). These competitions provide training datasets. Currently,
most of the available SA-related datasets (Socher et al.[14]; Ganu et al.[15]) are
monolingual and usually focus on English texts. Some of them also provide mul-
tilingual datasets (Klinger and Cimiano[16]; Jiménez-Zafra et al.[17]), which are
useful to enable the development and testing of cross-lingual methods[18]. Be-
sides these, some other datasets exist, such as the Stanford IMDB Reviews[19]
or Yelp dataset[20] on which sentiment analysis studies were conducted[21][22].
In this work, we propose two new approaches that use weighted word vec-
tors to create the feature sets. Although past studies in the literature used word
embedding, none of them produced a weighted average vector for each review
from the weighted word vectors, giving a certain weight to the word vectors.
We obtain the word embeddings using the word2vec[23] and glove[24] methods.
We then ensemble the techniques and make a detailed analysis of several com-
binations of the models. We compare our approaches with the state-of-the-art
on different domains formed of IMBD reviews, Semeval 2016 Task 5, and Se-
meval 2015 Task 12 datasets reviews. We improve state-of-the-art results in
some cases.
The rest of this paper is organized as follows: Section 2 presents the previous
works related to sentiment analysis. In Section 3, we describe the proposed
models. In Section 4, we outline the datasets used in this work. The results are
given in Section 5. Finally, Section 6 concludes the paper.
2 Related Works
In the literature, there exist many works on the topic of sentiment analysis.
These works can be broadly categorized as belonging to one of two approaches:
rule-based or machine learning-based. In this section, we cover only the studies
that use learning algorithms, which is also the approach that we use. We mainly
focus on those studies that experiment with the datasets we also use to give a
fair comparison.
Wang and Manning[25] use multinomial naive Bayes (MNB), support vector
machine (SVM), and SVM with NB (NBSVM) methods to find out polarities
of IMDB reviews. Their approach computes a log-count ratio vector between
the average word counts extracted from positive documents, and the average
word counts extracted from negative documents. They built SVM over NB log-
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count ratios as feature values. They interpolate NB and SVM results and obtain
NBSVM accuracy as 91.2% for the IMDB dataset.
Mesnil et al.[21] used three approaches to discriminate positive and negative
sentiments of the IMDB reviews, and then they combined these approaches.
Their first approach is computing the probability of a test document for the
positive and negative classes via the Bayes’ rule by using n-grams and re-
current neural networks (RNNs)[26]. As a second approach, they used a su-
pervised reweighing of the positive and negative word counts as in the Naive
Bayes Support Vector Machine (NBSVM) model[25]. Finally, they used the
sentence vector method proposed in [27] to learn distributed representations of
words and paragraphs. The sentence vector was created by using the word2vec
algorithm[23]. To create review vectors, at the first step, they added a unique
id to the beginning of each review. This id behaves like a word that represents
the review. Then the word2vec algorithm is executed on the modified reviews,
and the word vectors are obtained. The vectors corresponding to the review ids
are extracted as the vector representations of the reviews, and all other word
vectors are ignored. This method has a significant drawback: when we want to
find the polarity of a new review, all steps for creating review vectors from the
training documents have to be repeated. Therefore it is not a practical method.
They combined the results of the three approaches and achieved an accuracy of
92.57%, which outperforms that in Wang and Manning[25].
In Semeval 2016 Task 5 Subtask 2[1], a set of customer reviews about a target
entity (laptop or restaurant) was given. The aim is to identify opinions expressed
in each review and to find aspects. Khalil et al. (NileTMRG Team)[28] used
three convolutional neural networks (CNNs)[29] and ensembled them. They
have employed static CNN, where pre-trained input vectors are used and dy-
namic CNN in which input vectors are updated during training. Dynamic CNN
used tokenized sentences from the Yelp dataset reviews in restaurants. They
ensemble the three classifiers using majority voting. They obtained 85.45 %
accuracy on the English Restaurant dataset in the Semeval 2016 Task 5[1].
Kumar et al. (IIT-TUDA team)[30] used lexical expansion for inducing
sentiment words based on the distributional hypothesis. They argue that the
distributional expansion might be a useful back-off technique due to the pres-
ence of rare words and unseen instances and the limited coverage of available
lexicons (Govind et al. [31]). They constructed a polarity lexicon using an
external corpus and a seed sentiment lexicon. Finally, they computed the nor-
malized positive, negative, and neutral scores for each word similar to Kumar
et al.[32]. Their primary assumption is that words with the same sentiment are
semantically more similar. Hence, words that appear more in positive (nega-
tive/neutral) reviews have a higher positive (negative/neutral) sentiment score.
They obtained 86.73 percent accuracy for the English Restaurant dataset in the
same task[1].
Brun et al. (XCRE team)[33] apply a term-centric method for feature ex-
traction. For a term, the features are obtained as the lexical-semantic categories
(food and service) associated with the term by a modified semantic parser[34],
bigrams and trigrams involving the term, and all syntactic dependencies (sub-
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ject, object, modifier, and attribute) involving the term. First, aspects are ex-
tracted using a conditional random field (CRF) model. Then aspect categories
are found and added as additional features. The features are also delexicalized
by replacing a term by its generic aspect category (e.g., staff is replaced by ser-
vice, sushi is replaced by food). They obtained 88.13% accuracy for the English
restaurant dataset of the Semeval 2016 Task 5[1].
Jiang et al. (ECNU team)[35] employ logistic regression. They used linguis-
tic features (word n-grams, lemmatized word n-grams, and POS), sentiment
lexicon features (the ratios of positive and negative words to pending words,
the maximum sentiment score, the minimum sentiment score, the sum of sen-
timent scores related to a given aspect), topic model probability, and word2vec
features. They obtained 83.59% accuracy for the English restaurant dataset of
the Semeval 2016 Task 5[1].
3 Method
In the models proposed in this work, we use word vectors as features representing
the reviews. We used the word2vec[23] and glove[24] models to produce the
word vectors. Word vector models represent words in a continuous vector space
where semantically similar words are mapped to nearby points. The glove is
an alternative word vector model that is based on a word-word co-occurrence
matrix compiled from a corpus[24].
We applied these algorithms separately and obtained two sets of word vectors
for each dataset after the stop-words were eliminated. We got the best results
with dimensions 200 and 300 for both models. The following sections will detail
the use of the word vectors in the proposed architectures.
The first model we employ is a feed-forward neural network model that is
built using several different numbers of hidden layers. The architecture is shown
in Figure 1.
3.1 Averaged Weighted Feed-Forward Neural Network
Model (FFNN)
In this work, we represent a review by the average of the vectors of the words
it includes. Since word vectors encode semantic similarities between words,
a review vector becomes semantically close to the words in the review. For
a review, two review vectors of sizes d1 and d2 are formed separately using,
respectively, the word2vec and glove vectors, and then concatenated. In this
way, each review is converted to a vector of size d = d1 + d2. Before taking the
average of the word vectors, they are normalized, as shown in Equation 1, to
use them as features in our neural network model.
wˆ =
w
|w|
(1)
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where
|w| =
√√√√ d1∑
k=1
w2k (2)
where w is the vector of a word output by the word2vec or glove algorithm
and wˆ denotes the normalized word vector. The review vector r of a review is
computed as the average of the normalized word vectors:
r =
∑N
i=1 aiwˆi
N
(3)
N is the number of words in the review. ai denotes the weight of the word wi in
the review. We use two different weighting schemes. In the first one (averaged
review vectors - ARV), we simply take ai = 1 for all the words and obtain the
simple average of the word vectors. In the second one (weighted averaged review
vector - WARV). ai in Equation 4 produced the best results for IMBD dataset:
ai =
Pp(wi)
Pn(wi)
(4)
and ai in Equation 5 produced best results for Semeval datasets:
ai = max(
Pp(wi)
Pn(wi)
,
Pn(wi)
Pp(wi)
) (5)
where Pp(wi) =
fp(wi)
f(wi)
and Pn(wi) =
fn(wi)
f(wi)
. fp(wi) represents the frequency
of word wi in positively labeled reviews, and fn(wi) represents the frequency of
word wi in negatively labeled reviews. f(wi) is the total number of occurrences
of word wi in all reviews.
We used the Keras framework on Tensorflow to run the neural network
model. We ran our model with the different numbers of hidden layers and
nodes, different activation, optimizer, and loss functions. We obtained the best
results with one hidden layer. This hidden layer has d/2 nodes. As an activation
function, we used the rectifier function RELU (max value of input nodes). At
the last layer, we used the sigmoid function. Our optimizer is Adadelta, and
the loss function is the binary cross-entropy.
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Figure 1: Feed-forward neural network model
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We used different numbers of hidden layers with varying amounts of nodes.
These are one hidden layer with d/2 nodes (d/2 model is shown in Figure 1),
one hidden layer with d nodes (d model), two hidden layers with d/2 nodes
(d/2 ∗ d/2 model), three hidden layers with d/2 nodes (d/2 ∗ d/2 ∗ d/2 model),
and three hidden layers whose first layer has d nodes and the other layers have
d/2 nodes (d ∗ d/2 ∗ d/2 model). As seen in Figure 2, we had the best results
with d/2 model for all three datasets.
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Figure 2: Accuracies of different number of layers for neural network
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3.2 Averaged Weighted Convolutional Neural Network
Model (CNN)
As a second approach, we use a convolutional neural network (CNN) model for
sentiment classification. The architecture is shown in Figure 3. The model we
built is based on the deep CNN framework described in Kim[29].
A matrix is built for each review, where the rows correspond to the words
in the review. A row is formed of the concatenated weighted word2vec and
glove vectors of the word. The review length is fixed to the maximum review
length in the dataset so that all review matrices have the same dimensions.
Shorter reviews are padded with row vectors of 0s accordingly. If the word2vec
and/or glove vectors for a word do not exist, the corresponding part of the row
is accepted as a zero vector.
A convolution operation involves a filter, which is applied to a window of
fixed size words to produce a new feature. A feature is generated from a win-
dow of words using a filter. We then apply a max-overtime pooling operation
(Collobert et al.[36]) over the feature tensor and take the maximum value as the
feature corresponding to this particular filter. The highest amount of every fea-
ture is passed to a fully connected soft-max layer whose output is the sentiment
label probabilities.
We used the Keras/Tensorflow[37] framework to run the CNN model. In
this framework, by default, the filters are initialized randomly using the glorot
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uniform method, which draws values from a uniform distribution with positive
and negative bounds:
W ∼ U(
−6
(nin + nout)
,
6
(nin + nout)
) (6)
where nin and nout are the number of input and output units in the weight
tensor, respectively. We used d filters, which are equal to the dimension of
input.
As the loss function, we used binary cross loss entropy for positive and
negative sentiments (IMDB dataset[19]) and categorical cross-entropy loss for
positive, negative, and neutral sentiments (Semeval 2016 Task 5 dataset[1] and
Semeval 2015 Task 12 dataset[38]).
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Figure 3: Convolutional Neural Network Model
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3.3 Word Filtering
Instead of using every word in a review, we applied some filters to eliminate
some words. For that purpose, we calculated statistical distributions (the mean
and the standard distribution) of the counts of words in positive, negative, and
neutral reviews. If we label counts of positives as cwp , counts of negatives c
w
n ,
and counts of neutral cwu , then we calculated the mean in 7 and the standard
deviation in 8 of cwp , c
w
n , and c
w
u for every word w. Then we calculated the
standard deviation over the mean ratio to normalize the values in 9. After that,
we sort words according to their standard deviation over the mean ratio. We
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choose first n words, we used n between 50.000 and 100.000, and we used word
vectors of these first n words. This elimination increased accuracy for especially
our FFNN model. For the IMDB dataset, we produced this ordered word list
from training datasets of IMDB. For Semeval restaurant datasets, we produced
them from Yelp restaurant review datasets. The Yelp dataset[20] is a subset of
business, review, and user data for use in personal, educational, and academic
purposes of the Yelp system. It is available in both JSON and SQL formats.
We divided the review data into two separate parts using the business id field,
where one part consists of restaurant reviews, and the other one consists of non-
restaurant reviews to find out restaurant-related semantic words. We trained
word vectors using approximately two million of the restaurant reviews.
meanw = (cwp + c
w
n + c
w
u )/3 (7)
stddevw =
√
(cwp −mean)
2 + (cwn −mean)
2 + (cwu −mean)
2 (8)
Normalized stddevw =
stddevw
meanw
(9)
3.4 Ensemble
After the models are trained on the training datasets, we form ensembles of these
models using the validation data. We used two different ensemble approaches:
In the first approach (Ensemble-1), we used the method used in Mesnil’s[21],
which combines the outputs of the models using weights. In this approach, the
log probability scores of the models are combined via linear interpolation. They
applied the grid search technique using quantized parameters in the interval [0,
1].
As the second approach (Ensemble-2), we make use of the class probabilities
produced by each model. These probabilities are used as input features to the
ensemble classifier (stacking). We tested different learning algorithms to ensem-
ble the models, and we obtained the best accuracies with the neural network
model. The neural network model we build contains three hidden layers whose
number of nodes is equal to the input length. We used RELU as the activation
function for the layers, sigmoid to obtain class probabilities, AdaDelta[39] as
the optimizer, and cross-entropy as the loss function. After the ensemble model
is settled on the validation set, we tested the model on the test datasets. As
will be shown in Section 4, the ensemble models outperformed all the individual
classifiers.
4 Experiments
In this work, we test the proposed approaches on different datasets. We also
make a comprehensive analysis of the state-of-the-art methods in the literature
and give comparative results. The datasets used are the Stanford IMDB Re-
views dataset[19], SEMEVAL 2016 Task 5 dataset[1], SEMEVAL 2015 Task 12
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dataset[38]. These datasets are commonly used in sentiment analysis studies
and serve as standard datasets for comparison between methods.
4.1 IMDB Reviews
The Stanford IMDB review dataset contains 100,000 movie reviews in English.
Twenty-five thousand of these reviews are labeled as positive, 25,000 reviews
are labeled as negative, and the remaining 50,000 reviews are unlabeled. IMDB
reviews have got review scores between 1 and 10 rather than the sentiment
labels. The dataset was formed from the reviews scored between 1 and 4 as
negative and those between 7 and 10 as positive. Therefore, there are only two
classes as positive and negative.
We produced word2vec and glove vectors with dimension 300 for each using
a window size of five. We run our feed-forward models using word2vec vectors
(ARV_wv and WARV_wv) and glove vectors (ARV_gl and WARV_gl) sepa-
rately, and also using the combined vectors (ARV_wvgl and WARV_wvgl). We
tried different lengths of word vectors whose results are shown in Figure 4, and
we got the best results with dimension 300. Thus, the number of features in the
models is 300 for the separate runs and 600 for the combined runs. Similarly, in
the CNN model, the column dimensions of the input matrices are 300 (separate
run) and 600 (combined run).
Figure 4: Accuracies of different length word vectors for IMDB dataset
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Table 1: Accuracies of Methods Before Ensemble for IMDB dataset
Methods Accuracies Explanation
RNNLM 86.30 Recurrent Neural Network (Mesnil et al.[21])
PV 88.45 Paragraph Vectors (Mesnil et al.[21])
NBSVM 91.87 NB-SVM TriGram (Wang et al.[21][25])
ARV_wv 88.05 FFNN with averaged review vectors (Word2Vec)
ARV_gl 84.54 FFNN with averaged review vectors (Glove)
ARV 88.75 FFNN with averaged review vectors (Word2Vec + Glove)
WARV_wv 93.91 FFNN with weighted averaged review vectors (Word2Vec)
WARV_gl 86.24 FFNN with weighted averaged review vectors (Glove)
WARV 94.95 FFNN with weighted averaged review vectors (Word2Vec + Glove)
CNN 90.79 Convolutional Neural Network with Word Vectors
Table 1 shows the results of the proposed models accompanied by the results
of the three state-of-the-art approaches. The method that employs weighted
word vectors achieves the highest performance. This shows that the positive
and negative strengths of words obtained from the data affect on determining
the correct sentiment. Our WARV method is also computationally efficient than
the Mesnil’s paragraph vectors method[21]. Since the ARV and WARV models
having separate word2vec and glove vectors, we use only these 600-dimensional
versions in the experiments that follow. OurWARV model has 94.95 % accuracy.
It means that it misclassified 1263 reviews out of 25000 reviews.
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Table 2: Accuracies of Methods After Ensemble for IMDB dataset
Methods Ensemble-1 Ensemble-2
RNNLM, PARAGRAPH 90.14 (Mesnil et al.[21]) 86.98
RNNLM, NBSVM 92.08 (Mesnil et al.[21]) 91.03
PARAGRAPH, NBSVM 92.13 (Mesnil et al.[21]) 91.80
WARV, RNNLM 95.22 94.76
WARV, PARAGRAPH 94.62 94.70
WARV, NBSVM 95.56 94.92
WARV, ARV 94.35 94.70
WARV, CNN 94.44 93.82
RNNLM, PARAGRAPH, NBSVM 92.37 (Mesnil et al.[21]) 91.92
WARV, PARAGRAPH, NBSVM 94.59 95.42
WARV, PARAGRAPH, ARV 93.25 94.93
WARV, PARAGRAPH, CNN 93.42 94.99
WARV, NBSVM, ARV 94.45 94.82
WARV, NBSVM, CNN 94.10 95.02
WARV, ARV, CNN 93.37 95.07
RNNLM, PARAGRAPH, WARV 94.59 94.85
RNNLM, WARV, ARV 94.42 94.82
RNNLM, WARV, CNN 94.22 94.94
RNNLM, NBSVM, WARV 95.18 95.34
RNNLM, PARAGRAPH, NBSVM, WARV 94.47 95.35
RNNLM, PARAGRAPH, ARV, WARV 93.50 94.78
PARAGRAPH, NBSVM, ARV, WARV 93.85 95.31
PARAGRAPH, NBSVM, CNN, WARV 93.89 94.68
PARAGRAPH, WARV, ARV, CNN 93.14 95.11
RNNLM, NBSVM, ARV, WARV 94.45 95.42
RNNLM, NBSVM, CNN, WARV 94.26 95.24
NBSVM, WARV, ARV, CNN 93.92 95.38
RNNLM, WARV, ARV, CNN 93.70 95.06
PARAGRAPH, WARV, ARV, CNN 93.14 94.65
WARV, PARAGRAPH, NBSVM, ARV, CNN 93.57 95.30
RNNLM, WARV, NBSVM, ARV, CNN 94.06 95.38
RNNLM, PARAGRAPH, WARV, ARV, CNN 93.35 95.09
RNNLM, PARAGRAPH, NBSVM, WARV, CNN 94.04 95.37
RNNLM, PARAGRAPH, NBSVM, ARV, WARV 93.91 95.29
RNNLM, PARAGRAPH, NBSVM, ARV, CNN, WARV 93.68 95.48
Table 2 shows the performance of the ensembles with a different number of
classifiers using the two ensemble methods. We see that the WARV model is
included in all the ensembles with the highest success rates. The NBSVM and
CNN methods also contribute to the performance in the models formed of more
than two classifiers. We do not include in the table ensembles whose accuracies
are below 94 %, except those given in the Mesnil’s study[21] for comparison. We
observe that the success rates we obtain outperform those in Mesnil by about
three percent. Especially when our WARV and Wang’s NBSVM methods are
ensembled, we obtain the state of art result (95.6%).
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4.2 Semeval 2016 Task 5 and Semeval 2015 Task 12
datasets
The Semeval 2016 Task 5 provides two domain-specific datasets for laptops and
restaurants in English. The restaurant’s dataset consists of 350 reviews (2000
sentences) for training and 90 reviews (676 sentences) for testing[1].
The Semeval 2015 Task 12 provides tree domain-specific datasets for laptops,
hotels, and restaurants in English. The restaurant’s dataset consists of 254
review texts (1315 sentences) for training and 96 reviews (685) sentences for
testing[38].
Since the Semeval datasets have a minimal size to learn word embedding, we
produced the word2vec and glove vectors from the restaurant-related reviews of
the Yelp datasets. Then we applied the three proposed approaches and their
ensembles. We used the Ensemble-2 method for combining the classifiers. Since
Semeval datasets are the three-class datasets, the ensemble neural network ac-
cepts three probability values as input features for each model. Besides, due to
the small size of the datasets, we did not have the opportunity to use some part
of the datasets for validation. The ensemble neural network used the probability
values obtained from the training datasets, rather than the validation datasets.
We produced word2vec and glove vectors with dimension 300 for each using
a window size of five. We run our feed-forward models using word2vec vectors
and glove vectors. We tried different lengths of word vectors whose results are
shown in Figure 5, and we got the best results with dimension 300. Thus, the
number of features in the models is 600 for the combined runs. Similarly, in the
CNN model, the column dimensions of the input matrices are 600 (combined
run).
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Figure 5: Accuracies of different length word vectors for Semeval-2016 Restau-
rant dataset
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Table 3 shows the results for Semeval 2016 Task 5, and Table 4 shows the
results for Semeval 2015 Task 12. The results of the shared task are also given
for comparison. We see that the performances of the proposed methods, when
used individually, are very close to the highest scores of the Semeval compe-
tition. When the proposed approaches are combined, we obtain success rates
that exceed the best results in the shared task.
Note that Table 3 and Table 4 do not include the results of the RNNLM,
NBSVM, and PV methods, which were used in the previous section for compar-
ison. In the experiments on the Semeval datasets, these methods suffered from
the small size of the datasets. They could not learn accurately, and the results
obtained were quite low.
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Table 3: Accuracies of Methods (Ensemble-2) for Semeval-2016 Restaurant
dataset
Methods Accuracies Explanation
ARV, WARV and CNN 89.67 Ensemble of ARV, WARV and CNN
ARV and CNN 89.45 Ensemble of ARV and CNN
WARV and CNN 89.34 Ensemble of WARV and CNN
ARV and WARV 88.87 Ensemble of ARV and WARV
XRCE 88.13 Semeval 2016 Task 5 Slot 1 Best Accuracy[1]
IIT-T 86.73 Semeval 2016 Task 5 Slot 1 Second Best Accuracy[1]
NileT 85.45 Semeval 2016 Task 5 Slot 1 Third Best Accuracy
CNN 84.28 CNN with Word Vectors (50000)
WARV 84.14 FFNN with WARV (50000)
IHS-R 83.94 Semeval 2016 Task 5 Slot 1 Fourth Best Accuracy[1]
ECNU 83.24 Semeval 2016 Task 5 Slot 1 Fifth Best Accuracy[1]
ARV 82.88 FFNN with averaged review vectors (50000)
INSIG 82.07 Semeval 2016 Task 5 Slot 1 Sixth Best Accuracy[1]
Baseline 76.48 Baseline value of Semeval 2016 Task 5 Slot 1[1]
Table 4: Accuracies of Methods (Ensemble-2) for Semeval-2015 Restaurant
dataset
Methods Accuracies Explanation
ARV, WARV and CNN 80.61 Ensemble of ARV, WARV and CNN
ARV and CNN 80.33 Ensemble of ARV and CNN
WARV and CNN 80.04 Ensemble of WARV and CNN
Sentiue 78.69 Semeval 2015 Task 12 Phase B Best Accuracy[38]
ARV and WARV 78.89 Ensemble of ARV and WARV
ECNU 78.10 Semeval 2015 Task 12 Phase B Second Best Accuracy[38]
Lsislif 75.50 Semeval 2015 Task 12 Phase B Third Best Accuracy[38]
............ ..... .........
ECNU 69.82 Semeval 2015 Task 12 Phase B Eighth Best Accuracy[38]
CNN 69.72 Convolutional Neural Network with Word Vectors
V3 69.46 Semeval 2015 Task 12 Phase B Ninth Best Accuracy[38]
TJUdeM 68.87 Semeval 2015 Task 12 Phase B Tenth Best Accuracy[38]
WARV 67.74 FFNN with weighted averaged review vectors
EliXa 67.33 Semeval 2015 Task 12 Phase B Eleventh Best Accuracy[38]
ARV 67.32 FFNN with averaged review vectors
SINAI 60.71 Semeval 2015 Task 12 Phase B Twelfth Best Accuracy[38]
Baseline 63.55 Baseline value of Semeval 2015 Task 12 Slot 1[38]
5 Conclusion
In this work, we used the combination of word2vec and glove vectors. For the
CNN model, these vectors were directly used to create review matrices. For our
averaged vector model, for a review, we found averaged vector from word vec-
tors of the word in the review. For our weighted averaged vector model, firstly,
we multiplied word vectors by predefined values such as the ratio of numbers of
positive and negative words. Also, we eliminated some words according to their
counts in positive, negative, and neutral reviews. Then we obtained the aver-
aged vectors. Then we used these vectors as input to the learning algorithms.
We compared our results with different methods and with different datasets.
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Moreover, we reached a state of art results. For the IMDB dataset, we im-
proved accuracy by up to three percent. For the Semeval-2016 Task-5 dataset,
we improved accuracy up to one and a half percent. For the Semeval-2015
Task-12 dataset, we improved accuracy by up to two percent. Especially our
weighted averaged vector model obtained high accuracy values for the IMDB
dataset, and it is computationally very efficient. Building word vectors only
once is enough for our method, although the paragraph vector method needs
to build word vectors for every new input data. Also, our ensemble results are
very high, and our ensemble method produced better results than every sin-
gle learning algorithm. Although weighting word vectors with the ratio of the
probability of being positive and the ratio of the probability of being negative
increased accuracy of IMDB reviews, it does not produce such a significant ef-
fect on the Semeval restaurant reviews. Therefore we may conclude that the
counts of words in positive and negative reviews are more significant for bal-
anced datasets. We will continue to evaluate our models and their ensembles
with different datasets in different domains. Also, since our models do not in-
clude language-specific features. We may test them in different languages in
addition to English.
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