Abstract. In this paper, we compute basis elements of certain spaces of weight 0 weakly holomorphic modular forms and consider the integrality of Fourier coefficients of the modular forms.
Introduction
The relationship between affine Kac-Moody algebras and Jacobi modular forms is well understood through the works of Macdonald [20] , Kac, Peterson, Wakimoto [12, 13] and others.
More mysterious relationship between hyperbolic Kac-Moody algebras and automorphic forms was perceived by Lepowsky and Moody [19] and Feingold and Frenkel [5] , and further investigated by Borcherds [1] , Gritsenko and Nikulin [7] . Surprisingly, it turned out that hyperbolic Kac-Moody algebras should be "corrected" to be precisely related to automorphic forms. Namely, hyperbolic Kac-Moody algebras need to be extended to generalized Kac-Moody superalgebras so that the denominator functions may become automorphic forms. The resulting generalized KacMoody superalgebras and automorphic forms are called automorphic correction of the hyperbolic Kac-Moody algebras.
In a series of papers [6, 8, 9 , 7], Gritsenko and Nikulin constructed automorphic correction of many rank 3 hyperbolic Kac-Moody algebras. In a recent paper of Kim and Lee [15] , it was shown that rank 2 symmetric hyperbolic Kac-Moody algebras H(a), a ≥ 3, form infinite families through chains of embeddings. (See [14, 15] for the definition of H(a).) Moreover, they considered three specific families and constructed automorphic correction for the first algebra in each family, i.e.
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H(3), H(11) and H(66). Their construction of automorphic correction utilized Hilbert modular
forms given by Borcherds products and written explicitly by Bruinier and Bundschuh [4] .
Only three families could be considered in [15] because our knowledge on weakly holomorphic modular forms was limited at that time. In order to generalize the results, we need to extend the one-to-one correspondence between vector-valued modular forms and scalar-valued modular forms and to write explicitly Borcherds product lifts of the scalar-valued modular forms. For the odd prime discriminant forms, this was done by Bruinier and Bundschuh [4] ; we need to consider more general discriminant forms.
Furthermore, it is necessary to compute basis elements of the spaces of weight 0 scalar-valued modular forms and to show integrality of their Fourier coefficients. Since such Fourier coefficients are to be interpreted as root multiplicities of generalized Kac-Moody superalgebras, the integrality is crucial. In the previous paper [15] , the integrality was shown only partially and was assumed to be true.
In this paper, we overcome the obstacles mentioned above and consider more general families of rank 2 hyperbolic Kac-Moody algebras H(a) attached to the generalized Cartan matrix 2 −a −a 2 . Let a 2 − 4 = N s 2 , s ∈ N, and suppose that N is the fundamental discriminant of Q( √ a 2 − 4). Then we obtain automorphic correction of H(a) in the cases N = 12, a = 4; N = 8, a = 6; N = 21, a = 5. Actually, a generalization of the one-to-one correspondence between vector-valued forms and scalar-valued forms has already been established by Y. Zhang in his recent preprint [26] , and we use the results throughout this paper.
After introducing notations in Section 1, we compute some basis elements f m (m ≥ 1) with the principal part 1 s(m) q −m in the spaces of weight 0 scalar-valued modular forms for the discriminants N = 12, 8, 21, where s(m) is a normalizing factor. We start with η-quotients and use SAGE to compute the Fourier coefficients of f m up to q 20 . An outline of the computation and a presentation of the results are contents of Section 2. The integrality of Fourier coefficients is considered in Section 3. We use Sturm's theorem [25] and show how one can check the integrality of Fourier coefficients. In particular, we check the integrality for f 1 in each of the cases N = 12, 8, 21.
In Section 4, we explicitly write the Borcherds products associated to the scalar-valued modular forms following [2, 26, 4, 3] . They are Hilbert modular forms on the quadratic extension Q[
After that, we obtain automorphic correction of the hyperbolic Kac-Moody algebras H(a), a = 4, 5, 6, in Section 5, using the construction in parallel with that of the cases considered in [15] .
Namely, the Borcherds product associated to f 1 provides the automorphic correction (Theorem 5.7). As mentioned above, Fourier coefficients of f m are related to root multiplicities of the rank 2 hyperbolic Kac-Moody algebras, and it is valuable to know their asymptotic behavior. In Section 6, we investigate asymptotics of the Fourier coefficients of some f m 's using the method of Hardy-Ramanujan-Rademacher and show that, for f N , N = 12, 8, all the Fourier coefficients are non-negative.
For other rank 2 symmetric hyperbolic Kac-Moody algebras, the situation is somewhat different since the obstruction spaces of weight 2 cusp forms are nontrivial (see Lemma 2.1). In fact we prove that f 1 does not exist if N > 21 (Lemma 2.3). Hence for N > 21, we need new ideas in order to construct automorphic correction. We hope that we can come back to these issues in the future.
Notations
In this section, we recall some definitions and notations from [26] . Let N 1 > 1 be a square-free integer. Let F = Q( √ N 1 ) and O F be its ring of integers. Let N be the discriminant of F/Q.
. Let N(x) and tr(x) denote the norm and trace of x ∈ F/Q respectively. If d is the different of F/Q, we know that
Define the following lattice L = Z 2 ⊕ O F with the quadratic form
The corresponding bilinear form is given by
We see that L is an even lattice of signature (2, 2). Its dual lattice is
Let k be an even integer. Let ρ D be the Weil representation of SL 2 (Z) on C [D] ; that is, if {e γ : γ ∈ D} is the standard basis for the group algebra C[D], then the action
. Here e(x) = e 2πix , and T =
are the standard generators of SL 2 (Z).
Let Γ 0 (N ) ⊆ SL 2 (Z) be the congruence subgroup of matrices whose left lower entry is divisible by N . The weight k slash operator on a function f on the upper half plane is defined as
We extend the definition of slash operator to a vector-valued form: for F = γ F γ e γ , we define
be the space of modular forms of weight k and 
Given a Dirichlet character χ modulo N , we denote by A(N, k, χ) (M (N, k, χ), S(N, k, χ), respectively), the space of holomorphic functions f on the upper half plane that satisfy 
The condition we impose on the Fourier coefficients of the functions in A δ (N, k, χ D ) will be called the δ-condition. Then by [26] , Proposition 4.9,
If p is odd, we see that the p-component of χ is χ p = · p . If 2 | N , the 2-component of χ is given by
We set χ 1 to be the trivial character. For each positive integer m, write χ m = p|m χ p . For each prime p|N , we define ǫ p = χ p (−1) if p is odd, ǫ 2 = −1 if p = 2 and N 1 ≡ 3 mod 4, and
We also define
Then we can see easily that ǫ * p = 1 for each prime p | N . Note that if p|N , p ≡ 3 mod 4, then the Fourier expansion of f ∈ A ǫ (N, k, χ D ) is of the form f = n≥n 0 a n q n , a 1 = 0. We also note that if
We shall employ the notation p l ||N for a prime number p and non-negative integers l, N , to
Computation of Basis Elements
Recall the following lemma on the obstruction of the existence of weakly holomorphic modular forms. Let s(m) = 2 ω((m,N )) for each m ∈ Z.
Lemma 2.1. [26, Theorem 5.5] Let P (q −1 ) = n<0 a(n)q n be a polynomial in q −1 that satisfies the ǫ-condition; namely a(n) = 0 if χ p (n) = −ǫ p for some p | N . There exists f ∈ A ǫ (N, k, χ D ) with prescribed principal part P (q −1 ) if and only if
We consider the cases of N = 12, N = 8 and N = 21. With SAGE, we can easily see that in all of these cases we have S(N, 2, χ D ) = {0}, hence there are no obstructions for the existence of elements in A ǫ (N, 0, χ D ). We explicitly compute the basis elements of the space A ǫ (N, 0, χ D ). We denote by f m , m ∈ Z >0 , the function in the space A ǫ (N, 0, χ D ) with the principal part
. We will compute the Fourier coefficients of f m up to q 20 . We briefly explain how the computations are performed. Firstly, we compute the weight, character, and behavior at all cusps of the η-quotients of corresponding level ( [21] ). Secondly, we compute the order of zeros of f m at all cusps. Then we multiply f m by a suitable quotient of those η-quotients to bring f m to a holomorphic modular form of certain weight and character. Finally, with SAGE, we can obtain a basis of modular forms of the same weight and character, and by solving a linear system we find our f m .
Before we list our f m explicitly in each case, we first prove the uniqueness of f m if it exists.
Note that in the case of 2 ∤ N 1 this is known by Corollary 4.13 in [26] . For the general case, we pass to the vector valued forms using the one-to-one correspondence in [26] .
Lemma 2.2. If f m exists, then it is unique. [26] , is denoted by ψ and its
Proof. It is enough to prove that if
. By Theorem 4.16 in [26] , we see that F γ is holomorphic For m > 12, f m can be obtained by multiplying one of above by j(12τ ) and then eliminating other negative power terms.
2.2. N=8. Note that ǫ 2 = 1. We know that f m exists if and only if m ≡ 0, 1, 2, 4, 6, 7 mod 8.
We can compute explicitly the following list: As in the case of N = 12, we can compute f m when m > 8 using j(8τ ) and the above list.
2.3. N=21. This is a case when N 1 is composite. Note that in this case ǫ 3 = ǫ 7 = −1 and By similar computations in the previous cases, we obtain Here we show more terms as the level is large. Similar computations can give all f m with m ≤ 21
and then using j(21τ ) we can have all f m .
We prove a lemma for later use in Section 5, which is interesting in its own right. 
Integrality of Fourier Coefficients
In this section, we prove the integrality of Fourier coefficients of f 1 in above cases and the case when N = 17, using Sturm's theorem. More precisely, if f 1 = n a(n)q n , we prove that s(n)a(n) ∈ Z. The case N = 17 was considered in [15] , where the integrality was assumed to be true.
For any congruence subgroup Γ, we denote by M (Γ, k) the space of holomorphic modular forms of weight k for Γ. For a commutative ring R, let R q be the ring of power series in q over R.
We begin with Sturm's theorem.
Theorem 3.1 ( [25, Sturm] ). Let Γ be any congruence subgroup of SL 2 (Z), O F be the ring of integers in a number field F , and p be any prime ideal. Assume f = n a n q n ∈ M (Γ,
, then a n ∈ p for all n.
Corollary 3.2. Let Γ be any congruence subgroup of SL 2 (Z). Assume f = n a n q n ∈ M (Γ, k)∩ Q q with bounded denominator. If a n ∈ Z for n ≤ k 12 [SL 2 (Z) : Γ], then a n ∈ Z for all n.
Proof. Let M be the smallest positive integer such that M f ∈ Z q , and we need to prove that M = 1. Suppose M > 1 and let p be any prime divisor of M . Now M f ∈ M (Γ, k) ∩ Z q and p | M a n for all n up to
. By Theorem 3.1, we have p | M a n for all n. Therefore, p −1 M f ∈ Z q , contradicting the minimality of M . [4] or Proposition 5.7 in [26] , f m has bounded denominator for each m. In this case we see that η(τ ) 7 η(17τ )f 1 ∈ M (Γ 1 (17), 4) (Mayer [22] 12), 2) , so the Sturm's bound is 16 and we readily see the integrality.
• N = 8: we have (Γ 1 (8), 2) , so the Sturm's bound is 8 and the integrality follows easily.
• N = 21: Because of the constant term 1/2, we consider 6 ). Then the Sturm's bound is 192 and the integrality also follows via SAGE.
Remark 3.4. The integrality of s(n)a(n) is expected to hold generally for a reduced modular form like f m . This type of integrality is more precise than the naive integrality a(n) ∈ Z. This question is raised in [27]; see Section 6 therein for details.
Borcherds Products
In this section, we explicitly write Borcherds products corresponding to modular forms in A ǫ (N, 0, χ D ). We will use the Hilbert modular forms given by these Borcherds products to establish automorphic correction of some rank 2 hyperbolic Kac-Moody algebras in the next section.
Let F = Q( √ N 1 ) for N 1 > 1, a square-free integer, and let N be the fundamental discriminant as before. We keep the notations in Section 1. We write x ′ for the conjugate of an element x ∈ F .
Then tr(x) = x + x ′ and N (x) = xx ′ . Denote by ε 0 the fundamental unit in F ; in particular ε 0 > 1. Recall that we have the lattice L = Z 2 ⊕O F with the quadratic form q(a, b, λ) = N (λ)−ab for a, b ∈ Z and λ ∈ O F . We also have the dual lattice
the Hilbert modular group. Let H be the upper half plane; we use (z 1 , z 2 ) as a standard variable on H × H and write (y 1 , y 2 ) for its imaginary part. For every positive integer m, we denote by T (m) the Γ F -invariant algebraic divisor on H × H defined by:
Moreover, define for m > 0 the subset in R >0 × R >0 :
Fix a weakly holomorphic form f = n∈Z a(n)q n ∈ A ǫ (N, 0, χ D ). Each connected component W of the space
is called a Weyl chamber associated to f , following the terminology in [3] . We say λ ∈ F is positive with respect to a Weyl chamber W, if λy 1 + λ ′ y 2 > 0 for all vectors (y 1 , y 2 ) ∈ W, in which case we write (λ, W) > 0. For each positive integer m and each Weyl chamber W, define
When N is a prime p ≡ 1 mod 4, Bruinier and Bundschuh explicitly described Borcherds products corresponding to weight 0 weakly holomorphic modular forms in [4] . (2) The divisor of Ψ is determined by the principal part (at ∞) of f and equals n<0 s(n)a(n)T (−n).
(3) Let W be a Weyl chamber attached to f . Then the function Ψ has the Borcherds product
where e(z) = e 2πiz . Furthermore, the Weyl vector ρ associated to f and W is given by
The product converges normally for all (z 1 , z 2 ) with y 1 y 2 ≫ 0.
(4) There exists a positive integer c such that Ψ c has integral rational Fourier coefficients with greatest common divisor 1.
Proof. Most of the statements follow from Borcherds's Theorem 13.3 in [2] and the isomorphism between vector-valued and scalar-valued modular form spaces (Theorem 4.16 in [26] ). For the computation of the Weyl vector, one can see Section 3.2 in [3] . The last statement follows from Proposition 5.7 in [26] , except the case when N 1 ≡ 2 mod 4. Actually, by a similar argument utilized in Lemma 2.2, we can see that Proposition 5.7 in [26] is also true for the case N 1 ≡ 2 mod 4 when δ is specified to be ǫ (or ǫ * ).
, we can compute Weyl vectors more explicitly. For example, if we choose W to be the one that contains (1, ε 0 ), then
This formula is given in Example 3.11 in [3] . [4] . More precisely, a(0) is given by the Eisenstein series, E ǫ * = 1+ n>0 B(n)q n , in the dual modular form space, as follows:
and the weight is then − 1 2 n<0 s(n)a(n)B(−n). Therefore, the principal part determines the weight explicitly. It follows that if s(n)a(n) ∈ Z for all negative n, the weight is half integral (or integral). In the case N = 12, the constant term a(0) of f m is given by − B(m) 4 . Since we have
we see that a(0) matches the data given above for each m. 
Automorphic Correction
In this section, we construct automorphic correction of some rank 2 hyperbolic Kac-Moody algebras. We begin with the definition of automorphic correction. More details on automorphic correction can be found in [7, 10, 15, 16].
Definition. A Kac-Moody algebra g is called Lorentzian if its generalized Cartan matrix is
given by a set of simple roots of a Lorentzian lattice M , namely, a lattice with a non-degenerate integral symmetric bilinear form (·, ·) of signature (n, 1) for some integer n ≥ 1. A vector α ∈ M is a root if (α, α) > 0 and (α, α) divides 2(α, β) for all β ∈ M . Let Π be a set of (real) simple roots. Then the generalized Cartan matrix A is given by
The Weyl group W is a subgroup of O(M ). Consider the cone
which is a union of two half cones. One of these half cones is denoted by V + (M ). The reflection hyperplanes of W partition V + (M ) into fundamental domains, and we choose one fundamental domain D ⊂ V + (M ) so that the set Π of (real) simple roots is orthogonal to the fundamental domain D. Then
We have a Weyl vector ρ ∈ M ⊗ Q satisfying (ρ, α) = −(α, α)/2 for each α ∈ Π.
Define the complexified cone Ω(
be an extended lattice for some m ∈ N. We consider the quadratic space V = L ⊗ Q with the quadratic form induced from the bilinear form on L. Let V (C) be the complexification of V and P (V (C)) = (V (C) − {0})/C * be the corresponding projective space. Let K + be a connected component of
and let O + V (R) be the subgroup of elements in O V (R) which preserve the components of K.
Let k ∈ 
where e(x) = e 2πix and m(a) ∈ Z for all a ∈ M ∩ D.
We note that O + V (R) is the orthogonal group O(n + 1, 2), and when n = 2, the automorphic forms on O(3, 2) are Siegel modular forms since SO(3, 2) is isogeneous to Sp 4 . When n = 1, which is our case in this paper, the automorphic forms on O(2, 2) are Hilbert modular forms since SO(2, 2) is isogeneous to SL 2 × SL 2 . We also note that the denominator of g is w∈W det(w)e (−(w(ρ), z)), which is not an automorphic form on Ω(V + (M )) in general, and one can see from (5.7) that the denominator of g is corrected to be an automorphic form Φ(z).
An automorphic correction Φ(z) defines a generalized Kac-Moody superalgebra G as in [10] so that the denominator of G is Φ(z). In particular, the function Φ(z) determines the set of imaginary simple roots of G in the following way: First, assume that a ∈ M ∩ D and (a, a) < 0.
If m(a) > 0 then a is an even imaginary simple root with multiplicity m(a), and if m(a) < 0 then a is an odd imaginary simple root with multiplicity −m(a). Next, assume that a 0 ∈ M ∩ D is primitive and (a 0 , a 0 ) = 0. Then we define µ(na 0 ) ∈ Z, n ∈ N by
where t is a formal variable. If µ(na 0 ) > 0 then na 0 is an even imaginary simple root with multiplicity µ(na 0 ); if µ(na 0 ) < 0 then na 0 is an odd imaginary simple root with multiplicity −µ(na 0 ).
The generalized Kac-Moody superalgebra G will be also called an automorphic correction of g.
Using the denominator identity for G, the automorphic form Φ(z) can be written as the infinite product Φ(z) = e(−(ρ, z))
where ∆(G) + is the set of positive roots of G and mult(G, α) is the root multiplicity of α in G.
5.2.
Rank 2 hyperbolic Kac-Moody algebras. Let A = 2 −a −a 2 be a generalized Cartan matrix with a ≥ 3, and H(a) be the hyperbolic Kac-Moody algebra associated with the matrix A. We write g = H(a) if there is no need to specify a. Let {h 1 , h 2 } be the set of simple coroots in the Cartan subalgebra h = Ch 1 + Ch 2 ⊂ g. Let {α 1 , α 2 } ⊂ h * be the set of simple roots, and Q = Zα 1 + Zα 2 be the root lattice, and define h * Q = Qα 1 + Qα 2 and h * R = Rα 1 + Rα 2 . The set of roots of g will be denoted by ∆, and the set of positive (resp. negative) roots by ∆ + (resp. by ∆ − ), and the set of real (resp. imaginary) roots by ∆ re (resp. by ∆ im ). We will use the notation ∆ + re to denote the set of positive real roots. Similarly, we use ∆
, and let N be the discriminant of F . We define s ∈ N by a 2 − 4 = N s 2 .
We keep the notations in Section 1 for the quadratic field F . We set
Then we have η ′ = η −1 and 1 + η 2 = aη. The simple reflection corresponding to α i in the root system of g is denote by r i (i = 1, 2), and the Weyl group by W . The eigenvalues of r 1 r 2 as a linear transformation on h * are η 2 and η −2 . Let γ + be an eigenvector for η 2 and we set γ − = r 2 γ + . Then γ − is an eigenvector for η ′2 . Specifically, we choose
We define a symmetric bilinear form (·, ·) on h * to be given by the Cartan matrix A with respect to {α 1 , α 2 }. Then we have (γ + , γ + ) = (γ − , γ − ) = 0 and (γ + , γ − ) = −N .
We will use the column vector notation for the elements in h * with respect to the basis {γ + , γ − },
i.e. we write x y for xγ + + yγ − . Then we have
It follows that h * Q = { x x | x ∈ F }. A symmetric bilinear form ·, · on F is defined by x, y = −N tr(xy ′ ). We define a map ψ : h * Q → F by The Weyl group W also acts on F by
and r 2 x =x for x ∈ F, so that the isometry ψ is W -equivariant. Since W = {(r 1 r 2 ) i , r 2 (r 1 r 2 ) i | i ∈ Z}, we calculate the set of positive real roots and obtain
We can also obtain a description of the set of positive imaginary roots. See [14] for details.
Hilbert modular forms. We put
Then M is of signature (1, 1) and the Kac-Moody algebra g = H(a) is Lorentzian. We take the Weyl group W for the reflection group of M , and choose the cone
We set Π = {α 1 , α 2 } and obtain the Weyl chamber
The Weyl vector is given by ρ = −(ω 1 + ω 2 ).
From our choice of V + (M ) in (5.3), we have the complexified cone 
We also define a paring on F × H 2 by
Our automorphic correction will be a Hilbert modular form with respect to the congruence
where (N ) ⊂ O F is the principal ideal generated by N . We will need the following lemma, whose proof is essentially the same as that of Lemma 5.13 of [15] . , respectively, and η = ε 0 for N = 12, 21, and η = ε 2 0 for N = 8. We choose the Weyl chamber W attached to f 1 which contains the point (1, ε 0 ). Then the Weyl vector is given by the formula (4.4). In the case N (ε 0 ) = −1, the point (ε corresponds to a positive real root of H(a), i.e. ν ∈ ψ(∆ + re ). Now, from the above observations, the Borcherds product (4.2) can be written: (1 − e(−(ν, z))
(1 − e(−(ν, z))) .
As in [15] , we can prove
This in turn implies that Φ(z) can be written as
This is exactly the form for the automorphic correction in (5.7), and hence it provides an automorphic correction for H(a). So we have obtained:
Theorem 5.7. Let H(a) be the rank 2 symmetric hyperbolic Kac-Moody algebra, and let N be the discriminant of the quadratic field Q( √ a 2 − 4). Assume that 1 < N ≤ 21. Then the Hilbert modular form Φ provides an automorphic correction for the hyperbolic Kac-Moody algebra H(a).
In particular, there exists a generalized Kac-Moody superalgebra H whose denominator function is the Hilbert modular form Φ. If N > 21, the modular form f 1 does not exist by Lemma 2.3, and we need a new idea to construct automorphic correction.
Asymptotics and Positivity of Fourier Coefficients
In this section, we obtain asymptotics of Fourier coefficients of the modular forms f m defined in Section 2. Note that the Fourier coefficients of f 1 are root multiplicities of the generalized Kac-Moody superalgebra H with some modification.
We call a cusp s ∼ 1 c with c | N irregular if 1 < (c, N 2 ) < N 2 . Here N 2 is the 2-part of N . We first prove a lemma on the holomorphy of f N at irregular cusps.
Lemma 6.1. If f N exists, it is holomorphic at irregular cusps.
Proof. To save space, we employ the notations in [23] . Let F = γ F γ e γ be the vector valued modular form that corresponds to f N under the isomorphism in Theorem 4.16 of [26] . Let s ∼ [26] , we see that F β is holomorphic for any such β, since F β only collects the Fourier coefficients a(n) of f N such that n ≡ N q(β) mod N . Hence the holomorphy of f N at irregular cusps follows.
We recall the result of J. Lehner [17] on Fourier coefficients of modular forms using the method of Hardy-Ramanujan-Rademacher. We refer to [17, 18] 
