In this thesis, we develop methods to (i) detect and quantify the existence of filter bubbles in social media, (ii) monitor their evolution over time, and finally, (iii) devise methods to overcome the effects caused by filter bubbles. We are the first to propose an end-to-end system that solves the problem of filter bubbles completely algorithmically. We build on top of existing studies and ideas from social science with principles from graph theory to design algorithms which are language independent, domain agnostic and scalable to large number of users.
MOTIVATION
Social media has brought a revolution on how people get exposed to information and how they are consuming news. Beyond the large number of advantages and capabilities brought by social-media platforms, a point of criticism has been the creation of echo chambers and filter bubbles, caused by social homophily as well as by algorithmic personalization and recommendation in content delivery.
In this thesis, we propose to solve the problem of overcoming filter bubbles in three main steps. (i) observing and quantifying the filter bubble effect at a societal level, (ii) monitoring their evolution, to possibly understand which issues become controversial and why and (iii) design algorithms that help 'burst' the filter bubble and create balanced news diets for users.
Related Work The existence of online filter bubbles has only been recently identified [5] . Several studies have been done to show the existence of filter bubbles online, and explain their negative effects [1, 4] . However, limited attention has been given to the problem of overcoming filter bubbles. In this thesis, we try to fill this vaccum by presenting a methodology to nudge users away from their filter bubbles.
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PROPOSED RESEARCH
We plan to solve the problem of quantifying and bursting online filter bubbles in three phases: (i) Understanding the structure and dynamics of filter bubbles [2] -where we use the structure of the endorsement and comment graphs to identify if a discussion is polarized, (ii) Studying the dynamics of evolution of filter bubbles, and (iii) Designing algorithms to reduce filter bubbles and creating a 'balanced diet' for users [3] . We do this by trying to connect users with opposing views by recommending them content which challenges their view point.
Next Steps We have the following next steps in mind: (i) Identifying disagreement from interaction structure (comment and endorsement graphs), and (ii) Quantifying algorithmic biases, (iii) User level analysis (our current analysis is at a topic level), and (iv) Generalizing our method for topics with multiple sides (currently we are limited to topics with two sides).
Challenges A typical user would not be interested in interacting with content that challenges their view point. We are looking for methods (e.g. design techniques, incentives) which might encourage the user to do so.
