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Introduction 
In representation theory of finite-dimensional algebras over a field k, the idea of 
associating an integral quadratic form qA to a given algebra A, in order to study 
the relation between the representation type of A and the sign of qA in the positive 
integral cone, has its origins in a fundamental paper of Gabriel [4]. 
In the present paper we examine, for any n E M, one-point extensions of the form 
where kA, is the path algebra of an arbitrarily oriented linear quiver A,, and M is 
an indecomposable kA,-module. 
Our main theorem is the following: 
If A is an algebra as above, then A has infinite tame representation type if and only 
if the Tits form t, attached to A is weakly non-negative. 
The proof is based on a study of the vector-space category W, associated to A, 
(Section 3) and on a criterium comparing ‘types’ of quadratic forms (Section 2). 
Using this criterium we construct, in Section 3, sequences of algebras having at each 
step ‘less positive quadratic forms’. This could be related to the following comment 
made in Ottawa by Brenner [2] in 1974. “It would be useful to have some systematic 
procedure for refining the presentation so as to make the new form ‘less positive’ 
than the old, and a way of deciding when the process may be terminated.“. 
1. Preliminaries 
Throughout this paper all algebras R are considered to be finite dimensional over 
a field k, associative, unitary and basic. The field k is assumed to be algebraically 
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closed. All R-modules are finitely generated right R-modules. The corresponding 
module category is denoted by mod R. Let Q be a quiver and kQ the path algebra 
of Q. Denote by I(“) the ideal generated by all paths of length >n. It is well known 
that any basic, finite-dimensional algebra R is of the form kQ/J, where Q is a uni- 
quely determined quiver and .Z is an ideal with I(“) c JC ZC2). The ideal J is always 
generated by a set of relations {pS/.s) and mod R can be identified with the cate- 
gory of representations of QoP satisfying the set of relations {p,““/s} (cf. [5,11]). 
The pair (QoP, (p,““/s}) will be called the bounden quiver attached to R. 
1.1. Algebras and quadratic forms 
Let q be an integral quadratic form. The form q is said to be weakly positive, if 
q(x)>0 for any positive integral vector. It is said to be weakly non-negative, if 
q(x) 2 0 for any positive integral vector and there is at least one positive integral vec- 
tor z with q(z) = 0 (cf. [ 111). The form q is said to be strongly indefinite, if there 
is a positive integral vector z with q(z)<O. 
Two quadratic forms q, and q2 are said to be of the same type, if both are weak- 
ly positive, or both weakly non-negative or both strongly indefinite. 
In the following we recall briefly two kinds of quadratic forms which can be 
attached to an algebra R. 
Set R0 for the Cartan matrix of R and Go(R) for the Grothendieck group of R. 
Assuming that R, is invertible, there is the following quadratic form: 
qR:G,(R)O~+O, qR(x) :=xR,‘xT, VXEG~(R)@(I$ 
(cf. [6,11]). If R has finite global dimension, then R0 is invertible and qR restricted 
on the dimension vectors dim X of the R-modules X equals to (dim X, dim X), 
where <-, -) denotes the Euler characteristic of R, which is given by the formula 
(dimX,dim Y>:= c (-l)‘dimExt’(X, Y), VX, YEmodR. 
t20 
The second quadratic form attached to an algebra is defined as follows: Let R 
be of the form kQ/J, where Q is a quiver without oriented cycles. Denote by Q(0) 
the set of vertices of Q and by Q(1) the set of arrows of Q. Let a be the idempotent 
of kQ corresponding to the vertex (x E Q(0). Let T be a system of relations for the 
ideal J. Set r(a, /3, T) equal to the cardinality of Tn(c-rJ/$, where cr, /3~ Q(0). Now, 
consider the quadratic form given by the formula 
This quadratic form is called the Tits form of R (cf. [l]). 
If the global dimension of R is less than or equal to 2, then the forms qR and tR 
coincide. If the quiver of R is connected without oriented cycles and the Auslander- 
Reiten quiver of R contains a preprojective component, then R is of finite represen- 
tation type if and only if the Tits form tR is weakly positive (cf. [l, 3.31). 
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1.2. Tilting theory (c$ [3,6]). 
In Section 2 we develop a method for comparing types of quadratic forms, which 
is based on some results of tilting theory. The following is a brief review of the 
theory. Let R be an algebra and L a tilting R-module. Let E be the endomorphism 
ring of L over R. Consider the functors 
F = Horn, (L, -) : mod R + mod E, F’= Exth (L, -) : mod R + mod E. 
There is a group isomorphism v, from Go(R) to G,(E) satisfying p(dimM,)= 
(dim FMR)- (dim FM,). If the Cartan matrix R, is invertible, then the Cartan 
matrix E,, is invertible and the isomorphism v, extends linearly to an isometry from 
Go(R) 0 Q to G,(E) 0 Q i.e. Vx, Y E G,(R) 0 Q it holds (x, Y)R = <P(X), v(Y))E. 
Hence, we have that qR(x) equals q,&V)(x)) for any x in G,(R)@Q. 
Let %’ be a component of the Auslander-Reiten quiver of R and 02d a complete 
slice in g (cf. [6]). If L is the slice module corresponding to a, then L is a tilting 
R-module and the induced by L 
I .3. Triangular matrix algebras, 
Let 
torsion theory splits, (cf. [6; 8, 2.51). 
vectorspace categories 
be a triangular matrix algebra, where C and B are k-algebras and M is a C-B- 
bimodule. We will identify the category of A-modules with the corresponding 
comma category. The A-modules will be represented as triples (X, J Y) with X a C- 
module, Y a B-module and f a C-module homomorphism from X to Hom,(M, Y) 
(cf. [8, lo]). 
Let L be a tilting B-module satisfying the condition Hom,(M, D Tr L) = 0. Let q be 
the unit of the adjunction corresponding to the adjoint pair (- &M, Horn, (M, -)). 
The following have been proved, (cf. [8]): 
(i) The A-module 9 = (C, qc, C@ A4) @ (0, o, L) is a tilting module. 
(ii) If the induced by L torsion theory in mod B splits, then the induced by 9’ 
torsion theory in modA splits too. 
In case C= k, consider the functor ti=: Hom,(M, -): mod B+ mod k. Let g 
be the full subcategory of mod A with objects (X,f, Y) where Y is an X-faithful 
object of mod B (cf. [8, 4.41). If the representation type of B is finite, then the 
representation type of mod A coincides with the representation type of g (cf. [IO, 
2.51). 
Let X be the vector-space category having the vector spaces XY as objects, where 
Y is an object of g, and morphisms the linear maps tif, where f is a morphism 
of g. The category 9~ is representation equivalent to the subspace category U(X) 
(cf. [lo]). 
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In Section 3 we will concern ourselves with vector-space categories K having only 
one-dimensional indecomposable objects and arising from one point extensions. 
Given any vector-space category X with the above property, there is a partially 
ordered set JZ attached to X: The elements of Jlrl are the isomorphism classes [X] 
of the indecomposable objects X of X and [X] 5 [Y] if and only if Hom(X, Y) # 0. 
Conversely, given a partially ordered set Jll, there is a vector-space category, such 
that the attached partially ordered set coincides with JZ (cf. [lo]). This vector-space 
category is denoted by add k&. The representation type of a partially ordered set 
& is the representation type of add kJZ. 
If a vector-space category X arises from a one-point extension A and has only 
one-dimensional indecomposable objects, then its partially ordered set JZ can be 
calculated as follows: Consider the Auslander-Reiten quiver Q(B) of B and the 
additive function f =dimkHomB(M, -) on it. The values which f takes on Q(B) 
are 0 and 1. Let V be the subset of the vertices [X] of Q(B) with f([X]) = 1. For 
[Xl, [Y] E V set [X] 5 [Y] if and only if HomB(X, Y)#O. Now, I/ coincides with 
4. We call M the partially ordered set attached to A. 
There are two famous criteria for the representation type of a partially ordered 
set : 
(i) Kleiners criterion, which gives necessary and sufficient conditions for being 
a partially ordered set of finite representation type, (cf. [7]). 
(ii) Nazarowa’s criterion, which gives necessary and sufficient conditions for being 
a partially ordered set of wild representation type (cf. [9]). A detailed discussion 
concerning vector-space categories and the above criteria can be found in [lo, 2.41. 
2. Constructing ‘less positive’ quadratic forms 
Let qi: Q$” + Q, i = 1,2 be two integral quadratic forms. 
Definition 2.1. The quadratic form q1 is said to be of superior type to q2, if for any 
integral positive vector x there is a natural number s 2 1 and positive integral vectors 
Yl,Y2, ..-, Y, of Q$” such that ql(x)2 Clsi<s q2cYi). 
Remarks 2.2. Assume q1 is of superior type to q2. 
(i) If q2 is weakly positive, then q1 is weakly positive too. 
(ii) If q2 is weakly non-negative, then q, is either weakly non-negative or weakly 
positive. 
Proposition 2.3. Let A be an algebra and L a tilting A-module. If A has global 
dimension less than or equal to 2 and the induced by L torsion theory splits, then 
qA is of superior type to qEnd L. 
Proof. Let x be an integral positive vector in G,(A)@(&). Among the A-modules 
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X with x=dimX we choose an X with dim, End, X minimal. Let X= 
X, @X,0 a.. OX,, be a decomposition of X in indecomposable A-modules, then 
Extl(Xj,Xj)=O for i#j, (cf. [ll, 2.3, Lemma I]). Now we have: 
qA (x) = qA (dim X) = dim, End X - dimk Ext ‘(X, X) + dim, Ext’(X, X) 
= , sFsn dim, End Xj + c dim, Hom(X;, Xj) 
(l,j, i+j) 
- C dimk Ext’(Xi, Xi) + C dimk Ext’(Xi, Xi) 
l5illI 1ci5n 
+ c 
U,j, ;+;I 
dim Ext’(X,, Xi> 2 1 5T5,, qA (dim Xi>. 
Using the linear isometry rp from G,(A) @ Q to GO(End 15) @Q$, recalled in Sub- 
section 1.2, we have for the last term of the above inequality that 
I En qA (dim Xi) = c qEnd t (dim FXi - dim F’X;). 
lci5n 
Since the torsion theory splits, each of the terms of the last sum equals either to 
qn”dL(dim FXi) Or t0 qnndL(dimF’Xi). So qA is Of Superior type to qEndL. n 
Remark 2.4. Let A be an algebra with gl.dim.(A) 5 2. The quadratic form qA of A is 
weakly positive or weakly non-negative or strongly indefinite if and only if qA satis- 
fies the corresponding property restricted on the set {dim X: X= indecomposable 
A-module}. The proof of this remark is based on the fact that if x is a positive 
vector in G,(A)@Q, we can find, as in the proof of Proposition 2.3, an appro- 
priate set (X,, X2, . . . , X, } of indecomposable modules such that qA (dim X) 2 
C,5i5n qA(dimXi). 
3. One points extensions of linear quivers 
Consider the Dynkin diagram 1 - 2 - .. . - n, n E hi and choose an arbitrary orien- 
tation on the edges. Let A, be the corresponding oriented quiver and kA, its path 
algebra. The aim of this section is to prove the following: 
Theorem 3.1. Let 
be a one-point extension of kA,, where A4 is an indecomposable kA,-module. The 
algebra A has infinite tame representation type if and only if the corresponding qua- 
dratic form qA is weakly non-negative. 
Consider the quiver given in Fig. 1. Any quiver of the form given there is called 
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special and is denoted by Q. The number n -s+ 1 is called length of Q and the 
number s is called width of Q. The vertex (0,s) is the origin of Q and the vertices 
(0, n) and (s - 1,1) are the corners of Q. 
Whenever it is possible, the following two maps are defined on the vertices of Q: 
The translation T : (p, q) --t (p - 1, q) and the ‘inverse’ translation T- : (p, q) + 
(p + 1, q). Now, Q can be considered as a translation quiver and also as subquiver 
of any translation quiver ZA, with r2 n (cf. [.5]). If a : x+y is an arrow of Q, then 
aa :y+ T-X will denote the polarized arrow (cf. [ll]). 
The set of vertices of Q admits a partial ordering. Namely, for any two elements 
x,y of Q, it holds that xry if and only if there is a directed path of arrows of Q 
starting at x and ending at y. 
It is easy to see, that any directed path of arrows connecting two vertices contains 
the same number of arrows. This number is called the distance between x,y and is 
denoted by d(x, y). 
Any connected full subquiver of a translation quiver V containing a unique 
representative of each r-orbit is called a slice of Y (cf. [5]). 
The slice (0, n) + .I. + (0,s) + ..a + (s - 1, 1) is called the starting slice of Q and the 
slice (0, n) + a.. +(s-l,n-s+l)+ ..e 6 (s- 1, 1) is called the ending slice of Q. 
For any slice r of Q consider the set {x E Q: XI y for some y E r}. The full trans- 
lation subquiver of Q with vertices the above set i, called a sliced quiver of Q and 
is denoted by Qr. 
Remarks 3.2. (i) Any slice of Q is a linear quiver containing necessarily the corners 
of Q, since the r-orbits of the corners contain exactly one element. 
(ii) If x is a vertex of Q not on the starting slice, then its image rx exists in Q. 
Dually, if x is not on the ending slice, then r-x exists in Q. 
Definition 3.3. A triangular matrix algebra 
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with M an indecomposable kA,-module is said to be a realization of a sliced quiver 
Qr, if the attached to A preordered set J& coincides with Qr. A realization A of 
Qr is said to be a faithful realization, if the number of vertices of r coincides with 
the number of vertices of A,. A faithful realization A of Q,- is said to be a 
standardized realization of Qr, if r is exactly the injective slice of Q(kA,). 
Consider the path algebra kA, and denote by Q(kA,) its Auslander-Reiten 
quiver. If M is any indecomposable kA,-module, denote by m the corresponding 
vertex of Q(kA,), by f, the additive function starting at m, and by 9 the well- 
determined slice of Q(kA,) admitting as unique source the vertex m (cf. [5]). 
Embed Q(kA,) in ZA, and consider the special quiver Q having B as starting slice. 
Clearly, the origin of Q coincides with m. 
Lemma 3.4. If x is a vertex of Qfl Q(kA,), then any element of ZA, less than x 
and greater than m belongs to QnQ(kA,). 
Proof. By induction on d(m,x). 0 
Proposition 3.5. Any one-point extension A of kA, by an indecomposable module 
M is realization of some sliced quiver. 
Proof. Consider the quivers Q(kA,) and Q as before. The functions f, and 
dimk Hom(M, -) take the value 1 on any point of 9’. Using Lemma 3.4 one sees 
that the preordered set jtl attached to A equals Qfl Q(kA,). Let r be the full sub- 
quiver of QnQ(kA,) having as vertices those x of QnQ(kA,) with r-x$ 
QnQ(kA,). Clearly, r is a slice of Q and QnQ(kA,) equals Qr. q 
Proposition 3.6. Any sliced quiver Qr has a unique standardized realization. 
Proof. Let kA, be the path algebra of r. The injective slice of Q(kA,) coincides 
with I-. Let M be the indecomposable kA,,-module with (dim M)? = 1 for any y in 
I-. This indecomposable is unique. Let m be the vertex of Q(kA,) corresponding to 
M and 9 the slice of Q(kA,) admitting m as unique source. Embed Q(kA,) in ZA, 
and construct the special full subquiver Q’ of ZA, having 9 as starting slice. Let 
A be the one-point extension formed from A4 and kA,. The algebra A is a 
standardized realization of Q;. Both special quivers Q and Q’ admit r as a slice, 
so Q = Q’ and Qr= Qh. Clearly, A is unique. 0 
Observe, that there are many other realizations of Qr which may be faithful or 
not. 
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In the remaining part of the paper we will assume that any special quiver has 
length and width 22. This restriction is not substantial, since the non-considered 
cases correspond to algebras of finite representation type and are covered by [l]. 
Lemma 3.1. Let A be a non-faithful realization of a sliced quiver Qr. There exists 
at least one arrow a --+x1 in Q(kA,) with CY an injective vertex of Q(kA,) not in Q, 
and x1 a corner of Q. 
Proof. There is at least one t--orbit T of Q(kA,) with QrnT=O, because the 
number of points of I- is less than n. Since Q(kA,) is connected, there is at least 
one directed path of arrows oI -+ o2 + ... + af+K_2 -‘xt =z, with oK_, E T, 
a;~_ r $ Q, and z on the starting slice of Q (see Fig. 2). 
Choose among these paths, the path whose ending point x, has the smallest 
index. At least one of the vertices between ar and aftK_z has to be an injective 
vertex of Q(kA,). Otherwise, the path r-o1 + +.. + r-(~~+~_~=x~_t exists, and this 
is a contradiction to the minimality of t. Hence, CX~+~_~ is injective and x,_, $ 
Q(kA,). This is possible only in case t = 1. So, there is an arrow (xK_ t +x1. Now, 
the vertex aK_t has to be an injective vertex of Q(kA,), otherwise r-aK_, would 
exist in Q(kA,) and in Qr. This is impossible, because x1 is a corner. 0 
Using the above lemma and the considerations made in this proof, we derive the 
information about the bounden quiver corresponding to a non-faithful realization 
A given in Fig. 3, where x and y denote the corners of Q, and (r)Op coincides to 
the full subquiver of Q(kA,) with vertices the injective vertices of the r -orbits of 
r. The point m corresponds to the additional simple module of A. Any relation r 
of the above bounden quiver has m as starting point and if the ending point E of 
r is not cr or /?, then E E r’. This is true, because the support of dim A4 is connected 
and (dim M)i = 0 for any point i not in (P)Op. 
Let AF be the algebra given by the bounden quiver formed by deleting the arrows 
outside of (W). 
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Fig. 3. Bounden quiver of A. 
Remarks 3.8. (i) The algebra A, is a faithful realization of Q,, because the deleted 
arrows do not contribute to the construction of Qr and the number of points of r 
equals that of r’. 
(ii) Let X be any indecomposable A-module. If (dimX),#O, then the support 
of dim X belongs to part (W) of the bounden quiver of A, so X can be considered 
as an indecomposable A,-module. If (dim X), =O, then the support of dim X 
belongs to the linear quiver A, and X can be considered as an indecomposable 
kA.-module. 
Denote by dimX IF the restriction of dimX on the part (W) of the bounden 
quiver of A and by dim X IN the restriction of dim X on A,. Let qA , qF and qN be 
the quadratic forms corresponding to the algebras A, A, and kA, respectively. 
Proposition 3.9. The algebras A and A, have the same representation type and the 
forms qA and qF are of the same type. 
Proof. The algebras A and A, have the same representation type as realizations of 
Qr. Using Remark 3.8(ii) and the fact that qA coincides with the Tits form tA, we 
get that for any indecomposable A-module X either qA (dim X) = q,(dim X I,,,) or 
qA (dim X) = q,(dim X IF). Now, q,(dim U) is positive for any indecomposable 
kA,-module U. So, by Remark 2.4, qA and q,? are of the same type. cl 
Lemma 3.10. Let Q be a special quiver represented as in Fig. 1. If A is a faithful reali- 
zationofQ,, thenatleastoneoftheeIementsof{(O,n),(1,n-1),...,(s-1,n-s+1)} 
and at least one of the elements of {(s - 1, l), (s - 1,2), . . . , (s - 1, n - s + 1)) belongs 
to r and is injective as vertex of Q(kA,). 
Proof. Case Q,-= Q. Both of the above sets contains z = (s - 1, n -s + 1). The point 
z has to be injective as vertex of Q(kA,). Otherwise none of the points of r is in- 
jective, and (dim M)i = dim, Hom(M, 1,) = 0 for any indecomposable injective kA, 
module 1;. 
Case Qr# Q. Let z be the point among (0, n), (1, n - l), . . . , (s - 2, n -s + 2) with 
ZET and with the smallest second coordinate. There is always such a point, since 
(0, n) ET. There is a source XE r, not on the ending slice, with x<z. This point has 
to be injective as vertex of Q(kA,). Otherwise T-X would exist in Q and then xr$T. 
So, z is injective. The remaining part of the claim can be proved similarly, consider- 
. -. 
x= 1h./r;x ,’ 
.., x2‘.., .\ , /’ 
Case 3 / ‘\/’ 
xs: : ‘, ..c “‘- l- \ ‘\ / ,’ 9 j\ \ : .‘,Yt ‘\ \ VY, Y2/’ ,.’ ‘\ /F’\ /‘r-y ’ S.1?2 . -. % 
Fig. 4. 
ing the point ZE ((s- 1, l),(s- 1,2), . . . . (S - 1, n -s)} with the largest second coordi- 
nate. q 
Let A be a faithful realization of a sliced quiver Qr. By Lemma 3.10, there are 
three cases possible for the position of Qr inside Q(kA,), see Fig. 4, where the slice 
I- is denoted by bold (non-horizontal) lines. The letters x and y always denote the 
corners of Q. 
Case 1 
c_,r,O> 
Case 2 
.C.. .-.-. .-. 
I ;; Y 
x,x2 q.;/ 
.-. ..-.-. ._. 
y2 v, ir i2 i,_r , . . .,'Y 1 
m ‘m' 
Case 3 (s,112) 
I r:*. 
.-.....-._.....-.-.....-. 
ir i2 is_1 1; * *,r 
‘m' 
4-l j2 j, 
Fig. 5. 
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In the first case all points of rare injective vertices of Q&4,). In the second 
case all points of r between x, and y both included are injective vertices of Q&4,) 
and none of the points x,,x2, . . . ,x,_, of r is injective. In the third case the points 
of r between x, and y, both included are injective vertices of Q(k4,). The remain- 
ing points x1,x2, . . . ,xs_, and yi,y,, . . . ,y,_, of r are not injective vertices of 
QW,). 
The three cases for the bounden quiver of A are given in Fig. 5. In Cases 2 and 
3 the algebra kA, is the path algebra of (P)Op. Consider the full subquiver of r 
consisting of the injective vertices of r. In Fig. 5, the opposite of this subquiver is 
denoted by P. The point m corresponds to the additional simple module of A. Any 
relation r of the above bounden quivers has m as starting point. In the first case, 
the ending point of r is between x, and y, both included. In the second case it is be- 
tween x, and y both included, and in the third case it is between x, and y, both in- 
cluded. Also, in Case 1 there is always an arrow from rn to x, and an arrow from 
m to yt. 
Let A be a faithful realization of a sliced quiver Qr with bounden quiver as in 
Cases l-3. In Case 1, A is the standardized realization of Q,. In Cases 2 and 3 
consider the algebra As having the same bounden quiver as A except that all 
arrows between x, and il are oriented from x, towards ii and all arrows, if there are 
any, between y, and j, are oriented from yt towards j,. 
Lemma 3.11. The algebra As is the standardized realization of Qr. 
Proof. Case 2. There is no change on the arrows between x, and y (Fig. 4, Case 2) 
so these points of r remain injective. Assume that there are some X;ET with 
s - 12 ill, which are not injective vertices of Q(kA,). Let xh be the point among 
them, with the largest index. Now, r xh exist in Q(kA,) and it is injective, since 
there is an arrow from xh + 1 --f r-x,, with xh + , injective. Hence, there is at least one 
arrow i,, + ih + , in the bounden quiver of A, which does not have the orientation 
from x, towards to il. This contradicts our assumption. So, any point between x, 
and xi both included, is an injective vertex of Q(kA,). So, A is the standardized 
realization of Q,-. The proof in Case 3 is similar. 0 
Proposition 3.12. The algebras A and A, have the same representation type and 
the quadratic forms corresponding to A and As are of the same type. 
Proof. Both algebras have the same representation type as realizations of Qr. 
Using the Tits forms of A and As, one sees immediately that these forms coincide. 
0 
By the above discussion it is clear that in order to prove Theorem 3.1 it is enough 
to consider only the case of standardized realizations. 
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Let A, be a linear oriented quiver, kA, the path algebra of A, and {Pr, P2, . . . , P,,} 
a full set of non-isomorphic indecomposable projective kA.-modules. Denote by L 
the direct sum of the modules belonging to U= { Tr DP,, P2, . . . , P, } . If P, is a sim- 
ple module, then U is a complete slice. Hence, L is a tilting module and the induced 
by L torsion theory splits. 
Let 
be a one-point extension of kA, by an indecomposable module M. If 
Hom(M,D Tr L) =O, then the module 9, is a tilting A-module and the induced 
by g torsion theory splits (cf. Subsection 1.3). If A4 is not isomorphic to P,, then 
Hom(M,D Tr L) = 0 is always satisfied. 
Denote by Q(E) the Auslander-Reiten quiver of the algebra E =End L. The 
algebra E is again the path algebra of a linear quiver. It is well known how Q(E) 
can be formed starting from Q(kA,) (cf. [6]). In our case, this is very easy, because 
all indecomposable kA,-modules except P, belong to the torsion-class induced by 
L. Denote by p the vertex of Q(kA,) corresponding to P, and by q the vertex of 
Q(kA,) corresponding to the injective hull I(P,) = I,. The injective slice of Q(kA,) 
coincides with A, and the point q above is a source of A,. Embed Q(kA,) in ZA,, 
remove the point p and add the vertex 5-q of ZA, . The new quiver arising in this 
way, coincides with Q(E). 
We introduce two simple operations on any sliced quiver Qr: 
(i) Assume that r possesses at least one source y which is not on the ending slice 
of Q. Let Qro,.) be the full subquiver of Q having as vertices those of Qr plus the 
vertex r-y of Q. This operation is called first kind operation on Qr. Clearly, the 
injective slice T(y*) of QrcY) q e uals the full subquiver of Qr having as points, the 
points of (r \ { y}) U ( r-y}. 
(ii) Embed Qr in some ZA,, r>n. Let y be one of the corners of Q. If y equals 
(0, n), then extend the starting slice of Q by the arrow (0, n) + (0, n + 1) and if y 
equals (s - 1, l), then extend Q by the arrow (s- 1,1) + (s, 0) (see Fig. 1). This opera- 
tion is called second kind operation on Qr and the new quiver will be denoted 
by Qrcu_,. Clearly, the injective slice Z$+) of QT(,,+) has as set of vertices, the 
union of the set of vertices of r with either {(O,n + 1)) or ((s,O)}. 
Both operations can be interpreted as a result of some tilting process as follows: 
Let A be a realization of a sliced quiver Qr. Let L be the tilting kA,-module con- 
structed by the complete slice U= {Tr DP,, P2, . . . , P,,} as before. Let 5? be the 
corresponding A-module. Assume that A4 is not isomorphic to PI. 
Consider the algebra 
End =!Z’z 
k Hom(L,M) 
0 End L > 
The global dimension of End&Y is less than or equal to 2, since End S is the one- 
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point extension of a hereditary algebra by an indecomposable module. 
Proposition 3.13. The algebra End 9 is a realization either of Q,- or QTCYj or 
QrCz+,, where y E r is a source and z is a corner of Q. 
Proof. Let y be the vertex of Q(kA,) corresponding to the injective hull of P,. 
Form the point r-y. This point belongs to the injective slice of Q(EndL) and it is 
there, by construction, a sink. We calculate now the preordered set JZZ attached to 
End 9. Every indecomposable module except PI belongs to the torsion class induc- 
ed by L. Since A4 is not isomorphic to P, there is a full subset of d which coin- 
cides with Qr. Now, there are the following cases: 
(i) The vertex y does not belong to Qr and is not connected with Qr by an 
arrow. Then r-y does not belong to Q and is not connected with Qr by an arrow. 
So A= Qr. 
(ii) The vertex y does not belong to Qr but is connected with Qr by an arrow a. 
The start of a is y, since y is a source. The end z of a is on r, since z is an injective 
vertex of Q&4,). Moreover, z is on the starting slice of Q, otherwise y would be 
an element of Qr. Hence, z has to be a corner of Q. Otherwise, the vertex r-y 
exists and belongs to the starting slice of Q. This is impossible because y is injective. 
So, the set of points of Jet consists of Qr joint with {r-y} and Yy is connected 
with Qr by the polarized arrow (~a : z + r-y. Hence, Jtz! = Q,(,+,. 
(iii) The vertex y belongs to Qr. Clearly, it has to be a vertex of r. If y is a 
corner of Q, then r-y does not belong to Q and & = Q,-. If y is not a corner of Q, 
then it cannot be on the ending slice of Q because it is a source. Hence r y is in 
Q. So, Jtl= Q,o,.). 0 
Remarks 3.14. (i) As we saw before, the condition that A4 is not isomorphic to P, 
is important for extending tilting kA,-modules to tilting A-modules. If M is a pro- 
jective indecomposable kA,-module and A is realization of Qr, then Qr has to be 
equal to Q. 
In order to see this we embed Q and Q(kA,) in ZA, in the usual way and choose 
an appropriate numbering of ZA, such that Q appears as in Fig. 1. The point (0, s) 
represents the isomorphism class of M and because M is projective, its Nakayama 
translation (cf. [5]) ~(0,s) = (s- 1, n + 1 -s) belongs to Q(kA,) and corresponds 
there to an injective point. Now by Lemma 3.4, QnQ(kA,)=Q and so, by Pro- 
position 3.5, Qr equals Q. 
(ii) As we say in the proof of Proposition 3.13, the sources y of rare important 
for the construction of Qro,.,. If ris not equal to the ending slice of Q, then there 
are sources different from the corners of Q. Any such source y is an injective vertex 
of QW,). 
(iii) Set T(y(O)*) = r(0) = r and for any positive integer i set 
r(i) =r(y(O)9(y(l)901(2)9 ... ot(i- l)*)(.v(i)*). 
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As long as Qr(i, is not equal to Q, we construct a sequence QrCO,, QrCl,, Qrt2), . . . , 
Q rcsj, s E N, of sliced quivers of Q as follows: For i = 1 to s choose a source u(i) in 
T(i- l), not on the ending slice of Q and construct Qr(i). 
This procedure can be interpreted using tilting theory as follows: Set E, for /CA, 
and Fe for the identity functor on mod E,. Denote by A0 the above realization A 
of Q,. Let L, be the Ee-module constructed using the source q1 of Qr and 9t the 
corresponding &-module. Denote by E, the endomorphism ring of L,, by At the 
endomorphism ring of 9t and by FI the functor Horn@,, -): mod Epmod E,. 
NOW proceed inductively: For i = 2 to s denote by Li the Ei_ t-module constructed 
using the source y(i) of T(i- 1) and by pi the corresponding Ai_ t-module. Let Ei 
be endomorphism ring of Li and Ai the endomorphism ring of pi. Let Fi be the 
functor Hom(Li, -) : mod Ei_ I+ mod E;. 
If Qrcci_ t)) is not equal to Q, then Fi-1 . . . FI F,,M cannot be an indecomposable 
projective E,_,-module. So, gi is a tilting Ai_ t-module and the induced by 9; 
torsion theory in mod Ai_ I splits. Moreover, the algebra Ai is a realization of Qrci, 
by Proposition 3.13(iii). 
(iv) There is a similar interpretation in constructing a sequence Qr, Qr(,,(t)+), 
Q~~~~I~-~~~~~~-P . . ..Q~(y(l)-)~y(2)~)...~v(s)-). s E N, using second kind operations. We 
present this interpretation in a special form which will be used in Proposition 3.18. 
Assume that for some path algebra /CA, the right ending part of Q(kA,) is as in 
Fig. 6. Since the points (it and /3t are injective vertices of Q(kA,), any point greater 
than at or /3t is an injective vertex too. The encircled part of Fig. 6, contains a 
special quiver Q and one of its sliced quivers Qr with r not equal to the ending 
slice of Q. In the above-mentioned figure, this slice consists of the points 
x1, . . . . x,, . . . . _vt, . . . ,yl. Assume, that Q&4,) is embedded in ZA, as usual. Set 
Qrco, = Qrt Q,,, = Qr(xw) and Q,i)=Q,,(l)~),,~,,,,~)...(,~,(i-l)-). For i=2 to p 
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construct QrCi, by adding in QrCi- r) the arrow t-o_, + spai. Apply the same pro- 
cedure to the points pi, 1 li< u. Notice, that Q,,,, 15 is,u + u, is not a sliced 
quiver of Q, but is a sliced quiver of a special quiver containing Q. Moreover, 
QrCi,, 1 I il,~ + u, cannot be a special quiver, since there is no change of r at any 
step of the above construction. 
Keep the same notations as before for E;, Li, pi, Ai, and Fi, 1 I is,u + u, with the 
only exception that Li is constructed using the source (Yi. Using Proposition 3.13(ii), 
we conclude, as before, that Ai is a realization of Qr(i). The module Fi_ 1 . . . F,F,M 
is not an indecomposable projective module because Q,(i), 1 <i<p+ u, is not a 
special quiver (cf. Remark 3.14(i)). So, pi is a tilting Ai- r-module and the induced 
by pi torsion theory in modAi_l splits. 
(v) In both of the above cases, gl.dim.(rfi)<2, for any i. So, by Proposition 2.3, 
the quadratic form of Ai- 1 is of superior type to the quadratic form of A;. 
Definition 3.15. A sliced quiver is said to be minimal wild if it is of wild representa- 
tion type but any of its full subquivers is not of wild representation type. 
Using Nazarowa’s criterion it can be easily seen, that Fig. 7 contains the complete 
list of the minimal wild sliced quivers. 
The quadratic forms corresponding to the standardized realizations of minimal 
wild sliced quivers are strongly indefinite. For the cases 1 to 8 this is true, because 
Fig. 7. Minimal wild sliced quivers. 
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Fig. 8. Bounden quivers of the standardized realizations of minimal wild sliced quivers. (Broken lines 
between two vertices denote that any paths between them are equal.) 
the bounden quivers (see Fig. 8) contain a full subquiver whose path algebra is a 
wild hereditary algebra. For case 9 (resp. 10) the quadratic form takes a negative 
value on the vector (21,7,28,14,0,6, 12,18,24,30,36) (resp. (14,28,7,21,0,6,12,18, 
24,30,36)). 
@ 9’>0 8;’ @ 6 
8 ./’ 7-f’ 7 ./’ 
@,> @ $ 
7 7 ./” 6-f /’ 8 .I’ 
7.1 
6.f 
5 _/ 
./L, 
L/; 
L.2 
L. 1 
Fig. 9. Minimal tame sliced quivers. 
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Definition 3.16. A sliced quiver is said to be minimal tame, if it is of tame infinite 
representation type but any of its full subquivers is of finite representation type. 
Using the criteria of Kleiner and Nazarowa one sees easily that Fig. 9 contains 
the complete list of the minimal tame sliced quivers. 
Definition 3.17. A sliced quiver is said to be maximal tame, if it is of tame infinite 
representation type, and if any sliced quiver constructed from it using first and se- 
cond kind operations is of wild representation type. 
The complete list of the maximal tame sliced quivers is given in Fig. 10. 
Fig. 10. Maximal tame sliced quivers. 
0 
9 
127 4 56j7 8 
.-.-.C.C.C.-.d* 
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2 1109 
Fig. 11. Bounden quivers of the standardized realizations of maximal tame sliced quivers. (Broken lines 
between two vertices denote that any paths between them are equal.) 
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The quadratic forms qi of the standardized algebras Ai corresponding to the 
maximal tame sliced quivers are all weakly non-negative. This is well known for the 
hereditary algebras A, and A,. The remaining quadratic forms can be written as 
follows: 
q1 = 120-1[30(2x,o-x9-x1r)2+ 10(3x9-2xs -xl,)‘+ 5(4x* - 3x,-xJ2 
+ 3(5~,-4x~-xrr)~+2(6x~- 5x5 -x,,)~+ 30(2x, -x2-x11)2 
+ 30(2x3 - x2 - xJ2 + 1 0(3x4 - 2x5 - 2x, 1x2)2 + 1 0(2x2 -x5)2 
+20x5(x,+x*r)+ 10x2(x2+2x,& 
q2 = 24- ’ [6(2x, -x7 -x5)2 + 2(3X7 - 2xs -x5)2 + (4~s - 3x9 -x5)2 
+ 6(2x2 -xl -x~)~ + 6(2x4 - x3 -x5)2 + 2(3x, -x3)2 
+ 6(2x,9-x3 +x5 -x,9)2 + (3x9 - 2~~)~ +3x5(x5 + 2x9)]. 
q4 = 840_ l[2 1 O(2xs -x, - x9 - x,()y + 70(3x, - 2x, -x9 -x&2 
+35(4x6-3x5 -x,-~r~)~+21(5x~ - 4x4-x9-x,,)~ 
+ 14(6x4 - 5x3 -X9 -X~O)~ + 10(7x3 - 6x2 - ~9 -X~O)~ 
+210(2x, -x2-x&z + 30(4x,-x, - 3x,$+ 120x2(2x2+x9 +x,,)]. 
q5= 120~1[30(2x,o-x9-xlr)2+ 10(3x9-2xs-x11)2+5(4xs-3x7-xI,)2 
+3(5x,-4x6-x,,)2+2(6x,-5x5-xr,)2+30(2x,-x2-xr,)2 
+10(3X2-2X3-X,r)2+30(2X4-X~-X5-X,r)2+30(X3-X5)2 
+20x,(x3 +x,1) + lOx,(x,+4xrr)]. 
q6 = 24- ‘[6(2x6 - X, -X5)2 + 2(3x, - 2Xs -X~)~ + (4x8 - 3x9 -X5)2 
+ 6(2x, - x2)2 + 6(2x3 -x2 -x4)2 + 2(3x4 - 2x, -x2)2 
+6(2~ro-~2-~9+~5)~+(3~9-2~2+~5)~+8~2~5]. 
q7 = 120- ‘[30(2X7 -X6-xs -X9)2 + 10(3X,-2X5 -xs -X~)~ 
+5(4x5 - ~x,-x,-x,)~+ 3(5x4-4x, -xs -x~)~+ 2(6xs-4~~-xs)~ 
+30(2x, -x2 -x9)2 + 10(3X2 -2x, -x9)2 + 10x3(3x3 +4x9)]. 
q9 = 24- ‘[6(2x9 - xs -x~,,)~ + 2(3x, - 2x7 - x,,)~ + (4x7 - 3x, - x,,)~ 
+ 6(2x1 -x2 -x&~ + 2(3X2 - 2x, - x,,)~ + (4x3 - 3x4 - xro)2 
+ 6(2x5 -x4 -x, - x1o)2 + (3x4 - 2~6)~ + 5~: + 6~4x10 + 6xgxro]. 
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Using the above presentation of the quadratic forms, one can easily find positive 
integral vectors annihilating each quadratic form. 
Let A be the standardized realization of some sliced quiver W, . If the represen- 
tation type of A is infinite tame or wild, then W, contains, respectively, a minimal 
tame or wild sliced quiver Qr. Clearly, there is in W, a copy of Qr such that the 
origin rn of W coincides with the origin of Q and the starting slice S of Q is a full 
subquiver of the starting slice T of W, as in Fig. 12. 
Keeping the above notations we have 
Proposition 3.18. Zf A is of wild representation type, then the quadratic form qA 
is strongly indefinite. 
Proof. Zf S= T, then W, can be formed from Qr via a sequence of sliced quivers 
Qr= Qr(o)> Qrw ... 9 Qrcn, = wA as in Remark 3.14(iii). The standardized realization 
A(0) of Q, has wild representation type and its quadratic form qA(o) is strongly in- 
definite. Let q/1 be the quadratic form of A. The algebra A appears as ending term 
of a sequence of algebras related with the above sequence as in Remark 3.14(iii). 
Hence, &t(o) iS Of SUperiOr type t0 qA by Proposition 2.3, and qA is strongly in- 
definite. 
Zf SC T and Sf T, then consider again the standardized realization A(0) of Qr. 
The bounden quiver of A(0) is given in Fig. 13. 
:, x2 
.-.. 
m 
Fig. 13. 
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Fig. 14. 
In the above-mentioned bounden quiver add two linear quivers at x,,y, and two 
zero relations as in Fig. 14. 
Let B be the algebra given by this bounden quiver. Clearly, B is a non-faithful 
realization of Qr and has the same representation type as A(0). By Proposition 3.9, 
the quadratic form qB of B is of the same type as the quadratic form qACo). Let A, 
be the linear quiver ~~+...+al~x,...r...ylep,~...jPo. The algebra Bis a 
one-point extension of the path algebra M,. The right ending part of Q(kA,) is 
that of Fig. 6. Starting with B, form, as in Remark 3.14(iv), the sequence Qr= 
Qr(o),Qr(l),...,Qr(~+O). Set a~=t-a;, j?~=t~Pi and E for the slice oLt...ta;t 
X1 . ..r... y, .+p;+ . . . 'PI (see Fig. 12). Now, QT(p+oj coincides with the sliced 
quiver IV,. The last term &+,) of the sequence of algebras constructed as in 
Remark 3.14(iv) is the standardized realization of W,. Hence, qs is of superior 
type to q,4cfl+ u) of A(p + u), and so qA(p+v) is strongly indefinite. The sliced quiver 
W, is contained in W, and the starting slice of W, equals T. Now, we are able to 
repeat the first part of our proof. Using first kind operations with starting term W, 
and ending term W,, we construct a sequence of sliced quivers of W. As before, 
qAtP + ,,) is of superior type to qA of A and so the quadratic form qA is strongly in- 
definite. 0 
Keeping the same notations as before we have 
Proposition 3.19. If A is of tame infinite representation type, then the quadratic 
form qA is weakly non-negative. 
Proof. The sliced quiver W, corresponding to A is contained in a maximal tame 
sliced quiver QE of Q. Looking at the lists of minimal tame and maximal tame 
sliced quivers we derive easily that W, contains a minimal tame sliced quiver Qr of 
Q. Hence, W equals Q and the starting slice of W, is the same as that of QE and 
Qr. Denote by A, the standardized realization of QE and by qE its quadratic form. 
Using first kind operations, as in Proposition 3.18, we construct a sequence of sliced 
quivers of Q and we obtain that qA is of superior type to qE. Since qE is weakly 
non-negative, it follows that qA is either weakly positive or weakly non-negative. 
The first case is impossible, because A is of infinite representation type. So qA is 
weakly non-negative. 0 
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