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GENERATING FUNCTIONS FOR THE POWERS IN GL(n, q)
RIJUBRATA KUNDU AND ANUPAM SINGH
Abstract. Consider the set of all powers GL(n, q)M = {xM | x ∈ GL(n, q)} for an
integerM ≥ 2. In this article, we aim to enumerate the regular, regular semisimple and
semisimple elements as well as conjugacy classes in the set GL(n, q)M , i.e., the elements
or classes of these kinds which are M th powers. We get the generating functions for
(i) regular and regular semisimple elements (and classes) when (q,M) = 1, (ii) for
semisimple elements and all elements (and classes) when M is a prime power and
(q,M) = 1, and (iii) for all kinds when M is a prime and q is a power of M .
1. Introduction
One of the ways to approach problems in finite group theory is to study it statistically.
This approach has been beautifully highlighted in the survey articles by some of the
stalwarts of group theory, for example, see the articles by Shalev [Sh1] and Dixon [Di].
Here, we focus on the finite general linear group GL(n, q) and aim to enumerate elements
which are powers. The conjugacy classes of this group are given by the theory of Jordan
and rational canonical forms. This theory, as well as the representation theory of this
group (see [Gr]), uses partitions as a tool. Thus, representation-theoretic questions about
this group naturally lead to several combinatorial questions. Kung [Ku] developed cycle
index for GL(n, q) to deal with enumeration questions, such as the probability of finding
cyclic, regular, regular semisimple, semisimple elements etc. This was further applied
by Stong [Sto] to get several asymptotic results in that direction. Fulman [Fu, Fu1]
developed cycle index for other finite classical groups and also provided neat proof of
some of the earlier known results for GL(n, q). We note that Wall [Wa, Wa1, Wa2] worked
on the enumeration of conjugacy classes for classical groups. These works were followed
up in [FNP] by Fulman, Neumann and Praeger where they extended the earlier results
to all classical groups and obtained generating functions for regular, regular semisimple,
semisimple conjugacy classes as well as elements. Britnell [Br1, Br2] studied this for
special linear groups and unitary groups. Morrison has collected some of these generating
function for matrices in [Mo].
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Fix an integer M ≥ 2, and look at the power map ω : GL(n, q) → GL(n, q) given by
x 7→ xM . The central question here is to enumerate the image size |GL(n, q)M | and how
many regular, regular semisimple and semisimple elements it contains. That is, decide
when a regular, regular semisimple or semisimple element is M th power in GL(n, q).
We would like to get the generating functions for the same. Since, if an element is in
the image of ω, all of its conjugates are so. We ask the enumeration questions about
conjugacy classes as well. We set the notation and explain the problems more precisely
in Section 2.2. The importance of this problem lies in one of the most active research
areas of group theory at present, namely, the Waring-like problems for finite simple
groups and, more generally, word maps on groups. We refer an interested reader to the
survey article by Shalev [Sh] on this subject and references therein. The power map
for the finite groups of type An and
2An was studied in [GKSV] which lead to certain
interesting bounds on the size of GL(n, q)M , further leading to the solution of one of the
Shalev’s conjectures for power maps.
We divide this problem into two separate cases depending on, if M and q are coprime
or not. The Jordan decomposition of elements necessitates this. For an element g ∈
GL(n, q) we can write g = gsgu = gugs uniquely where gs is a semisimple element
and gu is a unipotent element. Thus, g
M = gMs g
M
u . The semisimple elements are of
order coprime to q, and the unipotent elements are of order a power of q. First, we
take M such that (q,M) = 1. In this case, all unipotent elements will remain in the
image of ω. Hence, in the counting of M th powers, mainly, semisimple elements play
a role. The generating function for regular and regular semisimple classes which are
M th power, is in Theorem 5.2, and, for regular and regular semisimple elements it is in
Theorem 5.3. In this case, to deal with semisimple elements and more general elements,
we further assume M = ra, where r is a prime. We get the generating function for
semisimple classes and semisimple elements which are M th powers, in Theorem 6.2 and
for all elements in Theorem 7.5. For our work, we need to understand the factorisation
of certain composed polynomials; thus we define M-power polynomials and study them
in Section 3. In Section 4, we develop combinatorial criteria for when a conjugacy class
of GL(n, q) is M th power.
In the case when (q,M) 6= 1, the analysis could get complicated. We work with the
case when M is a prime, and q is a power of M . In this case, all semisimple elements
remain in the image. Miller [Mi] dealt with an instance of this when he counted squares
in characteristic 2. This part of our work generalises that of Miller. The generating
function for conjugacy classes which are M th power is in Theorem 8.7.
In the literature, these kind of enumeration problems are two-fold, first, get the gen-
erating functions and second get the asymptotic values. We hope to address the second
problem in follow-up work. We also hope to continue this work for other classical groups.
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We also mention that, our work throws some light on a exercise by Stanley [Stn, Exercise
180, Chapter 1] (with difficulty rating 5, i.e, unsolved), which asks to count how many
matrices over Fq have square roots.
Acknowledgement. The authors thank Amit Kulshrestha for his interest in this work.
2. Cycle index in GL(n, q)
Conjugacy classes for the group GL(n, q) is given by the theory of rational canonical
forms. The enumeration of classes is done by Macdonald in [Ma] and Wall in [Wa2].
To deal with several other enumeration problems, Kung [Ku] and Stong [Sto] developed
the notion of cycle index and used it to get asymptotic results. Fulman [Fu, Fu1] gave
alternate proofs for various generating functions and further developed cycle index for
other finite classical groups. We recall some of it, so that, we set notation for what
follows in this article.
The group GL(n, q) is the set of invertible n-by-n matrices over the finite field Fq. Let
Φ denote the set of all non-constant, monic, irreducible polynomials f(x) (sometimes
we simply write f) with coefficients in Fq which is not equal to the polynomial x. A
conjugacy class of GL(n, q) is determined by an associated combinatorial data as follows.
Let Λ be the set of all partitions λ = (λ1, λ2, . . . , λr) where λ1 ≥ λ2 ≥ . . . ≥ λr ≥ 0 are
integers. The set Λ consists of λ which are all possible partitions of all non-negative inte-
gers |λ| where |λ| is defined to be the sum of its parts. This includes the empty partition
of 0. To each f ∈ Φ, we associate a partition λf = (λf,1, λf,2, . . .) of some non-negative
integer |λf |. A conjugacy class of GL(n, q) is in one-one correspondence with a function
Φ→ Λ which takes value the empty partition on all but finitely many polynomials in Φ,
and satisfies
∑
f∈Φ
|λf |deg(f) = n. Thus, the conjugacy class of an element α ∈ GL(n, q)
corresponds to the associated combinatorial data ∆α, which consists of distinct poly-
nomials f1, . . . , fl and associated partitions λfi = (λi1 , λi2 , . . .) for all i. In this notation,
we keep only those fi on which the function for a conjugacy class takes value non-empty
partitions λfi . Given ∆α, we can easily write down a representative of the conjugacy
class of α as follows. For f ∈ Φ, say, f = xd+ad−1x
d−1+ . . .+a1x+a0, we write the cor-
responding companion matrix C(f) =

0 0 ··· 0 −a0
1 0 ··· 0 −a1
. . .
. . .
...
...
1 0 −ad−2
1 −ad−1
 where empty places represent
0. Then, a matrix representative of the conjugacy class of α is the block-diagonal ma-
trix diag(R1, R2, . . . , Rl) where Ri is the block diagonal matrix diag(Jfi,λi1 , Jfi,λi2 , . . .)
corresponding to various fi. The matrix Jfi,λir is a block matrix of size λir with each
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block size deg(fi) given as follows
Jfi,λir =

C(fi) I 0 ··· ··· 0
C(fi) I 0 ··· 0
. . .
. . .
. . .
...
. . .
. . . 0
C(fi) I
C(fi)

where I denotes the identity matrix. Thus, the matrix Jfi,λir is a matrix of size
deg(fi)λir . We also remark that the conjugacy classes of GL(n, q) correspond to the
isomorphism class of Fq[x] module structure on the vector space F
n
q .
We recall some notation regarding partitions. The notation λ ⊢ n means λ is a non-
empty partition of n. The power notation for partition λ = 1m1(λ) · · · imi(λ) · · ·nmn(λ)
means that i appears mi(λ) times in the partition where mi(λ) ≥ 0. The notation
λ
′
= (λ′1, λ
′
2 . . .) denotes the transpose partition of λ.
With this knowledge of conjugacy class description the cycle index of GL(n, q) is
described (see [Ku]) as follows. Let xf,λ be a variable associated to a pair (f, λ) where
f is a polynomial and λ a partition. The cycle index is defined to be
ZGL(n,q) =
1
|GL(n, q)|
∑
α∈GL(n,q)
∏
f∈Φ
|λf (α)|>0
xf,λf (α).
The significance of this expression is that the coefficient of a monomial represents the
probability that an element α of GL(n, q) belongs to its conjugacy class, which is, one
over the order of its centralizer (or that of any representative of its conjugacy class). Since
the order of the centralizer of an element α in GL(n, q) depends only on its combinatorial
data ∆α, it is given as follows
∏
f∈∆α
qdeg(f).
∑
i
(λ
′
f,i)
2∏
i≥1
(
1
qdeg(f)
)
mi(λf )

where the notation
(
u
q
)
i
denotes (1 − uq )(1 −
u
q2
) · · · (1 − u
qi
). Thus, the cycle index
generating function (see Section 2.1 [Fu1]) is given as follows,
(2.1) 1 +
∞∑
n=1
ZGL(n,q)u
n =
∏
f∈Φ
1 +
∑
j≥1
∑
λ⊢j
xf,λ
uj.deg(f)
qdeg(f).
∑
i(λ
′
i)
2
∏
t≥1
(
1
qdeg(f)
)
mt(λ)
 .
Fulman used this to get asymptotic behaviour of various quantities. We will make use
of this equation frequently while writing various generating functions later.
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2.1. Regular, Semisimple and Regular Semisimple elements. We recall some
definitions here. An element α ∈ GL(n, q) is said to be regular if the associated
combinatorial data ∆α consists of polynomials f1, . . . , fl and each λfi has single part
in its partition, i.e., partitions λf1 = (λ1), . . . , λfl = (λl) where λi = |λfi | for all i.
A typical canonical element of this kind is diag(Jf1,λ1 , Jf2,λ2 , . . . , Jfl,λl). An element
α is said to be semisimple if all parts in all partitions of ∆α has the value 1, i.e.,
λfi = (1, 1, . . . , 1) = 1
|λfi | for all i. Thus, a typical canonical semisimple element
would look like diag
C(f1), . . . , C(f1)︸ ︷︷ ︸
|λf1 |
, . . . , C(fl), . . . , C(fl)︸ ︷︷ ︸
|λfl |
. An element α is said
to be regular semisimple if the associated combinatorial data ∆α has all partitions
λfi = (1) for all i. A typical canonical regular semisimple element would look like
diag(C(f1), C(f2), . . . , C(fl)). The set of regular, regular semisimple and semisimple
elements in GL(n, q) is denoted as GL(n, q)rg, GL(n, q)rs and GL(n, q)ss respectively.
The number of all conjugacy classes, regular, regular semisimple and semisimple conju-
gacy classes in GL(n, q) is denoted as c(n), c(n)rg, c(n)rs and c(n)ss respectively. The
generating function for the number of conjugacy classes is (see [Ma, 1.13])
(2.2) 1 +
∞∑
n=1
c(n)un =
∞∏
i=1
1− ui
1− qui
.
Let N˜(q, d) be the number of monic, irreducible polynomials of degree d over the field
Fq. We can express this using Mo¨bius function µ(n) as follows: N˜(q, d) =
1
d
∑
r|d
µ(r)q
d
r .
We denote the number of monic, irreducible polynomials of degree d over the field Fq,
except the polynomial x, by N(q, d). Thus, we have N(q, d) = N˜(q, d) except for d = 1
and N(q, 1) = N˜(q, 1)− 1 = q− 1. Other ways of computing this using generating func-
tions can be found in [FNP, Lemma 1.3.10]). Since, the regular (as well as semisimple)
conjugacy classes in GL(n, q) are in one-one correspondence with the monic polynomials
of degree n with non-zero constant term, we have
c(n)rg = c(n)ss = q
n − qn−1
and the generating function for c(n)rg (and c(n)ss) is
1 +
∞∑
n=1
c(n)rgu
n = 1 +
∞∑
n=1
c(n)ssu
n =
∏
d≥1
(1− ud)−N(q,d) =
1− u
1− qu
.
Now, we have the generating function for regular elements as follows:
1 +
∞∑
n=1
|GL(n, q)rg|
|GL(n, q)|
un =
∏
d≥1
1 + ∞∑
j=1
ujd
q(j−1)d(qd − 1)
N(q,d) .
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The product on right hand side runs over degree d of polynomials in Φ where we club
together the ones of same degree. Wall [Wa2, Equation 2.5] has an alternate version of
this:
1 +
∞∑
n=1
|GL(n, q)rg|
|GL(n, q)|
un =
∏
d≥1
(
1−
ud
qd
)−N(q,d)∏
d≥1
(
1 +
ud
qd(qd − 1)
)N(q,d)
.
The generating function for semisimple elements is:
1 +
∞∑
n=1
|GL(n, q)ss|
|GL(n, q)|
un =
∏
d≥1
1 + ∞∑
j=1
ujd
q
j(j−1)
2
d∏n
i=1(q
id − 1)
N(q,d) .
For a regular semisimple element, the characteristic polynomial is separable and it
coincides with its minimal polynomial. Hence, the regular semisimple classes in GL(n, q)
are in one-one correspondence with the separable monic polynomials with non-zero con-
stant term, thus we have (see [FJK, Theorem 1.1] and [FG, Theorem 2.2])
c(n)rs =
qn+1 − qn + (−1)n+1(q − 1)
q + 1
and the generating function is
1 +
∞∑
n=1
c(n)rsu
n =
∏
d≥1
(1 + ud)N(q,d) =
1− qu2
(1 + u)(1− qu)
.
For the number of regular semisimple elements (see [Wa2, Equation 2.11]) we have the
following generating function,
1 +
∞∑
n=1
|GL(n, q)rs|
|GL(n, q)|
un =
∏
d≥1
(
1 +
ud
qd − 1
)N(q,d)
.
2.2. The main problem. We fix an integer M ≥ 2, and consider the power map
ω : GL(n, q) → GL(n, q) given by x 7→ xM . Let us denote the number of conjugacy
classes, regular conjugacy classes, regular semisimple conjugacy classes and the semisim-
ple conjugacy classes in the image of ω by c(n,M), c(n,M)rg, c(n,M)rs, c(n,M)ss
respectively. Our aim is to get the generating functions for these quantities. Further, let
us denote the set of regular elements, regular semisimple elements and the semisimple
elements in the image of ω by GL(n, q)Mrg , GL(n, q)
M
rs and GL(n, q)
M
ss respectively. We
want to get the generating functions for the probabilities of such elements
|GL(n, q)Mrg |
|GL(n, q)|
,
|GL(n, q)Mrs |
|GL(n, q)|
and
|GL(n, q)Mss |
|GL(n, q)|
. To do this, first we need to determine the following: For
a given α ∈ GL(n, q) where α is either regular, regular semisimple or semisimple, when
does the equation
XM = α
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have a solution in GL(n, q)? We need to characterise such α in terms of its combinatorial
data ∆α which would lead to the required enumeration.
3. M-power polynomials
In our work we need to deal with certain polynomials. We begin with describing them.
Recall that the set of all monic, irreducible polynomials of degree ≥ 1 over the field Fq,
except x, is denoted as Φ. Counting of this set is done using N(q, d) described earlier.
Let M ≥ 2 be an integer. For a polynomial f(x) = xd+ad−1x
d−1+ . . .+a1x+a0 ∈ Fq[x]
we denote the composed polynomial,
f(xM ) = xMd + ad−1x
M(d−1) + . . .+ a1x
M + a0.
Now we define,
Definition 3.1 (M-power polynomial). A non-constant, irreducible, monic polynomial
f(x) ∈ Fq[x] is said to be an M-power polynomial if f(x
M) has an irreducible factor
of deg(f(x)). In general, a non-constant, monic polynomial f is said to be an M-power
polynomial if each irreducible factor of f is an M-power polynomial.
For example, the polynomial x − a ∈ Fq[x] is M-power if and only if a ∈ F
M
q . We
denote the set of monic, irreducible polynomials which are M-power by Φ˜M and denote
ΦM = Φ˜M \ {x}. Let N˜M (q, d) be the number of polynomials of degree d in Φ˜
M and
NM (q, d) be that of Φ
M . We have a simple relation NM (q, d) = N˜M (q, d) except for
d = 1 and NM (q, 1) = N˜M (q, 1)− 1 =
q−1
(M,q−1) .
Example 3.2. Let us compute N2(q, 2), i.e., the number of 2-power polynomials of
degree 2 over Fq. An irreducible polynomial f of degree 2 can be factored over Fq2
as f(x) = (x − α)(x − σ(α)) where σ is the Frobenius automorphism. Now, f(x2) =
(x2 − α)(x2 − σ(α)) has a factor of degree 2 over Fq if and only if α has a square root.
Thus, for N2(q, 2) we need to count elements α which are in (F
∗
q2)
2 but not in Fq. We
get, N2(q, 2) =
1
2
(
q2−1
(2,q2−1)
− (q − 1)
)
.
More generally we have the following,
Proposition 3.3. For d > 1 we have,
NM (q, d) =
1
d
∑
r|d
µ(r)
(
M(qd/r − 1), (qd − 1)
)
(M, qd − 1)
.
Proof. Our proof is generalisation of the proof forN(q, d) in [CM]. Let f be an irreducible
M-power polynomial of degree d > 1. That is, f(xM) has an irreducible factor of degree
d. The irreducible polynomial f is characterised with its root in Fqd . Consider the field
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extension Fqd of Fq and the power map θ : F
∗
qd
→ F∗
qd
defined by θ(x) = xM . Thus, M-
power polynomial f is characterised by an element in the image of θ which is primitive.
Now, consider the set
T = {α ∈ F∗qd | α ∈ F
M
qd , α /∈ any proper subfield of Fqd}.
Then, we get NM (q, d) =
1
d |T |. Now we count the set T . To do this, we count T (d, e) =
{αM ∈ Fqe | α ∈ Fqd} and apply the inclusion-exclusion principle. The number of
pre-images of each element in Im(θ) is |Ker(θ)|, which is (M, qd − 1). Now, suppose
α ∈ F∗
qd
, such that αM ∈ Fqe . Then
(
αM
)qe
= αM . Thus, the number of α ∈ F∗
qd
,
which are solution of the equation αM(q
e−1) = 1, is (M(qe − 1), qd − 1). Hence we get
|T (d, e)| = (M(q
e−1),qd−1)
(M,qd−1)
. The result follows. 
For some small values of M and d we write NM (q, d) in tables below.
q N2(q, 2) N2(q, 3) N2(q, 4)
odd 14 (q − 1)
2 1
6(q
3 − q) 18(q
2 − 1)2
even 12(q
2 − q) 13(q
3 − q) 14(q
4 − q2)
q (mod 3) N3(q, 2) N3(q, 3) N3(q, 4)
0 12(q
2 − q) 13(q
3 − q) 14(q
4 − q2)
1 16(q
2 − q) 19(q
3 − 3q + 2) 112 (q
4 − q2)
2 16(q − 1)(q − 2)
1
3(q
3 − q) 112(q
4 − q2).
The irreducibility of composed polynomials is studied in literature. We bring together
the results when M is a prime power and is co-prime to q.
3.1. (q,M) = 1 and M is a prime power. In this subsection, we assume (q,M) = 1.
There is an extensive literature to determine the factors of polynomial f(xM) (more
generally for composition of two polynomials) and their degrees. For (s, q) = 1, the
notation M(s; q) is the order of q in (Z/sZ)×, that is M(s; q) is the smallest integer such
that qM(s;q) ≡ 1 (mod s). For an irreducible polynomial f(x), which is not x, exponent
of f is the order of a root (which is same for all roots) of f(x) in the multiplicative group
F¯q
∗
(see [LN, Chapter 3, Section 1]). We mention the following result due to Butler
(see [Bu, Theorem in Section 3]) which we need in sequel.
Proposition 3.4 (Butler). Let f(x) be an irreducible polynomial of degree d over Fq
and (q,M) = 1. Let t be the exponent of f(x). Write M = M1M2 in such a way that
(M1, t) = 1 and each prime factor of M2 is a divisor of t. Then,
(1) f(xM) has no repeated roots.
(2) The multiplicative order of each root of f(xM ) in F¯q
∗
is M2tb, for some b that
b |M1.
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(3) Further, for a fixed b | M1, the number of irreducible factors of f(x
M) of which
roots have the above order is
M2dφ(b)
M(M2tb; q)
and each of the factors is of degree M(M2tb; q), where φ is Euler’s totient func-
tion.
We use this to obtain some further information regarding M-power polynomials when
M is a prime power.
Lemma 3.5. Let M = ra where r is a prime and (q,M) = 1. Suppose f(x) is an
irreducible polynomial of degree d over Fq of exponent t. Then we have the following:
(1) If r ∤ t, the polynomial f(xM ) has an irreducible factor of degree d, that is, f is
an M-power polynomial.
(2) If r | t, the polynomial f(xM ) factors as a product of ra−i irreducible polynomials
each of degree dri for some 1 ≤ i ≤ a.
Proof. Let α be a root of f(x) and t be its multiplicative order. Then, Fq[α] ∼= Fqd ,
hence t | (qd − 1) (also gives (t, q) = 1). In fact, because Fqd is splitting field of f , the
number d is smallest with the property that t | (qd − 1) (see [LN, Theorem 3.3, 3.5]),
hence M(t; q) = d.
First, let r ∤ t, then M1 = M and M2 = 1. Thus, by taking b = 1 in part 3 of
Proposition 3.4, f(xM ) has an irreducible factor of degree M(t; q) = d. This shows that
f is an M-power polynomial.
Now, let us consider the case when r | t, then M1 = 1 and M2 =M = r
a. Once again
applying Proposition 3.4, all of the irreducible factors of f(xM ) are of same degree, which
is M(rat; q) = s(say). That is s is obtained from the equation qs ≡ 1 (mod rat). We
claim that d | s and s | rad thus s would have required form. Since rat | (qs − 1) hence
t | (qs − 1). This combined with the fact that the order of q modulo t is d, we get that
d | s. Now, for the second one we show qr
ad ≡ 1 (mod rat) (which would give s | rad).
We can write
(qr
ad − 1) = (qdr
a−1
− 1)(qdr
a−1(r−1) + · · · + qd + 1).
Going modulo r the second term on right becomes 0 as qd ≡ 1 (mod r) (as r | t). Thus
this term is a multiple of r. By further reducing a− 1, inductively, we get (qr
ad − 1) =
(qd − 1)ra.h for some h. Notice that t divides the first term. Hence the result. 
Corollary 3.6. With notation as in the Lemma, let f(x) be an irreducible polynomial of
degree d. Then, M(r; q) ∤ d implies f is an M-power polynomial.
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Proof. We claim that if M(r; q) ∤ d then r ∤ t. Suppose r | t, then r | (qd − 1). This gives
M(r; q) | d, as M(r; q) is the smallest with the property that r | (qM(r;q) − 1). Now, the
result follows by Lemma 3.5. 
When M is a prime we can get an easier way to decide if f(x) is an M-power using
M(M ; q) instead of the exponent which, in general, is difficult to compute.
Lemma 3.7. Let M be a prime and (q,M) = 1. Let f(x) be an irreducible polynomial
of degree d over Fq. Then we have the following:
(1) If M(M ; q) ∤ d, then f(xM ) factors as a product of an irreducible polynomial
of degree d, and d(M−1)lcm(M(M ;q),d) irreducible polynomials of degree lcm(M(M ; q), d).
Thus, f is an M-power polynomial.
(2) If M(M ; q) | d, then f(xM ) is either irreducible or has a factor of degree d. Thus,
if f(xM ) is reducible it is M-power.
Proof. Let us write s = M(M ; q). Let us begin with the case when s ∤ d. We must have
(M, t) = 1 and thus M1 = M,M2 = 1. For if (M, t) 6= 1, i.e., M | t, combined with
t | (qd−1) we getM | (qd−1). This gives, s | d as t is smallest with this property which is
contrary to our assumption. Thus by Proposition 3.4, f(xM ) has factors corresponding
to b = 1 and b = M . For the case b = 1 we get a factor of degree d as in the previous
Lemma. It also has dφ(M)
M(Mt;q) factors of degree M(Mt; q). We claim that M(Mt; q) =
lcm(M(M ; q), d). But, this is clear because (Z/MtZ)× ∼= (Z/MZ)
× × (Z/tZ)× because
(M, t) = 1. This completes the proof of first part.
Now, to prove the second part we have s | d. First we takeM ∤ t. We haveM1 =M and
M2 = 1. Thus f(x
M ) has factors d
M(s;q) = 1 irreducible polynomial of degree M(s; q) = d
and d(M−1)
M(tM ;q) irreducible polynomials each of degree M(tM ; q) = lcm(M(M ; q), d). Now
take the case M | t. We have M1 = 1 and M2 = M . Thus f(x
M) is a product of
Md
M(tM ;q) irreducible polynomials each of degree M(tM ; q) which is either d or Md (from
second part of Lemma 3.5). When M(tM ; q) = d we have f an M-power, else f(xM) is
irreducible. 
WhenM = ra, we set some notation and do further counting of polynomials appearing
in the Lemma 3.5 above. Denote N̂(q, d) = N(q, d)−NM (q, d). For 1 ≤ i ≤ a, we denote
the number of irreducible polynomials f(x) in Φ of degree d with the property that all
irreducible factors of f(xM) are of degree dri by N iM (q, d). Thus, from Lemma 3.5 it
follows that,
N(q, d) = NM (q, d) + N̂(q, d) =
a∑
i=0
N iM (q, d)
where, for notational convenience, we denote NM (q, d) as N
0
M (q, d). We have the follow-
ing formula for N iM (q, d).
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Proposition 3.8. Let M = ra where r is a prime. For natural numbers d and e, let
T˜ (d, e) denote the number of field generators of Fqe, that has a M
th root in the field Fqd.
Then, for 1 ≤ i ≤ a we have,
N iM (q, d) =
1
d
(
|T˜ (dri, d)| − |T˜ (dri−1, d)|
)
.
Proof. The proof is similar to that of Proposition 3.3. Since T˜ (d, e) denotes the number
of field generators of Fqe , that has a M
th root in the field Fqd we have,
|T˜ (d, e)| =
∑
r|e
µ(r)
(
M(qe/r − 1), qd − 1
)
(M, qd − 1)
where µ is the Mobius function. Comparing with the proof of Proposition 3.3, we note
that 1d |T˜ (d, d)| = NM (q, d).
To compute N iM (q, d), we need to find the number of field generators of Fqd which
possess M th root in the field F
qdri
but not in any smaller subfield between F
qdri
and Fqd .
The set T˜ (dri, d) gives the total number of field generators of Fqd , which posses M
th
root in the field F
qdri
. Thus, to get N iM (q, d) we need to subtract |T˜ (dr
i−1, d)|. Finally
we also note that we d such elements correspond to a polynomial thus we divide by that
to get the result. 
We look at an example here.
Example 3.9. Let us take M = 22 and d = 1. We have already seen N04 (q, 1) =
N4(q, 1) =
q−1
(4,q−1) . Now, N
1
4 (q, 1) counts the number of polynomials x − λ, such that
x4 − λ factors as a product of two irreducible degree 2 polynomials. Thus we have,
N14 (q, 1) =
(
(q−1)(4,q+1)
(4,q2−1)
− q−1
(4,q2−1)
)
= q−1
(4,q2−1)
((4, q + 1)− 1). Finally, N24 (q, 1) counts
the number of polynomials x− λ such that x4 − λ is irreducible. Thus,
N24 (q, 1) =
(4(q2 − 1), q4 − 1)
(4, q4 − 1)
−
(4(q − 1), q4 − 1)
(4, q4 − 1)
−
(4(q − 1), q2 − 1)
(4, q2 − 1)
= (q − 1)
(
(q + 1)(4, q2 + 1)
(4, q4 − 1)
−
(4, q3 + q2 + q + 1)
(4, q4 − 1)
−
(4, q + 1)
(4, q2 − 1)
)
.
Before moving any further, we set the following notation whenM = ra. For 1 ≤ i ≤ a,
denote the set of all polynomials f ∈ Φ such that f(xM ) has ra−i irreducible factors each
of degree rideg(f), by ΦM,i. Then by Lemma 3.5 we have
Φ = ΦM
⋃ a⋃
i=1
ΦM,i =
a⋃
i=0
ΦM,i
where, for convenience, we denote ΦM = ΦM,0.
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4. M th powers in GL(n, q)
We consider the power map ω : GL(n, q) → GL(n, q) given by x 7→ xM . We further
assume that (q,M) = 1. Let α ∈ GL(n, q) with combinatorial data ∆α which determines
α up to conjugacy. We have introduced this in Section 2. Conversely, to such a data
we have associated representative matrix of the conjugacy class which we make use of in
the sequel for the further computations.
Lemma 4.1. Let γ ∈ F∗q and Jγ,n =

γ 1 0 0 ···
γ 1 0 ···
...
...
...
γ 1
γ
 be the Jordan matrix of size n.
Then, (Jγ,n)
M is conjugate to JγM ,n.
Proof. We write Jγ,n = γIn + N and notice that N is a nilpotent matrix satisfying
Nn = 0 and Nk 6= 0 for all k < n. Thus,
(Jγ,n)
M = (γIn +N)
M = γMIn +
(
M
1
)
γM−1InN + · · ·+N
M .
Hence, (Jγ,n)
M has all diagonal entries γM , and all entries above the diagonal MγM−1.
Since (q,M) = 1, the result follows. 
Let f ∈ Φ be a polynomial of degree k ≥ 1. Then, f splits over Fqk . The Galois
automorphisms of this field is obtained by taking powers of the Frobenius automorphism
denoted as σk. Let fM ∈ Fq[x] be the minimal polynomial of M
th power of one of the
roots of f . If η is a root of f then other roots of f are σik(η) for 0 ≤ i ≤ k − 1, and fM
is the minimal polynomial of ηk. Note that fM is uniquely associated to f , say it is of
degree d. Then, d | k and Fqd is the splitting field of fM which is a subfield of Fqk . We
have the following,
Lemma 4.2. Let f ∈ Φ be of degree k ≥ 1, and fM be minimal polynomial of M
th power
of a root of f of degree d. Then, exactly kd roots of f(x) raised to the power M give a
root of fM(x). Further, f(x) is an irreducible factor of the polynomial fM(x
M ).
Proof. Let η ∈ Fqk be a root of f(x), and η
M = ζ ∈ Fqd with minimal polynomial fM(x).
Then, the set of roots of f is S = {σik(η) | 0 ≤ i ≤ k − 1} ⊂ Fqk and under the M
th
power map this goes inside the set S˜ = {σid(ζ) | 0 ≤ i ≤ d− 1} ⊂ Fqd which are roots of
fM . Thus the first statement follows.
We note that η is a root of fM (x
M ) as (xM − ζ) = (xM − ηM ) is a factor. Thus, the
minimal polynomial of η, which is f , divides fM (x
M ). 
Now, we consider slightly more general case of α ∈ GL(n, q) with combinatorial data ∆α
and determine the data ∆αM for α
M .
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Proposition 4.3. Suppose α ∈ GL(n, q) with ∆α consisting of a single irreducible poly-
nomial f of degree k and λf = (λ1, . . . , λl) where |λf | =
n
k . Let fM be the minimal
polynomial of a M th power of a root of f , say of degree d. Then, ∆αM consists of a
single polynomial fM and |λfM | =
n
d with
λfM = (λ1, . . . , λ1︸ ︷︷ ︸
s
, . . . , λl, . . . , λl︸ ︷︷ ︸
s
)
where s = kd .
Proof. Recall from Section 2.1, the associated representative of conjugacy class corre-
sponding to α is the matrix Aα = diag(Jf,λ1 , . . . , Jf,λl) where Jf,λi is a block matrix of
size λi.k with each block size k and diagonals C(f). Thus to compute A
M
α we first look
at a single block Jf,λi . Note that Jf,λi = D + N where D = diag(C(f), . . . , C(f)) and
N =
 0 I0 I . . . . . .
0 I
0
 and DN = ND. Thus,
JMf,λi = (D +N)
M = DM +MDM−1N + · · ·
where DM = diag(C(f)M , . . . , C(f)M ). Since (q,M) = 1, the data ∆αM will depend
only on how C(f)M splits up. Over Fqk , the companion matrix C(f) is conjugate to
the diagonal matrix diag(η, σ(η), . . . , σk−1(η)) where Gal(Fqk/Fq) =< σ >. Thus, Jf,λi
is conjugate to the matrix diag(Jη,λi , Jσ(η),λi , . . . , Jσk−1(η),λi). Now, using Lemma 4.1,
we get JMf,λi is conjugate to diag(JηM ,λi , Jσ(η)M ,λi , . . . , Jσk−1(η)M ,λi) over Fqk . Thus, by
grouping together the blocks where the conjugates of ζ = ηM appear, we get JMf,λi is
conjugate to
diag
Jζ,λi , Jσd(ζ),λi , . . . , Jσd−1
d
(ζ),λi︸ ︷︷ ︸
1
, . . . , Jζ,λi , Jσd(ζ),λi , . . . , Jσd−1
d
(ζ),λi︸ ︷︷ ︸
s

with s many grouped blocks, because of Lemma 4.2. Further, notice that
diag(Jζ,λi , Jσd(ζ),λi , . . . , Jσd−1
d
(ζ),λi
)
where Gal(Fqd/Fq) =< σd >, is conjugate to JfM ,λi ; which is a block matrix of size λi.d
with block size d. Thus, JMf,λi is conjugate to diag(JfM ,λi , . . . , JfM ,λi︸ ︷︷ ︸
s
). This gives us the
required result. 
In this proposition, the partition λfM can be easily visualized in the power notation of
partitions where multiplicity of each part gets multiplied by s. We can generalise the
above result to more general set up where ∆α has more than one polynomials but the
minimal polynomial of M th power of a root of each one of them is a single polynomial.
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Proposition 4.4. Suppose α ∈ GL(n, q) with associated data ∆α consisting of polyno-
mials fi ∈ Φ of degree di and partitions λfi = (λi1 , λi2 , . . .), 1 ≤ i ≤ l. Let h(x) be a
polynomial of degree d which is the minimal polynomial of M th power of a root of each
fi for all i (that is, (fi)M = h,∀i). Then, ∆αM consists of the single polynomial h(x)
and partition
λh(x) =
(
λ
d1
d
11
, λ
d1
d
12
, . . .︸ ︷︷ ︸, . . . , λ didi1 , λ didi2 , . . .︸ ︷︷ ︸, . . . , λ
dl
d
l1
, λ
dl
d
l2
, . . .︸ ︷︷ ︸
)
with |λh(x)| =
n
d .
The proof of this follows from the earlier proposition. A more general version of this
Proposition can be written where, we have h1(x), . . . , hm(x) which are the minimal
polynomials of M th powers of a subset of fi’s. We also note that in this proposition the
partition obtained need not be ordered. However, there is no loss here if we make it
ordered.
Now, we apply the results obtained so far to get certain classes which are M th power.
Proposition 4.5. Let α ∈ GL(n, q) with combinatorial data ∆α. Suppose, each partition
λfi in ∆α has all its parts distinct. Then, X
M = α has a solution in GL(n, q) if and
only if fi is M-power for all i (that is, fi(x
M ) has an irreducible factor of degree deg(fi)
for all i).
Proof. It suffices to prove this for a single polynomial i = 1 case. Thus we may assume,
α ∈ GL(n, q) with ∆α consisting of a single polynomial h(x) ∈ Φ of degree d and partition
λh(x) of
n
d has all of its parts distinct. Now, we need to prove X
M = α has a solution in
GL(n, q) if and only if the polynomial h(xM ) has an irreducible factor of degree d.
First, let us assume that there exists an A ∈ GL(n, q) such that AM = α. Suppose,
the combinatorial data ∆A consists of polynomials fi of degree di and partitions λfi .
Then, M th power of roots of fi, for all i, are roots of h(x), i.e., (fi)M = h(x) for all i.
Therefore, by Proposition 4.4, the associated partition λh(x) will have each λij repeating
di
d many times. But, we are given that parts of λh(x) are all distinct. Hence, di = d for
all i. Thus, by fixing f as one of the fi and by using Lemma 4.2, we have s = 1 and
h(xM ) has an irreducible factor of degree d, as required.
Now for converse, since h(xM ) has an irreducible factor of degree d, call it g(x). Then
M th power of each root of g(x) is a root of h(x). Now, take A to be the standard repre-
sentative of the conjugacy class with combinatorial data ∆A consisting of the polynomial
g(x) with λg(x) = λh(x). From Proposition 4.3, we see that ∆AM = ∆α. This proves the
required result. 
To obtain neat results for arbitrary α in GL(n, q) we put some restrictions on M (for
example a prime power). Recall (last para of Section 3) that for 1 ≤ i ≤ a, we denote the
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set of all polynomials f ∈ Φ such that f(xM ) has ra−i irreducible factors each of degree
rideg(f), by ΦM,i. Also, for convenience we denote the set of M-power polynomials
ΦM = ΦM,0 and we have, Φ =
a⋃
b=0
ΦM,b.
Proposition 4.6. Let M = ra where r is a prime. Let α ∈ GL(n, q) with combi-
natorial data ∆α consisting of polynomials fi ∈ Φ of degree di and partitions λfi =
1m1(λfi ) . . . jmj (λfi ) . . . written in power notation, 1 ≤ i ≤ l. Then, XM = α has a
solution in GL(n, q) if and only if for each 1 ≤ i ≤ l, one of the following holds:
(1) fi ∈ Φ
M .
(2) fi ∈ ΦM,b for some b, 1 ≤ b ≤ a and r
b | mj(λfi) for all j.
Proof. Let us first assume XM = α has a solution B in GL(n, q). It is enough to
prove this result when ∆α consists of a single irreducible polynomial f with associated
partition λf . Let the degree of f be d and hence |λf | =
n
d . Since, M is a prime power,
from Lemma 3.5 either f(xM ) is an M-power polynomial or it splits into ra−b irreducible
polynomials each of degree drb for some b ≥ 1. That is, either f ∈ ΦM or f ∈ ΦM,b.
We show that if (2) does not hold then f must be an M-power polynomial. Thus, let
us assume that there exists i0, such that mi0(λf ), the number of times i0 appears in the
partition λf , is not divisible by r
b. Now, we need to show that f(xM ) has a factor of
degree d. Let ∆B consists of irreducible polynomials g1, g2, . . . with associated partitions
λg1 , λg2 , . . .. Since, B
M = α the M th power of roots of gj are roots of f for all j.
Then, from Proposition 4.4, we conclude that ∆BM consists of the polynomial f with
the partition where each part of λgj repeats
sj
d times, where deg(gj) = sj. Thus, d | sj
for all j. Notice that a particular part in λf can come from more than one λgj , i.e,
mi0(f) is of the form
∑
j
sj
d . Now, from Lemma 4.2 we see that gj are the factors of
f(xM ). Invoking Lemma 3.5, each irreducible factor of f(xM) (which are gj in our case)
has degree drb. Thus, sj = dr
b. Since, rb ∤ mi0(f) there exists j0 such that r
b ∤ sj0 .
Hence, sj0 = d. This implies f is an M-power polynomial.
To prove the converse, we can work with the blocks of either kind. First, let f ∈ ΦM ,
i.e., f(xM) has an irreducible factor of degree d. Then, following the proof for converse
of Proposition 4.5, we get a solution for XM = α. The main case we need to deal with is
the second kind. Let α has associated data ∆α consisting of polynomial f and partition
λf = 1
m1 . . . imi . . . with the property that f ∈ ΦM,b for some b ≥ 1, i.e, f(x
M ) is a
product of ra−b irreducible polynomials each of degree drb, and rb | mi for all i. Let g
be one of the factors of f(xM ) and λg = 1
m1
rb . . . λ
mi
rb
i . . .. Let B be a matrix associated
with data g and λg. Then from Proposition 4.3, B
M is conjugate to α. This completes
the proof. 
Now, we write a corollary of this when M is a prime.
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Corollary 4.7. Let M be a prime with (q,M) = 1. Denote t = M(M ; q). Let α ∈
GL(n, q) with combinatorial data ∆α consisting of polynomials fi ∈ Φ of degree di and
partitions λfi = (λi1 , λi2 , . . .), 1 ≤ i ≤ l. Then, X
M = α has a solution in GL(n, q) if
and only if for each 1 ≤ i ≤ l one of the following holds,
(1) t ∤ di.
(2) fi ∈ Φ
M (in this case, it is equivalent to saying that fi(x
M ) is reducible).
(3) M | mj(λfi) for every j.
This follows from Lemma 3.7.
5. M th power regular semisimple and regular classes in GL(n, q)
In this section, we look at the regular and regular semisimple classes in GL(n, q) which
are M th powers and get generating function for the same.
Proposition 5.1. Let α ∈ GL(n, q) with associated data ∆α. Let α be a regular element
with the polynomials f1, . . . , fl in ∆α. Then, X
M = α has a solution in GL(n, q) if and
only if fi is M-power polynomial, for all i.
Proof. Since, α is regular the associated partition λfi has single part, for all i. The result
follows from Proposition 4.5. 
We note that if α is a regular semisimple element, we can apply this proposition as well.
The generating functions are as follows.
Theorem 5.2. Let M ≥ 2 be an integer and (q,M) = 1. For the group GL(n, q), the
generating function for regular and regular semisimple classes which are M th power is,
(1) 1 +
∞∑
n=1
c(n,M)rgu
n =
∏
d≥1
(1− ud)−NM (q,d).
(2) 1 +
∞∑
n=1
c(n,M)rsu
n =
∏
d≥1
(1 + ud)NM (q,d).
Proof. From Proposition 5.1, it follows that a regular class α ∈ GL(n, q) is a M th power
in GL(n, q) if and only if each irreducible factor f(x) of its characteristic polynomial
χα(x) is M-power polynomial. In other words, the regular conjugacy classes which are
M th power, are in one-one correspondence with the set of M-power polynomials with
non-zero constant term. Therefore,
1 +
∞∑
n=1
c(n,M)rgu
n =
∏
f∈ΦM
(1− udeg(f))−1 =
∏
d≥1
(1− ud)−NM (q,d).
This proves the first part.
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The regular semisimple M th power conjugacy classes in GL(n, q) are characterized by
separable M-power polynomials with non-zero constant term, and hence,
1 +
∞∑
n=1
c(n,M)rsu
n =
∏
f∈ΦM
(1 + udeg(f)) =
∏
d≥1
(1 + ud)NM (q,d).
This proves the required result. 
Now, we can use this to get the generating function for the M th power regular and
regular semisimple elements.
Theorem 5.3. For the group GL(n, q), and M ≥ 2 with the condition that (q,M) = 1,
(1) the generating function for the regular semisimple elements which are M th power
is
1 +
∞∑
n=1
|GL(n, q)Mrs |
|GL(n, q)|
un =
∏
d≥1
(
1 +
ud
qd − 1
)NM (q,d)
.
(2) The generating function for the regular elements which are M th power is
1 +
∞∑
n=1
|GL(n, q)Mrg |
|GL(n, q)|
un =
∏
d≥1
1 + ∞∑
j=1
ujd
q(j−1)d(qd − 1)
NM (q,d)
=
∏
d≥1
(
1−
ud
qd
)−NM (q,d)∏
d≥1
(
1 +
ud
qd(qd − 1)
)NM (q,d)
.
Proof. We use Proposition 4.5 here. To get (1), in the Equation 2.1 of cycle index
generating function, we take n = 1 on the right side (and hence the second sum runs
over partitions of 1 which is (1)) and the outer product runs over all f ∈ ΦM . Thus, to
get the desired generating function we put xf,λ = 1, when f ∈ Φ
M and 0 otherwise. We
get,
1 +
∞∑
n=1
|GL(n, q)Mrs |
|GL(n, q)|
un =
∏
f∈ΦM
(
1 +
udeg(f)
qdeg(f) − 1
)
=
∏
d≥1
(
1 +
ud
qd − 1
)NM (q,d)
.
Here we used the following: for the partition (1) = 11 and qdeg(f).
∑
i(λ
′
i)
2
(
1
qdeg(f)
)
1
=
qdeg(f)
(
1− 1
qdeg(f)
)
= qdeg(f) − 1.
The generating function for regular elements is obtained in similar fashion. Here we
take the partition (n) ⊢ n on the right in the cycle index generating function. The trans-
pose of this partition is (n)′ = (1, 1, . . . , 1) = 1n and hence qdeg(f).
∑
i(λ
′
i)
2
(
1
qdeg(f)
)
1
=
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qn.deg(f)
(
1− 1
qdeg(f)
)
= q(n−1).deg(f)(qdeg(f) − 1). Therefore,
1 +
∞∑
n=1
|GL(n, q)Mrg |
|GL(n, q)|
un =
∏
f∈ΦM
1 + ∞∑
j=1
uj.deg(f)
q(j−1)deg(f)(qdeg(f) − 1)

=
∏
d≥1
1 + ∞∑
j=1
ujd
q(j−1)d(qd − 1)
NM (q,d) .
To deduce the alternate formula, we note that,
1 +
∞∑
j=1
ujd
q(j−1)d(qd − 1)
=
(
1−
ud
qd
)−1(
1 +
ud
qd(qd − 1)
)
which can be verified by computing coefficients on both sides. 
6. M th power semisimple classes in GL(n, q) when M is a prime power
In this section, we deal with semisimple elements which are M th power. We assume
M = ra for some prime r and (q,M) = 1.
Proposition 6.1. Let M = ra be a prime power and (q,M) = 1. Let α ∈ GL(n, q) be
semisimple with the corresponding combinatorial data ∆α consisting of polynomials fi
and partitions λfi . Then, X
M = α has a solution in GL(n, q) if and only if for each i,
one of the following holds,
(1) fi ∈ Φ
M .
(2) fi ∈ ΦM,b, for some 1 ≤ b ≤ a, and r
b | |λfi |.
Proof. We recall that when α is semisimple all partitions in ∆α are of the form 1
|λfi |.
Thus, the second condition in Proposition 4.6 becomes the required one here. 
Now recall the notation N iM (q, d) preceding the Proposition 3.8. We have
Theorem 6.2. Let M = ra be a prime power and (q,M) = 1. Then, we have the
following generating functions:
(1) 1 +
∞∑
n=1
c(n,M)ssu
n =
a∏
i=0
∏
d≥1
(
1− ur
id
)−N iM (q,d)
.
(2) 1 +
∞∑
n=1
|GL(n, q)Mss |
|GL(n, q)|
un =
a∏
i=0
∏
d≥1
1 + ∞∑
j=1
ur
ijd
q
rij(rij−1)d
2
∏rij
t=1(q
td − 1)
N iM (q,d).
Proof. Recall the notation ΦM,i defined at the end of Section 3 whenM = r
a. By Propo-
sition 4.6, it is clear that a semisimple conjugacy class which is M th power, corresponds
to (in fact, one-one correspondence) a monic polynomial g of degree n over Fq with the
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property that the multiplicity of each of its irreducible factors which belong to ΦM,i for
some i, must be a multiple of ri. Therefore, we get,
1 +
∞∑
n=1
c(n,M)ssu
n =
a∏
i=0
∏
f∈ΦM,i
(
1 + ur
ideg(f) + u2r
ideg(f) + · · ·
)
=
a∏
i=0
∏
f∈ΦM,i
(
1− ur
ideg(f)
)−1
=
a∏
i=0
∏
d≥1
(
1− ur
id
)−N i
M
(q,d)
.
This proves the first part.
For the proof of second part, we use the cycle index generating function once again.
In the Equation 2.1, on the right hand side, we put xf,λ = 1 when λ = (1, 1, . . . , 1) ⊢ r
ij,
and f ∈ ΦM,i for each j ≥ 1, else we put xf,λ = 0. We also note that when λ =
(1, 1, . . . , 1) ⊢ n and f ∈ Φ, we have,
qdeg(f).
∑
i(λ
′
i)
2
∏
i≥1
(
1
qdeg(f)
)
mi(λ)
= qn
2deg(f)
(
1−
1
qdeg(f)
)
· · ·
(
1−
1
qn.deg(f)
)
= qn
2.deg(f) (q
deg(f) − 1) · · · (qn.deg(f) − 1)
q
n(n+1)
2
deg(f)
= q
n(n−1)
2
deg(f)
n∏
i=1
(qi.deg(f) − 1).
Therefore, we have,
1 +
∞∑
n=1
|GL(n, q)Mss |
|GL(n, q)|
un =
a∏
i=0
 ∏
f∈ΦM,i
1 + ∞∑
j=1
ur
ij.deg(f)
q
rij(rij−1).deg(f)
2
∏rij
t=1(q
t.deg(f) − 1)
 .
This gives the desired generating function. 
In the case, when M = r, a prime, the formula gets further simplified as i = 0 and 1
in the formula above.
Corollary 6.3. Let M be a prime and (q,M) = 1. Let α ∈ GL(n, q) be semisimple with
the corresponding combinatorial data ∆α consisting of polynomials fi and partitions λfi.
Then, XM = α has a solution in GL(n, q) if and only if for each i, one of the following
holds,
(1) fi ∈ Φ
M .
(2) M | |λfi |.
Proof. This follows from Proposition above and Corollary 4.7 . 
Corollary 6.4. Let M be a prime with (q,M) = 1. Then,
1 +
∞∑
n=1
c(n,M)ssu
n =
(
1− uM
1− quM
)∏
d≥1
(
1 + ud + u2d + · · ·+ ud(M−1)
)NM (q,d)
.
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Proof. Recall that here we have N(q, d) = N0M (q, d) + N
1
Mq, d = NM (q, d) + N
1
M (q, d).
By taking a = 1 (and thus r =M) in Theorem 6.2, we have,
1 +
∞∑
n=1
c(n,M)ssu
n =
∏
d≥1
(1− ud)−NM (q,d)
∏
d≥1
(1− uMd)−N
1
M
(q,d)
=
∏
d≥1
(1− ud)−NM (q,d)
∏
d≥1
(1− uMd)NM (q,d)−N(q,d)
=
∏
d≥1
(
1− uMd
1− ud
)NM (q,d)∏
d≥1
(1− uMd)−N(q,d) =
∏
d≥1
(
1− uMd
1− ud
)NM (q,d)
.
(
1− uM
1− quM
)
.
The last equality follows from the generating function formula for N(q, d) (see the gen-
erating function of regular conjugacy classes in Section 2). 
7. M th power conjugacy classes in GL(n, q) when M is a prime power
In this section, we work with general elements and assume M = ra, for some prime
r, and (q,M) = 1. Now, we proceed to construct generating functions for c(n,M) and
|GL(n,q)M |
|GL(n,q)| . For this, we use the description of conjugacy classes given by Macdonald [Ma]
which is slightly different from the one what we have been using so far, but more con-
venient for counting. We first define what are known as type-ν conjugacy classes in
GL(n, q), for some partition ν ⊢ n. We follow Macdonald’s (see [Ma]) exposition here.
Theorem 7.1 ([Ma] 1.8, 1.9). Let C be a conjugacy class of GL(n, q). Then, to C, we
can associate a sequence of polynomials (u1, u2, . . .), with the following properties:
(1) ui ∈ Fq[x] with ui(0) = 1 for each i, and
(2)
∑
i≥1
ideg(ui) = n.
This data determines C uniquely, and hence gives a one-one correspondence between
the conjugacy classes of GL(n, q) with the sequence of polynomials satisfying the two
properties.
In Section 2, to an element A in a conjugacy class C of GL(n, q), we associated a
combinatorial data ∆A, which consists of polynomials fj ∈ Φ and partitions λfj such
that
∑
j
|λfj |deg(fj) = n. The relation between this data to that of Macdonald’s is as
follows. Define,
ui(x) = δi
∏
j
fj(x)
mi(λfj )
where δi is chosen such that ui(0) = 1 and the notation mi(λfj ) is the number of times
i appears in the partition λfj . Clearly, there are finitely many sequence of such non-
constant polynomials ui satisfying the equation
∑
i
ideg(ui) = n.
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Now, given a partition ν = 1n12n2 . . . of n, we say that a conjugacy class C is
of type-ν, if the associated sequence of polynomials, as per Macdonald, (u1, u2, . . .)
satisfy deg(ui) = ni. In terms of the combinatorial data ∆C , we see that the conjugacy
class C is of type-ν if
∑
j
mi(λfj ) = ni, for all i. For example, when ν = 1
n ⊢ n the
conjugacy class of type-ν has a single polynomial u1 of degree n, and it corresponds to a
semisimple conjugacy class. Let cν be the number of conjugacy classes of type-ν. Then,
cν =
∏
ni>0
(qni − qni−1), because the number of polynomials ui ∈ Fq[x] of degree ni,
satisfying ui(0) = 1, is q
ni − qni−1. Therefore, we have the number of conjugacy classes
in GL(n, q) is c(n) =
∑
ν⊢n
cν =
∑
ν
∏
ni>0
(qni − qni−1). This gives the generating function
for c(n) which is the Equation 2.2. Now, we determine the number of type-ν conjugacy
classes that areM th powers. Recall the notation: ΦM,i is the set of all polynomials f ∈ Φ
with the property that all irreducible factors of f(xM ) are of degree rideg(f). We also
have Φ =
⋃a
i=0 ΦM,i where ΦM,0 the set of M-power polynomials. The Proposition 4.6
can be rephrased in terms of the Macdonald’s notation as follows.
Proposition 7.2. Let M = ra where r is a prime and (q,M) = 1. Let α ∈ GL(n, q),
with associated Macdonald’s data (u1, u2, . . .). Write ui(x) = κi
∏
j f
aij
ij as a product of
irreducible polynomials fij ∈ Φ and κi ∈ Fq to make ui(0) = 1. Then, X
M = α has a
solution in GL(n, q) if and only if, for all fij, fij ∈ ΦM,b, for some 0 ≤ b ≤ a, implies
rb | aij.
Proof. We write each ui(x) = κi
∏
j f
aij
ij as a product of irreducibles. Then the set fij
and the corresponding powers mi(λfij ) = aij give back the combinatorial data ∆α. The
result follows from Proposition 4.6. 
Note the subtle difference between this proposition and the semisimple case (Propo-
sition 6.1). In the present case, we require that rb divides multiplicity of each part
appearing in the partitions. In general, it is not true that XM = α has a solution in
GL(n, q) if and only if YM = αs has a solution where αs is the semisimple part of α.
Example 7.3. Take α =
(
λ1 1
λ1
λ2
)
∈ GL(3, q) and M = 2. Then, XM = α has a
solution in GL(3, q) if and only if λ1, λ2 ∈ F
∗
q
2. However, Y 2 = αs =
(
λ1
λ1
λ2
)
has
solution if and only if λ2 ∈ F
∗
q
2, because
(
λ1
1
)2
=
(
λ1
λ1
)
.
Now, we write the generating function for c(n,M). We begin with (see [FF, Lemma
2]),
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Lemma 7.4. Let f(u) = 1 +
∑∞
n=1 anu
n. Suppose ν = 1n12n2 . . . is a partition of n.
Define bn =
∑
ν⊢n
(∏
ni>0
ani
)
. Then,
1 +
∞∑
n=1
bnu
n =
∞∏
t=1
f(ut).
Proof. The Lemma follows simply by computing the coefficients of un on both sides. 
We have the following,
Theorem 7.5. Let M = ra, where r is a prime, and (q,M) = 1. Then we have the
following generating function,
1 +
∞∑
n=1
c(n,M)un =
∞∏
j=1
a∏
i=0
∏
d≥1
(1− ujr
id)−N
i
M (q,d).
Proof. Let cν,M denote the number of type-ν conjugacy classes that areM
th-powers. For
a partition ν = 1n12n2 . . . of n, from Proposition 7.2 we have
cν,M =
∏
ni>0
c(ni,M)ss
where ni represent deg(ui). Now,
c(n,M) =
∑
ν⊢n
cν,M =
∑
ν⊢n
(∏
ni>0
c(ni,M)ss
)
.
We apply the previous Lemma by taking an = c(n,M)ss, thus f(u) =
∏a
i=0
∏
d≥1(1 −
ur
id)−N
i
M (q,d) is the generating function forM -power semisimple classes (by Theorem 6.2).
Thus, bn = c(n,M) and we get,
1 +
∞∑
n=1
c(n,M)un =
∞∏
t=1
f(ut)
which gives the required result. 
Corollary 7.6. Let M be a prime and (q,M) = 1. Then we have,
1 +
∞∑
n=1
c(n,M)un =
∞∏
j=1
( 1− uMj
1− quMj
)∏
d≥1
(1 + ujd + u2jd + . . .+ ujd(M−1))−NM (q,d)
 .
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8. When M is a prime dividing q
So far, we have dealt with the case when M is coprime to q. Recall that we are
interested in determining the image of the power map ω : GL(n, q)→ GL(n, q) given by
x 7→ xM . From the point of view of Jordan decomposition of elements, when (q,M) = 1,
all unipotent elements survive as they are of order a power of q. Now, we want to focus
on the case when M and q are not coprime. For simplicity of computations, we take
the case M is a prime and q is a power of M . In this case, all semisimple elements
survive in the image. Miller (see [Mi]) enumerated squares in GL(n, 2a); thus dealt with
a particular case, M = 2, of our situation. Our exposition in this section follows closely
to that of Miller. However, more often than not, we need to write the proof of various
statements a fresh, thus generalising his results.
In this section, we fix M a prime and q, a power of M . We determine the conjugacy
classes that are M th powers in GL(n, q). We begin with a Lemma (analogous to our
earlier Lemma 4.1) which is [Mi, Lemma 2]. Recall the notation that Jγ,n denotes a
Jordan block matrix of size n with diagonal γ.
Lemma 8.1 (Miller). Let J0,n be the Jordan block corresponding to scalar 0. Then, J
M
0,n
is conjugate to
J0,⌈ nM ⌉
⊕ · · · ⊕ J0,⌈ nM ⌉︸ ︷︷ ︸
n¯
⊕ J0,⌊ nM ⌋
⊕ · · · ⊕ J0,⌊ nM ⌋︸ ︷︷ ︸
(M−n¯)
where 0 ≤ n¯ ≤ M − 1 is n (mod M) and
⌈
n
M
⌉
,
⌊
n
M
⌋
are the ceiling and floor functions
respectively.
8.1. A map on partitions. In the view of Lemma above, we define the following map
ΘM on the set of partitions Λ. Let Λ(n) denote the set of all partitions of n; thus Λ =⋃
n≥0Λ(n). We define the map ΘM : Λ(n) → Λ(n) as follows: Let λ = 1
m1(λ)2m2(λ) · · ·
be a partition of n then ΘM (λ) = 1
m1(ΘM (λ))2m2(ΘM (λ)) · · · where
mi(ΘM (λ)) =M.m(iM)(λ) +
M−1∑
j=1
(M − j)
(
m(iM−j)(λ) +m(iM+j)(λ)
)
.
If we take M = 2, we get the function defined in [Mi, Proposition 3]. Since, this map
is quite important for us, we elaborate this alternatively using the other notation for a
partition. Given a partition λ = (λ1, . . . , λk) of n, we have
ΘM (λ) =

⌈
λ1
M
⌉
, . . . ,
⌈
λ1
M
⌉
︸ ︷︷ ︸
λ¯1
,
⌊
λ1
M
⌋
, . . . ,
⌊
λ1
M
⌋
︸ ︷︷ ︸
M−λ¯1
, . . . ,
⌈
λk
M
⌉
, . . . ,
⌈
λk
M
⌉
︸ ︷︷ ︸
λ¯k
,
⌊
λk
M
⌋
, . . . ,
⌊
λk
M
⌋
︸ ︷︷ ︸
M−λ¯k

24 RIJUBRATA KUNDU AND ANUPAM SINGH
suitably rearranged in non-increasing order, where 0 ≤ λ¯i ≤ (M − 1) is λi (mod M). It
is easy to see that both of the above definitions are same. We give some examples to
illustrate this map.
λ ⊢ 4 Θ2(λ) λ ⊢ 4 Θ2(λ)
(3, 1) (2, 1, 1) (2, 2) (1, 1, 1, 1)
(1, 1, 1, 1) (1, 1, 1, 1) (4) (2, 2)
(2, 1, 1) (1, 1, 1, 1)
Thus, we see that Θ2(Λ(4)) = {(1, 1, 1, 1), (2, 1, 1), (2, 2)} ⊂ Λ(4) and similarly Θ3(Λ(5)) =
{(1, 1, 1, 1, 1), (2, 1, 1, 1), (2, 2, 1)} ⊂ Λ(5). We make a table to illustrate the size of image
for some small values.
n |Λ(n) |Θ2(Λ(n))| |Θ3(Λ(n))| |Θ5(Λ(n))|
1 1 1 1 1
2 2 1 1 1
3 3 2 1 1
4 5 3 2 1
5 7 4 3 1
6 11 5 4 2
7 15 7 5 3
8 22 10 6 4
9 30 13 7 5
10 42 16 9 6
11 56 21 12 7
12 77 28 16 8
13 101 35 20 9
14 135 43 24 10
15 176 55 28 11
We would like to count the image of ΘM . The following Lemma is a generalization of [Mi,
Proposition 3].
Lemma 8.2. Let ΘM : Λ(n)→ Λ(n) be the map described above. Then, a partition µ of
n is in the image of ΘM if and only if
M−1∑
j=1
m(iM−j)(µ
′) ≤ 1, for each i ≥ 1, where µ′ is
transpose partition.
Proof. The proof is along the same lines as in [Mi]. 
Now we can write the generating function for this quantity. This generalises the result
mentioned in [Mi] (just before Proposition 3) for M = 2.
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Proposition 8.3. With the notation as above,
1 +
∞∑
n=1
|ΘM (Λ(n))|u
n =
∞∏
k=1
1 + ukM−1 + ukM−2 + · · ·+ ukM−(M−1)
1− ukM
.
Proof. By the previous Lemma, we see that the kth term |ΘM (Λ(k))| is equal to the
number of partitions λ ⊢ k satisfying
∑M−1
j=1 m(iM−j)(λ
′) ≤ 1. This means that for each
i ≥ 1, at most one of miM−j(λ
′) = 1, and all other terms are 0 in the sum. For counting
sake, we can think of λ instead of λ′. Thus, |ΘM (Λ(k))| is the coefficient if u
k in the
following product:(
(1 + u+ u2 + · · ·+ uM−1)
(
∞∑
t=0
utM
))
×(
(1 + uM+1 + uM+2 + · · ·+ u2M−1)
(
∞∑
t=0
u2tM
))
× · · ·
· · · ×
(
(1 + uiM+1 + uiM+2 + · · · + uiM+(M−1))
(
∞∑
t=0
uitM
))
× · · ·
=
∞∏
i=1
(
1 + u(i−1)M+1 + u(i−1)M+2 + · · · + u(i−1)M+(M−1)
)( 1
1− uiM
)
=
∞∏
i=1
1 + uiM−1 + uiM−2 + · · ·+ uiM−(M−1)
1− uiM
.
This completes the proof. 
8.2. Computing powers. Now, we are ready to describe the result which generalises [Mi,
Theorem 1], and determines M th powers in GL(n, q) in this case.
Theorem 8.4. Let M be a prime and q be a power of M . Let α ∈ GL(n, q) and ∆α be
its associated combinatorial data consisting of fi and λfi. Then, X
M = α has a solution
in GL(n, q) if and only if the partitions λfi are in ΘM (Λ(|λfi |)), for all i.
Proof. Let A ∈ GL(n, q) be a solution ofXM = α. It suffices to prove the statement when
A has a single Jordan block. Thus we may assume, A corresponds to the polynomial g
and partition µg = (µ1, . . . , µk). If g(x) = (x − a1) · · · (x − ad) then define g
(M)(x) =
(x− aM1 ) · · · (x− a
M
d ). Clearly, g
(M) is defined over Fq if g is so. Now, we claim that the
associated combinatorial data to AM is g(M) and the partition ΘM (µ). Since, raising
power M is a bijection on F∗q, we can easily find g such that g
(M) = f (for example, by
factorising it as a product of linear polynomials). Thus, this gives the required condition
that λf must be ΘM(µ).
For the converse, we have α with its combinatorial data satisfying λfi ∈ ΘM (Λ(|λfi |)),
for all i. Without loss of generality, we may assume it has a single Jordan block,
26 RIJUBRATA KUNDU AND ANUPAM SINGH
say α is conjugate to Jf,k. Rest of the proof is similar to the [Mi, Corollary 3 and
Corollary 4], thus we mention it briefly. By factorising f over F¯q, we can reduce
it to constructing the solution A for the Jordan matrix Jβ,m where β is a root of
f . We take A = Jγ,m and get A
M = γM I + JM0,m (since q is an M power). By
Lemma 8.1, the combinatorial data ∆AM consists of polynomial (x− γ
M ) and the par-
tition µ =
⌈mM ⌉, . . . , ⌈mM ⌉︸ ︷︷ ︸
m¯
,
⌊m
M
⌋
, . . . ,
⌊m
M
⌋
︸ ︷︷ ︸
M−m¯
. Thus, we choose γ so that γM = β.
Combined with the fact that µ ∈ ΘM (Λ(m)), and putting together the Galois conjugate
blocks, we get the proof. 
Since, order of a semisimple element α is coprime to M , the equation XM = α always
has a solution in GL(n, q). Further,
Corollary 8.5. With notation as above, let α ∈ GL(n, q) be a regular element. Then,
XM = α has a solution in GL(n, q) if and only if α is semisimple.
Proof. Since α is regular, the combinatorial data ∆α consists of fi and λfi with exactly
one part |λfi |. Then by Theorem 8.4, X
M = α has a solution if and only if, for each i,
the partition λf = (|λfi |) is in ΘM (|λfi |). Now, from definition of ΘM , this is possible
only if |λfi | = 1 for all i. This proves that X
M = α has a solution if and only if α is
semisimple. 
We summarise this as follows:
Proposition 8.6. Let M be a prime and q be a power of M . Then,
(1) the M th power semisimple classes in GL(n, q) are c(n,M)ss = c(n)ss. The gen-
erating function for semisimple classes (respectively semisimple elements) which
are M th power is same as that of all semisimple classes (respectively semisimple
elements).
(2) TheM th power regular and regular semisimple classes in GL(n, q) are c(n,M)rg =
c(n,M)rs = c(n)rs. The generating function for regular and regular semisimple
classes (respectively elements) which are M th power is same as that of all regular
semisimple classes (respectively elements).
The following result generalizes [Mi, Theorem 2].
Theorem 8.7. Let M be a prime and q be a power of M . The generating function for
M th power conjugacy classes in GL(n, q) is,
1 +
∞∑
n=1
c(n,M)un =
∏
d≥1
∏
k≥1
1 + ud(kM−1) + · · ·+ ud(kM−(M−1))
1− udkM
N(q,d) .
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Proof. By Theorem 8.4 we have (the first equality below),
1 +
∞∑
n=1
c(n,M)un =
∑
λf∈ΘM (|λf |)
u
∑
f∈φ |λf |.deg(f) =
∏
f∈Φ
∑
λf∈ΘM (|λf |)
u|λf |.deg(f)
=
∏
f∈Φ
∏
k≥1
1 + udeg(f).(kM−1) + uxdeg(f).(kM−2) + · · · + udeg(f).(kM−(M−1))
1− udeg(f).kM
=
∏
d≥1
∏
k≥1
1 + ud(kM−1) + · · · + ud(kM−(M−1))
1− udkM
N(q,d) .
The third equality follows from Proposition 8.3 by taking u as udeg(f). 
We note that for M = 2, we get [Mi, Theorem 2] by substituting q = 2 in the following.
Corollary 8.8. For M = 2 we have,
1 +
∞∑
n=1
c(n, 2)un =
∏
n≥1
(1− u2n)(1− qu2n)
(1 + u2n−1)(1− qun)(1− qu4n)
.
Proof. From previous Theorem we have,
1 +
∞∑
n=1
c(n, 2)un =
∏
d≥1
∏
k≥1
(
1 + ud(2k−1)
1− u2dk
)N(q,d)
.
Since
∏
k≥1
1 + u2k−1
1− u2k
=
∏
k≥1
1− u2k
(1− uk)(1− u4k)
(obtained by multiplying with (1 − u2k−1)
in the numerator and denominator) we get
1 +
∞∑
n=1
c(n, 2)un =
∏
d≥1
∏
k≥1
(
1− u2dk
(1− udk)(1 − u4dk)
)N(q,d)
.
Now, we use
∏
d≥1(1− u
d)−N(q,d) = 1−y1−qy to get the required result. 
We can obtain the formula for general elements as follows:
Proposition 8.9. With the notation as above,
1 +
∞∑
n=1
|GL(n, q)M |
|GL(n, q)|
un =
∏
f∈Φ
1 +
∑
n≥1
∑
λ⊢n
λ∈ΘM (Λ(n))
xf,λ
un.deg(f)
qdeg(f).
∑
i
(λ
′
i
)2
∏
i≥1
(
1
qdeg(f)
)
mi(λf )
 .
Proof. This follows from Theorem 8.4 and the cycle index generating function Equa-
tion 2.1. 
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