Abstract. Under full Hörmander's conditions, we prove the strong Feller property of the semigroup determined by an SDE driven by additive subordinate Brownian motion, where the drift is allowed to be arbitrarily growth. For this, we extend a criterion due to Malicet-Poly [16] and Bally-Caramellino [2] about the convergence of the laws of Wiener functionals in total variations. Moreover, the example of a chain of coupled oscillators is verified.
Introduction
Let W be the space of all continuous functions from R + := [0, ∞) to R m vanishing at starting point 0, which is endowed with the locally uniform convergence topology and the Wiener measure µ W so that the coordinate process Let D be the Malliavin derivative operator. For k ∈ N and p 1, let D k,p be the associated Wiener-Sobolev space with the norm:
where · p is the usual L p -norm. Let X : W → R d be a smooth Wiener functional in ∩ k,p D k,p . Let Σ Bismut-Elworthy-Li's formula provides an explicit formula for ∇P t f (x) (cf. [11] ). Moreover, F.Y. Wang's Hanarck inequality gives some quantitive estimate to P t f (x) for finite and infinite dimensional systems, which can also be used to derive the strong Feller property (cf. [23] ).
In the framework of the Malliavin calculus, the above problem can be introduced as follows. The celebrated Bouleau-Hirsch's criterion says that if X λ ∈ D 1,p for some p > 1 and the Malliavin covariance matrix Σ X λ := Σ X λ is invertible almost surely, then the law of X λ is absolutely continuous with respect to the Lebesgue measure (cf. [18] ). But we have no any information about the regularity of the density ρ λ . In order to obtain such information, one usually needs the stronger hypothesis (Σ
If this is true, and if we work with a diffusion process, then the semigroup of the diffusion has a "regularization effect". Question: is it possible to emphasis a regularization effect under the weak hypothesis "det(Σ X λ ) > 0 almost surely"? The answer is yes. In fact, Bogachev [3, Corollary 9.6.12] has already shown the following result:
then the laws of X n converge to the law of X in total variations. Notice that det(Σ X (ω)) > 0 implies the above condition. This can be seen as follows: 2,p for each λ ∈ Λ, and λ → X λ 2,p is locally bounded. (H2) λ → X λ is continuous in probability, i.e., for any ε > 0 and λ 0 ∈ Λ, Our another aim of this work is to apply the above criterion to the SDE driven by degenerate jump noises. Let S be the space of all càdlàg functions from R + to R m + with ℓ 0 = 0 and each component being increasing and purely jumping. Suppose that S is endowed with the Skorohod metric and the probability measure µ S so that the coordinate process
is an m-dimensional Lévy process with Laplace transform
Consider the following product probability space
If we lift W t and S t to this probability space, then W t and S t are independent, and the subordinated Brownian motion
is an m-dimensional Lévy process. Below we assume
which means that S t is nondegenerate along each direction. Consider the following SDE driven by W S t :
where b :
which is called a Lyapunov function. We assume that for some Lyapunov function H and κ 1 , κ 2 , κ 3 0,
( 1.4) and
has already proved that SDE (1.3) has a unique solution X t (x), which defines a Markov process. The associated Markov semigroup is defined by
where
Now we can give our main result, which will be proven in Section 3. 
In this case, the strong Feller property holds for SDE (1.3) (cf. [26] [24]).
The topic about the smoothness of the distributional density of SDEs with jumps has been studied for a long time since the work of Malliavin [17] . We mention the following results:
• By using Girsanov's transformation, Bismut in [5] established an integration by parts formula for Poisson functionals and then used it to study the smoothness of the distributional density of nondegenerate SDEs with jumps. His idea was systematically developed in the monograph [4] .
• [8] does not cover the cases of (1.6) and α-stable noises.
• If b(x) = Bx, condition (1.6) is also called Kalman's condition. In this case, Priola and Zabczyk [20] proved the existence of smooth density for the corresponding OrnsteinUhlenbeck process. In [27] , X. Zhang proved the existence of density for SDE (1.3) when b is smooth Lipschitz continuous. In special degenerate cases, the smoothness of the density is also obtained (cf. [27, 28] ). To the best of the authors' knowledge, Theorem 1.3 is the first result about the regularization effect of Lévy noises under full Hörmander's conditions. One motivation of our studies comes from the following stochastic oscillators studied in [10, 21, 7] etc.:
The typical examples of V and U are
The Hamiltonian H describes a chain of particles with nearest-neighbor interaction. We have
Proposition 1.5. Assume that V, U ∈ C ∞ (R) are nonnegative and lim |z|→∞ V(z) = ∞ so that H is a Lyapunov function. If U is strictly convex, then (1.4), (1.5) and (1.6) hold.
This proposition will be proven in Section 4.
Proof of Theorem 1.1
Below, we fix a point λ 0 ∈ Λ and a neighbourhood E λ 0 of λ 0 . We divide the proof into three steps.
be a smooth function so that
For each λ ∈ Λ and n ∈ N, let us define a finite measure µ λ,n (dx) by
where ∇ = (∂ 1 , · · · , ∂ d ) and δ is the dual operator of D (also called divergence operator). From this, by (H1) and Hölder's inequality, we derive that
where C(λ, n) is locally bounded in λ. Hence, µ λ,n is absolutely continuous with respect to the Lebesgue measure (cf. [18] ), and in particular, the density p λ,n satisfies
which implies that p λ,n is locally bounded in W 
) be a nonnegative smooth function with φ = 1. For ε > 0, let
Noticing that
On the other hand, since
by Meyer's inequality for any q > 1, where L = −δD is the Ornstein-Uhlenbeck operator, by the interpolation inequality, we have
2,q , which together with (H1) and (H2) implies that for any q ∈ (1, p),
Observe that
By (2.1), (2.2), (2.3) and taking limits in order λ → λ 0 , ε → 0 and n → ∞, we obtain
by (2.4), Chebyshev's inequality and (H1), we get
The proof is thus completed by Fix ℓ ∈ S 0 and consider the following SDE:
The following result is proven in [28, 
where C κ 2 ,κ 3 1. In particular, we have
For proving the conclusion of Theorem 1.3, by Lemma 3.1, it suffices to show that for each ℓ ∈ S 0 and t > 0, the law of X ℓ t (x) is continuous in x with respect to the total variation norm. For any n ∈ N, let χ n (x) be a cut-off function on [0, ∞) with
and set
The proof is complete.
4. Proof of Proposition 1.5
Hence, (1.4) and (1.5) hold. Let us now check (1.6). Let V (x) be a vector field defined by
Here the prime denotes the differential. Set U 0 := ∂ u 1 and define recursively
By direct calculations, we have By the induction, it is easy to see that for any k = 1, · · · , d − 2,
where f ki , g ki ,f ki ,g ki , h k are smooth functions. Since U ′′ > 0, we have
by (4.1) we further have
which means that (1.6) holds.
