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L’INDICE DE MASLOV DANS LES JB∗-TRIPLES
STÉPHANE MERIGON
Résumé. Soit E un JB∗-triple dont l’ensemble des tripotents in-
versibles Σ n’est pas vide. Nous construisons un indice invariant
par homotopie sur les chemins dans Σ qui respectent une condition
de type Fredholm par rapport un tripotent fix. Cet indice gnra-
lise l’indice de Maslov pour la Fredholm-Lagrangienne d’un espace
de Hilbert symplectique de dimension infinie dfini dans [BBF98].
Lorsque E est de dimension finie, nous relions cet indice l’indice
triple gnralis de [CØ01, Cle04] et l’indice de Souriau gnralis de
[CK07].
Abstract. Let E be a JB∗-triple whose set of invertible tripo-
tents Σ is not empty. We construct a homotopy invariant index
for paths in Σ that satisfie a Fredhom type condition with respect
to a fixed invertible tripotent. This index generalises the Maslov
index for the Fredholm-Lagrangian of an infinite dimensional sym-
plectic Hilbert space defined in [BBF98]. When E is finite dimen-
sional we make the connection with the generalised triple index of
[CØ01, Cle04] and the generalised Souriau index of [CK07].
0. Introduction
Dans son trait thorie des perturbations et mthodes asymptotiques,
V.P. Maslov introduit un indice pour les chemins dans la Lagrangienne
d’un espace symplectique rel de dimension finie qui intervient dans le
prolongement de solutions asymptotiques d’quations aux drives par-
tielles. Dans [Arn67] (voir aussi [Arn85]), Arnold clarifie la dfinition de
cet indice. Soit (H,ω) un espace symplectique rel de dimension 2n et
notons Λ(n) sa Lagrangienne. Pour tout λ ∈ Λ(n) et tout 1 ≤ k ≤ n
posons
Λkλ(n) = {µ ∈ Λ(n) | dimµ ∩ λ = k}.
Alors
Λ1λ(n) =
∑
1≤k≤n
Λkλ(n)
est un cycle de lieu singulier
∑
2≤k≤n Λ
k
λ(n). Il existe sur H un produit
scalaire (., .) et une structure complexe J isomtrique tels que
∀η, ξ ∈ H, ω(ξ, η) = (Jξ, η).
Date: 16 juin 2009.
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On peut alors orienter Λ1λ(n) transversalement grce au champ
v(µ) =
d
dθ |θ=0
eJθµ,
le cot positif tant celui vers lequel v(µ) est dirig. L’indice (par rapport
λ) d’un chemin γ dont les extrmits ne sont pas dans le cycle est par
dfinition l’indice d’intersection de γ avec ce cycle : si l’ensemble des
points d’intersection de γ avec le cycle est fini et contenu dans Λ1λ(n)
et si en chacun de ces points γ est continment diffrentiable alors l’indice
de Maslov est le nombre de points o γ traverse le cycle dans le sens
positif moins le nombre de points o γ traverse le cycle dans le sens
ngatif. Lorsque l’on se restreint aux chemins ferms on obtient un lment
du groupe de cohomologie entire H1(Λ(n),Z) qui ne dpend pas de λ.
Remarquons que l’orthogonal (pour le produit scalaire) d’un lagran-
gien λ est λ⊥ = Jλ. Fixons une base orthogonale de λ et identifions H
Cn muni de la forme hermitienne 〈., .〉 = (., .) − iω(., .) par :
H ≃ λ⊕ λ⊥ ≃ Cn
η ⊕ Jξ 7→ η + iξ.
Alors le groupe U(n) des matrices complexes unitaires de taille n agit
transitivement sur Λ(n) et le stabilisateur de λ s’identifie au sous-
groupe des matrices relles O(n) :
Λ(n) ≃ U(n)/O(n).
On peut donc dfinir une application Det2 : Λ(n) → S1 et Arnold montre
qu’elle induit un isomorphisme des groupes fondamentaux :
π1(Λ(n)) ≃ π1(S1).
Ainsi on a
H1(Λ(n),Z) ≃ π1(Λ(n))
et il revient donc au mme de se donner un gnrateur de H1(Λ(n),Z) ou
un isomorphisme π1(Λ(n)) ≃ Z. Arnold montre que l’indice de Maslov
concide avec l’image rciproque par Det2 du gnrateur standard de π1(S
1)
(le nombre de tours sur S1 orient dans le sens trigonomtrique).
Motiv par une justification rigoureuse de la mthode de Maslov, Leray
donne une variante de la dfinition d’Arnold-Maslov (cf. [Ler77]). L’in-
dice apparat comme une fonction sur le double produit du revtement
universel de la Lagrangienne et ralise une primitive d’un cocycle dfini
sur les triplets de lagrangiens appel indice d’inertie. Enfin Souriau, grce
une construction explicite du revtement universel, donne une formule
explicite pour la fonction de Maslov (cf. [Sou76]).
Dans [BBF98] Booss-Bavnbek et Furutani gnralisent l’indice de Ma-
slov pour la Lagrangienne d’un espace de Hilbert symplectique de di-
mension infinie H . Soit λ un lagrangien de H . L’indice est dfini pour
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les chemins dans la Fredholm-Lagrangienne FΛλ, c’est--dire l’ensemble
des lagrangiens µ tels que (λ, µ) est une paire de Fredholm :
dim λ ∩ µ <∞ et dimH/(λ+ µ) <∞,
et il ralise un isomorphisme entre π1(FΛλ) et Z.
Dans une autre direction, Jean-Louis Clerc et Bent Ørsted ont montr
(cf. [CØ01, CØ03, Cle04]) que l’indice triple se gnralise naturellement
la frontire de Shilov S d’un domaine born symtrique de type tube D, et
qu’il permet de caractriser les orbites de triplets transverses de S sous
l’action du groupe des automorphismes holomorphes de D. Puis Clerc
et Koufany (cf. [CK07]) ont construit de deux manires diffrentes une
primitive de l’indice triple sur le revtement universel de la frontire de
Shilov, l’une gnralisant la mthode de Souriau et l’autre celle d’Arnold-
Maslov. A la fin des annes 70, Kaup et Upmeier ont dvelopp la thorie
des domaines born symtriques dans les espaces de Banach, le rsultat
principal tant que la catgorie des domaines borns symtriques est quiva-
lente celle des JB∗-triples. Dans cet article nous construisons l’indice
de Maslov pour l’ensemble des tripotents inversibles d’un JB∗-triple,
en adaptant la construction de Booss-Bavnbek et Furutani.
Le paragraphe 2 prsente la structure de JB∗-triple et son lien avec
les domaines borns symtriques. Dans le paragraphe 3, nous dtaillons
l’identification entre la Lagrangienne d’un espace de Hilbert symplec-
tique rel H0 ⊕H0 et l’ensemble des tripotents inversibles du JB∗-triple
Sym(H0 ⊕ iH0). Dans le paragraphe 4 nous introduisons la dfinition
d’une paire de Fredholm pour deux units d’un JB∗-triple, et l’indice
de transversalit d’une telle paire (x, e) et nous tudions comment vo-
lue cet indice lorsque l’on perturbe x. Cette tude nous permet de
construire dans le paragraphe 5 l’indice de Maslov d’un chemin t 7→ x(t)
(0 ≤ t ≤ 1) tel que (x(t), e) soit une paire de Fredholm pour tout t.
Enfin dans le paragraphe 6 on se restreint la dimension finie pour
montrer le lien entre cet indice et ceux de Clerc, Koufany et Ørsted.
Remerciements. Je tiens a remercier K.H. Neeb de m’avoir signaler
une erreur dans la version précédente de cet article.
Notations. Si X est un espace topologique, On note C(X) l’algbre des
fonctions complexes continues sur X. Si E et F sont deux espaces
de Banach, on note L(E,F ) l’espace de Banach des oprateurs linaires
continus de E dans F muni de la norme d’oprateur et on pose L(E) =
L(E,E). Si B est une algbre de Banach (associative) complexe et x ∈ B,
on note sp(B, x) le spectre de x dans B. Lorsque B = L(E) on note
simplement sp(x) s’il n’y a pas d’ambigut.
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1. JB∗-triples et domaines borns symtriques
Un JB∗-triple est la donne d’un espace de Banach complexe (E, |.|)
et d’une application (on note E l’espace conjugu de E)
Q : E → L(E,E)
quadratique et continue, telle que si l’on note
{x, y, z} = L(x, y)z = 1
2
(Q(x+ y) −Q(x) −Q(y))z
le systme triple associ on ait l’identit triple de Jordan :
{u, v, {x, y, z}} = {{u, v, x}, y, z} − {x, {v, u, y}, z}+ {x, y, {u, v, z}}
et les proprits suivantes pour tout x de E :
(1) L(x, x) est un oprateur hermitien positif,
(2) |{x, x, x}| = |x|3.
Une algbre de Jordan Banach est un espace de Banach (E, |.|) muni
d’un produit commutatif x ◦ y tel que
(1) |x ◦ y| ≤ |x| |y| ,
(2) x ◦ (x2 ◦ y) = x2 ◦ (x ◦ y), ∀x, y ∈ E.
Supposons E complexe et muni d’une involution antilinaire ∗. Alors
{x, y, z} = x ◦ (y∗ ◦ z) + z ◦ (y∗ ◦ x) − (x ◦ z) ◦ y∗
vrifie l’identit triple de Jordan et E est appele une JB∗-algbre si l’on
a
|{x, x, x}| = |x|3 , ∀x ∈ E.
Si E possde un neutre, c’est alors un JB∗-triple. Une algbre de Jordan
Banach relle A est appele JB-algbre si l’on a
(1) |x2| = |x|2 ,
(2) |x2| ≤ |x2 + y2| , ∀x, y ∈ A.
La partie relle d’une JB∗-algbre est une JB-algbre et rciproquement,
tant donne une JB-algbre A, il existe sur E = A ⊗ C une unique
norme prolongeant celle de A et qui fait de E (muni du produit tendu
par linarit) une JB∗-algbre (cf [Wri77]).
Si E est une C∗-algbre de produit xy alors E muni du produit de
Jordan
x ◦ y = 1
2
(xy + yx)
devient une JB∗-algbre. Une JB∗-algbre qui est isomorphe une sous
JB∗-algbre (ie. un sous-espace ferm stable par le produit de Jordan)
d’une C∗-algbre est dite spciale.
Un ouvert connexe et born D d’un espace de Banach E est appel
domaine born symtrique si chacun de ses points on peut associer un
automorphisme holomorphe involutif de D dont il est un point fixe isol.
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Un tel domaine est homogne sous son groupe d’automorphismes et bi-
holomorphiquement quivalent un domaine born cercl (ie. contenant
l’origine et invariant sous l’action des nombres complexes de module
1) et toil par rapport l’origine [Vig76]. Une telle ralisation est unique
isomorphisme linaire prs (car un biholomorphisme d’un domaine cercl
conservant l’origine est linaire). L’ensemble des champs de vecteurs
complets sur D est une algbre de Lie Banach et le groupe des biholo-
morphismes de D peut tre muni d’une structure de groupe de Lie Ba-
nach relle dont l’algbre de Lie s’y identifie (cf. [Vig76, Upm76, Upm85]).
Lorsque D est ralis comme domaine cercl cette algbre de Lie que l’on
notera g se dcompose suivant les espaces propres de l’action de la sym-
trie l’origine :
g = k ⊕ p
de sorte que k est constitu de champs linaires et que l’application
p → E
X 7→ X(0)
est un isomorphisme de Banach. De plus il existe une application
Q : E → L(E,E) quadratique et continue telle que pour tout v ∈ E
l’unique champ Xv de p tel que Xv(0) = v s’crive
Xv(z) = v −Q(z)v.
Cette application fait de E un JB∗-triple dont la boule unit concide
avec D. Rciproquement la boule unit d’un JB∗-triple est un domaine
born symtrique (cf. [Kau77, Kau83]).
Un lment x d’un JB∗-triple E est dit inversible si Q(x) l’est. On
note
x# = Q(x)−1x.
On appelle tripotent tout lment tel que Q(x)x = x et on note Σ l’en-
semble des tripotents inversibles de E. C’est une sous-varit banachique
de E. Si e ∈ Σ alors le produit
x ◦ y := L(x)y := {x, e, y}
et l’involution Q(e) font de E une JB∗-algbre de neutre e que l’on
notera E(e) et le systme triple associ E(e) est bien celui de E. Pour
cette raison on appelle parfois Σ l’ensemble des units de E. On notera
A(e) la partie relle de E(e) et
P (x) = Q(x)Q(e)
la reprsentation quadratique. Un lment x dans E est donc inversible si
et seulement si P (x) l’est et on dfinit son inverse dans E(e) par
x−1 = P (x)−1x = Q(e)x#.
Notons x∗ = Q(e)x. Alors
Σ = {x ∈ E | x∗ = x−1}.
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La notion d’inversibilité dans une algèbre de Jordan que nous avons
introduite est due à N. Jacobson, qui a montré qu’elle est quivalente
la dfinition classique : x est inversible si et seulement si il existe un
lment y tel que x ◦ y = e et x2 ◦ y = x, auquel cas y est unique et est
appel l’inverse de x (si E est une algbre de Jordan spciale, alors ces
deux proprits sont quivalentes xy = yx = 1, cf. [Jac68, p.51]).
L’operateur de Bergman de E est par défini par
B(x, y) := Id− 2L(x, y) +Q(x)Q(y).
Le couple (x, y) est dit transverse lorsque B(x, y) est inversible. Lorsque
y = e ∈ Σ, on a B(x, e) = Q(x − e)Q(e) = P (x − e). Donc le couple
(x, e) est transverse si et seulement si il est inversible.
Le spectre de x dans E(e), noté Sp(x, e), est l’ensemble des nombres
complexes λ tels que λe − x n’est pas inversible. Alors d’après un
théorème de J. Martinez Moreno (cf. [MM80] et [Kau83]) :
sp(L(x)) ⊂ 1
2
(Sp(x, e) + Sp(x, e)),
et
sp(P (x)) ⊂ Sp(x, e)Sp(x, e).
On appelle tripotent rgulier un tripotent x tel que kerL(x, x) = 0
et on note S leur ensemble. Lorsque la dimension de E est finie (la
thorie devient celle des systmes triples de Jordan hermitiens positifs
cf. [Loo77]), si Σ est non vide alors Σ = S (car S est homogne sous le
groupe des automorphismes du systme triple). En dimension infinie ce
n’est plus le cas, mais S s’identifie toujours la frontire extrmale (au
sens de la convexit) de D, et Σ est une runion de composantes connexes
de S (cf. [KU77, BKU78]).
2. La Lagrangienne comme frontire de Shilov de Sym(H)
Soit (H, 〈·, ·〉) un espace de Hilbert complexe (sparable). Le produit
hilbertien 〈·, ·〉 est antilinaire par rapport la seconde variable. Soit τ
une involution (ie. une application C-antilinaire involutive) isomtrique
de H . On note Sym(H) l’espace de Banach des oprateurs symtriques
pour la forme bilinaire symtrique
(·, ·) = 〈·, τ(·)〉 .
Pour z ∈ L(H), on pose
z = τ ◦ z ◦ τ.
L’espace de Banach Sym(H) muni du produit triple
{x, y, z} = 1
2
(xyz + zyx)
est un JB∗ -triple. En effet, c’est un sous-systme triple de Jordan ferm
de L(H) et on peut donc appliquer [Upm85, 20.9].
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Soit z ∈ Sym(H). On voit facilement que la notion d’inversibi-
lité cöıncide avec celle des opérateurs (en effet, si x est inversible
comme opérateur alors Q(x) l’est, et si Q(x) est inversible, alors id =
x(Q(x)−1 id)x et donc x est inversible), et que, puisque,
xx = id ⇒ xx = id,
les tripotents maximaux sont inversibles :
Σ = S = {x ∈ Sym(H) | xx = id}.
L’oprateur de Bergman s’crit
B(x, y)z = z − (xyz + zyx) + xyzyx
= (1 − xy)z(1 − yx),
et lorsque x et y sont dans Σ on a
B(x, y)z = Q(y − x)Q(y)z = (1 − xy−1)z(1 − y−1x),
et le couple (x, y) est transverse si et seulement si y − x est inversible.
Considrons la structure de JB∗-algbre sur Sym(H) dfinie par le tri-
potent inversible id. Le produit s’crit
x ◦ y = 1
2
(xy + yx)
et l’involution
x∗ = x.
Soit H0 = ker(τ − id) la forme relle de H associe τ . Alors la partie
autoajointe de la JB∗-algbre Sym(H) s’identifie l’espace Sym(H0) des
oprateur symtriques de H0 (qui est donc une JB-algbre).
Introduisons maintenant un peu de vocabulaire et quelques nota-
tions. Soit (H, 〈·, ·〉) un espace de Hilbert rel ou complexe. Une forme
bilinaire antisymtrique ω continue et fortement non-dgnre (ie. telle que
l’application H → H′, ξ 7→ ω(·, ξ) est bijective) est appele forme sym-
plectique. Supposons H muni d’une telle forme. On dit alors que H est
un espace de Hilbert symplectique. Pour un sous-espace F ⊂ H, on note
F ◦ l’orthogonal de F pour ω, alors que l’on note F⊥ l’orthogonal pour
la structure Hilbertienne. Un lagrangien de H est un sous-espace λ tel
que λ◦ = λ. Un lagrangien est automatiquement ferm (car (F ◦)◦ = F
pour tout sous espace F ). On appelle Lagrangienne l’ensemble des la-
grangiens de H, et on la note Λ(H).
On pose H = H⊕H = {η⊕ξ | ξ, η ∈ H}. C’est un espace de Hilbert
pour la forme hermitienne
〈η ⊕ ξ, η′ ⊕ ξ′〉 = 〈η, η′〉 + 〈ξ, ξ′〉 ,
et on muni H d’une structure symplectique (complexe) en posant
ω(η ⊕ ξ, η′ ⊕ ξ′) = (η, ξ′) − (ξ, η′).
L’involution τ s’étend à H en posant
τ(η ⊕ ξ) = τ(η) ⊕ τ(ξ).
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Alors H0 = H0 ⊕ H0 est la forme relle de H asocie τ , et puisque la
forme symplectique vérifie
ω(τ(η ⊕ ξ), τ(η′ ⊕ ξ′)) = ω(η ⊕ ξ, η′ ⊕ ξ′),
on peut la restreindre à H0 en une forme symplectique réelle. Nous
allons montrer comment l’ensemble Σ s’identifie la lagrangienne Λ(H0)
de H0.
Commenons par envoyer Sym(H) dans Λ(H).
Notons H1 = H ⊕ 0 et H2 = 0 ⊕H , π1 et π2 les projections sur H1
(resp. H2) parallèlement à H2 (resp. H1). Si x ∈ L(H) alors
G(x) := {xξ ⊕ ξ | ξ ∈ H}
est un sous-espace fermé de H. Il est de plus transverse à H1 (ie. G(x)⊕
H1 = H) car ξ⊕ η = ξ′⊕ (xξ′ + η′), ξ, η, ξ′, η′ ∈ H se résout de manière
unique en ξ = ξ′, η′ = η − xξ. Réciproquement, soit F un sous-espace
fermé et transverse à H1 et π : F → H2 la restriction de π2 à F .
L’application π est bijective parce que F est transverse et comme H1
est un supplémentaire fermé π est continue et donc d’après le théorème
de Banach elle est bicontinue. Alors π1◦π−1 ∈ L(H) et G(π1◦π−1) = F .
Remarquons que H1 et H2 sont dans Λ(H). Si x ∈ L(H) on note tx
le transposé de x par rapport à (., .). Alors G(tx) = G(x)◦. En effet
l’inclusion G(tx) ⊂ G(x)◦ est clair et si il n’y avait pas égalité on aurait
G(x)◦ ∩H2 6= {0} ce qui impliquerait H1 ∩H2 6= {0}. L’application G
induit donc une bijection entre Sym(H) et les lagrangiens transverses
à H1.
Posons J(η ⊕ ξ) = (−ξ) ⊕ η. Alors ω(·, ·) = (J ·, ·) et pour tout
λ ∈ Λ(H), λ⊥ = Jτ(λ).
Pour caractériser l’image de Σ par l’application G introduisons la
forme hermitienne
h(η ⊕ ξ, η′ ⊕ ξ′) = 〈ξ, ξ′〉 − 〈η, η′〉.
Proposition 2.1. Soit λ un lagrangien sur lequel h est une forme
positive. Alors λ est transverse à H1.
Démonstration. Soit λ un lagrangien sur lequel h est une forme posi-
tive. Si η ⊕ 0 ∈ λ alors
h(η ⊕ 0, η ⊕ 0) = −〈η, η〉 ≥ 0
donc η = 0 et λ ∩H1 = {0}. Comme
(λ+H1)
⊥ = λ⊥ ∩H1⊥ = Jτ(λ) ∩ Jτ(H1) = Jτ(λ ∩H1) = {0},
il suffit de montrer que λ+H1 est fermé. Soit (ζn)N une suite de λ+H1
qui converge vers ζ ∈ H. Pour tout entier n, ζn = ξn + ηn + η′n avec
ξn ∈ H2, ηn, η′n ∈ H1 et ξn + ηn ∈ λ. ξn est la projection orthogonale
de ζn sur H2 et converge donc vers la projection orthogonale ξ de η
sur H2. D’autre part, h(ξn + ηn, ξn + ηn) = 〈ξn, ξn〉 − 〈ηn, ηn〉 ≥ 0 donc
(ηn)N est bornée et on peut extraire une suite, toujours notée (ηn)N, qui
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converge faiblement vers η. Mais H1 est fermé pour la topologie forte
et convexe donc fermé pour la topologie faible et donc η ∈ H1. Comme
ξn + ηn converge faiblement vers ξ + η et que η
′
n converge faiblement
vers η′ = ζ−ξ−η , on en déduit de même que ξ+η ∈ λ et η′ ∈ H1. Par
unicité de la limite on obtient la décomposition ζ = ξ+ η+ η′ qui nous
permet de conclure que ζ ∈ λ+H1. Finalement, λ est bien transverse
à H1. 
Alors h s’annule sur λ = G(x) si et seulement si pour tout ξ ∈ H ,
〈xξ, xξ〉 = 〈ξ, ξ〉, ie. si et seulement si 〈(1 − x∗x)ξ, ξ〉 = 0 ce qui
équivaut par polarisation à x∗x = 1. En rsum,
Sym(H)
G→֒ Λ(H)
Σ ≃ {λ ∈ Λ(H) | h|λ×λ = 0}.
On définit la transformée de Cayley sur H par
C(η ⊕ ξ) = 1√
2
((η + iξ) ⊕ (iη + ξ)).
On a
ω(C·, C·) = ω(·, ·) et ih(·, ·) = ω(C·, τ(C·)).
Donc C conserve les lagrangiens de H, et les lagrangiens sur lesquels h
s’annule sont transformés en les lagrangiens stables par τ . Il ne reste
plus qu’ identifier l’ensemble des lagrangiens stables par τ et Λ(H0).
Si F0 est un sous-espace de H0, alors F0 ⊕ iF0 est un sous-espace
complexe de H stable par τ . Rciproquement, si F est un sous-espace de
H stable par τ , alors F = F∩H0⊕F ∩iH0 = F∩H0⊕i(F∩H0). De plus
il est clair que si F0 est un lagrangien rel, alors F0⊕iF0 est un lagrangien
complexe et que si F est un lagrangien complexe, alors F ∩ H0 est un
lagrangien rel. On a donc une bijection entre la Lagrangienne réelle et
l’ensemble Λ(H)τ des lagrangiens complexes stables par τ . Finalement
on a bien une bijection entre Σ et la Lagrangienne réelle :
Σ
G≃ {λ ∈ Λ(H) | h|λ×λ = 0}
C≃ Λ(H)τ ≃ Λ(H0).
La Lagrangienne Λ(H0) est munie d’une structure de varit bana-
chique (cf. [Fur04]). La bijection que nous avons dcrite est alors un
diffomorphisme. Nous n’crivons pas les dtails.
Rciproquement, partons maintenant d’un espace de Hilbert symplec-
tique rel (H0, ω, 〈·, ·〉). On peut supposer, quitte remplacer le produit
scalaire par un autre dfinissant une norme quivalente, que la forme
symplectique et le produit scalaire sont compatibles, c’est-à-dire qu’ils
sont liés par la relation
ω(·, ·) = 〈J ·, ·〉
où J est à la fois un opérateur orthogonal et une structure complexe
(cf. [Fur04, Appendix D]). Soit H0 ∈ Λ(H0). Alors H0 est fermé et
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H⊥0 = JH0. Suivant la décomposition H0 = H0 ⊕ JH0 ≃ H0 ⊕H0,
ω(η ⊕ ξ, η′ ⊕ ξ′) = 〈η, ξ′〉 − 〈ξ, η′〉
et on peut étendre ω et 〈·, ·〉 à H = H0 ⊗ C et poser H = H0 ⊕ iH0
pour se retrouver dans la situation du paragraphe prcdent.
La notion de paire de Fredholm est essentielle dans la dfinition de
l’indice de Maslov en dimension infinie. La paire de lagrangiens (λ, µ) ∈
Λ(H0)
2 est appelée paire de Fredholm si
dim λ ∩ µ <∞ et dim H0/(λ+ µ) <∞.
La Fredholm-Lagrangienne relativement λ est alors
FΛλ = {µ ∈ Λ(H0) | (µ, λ) est une paire de Fredholm}.
L’indice de Maslov relativement λ est dfini pour les chemins (continus)
dans la Fredholm-Lagrangienne relativement λ (cf. [BBF98, Fur04]).
Nous voulons maintenant traduire cette notion dans la ralisation de la
Lagrangienne comme ensemble des tripotents inversibles de Sym(H).
Soient x et y deux opérateurs de H , et G(x) et G(y) leurs graphes dans
H. Alors
ker(y − x) = π2(G(x) ∩G(y)),
et
H/ ker(y − x) ≃ G(x)/G(x) ∩G(y)
D’autre part,
G(x) +G(y) = {xξ ⊕ ξ + yξ′ ⊕ ξ′ | ξ, ξ′ ∈ H}
= {(xξ + yξ′) ⊕ (ξ + ξ′) | ξ, ξ′ ∈ H}
= {(xζ + (y − x)ξ′) ⊕ ζ | ζ, ξ′ ∈ H}
= G(x) + ((y − x)H ⊕ 0).
En considérant l’application
H → H1 → H1/((y − x)H ⊕ 0)
ξ ⊕ η 7→ (η − xξ) ⊕ 0 7→ ((η − xξ) ⊕ 0) + ((y − x)H ⊕ 0)
on obtient l’isomorphisme
H/G(x) +G(y) ≃ H/(y − x)H.
Supposons maintenant que x et y sont dans Σ, et soient λ et µ les
lagrangiens associes. Comme C et l’application qui un lagrangiens rel
associe le lagrangien complexe qu’il engendre, respectent l’intersection
et la somme, on en déduit que λ et µ forment une paire transverse (ie.
λ⊕µ = H0) si et seulement si y−x est inversible, ie. si et seulement si
(x, y) est transverse, et forment une paire de Fredholm si et seulement
si y−x est un opérateur de Fredholm sur H . De plus, π2 tant injective
sur G(x) ∩G(y), on a
dimC ker(y − x) = dim λ ∩ µ.
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On peut considrer H0 comme un espace de Hilbert complexe grce la
la structure presque complexe J et au produit hilbertien
〈·, ·〉J = 〈·, ·〉 − iω(·, ·).
On note alors U(H0, J) le groupe des oprateur unitaires. Puisque ω(·, ·) =
〈J ·, ·〉, on voit que U(H0, J) agit sur Λ(H0). Cette action est de plus
transitive. En effet, soient λ et µ deux lagrangiens. Soit (en)n∈N une
base hilbertienne relle de H0. Alors comme H0 = λ ⊕ λ⊥ = λ ⊕ Jλ,
(en)n∈N est une base hilbertienne complexe de H0. De mme une base
hilbertienne relle (e′n)n∈N de µ est une base hilbertienne complexe de
H0. On sait qu’il existe un oprateur unitaire envoyant la base (en)n∈N
sur la base (e′n)n∈N, et un tel oprateur envoie λ sur µ.
Nous voulons maintenant transporter l’action de U(H0, J) en une
action d’un groupe ( caractriser) sur Σ. Soit U ∈ U(H0, J). Notons
UC l’extension C-linaire de U H. Alors UC agit sur Λ(H), et prserve
Λ(H)τ . Pour tout a, b, c, d ∈ H0, un calcul montre que
C−1UCC((a+ ib) ⊕ (c+ id)) = (a′ − ib′) ⊕ (c′′ + id′′),
o a′, b′, c′′, d′′ ∈ H0 sont dfinis par
a′ ⊕ b′ = U(a⊕ (−b)) et c′′ ⊕ d′′ = U(c⊕ d).
Remarquons que C−1UCC laisse H1 = H ⊕ 0 et H2 = 0⊕H stables et
notons
u = (C−1UCC)|H1 et v = (C
−1UCC)|H2.
On considre u et v comme des oprateurs sur H . Ce sont des oprateurs
unitaires de H car C−1UCC est unitaire. Soit x ∈ Sym(H). Alors
C−1UCC(G(x)) = G(uxv
−1).
Montrons que v−1 = tu. Il suffit de montrer que pour tout a, b ∈ H0,
(u(a+ ib), v(a + ib)) = (a + ib, a+ ib),
donc que
(a′ − ib′, a′′ + ib′′) = (a+ ib, a + ib),
ou encore, en dveloppant (le produit hermitiens et la forme bilinaire
concidant sur H0), que
〈a′, a′′〉 + 〈b′, b′′〉 + i(〈a′, b′′〉 − 〈b′, a′′〉) = 〈a, a〉 − 〈b, b〉 + 2i 〈a, b〉 .
Mais comme U ∈ U(H0, J),
〈U(a⊕ (−b)), U(a ⊕ b)〉J = 〈a⊕ (−b), a⊕ b〉J ,
donc
〈a′ ⊕ b′, a′′ ⊕ b′′〉J = 〈a⊕ (−b), a⊕ b〉J ,
ce qui donne la relation voulue. En rsum, l’action de U(H0, J) sur Λ(H0)
se transporte en une action (transitive) du groupe unitaire U(H) sur
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Σ (on peut en effet montrer que l’on obtient bien tout U(H)), et cette
action est la restriction de l’action de U(H) sur Sym(H) dfinie par
U(H) × Sym(H) → Sym(H), (u, z) 7→ uztu.
Remarquons pour conclure que U(H) agit par automorphismes du
systme triple de Jordan Sym(H).
3. Les paires de Fredholm et l’indice de transversalit
Dans cette partie on considre un JB∗-triple E tel que Σ n’est pas
vide. Soit e ∈ Σ. Les notations sont celles du paragraphes 2. Soit x ∈ Σ
et soit C∗(x, e) la sous-algbre ferme de E(e) engendre par e, x et x∗ =
Q(e)x.
Proposition 3.1. Soient (x, e) ∈ Σ2. Alors
(i) C∗(x, e) est associative et c’est donc une C∗-algèbre commutative.
(ii) Le spectre Ux,e de x dans C
∗(x, e) est contenu dans le cercle unit,
et c’est aussi le spectre de x dans E(e).
(iii) La paire (x, e) est transverse, ie. B(x, e) est inversible, si et seule-
ment si 1 6∈ Ux,e.
Démonstration. Dans E(e), x∗ = x−1. Or on a [L(x), L(x−1)] = 0 (cf.
[Upm85, 19.26]) et donc C∗(x, e) est fortement associative, en particu-
lier associative. Le systme triple C∗(x, e) est donc lui aussi associatif et
l’on a (cf. [Upm85, 20.32]), pour tout u, v ∈ C∗(x, e), |u ◦ v| ≤ |u| |v|.
On crit alors comme dans [Upm85, 20.33], pour z ∈ C∗(x, e),
|z|3 = |{z, z, z}| = |z ◦ (z∗ ◦ z)| ≤ |z| |z∗ ◦ z| ≤ |z|2 |z∗| = |z|3 .
Donc C∗(x, e) est une C∗-algbre. Comme x est unitaire dans cette
C∗-algbre, son spectre est contenu dans le cercle unité. Or C∗(x, e)
est contenue dans une sous-algbre fortement associative maximale (et
ferme) de E(e), et le spectre de x dans cette sous-algbre est gal au
spectre de x dans C∗(x, e), puisque celui-ci est gal sa frontire. Mais
cette sous-algbre fortement associative maximale est pleine dans l’algbre
de Jordan E(e) (ie. ses éléments y sont inversible si et seulement si ils
sont inversibles dans E(e), cf. [Hes96, MM77]), et donc le spectre de
x dans C∗(x, e) est gal au spectre de x dans E(e). La dernire asser-
tion dcoule immdiatement de la prcdente et du fait que B(x, e) =
Q(x− e)Q(e) = P (x− e). 
Puisque C∗(x, e) est engendre (comme C∗-algbre) par x et e, on a
l’isomorphisme de Gelf’and :
Gx,e :C∗(x, e) → C(Ux,e),
y 7→ ŷ,
qui à l’lment x associe la fonction x̂(µ) = µ.
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Proposition 3.2. Soit (x, e) ∈ Σ2. On a
Ue,x = Ux,e.
Dmonstration. Cela rsulte du fait que Q(e − λx) est inversible si et
seulement si Q(x− λ−1e) l’est. 
Supposons maintenant que 1 6∈ Ux,e ou bien que 1 est isol dans Ux,e.
Alors la fonction caractristique χ{1} de {1} est continue sur Ux,e. On
note alors
p = p(x, e) = Gx,e−1(χ{1})
le projecteur associ 1, et
Ap(e) = {p, A(e), p}.
On dit que 1 est de multiplicit finie si Ap(e) est une JB-algbre de rang
finie, ie.
Ap(e) = A1 ⊕ · · · ⊕Aq
o chaque Aj est une algbre de Jordan euclidienne simple (cf. [FK94])
ou un facteur spin (ie. la JB-algbre, de rang 2, H⊕R o H est un espace
de Hilbert), le rang de Ap(e) tant alors par dfinition
rangAp(e) = rang (A1) + · · ·+ rang (Aq).
Dfinition 3.3. Soit (x, e) ∈ Σ. On dit que (x, e) est une paire de
Fredholm lorsque (x, e) est transverse, ou lorsque 1 est isol dans Ux,e,
et est de multiplicit finie.
On dfinit alors l’indice de transversalit de la paire de Fredholm comme
le rang de Ap(e),
µ(x, e) = rangAp(e).
Lorsque 1 est isol mais que Ap(e) n’est pas de rang fini, on pose
µ(x, e) = ∞.
Exemple 3.4. Considrons le JB∗-triple E = Sym(H). Les notations
sont celles du paragraphe prcdent. En particuliers τ dsigne l’involu-
tion de H et H0 la forme relle associe. Soit (x, e) ∈ Σ2. Alors xe−1 est
unitaire, donc normal. Soit C∗(xe−1) la sous-algbre ferme de L(H) en-
gendre par id, xe−1, et (xe−1)∗ = ex−1. Alors la multiplication droite
par e est un isomorphisme de C∗(xe−1) sur C∗(x, e) (qui envoie id sur
e et xe−1 sur x). Supposons que 1 est isol dans Ux,e. Notons p le pro-
jecteur associ 1 dans C∗(x, e) et p′ = pe−1 le projecteur associ 1 dans
C∗(xe−1). L’oprateur p′ est une projection au sens usuel, et l’on a
ker(id−xe−1) = p′H.
Nous avons vu au chapitre prcdent que l’action du groupe unitaire
U(H) sur Σ par automorphismes du systme triple E (dfinie par z 7→
vztv) est transitive. En particuliers, il existe u ∈ U(H) tel que e = utu.
14 STÉPHANE MERIGON
Alors A(e) (la partie autoadjointe de E pour l’involution dfinie par e)
est isomorphe Sym(H0) :
A(e) = A(u id tu) = uA(id)tu ≃ A(id) ≃ Sym(H0).
Soit p′′ = u−1p tu−1. C’est un projecteur de Sym(H0), ie. une projection
de H laissant H0 stable. De plus
Ap′′(id) = p
′′ Sym(H0)p
′′ ≃ Sym(p′′H0),
comme on peut le voir en crivant la ”matrice” d’un oprateur z ∈
Sym(H0) relativement la dcomposition H0 = p
′′H0 ⊕ (1 − p′′)H0, et
donc
Ap(e) ≃ Sym(p′′H0).
Ainsi Ap(e) est de rang fini si et seulement si p
′′H0 est de dimension
finie. De plus
ker(id−xe−1) = pe−1H = pH = p tu−1H = up′′H,
donc
dim ker(id−xe−1) = dimC p′′H = dimR p′′H0,
et lorsque l’un des deux membres est fini,
dim ker(e− x) = rangAp(e).
Montrons que dans ce cas, x− e est un oprateur de Fredholm. Puisque
(id−xe−1)∗ = id−ex−1 = (x− e)x−1 = (xe−1 − id)ex−1,
on a
codim im(id−xe−1) = dim ker(id−xe−1),
et il reste montrer que id−xe−1 est d’image ferme. Grce l’isomor-
phisme de Gelf’and on voit que (1 − (xe−1 − p′)) est inversible, et l’on
a
id−p′ = (id−xe−1)(1 − (xe−1 − p′))−1.
Donc
im(id−xe−1) = im(id−p′) = ker p′
est bien ferm. Rciproquement, si x − e est un oprateur de Fredholm,
c’est aussi le cas de id−xe−1. Mais lorsque 0 est isolé dans la frontire
du spectre d’un oprateur de Fredholm, il est en fait isol. Il en résulte
que 1 est isol dans Ux,e.
Revenons au cas gnral.
Proposition 3.5. Soit (x, e) ∈ Σ2. Alors 1 est isol dans Ux,e si et
seulement si 0 est isol dans B(x, e).
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Démonstration. Posons U = Ux,e = Sp(x, e). Dans l’algbre de Jordan
unitaire E(e) on a B(x, e) = P (x − e), et le thorme de J. Martinez
Moreno,
sp(P (x− e)) ⊂ (1 − U)(1 − U).
Donc si 1 est isol dans U , alors 0 est isol dans sp(B(x, e)).
Pour tablir la rciproque, on montre que
{(1 − λ)2 | λ ∈ U} ⊂ sp(P (x− e)).
Commenons par monter que
{(1 − λ)2 | λ ∈ U} ⊂ ∂ext(1 − U)(1 − U),
o ∂extK est la frontire de la composante connexe non borne du com-
plmentaire du compact K. Tout lment 1 − λ ∈ 1 − U s’crit de manire
unique 2 cos Θ
2
ei
Θ
2 avec −π < Θ ≤ π, et alors
(1 − λ)2 = 4 cos2 Θ
2
eiΘ.
Soient 2 cos θ
2
ei
θ
2 et 2 cos(Θ − θ
2
)ei(Θ−
θ
2
) dans 1 − U : leur produit vaut
4 cos
θ
2
cos(Θ − θ
2
)eiΘ = 2
(
cos Θ + cos(Θ − θ)
)
eiΘ.
Or la fonction θ 7→ cos Θ + cos(Θ − θ) est maximale pour Θ = θ.
La demi-droite ]4 cos2 Θ
2
,+∞[eiΘ est donc entirement contenue dans
le complmentaire de (1 − U)(1 − U), et cela implique notre assertion.
Considrons
B = {T ∈ L(E) | TC∗(x, e) ⊂ C∗(x, e)}.
C’est une sous-algbre ferme de L(E) qui contient P (x− e). Le spectre
de P (x − e) dans B est constitu de sp(P (x − e)) et, ventuellement,
de certains de ses trous (ie. les composantes connexes bornes de son
complmentaire). De plus, en considrant le morphisme
B → L(C∗(x, e)), T 7→ T|C∗(x,e),
on a, puisque sp(P (x− e)|C∗(x,e)) = {(1 − λ)2 | λ ∈ U}, l’inclusion
{(1 − λ)2 | λ ∈ U} ⊂ sp(P (x− e),B).
Il rsulte alors de
{(1 − λ)2 | λ ∈ U} ⊂ ∂ext(1 − U)(1 − U)
que
{(1 − λ)2 | λ ∈ U} ⊂ ∂sp(P (x− e),B).
Comme ∂sp(P (x− e),B) ⊂ ∂sp(P (x− e)), il vient
{(1 − λ)2 | λ ∈ U} ⊂ ∂sp(P (x− e)).
Et donc si 1 ∈ U n’est pas isol, alors 0 ∈ sp(P (x−e)) n’est pas isol. 
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On note Σe le composante connexe de Σ contenant e, et FΣe l’en-
semble des x ∈ Σ tels que (x, e) est une paire de Fredholm.
Proposition 3.6. Soit Σe la composante connexe de Σ contenant e.
Alors
FΣe ⊂ Σe.
Démonstration. Soit x ∈ FΣe. Alors Ux,e n’est pas U tout entier,
puisque soit 1 n’y est pas, soit 1 y est mais est isol, et on peut donc
définir log x ∈ C∗(x, e), log étant une détermination adéquate du loga-
rithme. Alors P (exp (1
2
log x))e = x et donc on a bien x ∈ Σe. 
Considrons (x, e) ∈ Σ2 et soit eiθ ∈ U. On a Ux,eiθe = e−iθUx,e, et
donc si eiθ est isol dans Ux,e, alors 1 est isol dans Ux,eiθe, et on peut
dfinir p(x, eiθe) et µ(x, eiθe).
Un sous-ensemble σ de Ux,e est dit spectral lorsque il est la fois
ouvert et ferm. Cela revient dire que la fonction caractristique χσ est
continue.
Lemme 3.7. Soient (x, e) ∈ Σ2 et σ un sous-ensemble spectral de Ux,e.
Si p = G−1(x,e)(χσ) alors P (p)x et p sont deux unités de P (p)E et on a
les propriétés suivantes :
(i) P (p)C∗(x, e) = C∗(P (p)x, p) ⊂ C∗(x, e),
(ii) UP (p)x,p = σ.
Démonstration. Comme P (p)E est un sous système triple de E, il est
clair que p et P (p) sont des tripotents de P (p)E. Pour voir que P (p)x
y est inversible, on montre que P (p)x−1 est l’inverse de P (p)x dans
l’algèbre de Jordan P (p)E(e). Mais en calculant dans C(Ux,e) on voit fa-
cilement que {P (p)x, p, P (p)x−1} = p et que {(P (p)x)2, p, P (p)x−1} =
P (p)x.
(1) Puisque p ∈ C∗(x, e), on a
P (p)x2 = pxxp = pxxp2 = pxpxp = pxppxp = (P (p)x)2.
(2) Si λ 6∈ UP (p)x,p alors il existe z ∈ C∗(P (p)x, p) tel que
(λp− P (p)x)z = p.
Soit g(µ) = (1 − χσ(µ))(λ− µ)−1 pour µ ∈ UP (p)x,p. Alors
g(x)(λe− x) = e− p.
Grâce à (1), (λe−x)z = (λe−x)P (p)z = (λe−x)pzp = (λp−P (p)x)z =
p et
(g(x) + z)(λe− x) = e− p+ p = e.
Donc λ 6∈ Ux,e. Réciproquement, si λ 6∈ σ soit h(µ) = χσ(µ)(λ − µ)−1
pour µ ∈ Ux,e. Alors h(x)(λe− x) = p donc
P (p)h(x)(λp− P (p)x) = ph(x)p((λp− pxp) = ph(x)(λe− x)p = p.

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Pour 0 < ε < π on note
Aε = {eiθ | 0 < |θ| ≤ ε}.
Lemme 3.8 (Perturbation de l’indice de transversalit). Soit (x, e) une
paire de Fredholm. Il existe 0 < ε < π tel que 1 est la seule valeur
spectrale de x dans Aε. Il existe un voisinage V de x tel que pour tout
tripotent inversible y ∈ V, le spectre de y dans Aε est fini et ne contient
pas e±iε, et
µ(x, e) =
∑
|θ|≤ε
µ(y, eiθe).
Démonstration. Puisque 1 est isolé (ou n’est pas) dans Ux,e, soit 0 <
ε < π tel que Ux,e ∩Aε = ∅. Dans une algèbre de Jordan Banach, l’en-
semble des éléments inversibles est ouvert, donc il existe un voisinage
V de x tel que
∀y ∈ V y − e±iεe est inversible.
Alors si y est une unité dans V, σε = Aε ∩ Uy,e est un sous-ensemble
spectral et on peut donc définir q(y, e, σε) = G−1y,e(χσε). Alors (cf. par
exemple [DS88, IX, lemma 13])
p(x, e) =
∫
|λ−1|=ε
1
2iπ
(λe− x)−1dλ,
et
q(y, e, σε) =
∫
|λ−1|=ε
1
2iπ
(λe− y)−1dλ,
ce qui montre, l’inversion étant continue, que si y est suffisamment
proche de x, alors q(y, e, σε) l’est suffisamment de p(x, e). Or si p est un
idempotent d’une JB-algèbre A, tout idempotent q dans un voisinage
de p peut s’écrire
q = exp kv(p)
où v ∈ A 1
2
(p) et exp kv est un automorphisme de A (cf. [CI00]). Quitte
à restreindre V, on a donc, en faisant p = p(x, e) et q = q(y, e, σε) :
pour tout y dans V, Aq(e) est isomorphe à Ap(e). En particulier, si
Ap(e) est de rang fini alors Aq(e) aussi et les rangs sont égaux. De plus,
dans ce cas, d’aprs le lemme prcdent, l’ensemble σε est fini. Supposons
σε = {eiθ1 , . . . , eiθl} et soit qj = G−1y,e(eiθj), alors en faisant le calcul dans
C(Uy,e), on voit que les qj sont des idempotents deux deux orthogonaux
tels que
q = q1 + · · · + ql,
et donc rang(q) = rang(q1) + · · · + rang(ql). 
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4. L’indice de Maslov
On considre dans cette partie un chemin continu x : [0, 1] → Σ
tel que pour tout t ∈ [0, 1], (x(t), e) soit une paire de Fredholm. En
particulier, pour tout t, 1 est une valeur propre isole de multiplicit finie
de x(t) par rapport e. Les rsultats suivant gnralisent ceux de [Fur04]
et grce la partie prcdente les dmonstrations sont semblables et parfois
laisses au lecteur.
Lemme 4.1. Il existe une subdivision t0 = 0 < t1 < · · · < tN = 1 et
des rels εj ∈ ]0, π[, j = 1 . . . N tels que ∀t ∈ [tj−1, tj ]
µ(x(t), e,±εj) = 0,
et
Sp(x(t), e) ∩ Aεj consiste en un nombre fini de valeurs
propres isoles de multiplicits finies.
Dmonstration. La dmonstration se copie sur celle de [Fur04, lemma 3.1]
en utilisant le lemme 3.8. On l’applique chaque (x(t), e) pour t ∈ [0, 1]
et on obtient des voisinages Vt et des εt. On extrait un recouvrement
fini de [0, 1] :
[
0 = s0, s0 + δ
+
0
[
, . . . ,
]
si − δ−i , si + δ+i
[
, . . . ,
]
sN−1 − δ−N−1, sN−1 = 1
]
et on pose
t0 = s0 = 0, t1 = s0 + δ
+
0 , . . . , tN−1 = sN−2 + δ
+
N−2, tN = sN−1 = 1
et
εj = εsj−1.

On dira qu’une telle subdivision t0 = 0 < t1 < · · · < tN = 1 est
admissible pour les εj, j = 1, . . . , N . Posons
k(t, εj) =
∑
0≤θ≤εj
µ(x(t), e, θ) pour tj−1 ≤ t ≤ tj .
Lemme 4.2. Soit t0 = 0 < t1 < · · · < tN = 1 une subdivision admis-
sible pour les εj, j = 1, . . . , N et les ε̃j, j = 1, . . . , N . Alors pour tout
1 ≤ j ≤ N ,
k(tj, εj) − k(tj−1, εj) = k(tj , ε̃j) − k(tj−1, ε̃j)
Dmonstration. Supposons que εj ≥ ε̃j . Alors
k(t, εj) − k(t, ε̃j) =
∑
eεj≤θ≤εj
µ(x(t), e, θ).
Mais si γ est le cercle de diamtre
[
eiεj , eieεj
]
, et pt =
1
2iπ
∫
γ
(λe−x(t))−1dλ
alors
∑
eεj≤θ≤εj
µ(x(t), eiθe) = rang (pt). Mais t 7→ pt est continue donc
le rang de pt est constant. 
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Proposition-Dfinition 4.3. La quantit
Mas(x(t), e) =
N∑
j=1
(k(tj , εj) − k(tj−1, εj))
ne dpend ni des tj, ni des εj, pourvu que la subdivision t0, . . . , tN soit
admissible pour les εj. On l’appelle l’indice de Maslov du chemin x(t)
par rapport au point e.
Dmonstration. La dmonstration utilise le lemme prcdent comme dans
[Fur04, Proposition 3.3]. 
Thorme 4.4. L’indice de Maslov (par rapport un point fix) est additif
pour la concatnation des chemins et invariant par homotopie.
Le Lemme 3.8 permet encore une fois d’adapter la dmonstration de
[Fur04, Theorem 3.6].
5. la dimension finie
Dans cette partie on suppose E de dimension finie. Soient x et e dans
Σ. Il existe d’uniques nombres complexes u1, . . . , uk, de module 1 et
tous distincts, et un unique systme complet d’idempotents orthogonaux
c1, . . . , ck de l’algbre de Jordan A(e) tels que (cf. [FK94, Proposition
X.2.3 et Theorem III.1.1])
x = u1c1 + · · ·+ ukck.
L’indice de transversalit est simplement
µ(x, e, θ) = µ(x, eiθe) =
∑
j tq uj=eiθ
rang (cj).
Exemple 5.1. On calcule l’indice de Maslov dans le cas du cercle pour
les chemins suivants :
(i) x(t) = eitϕe, o ϕ ∈ [0, π[.
On choisit ϕ < ε < π et alors
µ(x(t), e±iεe) = 0 pour t ∈ [0, 1]
et donc
Mas(x(t), e) =
∑
0≤θ≤ε
µ(eiϕe, eiθe) −
∑
0≤θ≤ε
µ(e, eiθe) = 1 − 1 = 0
(ii) x(t) = ei(tϕ+ψ)e, o ψ ∈]0, 2π[ et 0 < ϕ < 2π − ψ.
On choisit 0 < ε < min{ψ, 2π − (ϕ+ ψ)} et alors
µ(x(t), e±iεe) = 0 pour t ∈ [0, 1]
et donc
Mas(x(t), e) =
∑
0≤θ≤ε
µ(ei(ϕ+ψ)e, eiθe) −
∑
0≤θ≤ε
µ(eiψe, eiθe) = 0 − 0 = 0
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(iii) x(t) = e−itϕe, o ϕ ∈ [0, π[.
On choisit ϕ < ε < π et alors
µ(x(t), e±iεe) = 0 pour t ∈ [0, 1]
et donc
Mas(x(t), e) =
∑
0≤θ≤ε
µ(eiϕe, eiθe) −
∑
0≤θ≤ε
µ(e, eiθe) = 0 − 1 = −1.
On peut alors construire un indice pour les couples de points dans
le revtement universel Σ̃ de Σ (dont une construction se trouve dans
[CK07]). Si σ̃ et τ̃ ont pour projections respectives σ et τ alors on pose
Mas(σ̃, τ̃ , e) = Mas(x(t), e) o x est n’importe quel chemin d’extrmits
σ et τ dont le relvement d’origine σ̃ se termine en τ̃ . On note m(σ̃, τ̃)
l’indice de Souriau gnralis1 construit dans [CK07] et ι(σ1, σ2, σ3) l’indice
triple de [Cle04].
On suppose dsormais que E est simple, autrement dit que A(e) est
simple (ie. ne contient pas d’idal non trivial). Alors la composante
connexe K(e) du groupe des automorphismes de A(e) agit de manire
transitive sur l’ensembles des repres de Jordan de A(e) (systmes com-
plets d’idempotents primitifs, cf. [FK94]).
Thorme 5.2. Soient σ̃ et τ̃ dans Σ̃, de projections respectives σ et τ ,
et soit e dans Σ. Alors
(E) Mas(σ̃, τ̃ , e) =
1
2
(m(σ̃, τ̃ ) + ι(e, τ, σ) + µ(τ, e) − µ(σ, e)).
Dmonstration. Soient
σ̃ = (σ =
∑
eiϕjcj, rϕ) et τ̃ = (τ =
∑
eiφjdj, rφ)
deux points de Σ̃, (cj) et (dj) tant deux repres de Jordan de A(e).
Posons τ̃ ′ = (τ ′ =
∑
eiφjcj, rφ). Il existe k ∈ K(e) tel que kdj = cj ,
j = 1 . . . r, et soit t 7→ kt un chemin dans K(e) tel que k0 = id et k1 = k.
Alors t 7→ (∑ eiφjktdj , rφ) est un chemin dans Σ̃ et on note t 7→ x(t)
sa projection. Alors Mas({x(t)}, e) est nul car µ(x(t), e) est constant.
Soit ẽ un point de Σ̃ au dessus de e. Alors d’après la formule de Leray
(cf. [CK07]
m(τ̃ , τ̃ ′) + ι(e, τ ′, τ) + µ(τ ′, e) − µ(τ, e) = m(ẽ, τ̃ ′) −m(ẽ, τ̃).
Comme le second membre de (E) est aussi additif pour la concatnation
des chemins, il suffit de dmontrer (E) en remplaant τ̃ par τ̃ ′. Supposons
que ϕj ∈ [0, 2π[ et que rϕ =
∑
ϕj , ce qui est possible sans perte de
gnralit. On considre le chemin
t 7→
∑
ei(1−t)ϕj cj
1Dans le cas de la Lagrangienne, cet indice est en fait le double de l’indice de
Souriau.
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Son relev d’origine σ̃ se termine en (e, 0), et son indice de Maslov est nul
puisqu’il se dcompose en une succession de chemins unidimensionnels
d’indices de Maslov nuls. D’autre part, si on pose l = #{j | ϕj =
0 [2π]} alors
m(σ̃, (e, 0)) + ι(e, e, σ) + µ(e, e) − µ(σ, e) = −(r − l) + 0 + r − l = 0,
et donc il reste montrer que le formule est vrai si σ̃ = (e, 0). Supposons
que φj ∈ [0, 2π[ et que rφ =
∑
φj +2kπ. L’indice de Maslov du chemin
t 7→
∑
eitφj
est nul, et si l = #{j | φj = 0 [2π]} alors
m((e, 0), (τ,
∑
φj))+ ι(e, τ, e)+µ(τ, e)−µ(e, e) = r− l+0+ l− r = 0.
Considrons enfin le chemin
t 7→ eiφ1+2ktπ +
r∑
j=2
eiφj ,
dont le relev d’origine (τ,
∑
φj) se termine en τ̃ . Son indice de Maslov
vaut k, tout comme le membre de droite de (E). 
Remarque 5.3. En faisant σ = τ dans l’quation (E) on voit que
l’indice d’un lacet ne dpend pas du point par rapport auquel on le
calcule.
Remarque 5.4. En faisant σ = e, on obtient
Mas(σ̃, τ̃ , σ) =
1
2
(m(σ̃, τ̃) + µ(τ, σ) − r)
et donc on peut retrouver l’indice de Souriau, puis l’indice triple par la
formule de Leray, grce ce nouvel indice.
Un indice triple a t construit en dimension infinie par Neeb et Ørsted
(cf. [NØ06]), mais il est valeur dans le groupe fondamental du groupe
structural de E.
Problme 5.5. Associer une quantit numrique cet indice, et pouvoir
retrouver cet indice triple numrique grce l’indice pour les chemins.
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