Abstract. In this paper we use a double-porosity/double-permeability approach to study transient, saturated flow in heterogeneous, fractured porous media. The spatial variabilities in both the fracture and matrix continua motivate us to treat some of the fracture and matrix medium properties as stochastic processes. Hence flow through heterogeneous, fractured porous media is also amenable to stochastic analysis. In particular, we develop a moment equation-based stochastic theory for flow in fractured porous media. We derive general equations governing the statistical moments of the pressure heads in such media by perturbation expansions. The solutions of these moment equations are the first two moments of the pressure heads. These may be used to construct the confidence intervals of the fracture and matrix pressure heads, which are measures of uncertainties caused by incomplete knowledge of the fracture and matrix medium heterogeneities. The resulting moment equations of pressure heads are coupled and need to be solved sequentially in an iterative manner. The two-dimensional version of the equations is implemented numerically and illustrated with some examples.
Introduction
Fluid flow and solute transport in fractured porous media may be described by either explicitly or implicitly accounting for the fractures. Because the specific geometry and other characteristics of the fracture system are generally unknown, it is almost impossible to explicitly model individual fractures or individual matrix blocks in real situations. Therefore many approaches have been developed to account for the fractures implicitly. The most popular is the "dual-porosity" model [Barenblatt et al., 1960; Warren and Root, 1963] . In this approach the fractured media are represented by two completely overlapping continua, one representing the fractures and the other representing the porous matrix. The two continua exchange fluids and solutes through a coupling term because of pressure head and concentration gradients. Therefore, at any point, there are two pressure heads, two flow velocities, two water contents, and two solute concentrations, one each for these two overlapping continua. In typical fractured media the matrix blocks have high porosity for fluid storage, while the fractures have high permeabilities. Hence, in some "dualporosity" models, the matrix material is constrained to communicate only with the neighboring fractures [Bibby, 1981; Moench, 1984; Zimmerman et al., 1993] . In some other "dualporosity" models, flow is allowed not only in the fractures but also within the matrix blocks [Duguid and Lee, 1977; Gerke and van Genuchten, 1993a, b] . In this paper we make a distinction between these two types of models, as also done by others [e.g., Zyvoloski et al., 1995; Ho et al., 1995] . The first type is termed a dual-porosity approach, and the second is called a doubleporosity/double-permeability approach or a "double-permeability" approach for brevity. In both the dual-porosity and the double-permeability models, different pressures can exist in the fractures and matrix, which allow for flow to occur between the two continua. The difference is that in the dual-porosity model flow is not allowed within the matrix. Thus the dualporosity model can be considered as a special case of the double-permeability model. Another special case of the latter is the so called "equivalent continuum model," which is obtained when the pressures in fractures and matrix are at equilibrium [Dykhuizen, 1987; Peters and Klavetter, 1988; Pruess et al., 1990] . The assumption of pressure equilibrium implies that the resistance to flow between fractures and matrix is negligible. In the equivalent continuum model the flow through a fracture-matrix system is simplified as flow through a composite porous media whose hydraulic conductivity and storage coefficient (or moisture capacity) are represented by the weighted sum of the contributions from the fractures and matrix blocks.
It is now widely recognized that fluid flow and solute transport through geologic media are strongly influenced by spatial variations in medium properties such as permeability and porosity. Since available data are usually too scarce to deterministically characterize the variations of these medium properties, it has become quite common to approach the problem of flow and transport in porous media stochastically. In this approach the medium properties are treated as random spatial functions, and hence the equations governing flow and transport become stochastic partial differential equations whose solutions are probability distributions or statistical moments of the flow and transport quantities. During the last 2 decades many stochastic theories have been developed for flow and transport in heterogeneous porous media [e.g., Dagan, 1989; Gelhar, 1993; Dagan and Neuman, 1997; Cushman, 1997] . However, to our knowledge, there is no stochastic analysis of flow and transport in fractured porous media in the context of a double-permeability representation. In this study we treat the properties of fractures and matrix blocks as random spatial variables with known statistical moments. We derive equations governing the saturated flow in fractured porous media on the basis of the statistical moments of fracture and matrix properties. The solutions of the equations are the statistical moments of the flow quantities.
Mathematical Formulation

Governing Equations
In this section a double-permeability model is adopted to describe single-phase flow in a fractured medium. Assuming that Darcy's law is valid in both the low-permeability pore system (matrix) and the high-permeability pore system (fracture), flow in the double-permeability medium satisfies the following equations [e.g., Gerke and van Genuchten, 1993a] :
where S p ( p ϭ f or m, with f standing for fracture and m standing for matrix) represents the specific storage coefficient (L Ϫ1 ) and is assumed to be constant in the current problem, h p (x, t) is the total head (L), K p (x) is the hydraulic conductivity, w p (x) is the relative volume fraction of each pore system, and Q w (x, t) is a coupling term for describing fluid flow between the fracture and the matrix. There are two general ways to describe the coupling (exchange) term: the quasi steady state formulation [e.g., Barenblatt et al., 1960; Warren and Root, 1963; Gerke and van Genuchten, 1993a, b; Zyvoloski et al., 1995] and the transient formulation [e.g., Kazemi, 1969; Moench, 1984; Dykhuizen, 1990; Zimmerman et al., 1993] . In this study we will adopt the former, in which the coupling term is assumed to be proportional to the difference in the pressure heads between the fracture and the matrix:
where b(x) is a first-order fluid transfer coefficient [Gerke and van Genuchten, 1993a, b] 
In the above definition, is related to the geometry of matrix block, a is the characteristic half-length of the matrix block, and ␥ is an empirical scaling factor. We will regard B as deterministic in this study. Taking the logarithm of both sides of the first equation in (4), we have
Thus (3) can also be written as
The water fluxes corresponding to (1) and (2) are
The composite flux is given as q(
Field investigations have suggested that K p (x) is lognormally distributed. In the following theoretical development we also assume that w p (x) and b(x) are lognormally distributed random functions.
Moment Equations
In this section we establish the moment equations for the double-permeability model corresponding to transient water flow in a saturated system. We can rewrite (1) and (2) as
subject to the following initial and boundary conditions:
where Q p ϭ Q w when p ϭ f, Q p ϭ ϪQ w when p ϭ m, S * p ϭ w p S p denotes the specific storage coefficient which is scaled by the relative volume fraction, and Y p is defined as
where
is the prescribed head distribution on the Dirichlet boundary ⌫ D , n i (x) is the i component of an outward unit vector normal to the Neumann boundary ⌫ N , and N p (x, t) is the prescribed flux across ⌫ N . In the current problem, N p (x, t) is positive when it is recharge and is negative otherwise. In addition, we assume that the boundary conditions are deterministic. In the above, Einstein summation is implied for i but not for p.
For the following analysis we write Y p (x) and S * p (x) as the sums of their means and their fluctuations,
where ͗ ͘ represents ensemble mean and the terms with a prime represent zero-mean fluctuations. On the basis of the definition of Y p and S * p we have 
where the terms of the right-hand-side of (16) are in terms of the variability of fracture and matrix properties. With this we have
where p ϭ f or m, q ϭ m or f but p and q are not equal. Here and subsequently, we assume, for simplicity, that the random variables g p (x), f p (x), and ␤(x) are second-order stationary.
Substituting (14)- (17) into (9) and collecting terms at different orders yields
and
is the geometric mean of the hydraulic conductivity of medium p, J pi ϭ ϪѨh p (0) /Ѩ x i is the negative of the mean spatial gradient of pressure head in medium p, and J pt ϭ Ѩh p (0) /Ѩt is the mean temporal head gradient. The higher-order terms h (n) (n Ն 2) can be written similarly. In writing the initial and boundary conditions for the head perturbation equation, we have made use of the assumption that h p (x, t) is known initially and is deterministic on the boundary. Since there is no random quantity in (18), we have
. It is also obvious from (19) that ͗h p (1) ͘ ϭ 0. Hence we have the mean head ͗h p ͘ ϭ h p (0) to zeroth or first order in the variability of medium properties and
to first order. Therefore, to first order, we have the head
The equation for the first-order head covariance C h p (x, t; , ) is established by multiplying (19) by h p
(1) (, ) and taking ensemble expectations,
The unknown cross covariances,
, and C ␤h p (x; , ), are, in turn, solvable from the following moment equations:
subject to the initial and boundary conditions
where l can be either g p , f p , or ␤. The remaining coupling terms in (20), C h p h q (x, t; , ), can be obtained from the moment equation below:
The moment equations (21)- (24) are obtained by rewriting (19) in terms of (, ), premultiplying it with g p (x), f p (x), or ␤(x), and then taking ensemble expectations; (25) is obtained similarly by writing an equation for h q (1) (, ) and premultiplying it with h p (1) (x, t) . In these equations, four more unknown cross covariances arise, that is, C g p h q (x; , ), C f p h q (x; , ), C ␤h q (x; ), and C h q (x, t; , ). It can be seen that C ␤h q (x; ) and C h q (x, t; , ) can be solved from (20)- (23) by merely interchanging the order of p and q in the respective equation, while the other cross covariances have to be solved from the following moment equations:
both subject to
where l represents g q for (26) and f q for (27).
In deriving the equations governing the autocovariances and cross covariances of head (20)- (28), we have assumed C f p g q , C f p f q , C g p ␤ , and some of the cross covariances between the input variables g p , f p , and ␤, to be zero (see the appendix for justification). The other autocovariances and cross covariances such as C g p g q , C ␤ , and C f p ␤ are given as functions of the input statistics of f m , f f , and w f (see the appendix).
Numerical Implementation
Moment equations (20) through (28) are coupled equations and thus have to be solved either simultaneously or sequentially. In the current case the number (13) of coupled equations makes simultaneously solving these equations very difficult. As a result, we will pursue solving the system of equations sequentially in an iterative manner. However, it is worthwhile noting that like flow in nonfractured porous media [e.g., Zhang, 1998 Zhang, , 1999a , the first two moments of pressure heads for flow in fractured porous media are governed by the same type of equations but with different forcing terms. The solution of these equations is facilitated with this recognition. At each iteration, with coupling terms given based either on initial guesses or on the results of the previous iteration, these equations can be solved by using the strategies outlined by Zhang [1998, 1999a] for flow in nonfractured porous media. The moment equations are solved by the numerical technique of finite differences with the spatial derivatives being approximated by the central-differences scheme and the temporal derivatives being approximated by the implicit (backward) method. At each iteration the resulting linear algebraic equations (LAEs) are solved by lower-upper decomposition with forward and back substitution. Since the left-hand-side is the same for all the moment equations, the coefficient matrix of these LAEs only has to be decomposed once for each time step and does not change with time as long as the time step is kept the same.
We have implemented the moment equations in two dimensions by finite differences. We first solve (18) for the mean pressure heads h p ( p ϭ f and m) by iterations. The heads h f and h m at each node on the grid and at every time step from 0 to t are used to compute the spatial and temporal head gradients J pi and J pt , which are the required information for solving the autocovariances and cross covariances of head in (20)-(28). Then with the input statistics of f m , f f , and w f , at each time step the covariance equations can be solved sequentially by iteration. At each time step, convergence is usually achieved after several iterations.
As for nonfractured porous media [Zhang, 1998 [Zhang, , 1999a , the numerical moment equation approach has flexibility in handling complex flow configurations, (moderately) irregular geometry, medium nonstationarity caused by the presence of geological layers, zones, and facies, and different input covariance functions, all of which are important factors in real-world applications. Another approach with similar flexibilities is Monte Carlo simulation, which is based on the idea of approx-imating stochastic processes by a large number of equally likely realizations. The moment equation and the Monte Carlo approaches are two complementary stochastic methods. Each has its own advantages and disadvantages. For the situation studied in the present paper, the Monte Carlo approach needs to solve only two coupled equations albeit many (sometimes, up to several thousand) times, while the moment equation approach must solve 13 coupled equations although only once. It is not a simple matter to evaluate the relative computational efficiency of these two approaches, which depends on the size of the problem, the particular algorithms and solvers for each approach, statistical sampling for the Monte Carlo approach, and other factors. It is of interest to note that both approaches may benefit from recent improvements in computer memory and speed and with the availability of well-integrated massively parallel machines because both approaches are computationally demanding, especially for large size problems, and have inherent parallel structures. A more detailed discussion on the advantages and disadvantages of the two approaches is given by Zhang [1999b] .
Illustrative Examples
We illustrate the model through some two-dimensional examples under various transient conditions. In the following examples the flow domain is of size 100 [L] by 100 [L] (where L is an arbitrary length unit). Unless otherwise stated, the left and right sides are specified as constant head boundaries; the two lateral sides are no-flow boundaries. The specified heads H p may be different for fracture and matrix at each of the two constant head boundaries. In all examples the autocovariance structure of f p (x) and w p (x) is assumed to follow the exponential model, (29) where s 2 is the variance and s is the correlation (integral) scale of s ϭ f m , f f , w m , or w f . In addition, the covariance functions are assumed to be isotropic. It is, however, worthwhile to note that the numerical moment equation model is able to easily handle other covariance structures and statistical anisotropy.
Baseline Case
In the baseline case (case 1) the required parameters are specified as follows: For log-transformed hydraulic conductivity in the fracture, ͗f f ͘ ϭ Ϫ1 (i. . The horizontal axis x 1 in these plots is normalized with respect to the horizontal length (100 [L]) of the domain. It is seen that at early times the head profiles in the matrix block differ greatly from those in the fracture. Because of the high permeability and the low specific storage coefficient in the fracture its head field approaches the steady state rapidly compared to its counterpart in the matrix. In the matrix block, at early times the flow is only significant at the two boundary sides, in that the pressure head changes little in the center of the domain; with time the pressure head field propagates through the whole domain. In each system the dynamic behavior of the mean pressure head is analogous to that for nonfractured porous media as recently discussed by Zhang [1999a] . At late times the mean pressure profiles reach their steady state and become identical in the two systems. Then the mean fluid transfer between the two systems vanishes. However, the actual (random) h f and h m at each point can be different, resulting in a random zero-mean fluid transfer between the fracture and the matrix. Figure 2 shows the dynamic behavior of the pressure variances in the two systems along the horizontal centerline of the domain. In the fracture system (upper plot of Figure 2 ) the pressure variance is bimodal at early times and is unimodal at late times. This transition is more apparent for the variance in the matrix (the lower plot). At time t ϭ 5 ϫ 10 Ϫ4 [T] the pressure variance is zero except near the two boundary sides. With time the two variance peaks travel away from the boundaries and toward the domain center; at late times the two peaks merge into a single one, which increases with time until reaching its steady state. The pressure variances are measures of the uncertainty associated with pressure predictions in the fracture and the matrix systems. The dynamic uncertainty behavior may be explained by a simple physical argument. At early time with the specific initial and boundary conditions the center of the domain is largely unaffected by flow, resulting in the lowest uncertainty there; the fact that the flow is significant near the two horizontal boundaries leads to the largest uncertainties there. At late times when the flow has propagated through the whole domain, the domain center has the largest prediction uncertainties because along the horizontal direction the domain center is farthest from the two boundaries with known pressures. Like the mean pressures, the pressure variance reaches its steady state much faster in the fracture than in the matrix. However, the steady state pressure variance is much smaller in the matrix than in the fracture. This difference in the pressure variances is partially due to that in the variances of fracture and matrix permeability. Figure 3 shows the cross t; x, t) between the fracture and matrix pressures at the same point along the horizontal centerlines. It is seen that the correlation between the two pressures is a strong function of time and space. At early times (e.g., t ϭ 5 ϫ 10 Ϫ4 and 0.0025) the covariances are all positive with their peaks near the boundaries. At late times (e.g., t ϭ 0.10) the covariances are positive at the domain center and negative near the boundaries. That is, the pressures in the two systems are negatively correlated near the boundaries and are positively correlated at the domain center at late times. Hence we find that near the boundaries the fracture and matrix pressures change with time from having a positive correlation to having a negative one. Figure 4 shows the steady state pressure variances (reported at t ϭ 1.0 [T]) in both the fracture and the matrix systems as functions of the mean log hydraulic conductivity of matrix ͗f m ͘ and the geometric factor B based on two cases. In case 1a the mean log hydraulic conductivity is ͗f m ͘ ϭ Ϫ4, while other parameters are kept the same as those for case 1; in case 1b the geometric factor is B ϭ 1.0 ϫ 10 Ϫ5 , while others remain the same as in case 1. Comparing case 1 and case 1a reveals that the steady state pressure variance in the fracture is slightly affected by ͗f m ͘, while that of the matrix is not a function of ͗f m ͘. This can be explained by looking at the pressure variance equation of (20) and the transfer coefficient of (4). At steady state all time-dependent terms vanish in (20). As a result, all terms containing K GY p Ϫ1 are also multiplies of K Gb . Because of the particular choice K Gb ϭ B exp [͗f m ͘], the ͗f m ͘ term cancels out in the product K GY m Ϫ1 K Gb for the matrix system and thus has no impact on the matrix pressure variance at steady state. Before reaching steady state (though not shown here), the pressure variances in both systems are affected by ͗f m ͘. It is seen from a comparison between case 1b and case 1 that both pressure variances are affected by the choice of B. How- ever, the pressure variance in the fracture system is much more sensitive to the geometric factor B than that of the matrix.
Case With Distinct Boundary Conditions
In the previous cases the boundary conditions were the same for both the fracture and the matrix systems. In the following example (case 2) we look at the effect of different boundary conditions in the fracture and the matrix pressure heads. Here the required parameters are the same as in case 1 except that ͗f f ͘ ϭ Ϫ2, ͗f m ͘ ϭ Ϫ4, and B ϭ 1.0 ϫ 10 Ϫ5 . The domain is initially at a static state with
. At time t Ն 0 the boundary conditions are specified as follows: at the lefthand-side (
; and the two lateral sides are no-flow boundaries. Figure 5 shows the mean pressure profiles along the horizontal centerline at different times t ϭ 0.01, 0.06, 0.56, and 1.50; Figure 6 shows the corresponding pressure variances. Like in case 1, flow propagates through the fracture system rapidly, in that both the mean fracture pressure and the pressure variance have almost reached their respective steady state profiles at as early as t ϭ 0.06 [T] . The flow in the matrix system is, however, much slower. At t ϭ 0.01 the matrix flow is only significant near the two ends where the mean pressure has the highest gradient and the pressure variance has its peaks. Like case 1, the pressure variance peaks travel with time away from the boundaries as the flow propagates through the matrix system. However, unlike case 1, the pressure variance profiles are no longer symmetric about the domain center in both systems. At t ϭ 1.50 it seems that flows in both systems have reached their respective steady states. However, unlike case 1, the mean pressure profiles are not identical, resulting in continuing fluid transfer between the two systems even under steady state. The mean steady state pressure profiles are no longer straight but are curved to accommodate this fluid transfer. Figure 7 shows the cross covariance between h f and h m at the same points along the horizontal centerline. It is seen that at early time (e.g., t ϭ 0.01), the pressures in the two systems are negatively correlated in the upstream portion of the domain away from the boundary and are positively correlated in the downstream. However, with time the sign of correlation is reversed. The steady state profile of the cross covariance is significantly different in this case than that shown in Figure 3 . Thus we have seen that the boundary conditions have a great impact on the dynamic behavior of the prediction uncertainties. The existence of different boundary conditions in the fracture and the matrix is plausible because the fracture and the matrix systems may be connected to different hydrological zones. For example, in a situation where the fractures pene- trate through a few alternating high-and lower-permeability layers, the flow in the matrix of a high-permeability layer could be largely isolated, while the flow in the fracture might be greatly influenced by the conditions in the other layers.
Case Involving Pumping
A pumping well of fixed pressure (h f ϭ h m ϭ 1.0 [L] ) is placed in the center of the domain at time t Ն 0. In this case all sides are specified as no-flow boundaries (i.e., closed boundaries); the domain is initially at uniform pressure heads H f 0 ϭ H m 0 ϭ 10 [L]; and the parameters are the same as in case 2 except for B ϭ 1.0 ϫ 10 Ϫ6 . Figure 8 shows the mean pressures in the fracture and the matrix systems along the horizontal centerline of the domain at different times t ϭ 0. 005, 0.01, 0.02 and 0.40 [T] . It is seen that the mean pressure drop zones in the two systems propagate with time. Fluid is depleted much faster in the fracture than in the matrix, as reflected in the mean pressure profiles. It is seen that at t ϭ 0.40, the fracture medium is almost pressure-depleted. At this time the fluid extracted from the fracture mainly comes from the matrix as a result of the fluid transfer mechanism. Figure 9 shows the variance profiles corresponding to the mean pressure heads in Figure 8 . The pressure variance is zero at the pumping well of fixed pressure and is bimodal at early times in both systems with the peaks in the vicinity of the well. The variance peaks travel away from the well with time. The variance is zero at the outer boundaries at early times but increases with time. At later times (e.g., for the fracture system at t ϭ 0.01) the pressure variance attains its maximum at the boundaries, and its magnitude decreases with time as the domain is being depleted. These mean and variance profiles are along the horizontal centerline. In this case the behaviors of these quantities are exactly the same along the transverse centerline.
Summary and Discussion
In this paper we have utilized a double-porosity/doublepermeability approach to study transient, saturated flow through heterogeneous, fractured porous media. The combination of spatial variabilities in both the fracture and matrix media with limited field measurements leads to uncertainty in the values of both fracture and matrix properties and thus to uncertainty in predicting flow and transport in such media. It has been recognized that the theory of stochastic processes provides a natural method for evaluating these uncertainties. In this study we developed a moment equation-based stochastic theory for flow in fractured porous media. We derived general equations governing saturated flow in such media by the method of perturbation expansions. These equations are in terms of the statistical moments of the fracture and matrix properties. The solutions of these equations are the first two moments (means and covariances) of pressure heads in the fracture and matrix systems. The means (expected values) predict the spatial pressure head distributions in the two systems, and the variances measure uncertainties associated with these predictions. These two moments can be used to approximate the confidence intervals of the fracture and matrix pressure heads, which are measures of uncertainties caused by incomplete knowledge of fracture and matrix medium heterogeneities. These moments and other related flow moments also serve as a basis for predicting solute transport and the associated uncertainty in such media. With the flow moments, equations governing concentration moments may be derived in fractured porous media as for solute transport in nonfractured porous media [e.g., Graham and McLaughlin, 1989; Zhang and Neuman, 1996] .
The resulting flow moment equations are coupled equations and were solved sequentially in an iterative manner. We implemented these equations in two dimensions by the numerical technique of finite differences. The developed model is illustrated through some examples with and without pumping. On the basis of these examples it was found that in both the fracture and matrix systems, the propagation of the mean pressures and the pressure variances is a dynamic process. Because of the high permeability and the low specific storage coefficient in the fracture system its flow approaches the steady state rapidly compared to its counterpart in the matrix system. In each system the dynamic behaviors of the pressure prediction (mean head) and the prediction uncertainty (head variance) are similar to those for nonfractured porous media as recently discussed by Zhang [1999a] . The mean flow is most significant near the boundaries at early times and propagates through the whole domain with time. Accordingly, the pressure prediction uncertainty is bimodal at early times with the two peaks near the boundaries and becomes unimodal at late times with the maximum at or near the domain center. Whether or not mean fluid transfer exists between the two systems under steady state depends on the boundary conditions.
Appendix: Autocovariances and Cross Covariances of Input Parameters
In the main text we have made certain assumptions about some of the autocovariances and cross covariances of the input variables, g p , f p , or ␤. In this appendix we will discuss these assumptions and express other covariances in terms of the input statistics of f m , f f , and w m .
Assumption 1 is C fpgq ͑x; ͒ ϭ 0, p, q ϭ f, m.
Since g q (x) ϭ ln w q (x) is the log-transformed value of volume fraction of either fracture or matrix medium and f p (x) ϭ ln K p (x) represents the log transformed conductivity of medium p, a change in one does not necessarily affect the other. Thus we expect that there is no correlation between f p (x) and g q (x). Assumption 2 is C gpgq ͑x; ͒, p, q ϭ f, m.
The volume fractions of fracture and matrix media must add up to one, that is, w f ͑x͒ ϩ w m ͑x͒ ϭ 1.
Decomposing w p (x) into their means and perturbations, we have
wЈ f ͑x͒ ϭ ϪwЈ m ͑x͒.
Hence we obtain the following relationships:
C wfwf ͑x; ͒ ϭ C wmwm ͑x; ͒,
C wfwm ͑x; ͒ ϭ ϪC wfwf ͑x; ͒.
If we know the statistics of w p (x), the statistics of g p (x) is obtained through [e.g., Neuman and Orr, 1993 Owing to the lack of information we assume that there is no correlation between fracture and matrix media. Assumption 4 is C gp␤ ͑x; ͒ ϭ 0, p ϭ f, m.
The mass transfer coefficient ␤(x) depends on ln K m (x) (see (4)). We have reasoned above that there is no correlation between f p (x) and g p (x), so we expect g p (x) and ␤(x) to be also uncorrelated. Assumption 5 is for
Assuming B(x) in (4) is a constant, we can derive the mean and variance of ␤(x) as
and the cross covariance between ␤(x) and f m (x) as C fm␤ ͑x; ͒ ϭ C fm ͑x; ͒.
The covariance between ␤(x) and f f (x) is zero based on the above discussion on the correlation between f f (x) and f m (x).
