Introduction

33
Wine is an important analytical field, taking special attention to new 34 methodologies for its characterization and elaboration control [1] . One important wine 35 parameter, determining some organoleptic and sensorial properties, is its polyphenol 36 content [2] . Phenolics in plants may act as phytoalexins, antifeedants, attractants for 37 pollinators, contributors to plant pigmentation, antioxidants and protective agents 38 against UV light, among others [3] . Meanwhile in food, phenolics may contribute to the 39 bitterness, astringency, color, flavor, odor and oxidative stability of food. In addition to 40 health-protecting capacity and some properties other than nutritional of plants, 41 phenolics are of great importance to both consumers and producers. 42
In grapes, synthesis of polyphenols is induced by factors such as grape cultivar, 43 developmental stage of the berry and maturation, climatology and UV radiation and 44 viticultural practices; it can also be affected by fungal infection (Botrytis cinerea) and 45
injuries [4] [5] [6] . In wine, phenolics are responsible of pigmentation (in red but also in 46 white wines), aging, oxygen-depleting compounds and bitter and stringent components, 47 which are determinant for the wine taste and character. 48
Several methods to quantify total phenols and polyphenols have been described 49 in the literature [7] . The Folin-Ciocalteu (FC) method is widely employed in the wine 50 industry [8] . This spectrophotometric method measures the sample reducing capacity. 51
As a faster alternative to this method, the use of what is known as polyphenol index 52 (I 280 ) is now arising [9] ; in this case wine absorbance is measured directly at 280 nm 53 and straightly correlated with phenolic content. Another spectrophotometric method 54 widely used is the reaction with 4-aminoantypirine [10], a generic reaction for phenols. 55
On the one hand, these methods yield a total phenol content value, and therefore do not 56 allow for the discrimination between individual constituents. However there are some 57 spectrophotometric methods, developed for quantification of phenolics in plants, that 58 brings some specificity; these assays are based on differential reactivity principles and 59 are used to determine different structural groups concominant in phenolic compounds 60 The ET is, in this sense, the hybrid formed between sensors and the use of 81 chemometrics, such as Artificial Neural Networks (ANNs); these advanced signal 82 processing variants allows the interpretation, modelling and calibration of complex 83 analytical signals [29, 30] . Despite great advantages provided by the use of ANNs, 84 when voltammetric sensors are used, the high complexity of the generated data matrix 85 hinders their treatment. The straightforward solution is the use of multiway processing 86 methods (samples x sensors x polarization potential), but the complexity of this 87 technique is also critical [31, 32] . One solution when dealing with a set of 88 voltammograms is to employ a preprocessing stage for data reduction; this option 89 permits to gain advantages in training time, to avoid redundancy in input data and to 90 obtain a model with better generalization ability. This compression stage may be 91 achieved by the use of methods such as Principal Component Analysis (PCA), "kernels" 92
[33] or Discrete Wavelet Transform (DWT) [34] . In this sense the last one, is 93 particularly interesting because of its ability to compress and denoise data. 94
Here we report a multidimensional ET aimed for the determination of the total 95 polyphenol content, formed by an array of six voltammetric sensors: a Au 96 microelectrode plus five epoxy-graphite composite sensors, four of them bulk-modified 97 with cobalt phtalocyanine, different nanoparticles (Pt and Cu) and polypyrrole powder 98 (a conducting polymer). This array is designed in this manner to produce differentiated 99 
Spiked samples 198
Beyond wine samples summarized in Table 1 , some spiked samples were 199 prepared in order to assess the discrimination ability shown by the sensor array. In order to find the appropriate ANN model, significant effort is needed to 233 optimize the configuration details that determine its operation. Normally, this is a trial-234 8 and-error process, where several parameters (training algorithms, number of hidden 235 layers, transfer functions, etc.) are fine-tuned in order to find the best configuration to 236 optimize the performance of the model. 237
Given the complexity of the data set, also a linear model like PLS-2 was 238 evaluated; PLS-2 was chosen given its ability to model several variables together, 239 unlike PLS-1 or PCR. Therefore obtained model would be equivalent to the one built 240 with ANN. In this case, the parameter that must be taken into account are the number of 241 PCs used to build the PLS-2 model; to optimize this parameter, it was taken into 242 account the model that gives the lower total Normalized Root Mean Square Error 243 (NRMSE) for predicted values. Also, as done in the case of ANN voltammetric signals 244 were preprocessed employing DWT before adjusting PLS, given this data reduction 245 improves model prediction and generalization abilities [45] . 246
Given the reduced size of the data set, a jack-knife method was used [46, 47] . 247 Jack-knife method was suggested for use in statistics to describe a general approach for 248 testing hypotheses and calculating confidence intervals in situations where apparently 249 no better methods can be used. With this procedure, standard errors are calculated from 250 different resampling with random distribution and repeating the modelling stage. In this 251 manner, it could be used either leaving one sample out each timer or even many samples 252 out each time [47] . 253
In our case, it was applied using 15 samples for training process and leaving 5 254 samples out each time which were used to evaluate model's response; then, this 255 subdivision of the original data set was repeated 25 times leaving 5 different samples 256 out each time, which were selected randomly. Once all the responses from the models 257 were obtained, data was grouped depending if it was intervening in the training process 258 or used as external test. For the optimization of PLS model only two considerations were taken into 322 account: the differences obtained when using the 84 DWT coefficients instead of the 323 raw voltammetric data and the number of PCs used to build the model. Despite PLS has 324 no need of a preprocessing stage, it was found that better models were obtained when 325 this was performed (total NRMSE improved from 0.31 to 0.20 for predicted values). 326
Thus, the final model was a DWT-PLS2 with 7 PCs, which has a total explained 327 variance ca. 95.2%. 328
After building the models, which were evaluated for training with 75% of the 329 data and tested with the remaining 25%, a jack-knife method was employed to visualize 330 dependence of predictions from the specific subdivision of data. Then, in order to 331 characterize the accuracy of the identification models and obtain unbiased data, 332 train/test data division was repeated randomly 25 times using a 5-fold cross validation 333 11 process; this precaution ensured that performance indicators were independent of the 334 subsets used. 335
Comparison graphs for each model were built grouping the replicas for each 336 individual sample, differentiating when it was intervening in the training process and 337 when used as external test. The predicted indexes were then plot against the expected 338 ones and fitted with linear least-squares regression. To give the same weight to all 339 points, weighed regression was used. The obtained results for the ANN model can be 340 seen on Figure 3 for the Folin-Ciocalteu Index and Figure 4 , for the I 280 index. In the 341 same way, results from the DWT-PLS2 model can be seen in Figure 5 for the FC index, 342
and Figure 6 for the I 280 index. In both cases, an estimation of prediction errors 343
(intervals calculated at the 95% confidence level) corresponding to the average of the 25 344 jack-knife calculations, taken from the dispersion of the replicas, can be also visualized. 
