The explosive growth of data and its related energy consumption is pushing the need to develop novel, brain-inspired and energy-efficient schemes and materials for data processing and storage. Here, we demonstrate experimentally that Co/Pt films can be used as artificial synapses by manipulating their magnetization state using circularly-polarized ultrashort optical pulses at room temperature. We also show an efficient implementation of supervised perceptron learning on an opto-magnetic neural network, built from such magnetic synapses. Importantly, we demonstrate that the optimization of synaptic weights can be achieved using a global feedback mechanism, such that the learning does not rely on external storage or additional optimization schemes. These results suggest there is high potential for realizing artificial neural networks using optically-controlled magnetization in technologically relevant materials, that can learn not only fast but also energy-efficient.
Introduction
The rapid growth of modern information and communication technology (ICT) has led to an enormous increase in energy consumption, which is already now consuming around 7% of the global electrical energy production. Owing to the inherently energy-efficient brain-inspired computing principles, implementing such architectures offers enormous potential to dramatically reduce the energy consumption of ICT. Magnetic materials are already at the center of computing today, due to their ability to store information within the direction of magnetic moments in a non-volatile and rewritable way. In recent years, tremendous progress has been made in controlling magnetism with femtosecond optical pulses, including demonstrations of record-breaking fast write-read events 1 , operation in technologically relevant materials such as CoPt 2 and to enable magnetic recording that is not only much faster but also exhibits a projected heat load of only 22 aJ per magnetic bit 3 . These demonstrations suggest that all-optical manipulation of magnetism offers great potential to realize neural networks that can be trained not only much faster but also much more efficiently than existing all-electrical material implementations under development today [4] [5] [6] [7] [8] [9] . However, so far it has not been demonstrated that it is possible to exploit optical control of magnetism for brain-inspired computing. Here, we study the control of the magnetization state of CoPt thin films in response to picosecond optical pulses, and demonstrate that the cumulative all-optical switching process in these materials 10, 11 provides an energy-efficient mechanism for realizing artificial synapses, in which the internal state of the synapse is stored with non-volatility and can be controlled continuously and reversibly using the helicity of light. Moreover, we experimentally realize the supervised learning of a network of two such opto-magnetic synapses, that together form a single-layer perceptron. Importantly, we exploit iterative optimization of synaptic weights using a global feedback mechanism. Hence, the learning does not rely on external storage or additional optimization strategies, which simplifies the implementation.
Methods
The perceptron is an elementary model of neural computation 12 . An example of the simplest single-layer perceptron is shown in Figure 2a . It has inputs 1 , … , that are connected to adaptable synaptic weights 1 , … , . The output O is a nonlinear function of the weighted inputs = and the threshold : = sign(∑ − ), where we introduced the sign function as a simple nonlinear function. In this form, the perceptron can be interpreted as a neuron that fires when the sum of the weighted inputs is larger than a threshold. We focus on the simple perceptron as an example of a neural network that can learn (by adapting synaptic weights) a given function, also known as supervised learning. To this end, several input patterns 1 µ , … , n µ , µ=1,2,..,p with desired outputs d µ are provided. The perceptron learning rule can then be defined as an iterative procedure where one cycles over the input patterns, and after each pattern (and consequential evaluation of the output ), the weights are changed according to a global error E = sign( d µ − µ ):
(2) Here, η ≪ 1 is the learning rate. Hence, weight changes occur only when the actual output is different from the desired output (E ≠ 0). The actual weight change depends on the product of E and the input value for the given pattern μ: i µ = 0,1. Therefore, although the error signal is global, weights are changed locally depending on the given input values. Importantly, this iterative learning procedure does not necessitate additional external storage or further external optimization, but rather exploits the non-volatile local storage of synaptic weights in the material itself. Developing a perceptron into a physical system requires the continuous creation of adaptable and non-volatile synaptic weights. In addition, we need to implement multiplication of such weights with given inputs in order to evaluate the weighted sum of the synaptic outputs. Below we initially describe the realization of such synapses using a magneto-optical setup, and subsequently outline how perceptron learning is achieved.
Besides the potential for faster and more energy-efficient operation, using optics rather than electronics also reduces the required amount of external circuitry. In particular, whereas current implementations of synapses using memristors require two or more electrodes per synapse [4] [5] [6] 9 , we exploit the combination of magnetism and optics in order to use a single optical input for implementing both the multiplication and the history-dependent reconfiguration of synaptic weights. Furthermore, the magnetic order facilitates non-volatile storage of the synaptic weights.
To implement the multiplication, we exploit the concept of a polarizing microscope, in which a magnetic sample (featuring magnetization parallel or antiparallel to the optical wave vector) is placed between two nearly-crossed polarizers (Figure 2b ).
Figure 2: (a) Schematic illustration of the global feedback mechanism for a single-layer perceptron with adaptable synapses wi, threshold b and inputs x i . (b) implementation of an artificial synapse using the remnant magnetization of a magnetic medium placed between two nearly-crossed polarizers, P and A. (c) schematic illustration of the optical setup used to realize the perceptron functionality. The weight of the perceived artificial magnetic synapse is continuously adapted by optically manipulating the magnetization using a number of pump pulses, and measured using a CCD camera. Computer-controlled rotation of the quarter wave plate (λ/4) is used to determine the sign of pump-induced magnetization changes. (d) for implementing the perceptron network, two inputs and two synapses are created by moving a shutter (T-Shutter) in front of the CCD and translating the sample (T-Stage) into two different positions in the pump beam path.
In the absence of any magnetic sample, the axes of the polarizer and analyzer are crossed, preventing the detection of any light by the CCD. Now, upon introducing the magnetic sample, featuring magnetization parallel (antiparallel) to the optical wave vector, the axis of optical polarization is rotated clockwise (anticlockwise) via the magneto-optical Faraday effect. The relative angle between the polarizers is now tuned such that minimum (maximum) light passes through the analyzer when the light transmits through magnetic domains pointing parallel (antiparallel) to the light's direction i.e. pointing up or down. From analyzing the light power P ∝ I out that is locally detected by the CCD camera we obtain for small a Faraday rotation as applicable here a linear relation with the incoming illumination I in :
Eq. (3) Here K depends on the material-specific Verdet, the thickness and magnetization of the material, while = ( 1 − 2 ) is the net magnetic moment, where 1 ( 2 ) denotes the area of up (down) domains. Hence, we can identify I out with the weighted input y i , '
' with the synaptic weight w i , and I in with the synaptic input x i . Hence, using the magneto-optical microscope, we directly obtain the desired multiplication.
To realize adaptable synaptic weights, we optically control the magnetization M, and so we use a magnetic material with strong out-of-plane magnetic anisotropy and a strong opto-magnetic response. Moreover, instead of exploiting single-shot binary switching seen in ferrimagnetic alloys and multilayers [13] [14] [15] , reversible gradual changes of magnetization in response to laser pulses are required. To this end, the multi-shot helicity-dependent control of magnetization in ferromagnetic Co/Pt thin films is an attractive candidate 2, 10, 15 . In this study, we have used a sputter-grown Co/Pt multilayered thin film structure, mounted on a synthetic quartz glass substrate, with nanometer thickness composition of Glass/Ta(3)/Pt(3)/Co(0.6)/Pt(3)/MgO(2)/Ta(1). The structure has a coercive field of 20 mT.
The magneto-optical setup in which both the multiplication and optical control of synaptic weights are implemented is schematically shown in Figure 2c . The pump beam was used to write/erase magnetic domains in the sample and thereby adapt the synaptic weight on the magnetic medium. The helicity of the pump beam was controlled using a rotatable quarter waveplate to control the direction of the magnetization change, and thus the synaptic weight. A delay generator was used to control the number of pump pulses exposed to the magnetic medium.
Gaussian pump pulses of 800 nm central wavelength and duration of 4 ps were selected from a 1kHz repetition rate Ti:sapphire amplified laser system. The optical pulse was targeted to hit the sample at about 10° incidence angle as shown, and focused to a spot with a Gaussian waist of 38 µm. The measured incident optical fluence was maintained at 1.3mJ/cm 2 . While in principle the same laser beam could be used to subsequently probe the synaptic weight values, in this first demonstration we exploited a continuous wave laser of 532 nm wavelength for probing.
To implement perceptron learning, we focused on the simplest example of a single-layer perceptron with two inputs. This artificial neural network can learn linearly separable problems 12 such as the logical AND and OR functions. For two inputs there are four input patterns, specifically (x1 1 , x2 1 )=(0,0); (x1 2 , x2 2 )=(0,1); (x1 3 , x2 3 )=(1,0); and (x1 4 , x2 4 )=(1,1). These input patterns are generated by positioning a translational shutter between the magneto-optical microscope and the CCD camera as shown in Figure 2d , which blocks or allows the probe beam to locally reach the CCD camera depending on the position of the shutter. The weights and the threshold are defined by illuminating different areas of the sample with the pump pulses using a translation stage, and measured as integrated pixel intensity of these areas on the CCD camera. For convenience, the threshold was stored after initialization. Following the initialization, weighted inputs were computed by the system by transmitting the probe beam through the magnetooptical microscope and moving the shutter according to the described input pattern. In principle, the sum of the integrated intensities can be directly evaluated using a photo-diode. By interfering this single output with a reference signal, one would obtain a physical implementation of the weighted summation and comparison with the threshold. Here we chose to directly work with integrated intensities from the CCD camera and evaluated the summation, subtraction and sign function using an external LabVIEW program. This allowed us to directly extract the weight evolution as described further below. By comparing this output with the desired output, we obtain the error signal. Subsequently, weights are adjusted by sending pump pulses when the input and error are nonzero, while the computer-controlled orientation of the quarter wave plate ensures that weights are either increased or decreased depending on the sign of the error. This procedure is repeated over all input patterns until only the desired output is obtained for all patterns. By adjusting the number of pump pulses, the amount of weight-change per step can be controlled, which allows for the tuning of the learning rate η. We found that for our setup, pulse packets consisting of 5 pump pulses (each of 4 ps duration, and separated by 1 ms), yield reproducible results.
Results

Figure 1: (a) A raw image of two physically-separated laser-written weight spots, w1, w2 (dark spots); the bottom shows eight background subtracted images illustrating evolution of the magnetization change due to the right (top row) and left (bottom row) circularly-polarized pump pulses irradiating the Co/Pt sample. (b) Extracted intensity changes as function of the number of pump pulses, demonstrating continuously-controllable weights, shown in black (blue) for w1 (w2). Black solid disks correspond to the images in the bottom rows of (a).
In Figure 3 we study the response of magnetism in the Co/Pt thin film to laser pulses. Two areas of the material are selected for the definition of synaptic weights w 1 , w 2 , seen as dark regions in Figure 3a For clarity the background magnetization of the sample prior to the laser writing was subtracted. We observe that for right circularly-polarized light the intensity, and thus the switched domain area, grows with the number of pulses. Conversely, for left circularly-polarized light the previously large domain area decreases in size, as the number of pulses increases. The number of pulse packets between two images in this example is N=40.
For a quantitative measure of this adaptability, in Figure 3b the integrated pixel intensities of the CCD camera of both synaptic weights are plotted against the number of right handed circularly polarized laser pulses for a maximum of N=600 pulses of 4 ps duration. We find that the magnetic contrast changes approximately linearly with the number of pulses, while deviation from purely linear behavior is attributed to deviations of the polarization state, that were estimated to be about 5% by comparison of initial and final ellipticity. After 600 pulses, the pump helicity was changed to left circular polarization, and a nearly linear decrease of the integrated intensity (ending close to the initial value) was observed after exposure to another 600 pulses. Hence, using the Co/Pt sample we demonstrate continuous and reversible laser-writing of nonvolatile magnetic synaptic weights in accordance with Eq. (1). Figure 4 we show the results obtained on combining these two synapses with the perceptron learning rule. Figures 4a(4d) and 4c(4e) show the magneto-optical images recorded before and after the learning of the AND (OR) function, respectively. Center panels, 4b and 4d, show the evolution of the weighted sum ∑ − as a function of the number of learning steps, as extracted from the integrated intensity of the collected images. In principle, we could determine the threshold by selecting a third area in the sample, but for ease of demonstration here we determined the threshold in the initialization phase (prior to the learning) by irradiating the weight areas by 40 (35) right circular pulse packets for the AND (OR) gate. Following the determination of the threshold, weights were initialized by erasing the threshold written area by 60 left-circularly polarized pulses. Subsequently, AND gate initial weights were chosen by irradiating the sample areas with 0 and 10 right circularly-polarized pulse packets for w 1 and w 2 , respectively. (0, 0), (1, 0), (0, 1), and (1, 1) . Weighted inputs y1 and y2 for these patterns are shown in the first and second row, respectively, while the third and fourth row show the threshold b and the sum of the weighted inputs  minus the threshold. The bottom row shows the normalized integrated intensities calculated from the fourth row.  panel (b) shows the evolution of the integrated intensity during learning. (d-e) show the corresponding results for the implementation of the OR function.
Next, in
After initialization, the input patterns µ = 1. .4 are fed to the system, yielding weighted values as shown in the two top rows in Figure 4a . Evaluated sums of y1, y2 and b images are shown for each input pattern in the fourth row of the same figure. The bottom row indicates the normalized integrated pixel intensity signal from those images, and reveals that for all input patterns the sign is negative and hence for these weights the AND gate is not realized. Now, in order to learn the AND function, weights are updated according to the perceptron learning rule (Eq. (2)), which uses 1 pulse packet as the learning rate. From Figure 4b , we observe that after 16 learning steps the AND function is learnt, as is confirmed by the integrated pixel intensities shown in the bottom of Figure 4c . Similarly, an OR gate was also realized. In this case 70 learning steps were needed (Fig.  4e ) and the corresponding intensities after learning are shown in Fig. 4f .
Discussion
To infer how accurately the experimental implementation follows the perceptron learning rule we assessed the evolution of weights seen experimentally and compared this with simulated perceptron learning implemented in a MATLAB program. To facilitate the comparison, we normalized the integrated intensity experimentally determined in Fig. 3 . For the AND gate, we obtained (w1, w2) = (0.0027, 0.27) and the threshold b=0.66. Using a learning rate of η=0.0665, the simulation learns the AND function with the same number of learning steps as in the experiment. The evolution of the weights is plotted in Figure 5a , which shows experimental and simulated weights as red triangles and black stars, respectively. Experimental error bars take into account intensity fluctuations in the background subtracted CCD images as measured by blocking the pump beam. We observe that unlike the simulated perceptron, in practice the weights do not exhibit a strictly monotonic increase during learning. Deviations from strictly linear weight changes are seen also in Fig. 3 . They can be modeled as variations in the learning rate due to changes in the pump polarization, but do not give rise to non-monotonic weight variations. Instead, we attribute this to light scattering from the shutter, which is present for the patterns µ = 2,3 but not for µ = 4 (note that for µ = 1 no weight measurements take place since inputs are blocked by the shutter), leading to smaller measured weight values for pattern µ = 4. The influence of such scattering is stronger when more learning steps are needed as we explored for the OR gate in Fig. 5b . In this case, the normalized threshold is b=0.58 and the normalized initial weights are the same as for the AND gate. Without accounting for light scattering, the simulations learn the OR function 36 steps faster than seen in experiment (data not shown). If, instead we account for a systematic offset in the weight measurement for µ=4: i → i + c 4 , where c 4 = −0.027, we recover qualitatively similar oscillatory weight changes during the learning process. As shown in Fig 5b, this also proceeds with the same total number of learning steps as in the experiment, supporting the conjecture that the scattered light is the source of the non-monotonic evolution of weights. Importantly, despite the presence of these experimental non-idealities that slow down the learning, convergence is still reached. This shows that the perceptron learning rule is rather robust against device imperfections, suggesting that upscaling to larger opto-magnetic neural networks might well be feasible. Focusing further on the OR function in Fig. 4f , we note that for the input pattern µ = 3, the output 1 + 2 is very close to the threshold , leading to an integrated intensity nearly coinciding with the noise level, despite the fact that the CCD image in the bottom row displays a clear positive output. Hence, for this combination of weight values, correct operation of the network is sensitive to small magnetization fluctuations. The network can be easily made more robust against such fluctuations by explicitly considering the noise levels in the determination of the perceptron output O and/or by demanding that the desired output is satisfied by all patterns several times in succession before accepting the weights. Having established that optical control of magnetism in technologically relevant materials can be used to implement neural networks, we estimate the potential for improving the energyefficiency and learning speed. In the current setup, the energy absorption per learning step is estimated from the optical fluence and diameter used for the synaptic weights (1.125µm), from which we obtain an energy of 64pJ. The learning speed is limited by the use of translation stages, leading to learning steps that proceed on the order of seconds. In principle, however, much faster control of light is feasible using wavefront shaping 16, 17 , while ultimately the learning speed is only limited by the optical pulse duration, which for the current implementation yields learning rates as high as 50 GHz. Downscaling the synaptic weight area can further reduce the energy cost per learning step, towards (or even below) the femtojoule requirement for nanoscale bits. The latter could then be switched using even shorter pulses, potentially allowing one to further accelerate the learning speeds towards THz frequencies, while retaining the advantage of being non-volatile.
