This work explores basic properties of the size and growth rates distributions of firms at the aggregate and disaggregate levels. Using an extensive dataset on French manufacturing firms, we investigate which properties of firm size distributions and growth dynamics characterize the aggregate dynamics and are, at the same time, robust under disaggregation. Our analysis is based on non-linear robust regression methods which have never been applied before to this kind of data. The growth rates distributions we observe are well described by a Subbotin distribution with a shape parameter significantly lower than 1, suggesting a noticeable departure from the Laplace behavior reported in previous works on Italian and US data. At the same time, the variance of growth rates depends negatively on size and the relationship does not seem to be linear, with larger firms possibly displaying lower variability in their growth dynamics. At the disaggregate level, we observe significant heterogeneity in the firm size distributions across sectors while the shape of the sectoral growth rates density displays a surprising degree of homogeneity.
Introduction
A number of early studies into industrial structure focused on the adequation of theoretical distribution functions (in particular the Pareto, the Yule, and the log-normal) to aggregate distributions of firm size. This pioneering line of research began with Gibrat (1931) investigation of the French manufacturing sector, and was later applied to the UK manufacturing (Hart and Prais, 1956 ) and also to US (Simon and Bonini, 1958; Quandt, 1966) and Austrian data (Steindl, 1965) .
Another strand of literature has focused on the well-known 'Law of Proportionate Effect', a statistical process formulated by the engineer Gibrat as he attempted to explain the emergence of the aggregate size distribution. This 'law' states that, in a context of constant returns to scale, firm growth follows a purely stochastic process, with growth rates being independent of DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --firm size. Despite its blatant lack of economic content, Gibrat's Law is nonetheless very useful, as it provides a sort of 'null hypothesis' against which corporate growth can be compared. A large body of research (see for example Mansfield (1962); Evans (1987) ; Hall (1987) and Dunne et al. (1988) ; see also Sutton (1997) for a review) generally seems to suggest that the 'Gibrat Law' benchmark can be taken as a rough first approximation of firm growth. However, a closer inspection reveals that firm size usually experiences a slight reversion to the mean (i.e. small firms having higher average growth rates than larger ones), and that several other econometric issues require special attention (such as heteroskedasticity, autocorrelation, and a sampling bias due to higher exit rates of small firms). As further investigation of this topic, several recent contributions have explored the distribution of growth rates. Using data on US manufacturing firms, Amaral et al. (1997) observe that the distribution is 'tent-shaped' on log-log plots and closely resembles the Laplace. This line of research has been extended to consider the Subbotin family of distributions, of which the Laplace is a special case. Growth rate distributions close to the Laplace have been observed using US data , Italian manufacturing data , and also data from the worldwide pharmaceutical industry (Bottazzi et al., 2001) ).
Concerning the comparison between aggregate and disaggregate properties, recent theorizing Dosi et al. (1995) and evidence from disaggregated analysis suggests that the characteristics of the size distribution are not a robust feature of the different industries but appear, instead, as a mere statistical effect of aggregation. As a result, the distribution of firm size seems to be of limited interest to economists. On the other hand, the Laplace distribution of growth rates appears to be an extremely robust characteristic of industrial dynamics, with a high homogeneity of the distribution which holds at various levels of aggregation. Speculation emerging from the findings on US, Italian and pharmaceutical databases suggests that the Laplace distribution of corporate growth rates seems to be something of a 'stylized fact'. In this vein, Bottazzi and Secchi (2006) construct a theoretical model capable of reproducing a Laplace distribution of growth rates.
More than 70 years after Gibrat's seminal book, we return to the study of the French manufacturing sector. The timing of our work is important because it helps in understanding the degree of generality and the robustness of previous results. For instance, contrary to prior results, the present analysis provides evidence that the Laplace distribution of growth rates cannot be considered as a universal property of industrial dynamics. Looking at French manufacturing, we observe growth rates distributions with tails that are consistently fatter than those of the Laplace.
In many respects, the statistical characteristics which emerge from the present analysis seem to arbitrate between previous findings. For example, whilst variance of growth rates decreased with size in the American case , it did not for Italian firms . Here we find that a negative, though weak, relationship does exist. Also, whilst previous research had found growth rate autocorrelation that was either positive (for US data, Ijiri and Simon (1967) ) or negative (for Italian data, ), the evidence presented here suggests that French firms experience a slight negative autocorrelation in their growth patterns.
After a brief description of the data in Section 2, Section 3 provides the results at the aggregate level on firm size distribution and growth rates distributions while Section 4 focuses on a sectoral analysis. Finally, Section 5 summarizes our findings and sketches several future directions of research. [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] . We restrict our analysis to the manufacturing sectors. For statistical consistency, we only utilize the period 1996-2002 and we consider only continuing firms over this period. Firms that entered midway through 1996 or exited midway through 2002 have been removed. Since we want to focus on internal, 'organic' growth rates, we exclude firms that have undergone any kind of modification of structure, such as merger or acquisition. Because of limited information on restructuring activities and in contrast to some previous studies (e.g. Bottazzi et al. (2001) ), we do not attempt to construct 'super-firms' by treating firms that merge at some stage during the period under study as if they had been merged from the start of the period. Firms are classified according to their sector of principal activity.
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2 To start with we had observations for around 22000 firms per year for each year of the period.
3 In the final balanced panel constructed for the period 1996-2002, we have exactly 10000 firms for each year.
Aggregate properties
This section is devoted to the statistical analyses of the firm size distribution and of firm dynamics considering data aggregated over all the industrial sectors. We use the firms' total sales as a measure of size and we define S i (t) the size of firm i at time t.
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Size distribution
We develop our analysis of firm size along different but complementary directions. To begin with, we explore the firm size distribution, studying its stationarity and its shape, paying particular attention to the shape of the upper tail for which we have more reliable data. We then focus on the autoregressive structure of firm size by investigating how the French data measures up to Gibrat's Law. Finally we explore the existence of relations between size and growth. In order to eliminate the common trend in the average size we define the normalized (log) size s(t) as
where N stands for the total number of firms. Table 1 presents some summary statistics for the rescaled sizes s i (t) over the period 1996-2002 clearly suggesting that their distribution is remarkably stationary. There are at least two other properties of firms size deserving to be highlighted. First, we confirm once again (cfr. among many others Hart and Prais (1956) ; Ijiri and Simon (1977) , and ) that the distribution of firm sizes is right-skewed as indicated by the positive values for the skewness. Second, the high values for the excess kurtosis statistics provide evidence of distribution tails fatter than in the Gaussian case. Figure 1 presents the kernel density estimate 4 of firm size in three different years, at the beginning, middle and end of the period. Intuitively, a kernel density estimate can be considered to be a smoothed version of the histogram, obtained by counting the observations in the different bins as the width of the bins varies. This estimate requires the provision of two objects: the kernel function K and the bandwidth h of the bin. Formally, we havê
where s 1 (t),. . . ,s N (t) are the number of observations n in each sector, h is a bandwidth parameter controlling the degree of smoothness of the density estimate, and where K is a kernel density, i.e. K(x) ≥ 0, ∀x ∈ (−∞, +∞) and dx K(x) = 1.
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Figure 1 confirms again that the size distribution presents a strong right-skewed shape that does not seem to change over time. Bearing in mind that the data is truncated and excludes firms having less than 20 employees, we then focus our attention on the upper tail only, beyond the mode. We observe the existence of a power-like tail which can be seen as a roughly straight line of negative slope linking the density (on a log scale) with size. This simple visual inspection reveals the coexistence of many relatively small firms coexisting with a few very large ones. As noticed by many authors (see for example Dosi (2005) ), the naïve notion of an 'optimal size' around which firms will fluctuate does not sit comfortably with empirical results.
DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --OLS Table 2 : Gibrat law regression coefficients using OLS (see equation (3)) and also Chesher (1979) method (equation (5) 
where ǫ is an error term. Note that we have no need for a constant term, because we have already normalized the observations, removing their mean. Gibrat's Law is usually said to hold if β has a value not different from 1. Values smaller than 1 imply that small firms grow faster, on average, than large firms, whilst values larger than 1 imply the opposite. The results of the OLS estimation of equation (3) are reported in Table 2 (errors are corrected for heteroskedasticity using the jackknife method described in MacKinnon and White (1985) ). It is apparent that even if the coefficient β is very close to 1 it is always statistically different from it. However, Chesher (1979) shows that OLS estimation of the Gibrat Law coefficient may imply an estimation bias, if autocorrelation is present in the error term. He also advances that the Gibrat Law cannot be said to hold if this autocorrelation exists, because size and growth are no longer independent. In order to correct for such autocorrelation, he proposes to fit the following system
where ǫ(t) is an autocorrelated error term and u(t) is an i.i.d. error term. Noting that ǫ(t) may be expressed in terms of s(t − 1) and s(t − 2), we can rewrite the above system as the equivalent equation:
DRAFT --DRAFT --DRAFT --DRAFT --DRAFT -- where γ 1 = β + ρ and γ 2 = −βρ. We estimate β using OLS estimation of the parameters γ 1 and γ 2 in equation (5), and obtain the results reported in Table 2 . 6 There is, however, a further problem affecting our estimates. The procedure just applied assumes u(t) to be an i.i.d. Gaussian error term which, as we will show later, is not the case here. Indeed the analyses of the next sections will suggest that the Laplace distribution would be a far better assumption. In order to take the non-normality of the error term into account we also estimate equation (5) using the Least Absolute Deviation (LAD) approach assuming that the error term is distributed according to the Laplace. These results are reported again in Table 2 .
The main finding of our analyses of the Gibrat's regression on French data is that the coefficient β, even if still statistically different from 1, becomes closer to one when one uses a regression technique that takes explicitly into account the possible existence of autocorrelation in the ǫ(t) error term. Indeed, this autocorrelation is actually present in our data. The ρ statistics presented in Table 2 are all significantly negative (though not very large), and roughly speaking they suggest that French firms experience a negative growth rate autocorrelation of magnitude no larger than around 7%. (Strictly speaking, the ρ coefficients correspond to the magnitude of growth rate autocorrelation once the dependence of growth on size has been controlled for.) These preliminary results suggests the need for further investigations of this issue allowing in equation (4) for a more general AR structure of the error term ǫ possibly including also Moving Average (MA) components. previous section we define firms growth shocks as the residuals of regression equation (4), u(t). Our search for relations between s(t) andû(t) is organized in two steps. First, we use a graphical analysis to obtain some hints on the existence and on the shape of such relations. Second we assess the robustness of any observed relationship applying regression techniques. Since any linear relationship between firm size and growth rates has been captured by (4), it only remains to assess if any residual non-linear effect is present. To explore this issue we group our observations into 15 bins according to firm size and we plot in Figure 2 , for two different years choosen as examples, the average growth rate in each bin against the (log) size. As expected we do not observe evidence of any linear relation between size and average growth. Moreover the visual inspection of Figure 2 rules out also the possibility that such a relation presents a nonlinear nature.
Exploring non-linearities and the Scaling Effect
Next we consider the question of whether or not the variance of growth rates is related to firm size. Some previous studies (e.g. Amaral et al. (1997) ), although not all (e.g. ), have observed a significant negative exponential relationship between s(t) and the standard deviation ofû(t). To investigate this for the French data we group again our observations into 15 bins according to size and we plot the conditional standard deviation of growth rates in each bin against the (log) size. Figure 3 shows that also for French firms a clear negative relationship emerges: the standard deviation of growth rates decreases with size suggesting that bigger firms present lower variability in their growth rates compared with the smaller ones.
In order to assess the statistical significance of the apparent nonlinear relation between s(t) and the standard deviation ofû(t) we opt for a nonlinear regression. In order to provide comparability with previous works (cfr. Amaral et al. (1997) ; and ), we estimate the model:
DRAFT --DRAFT --DRAFT --DRAFT --DRAFT -- Table 3 : Estimated coefficient α in (6) obtained with non linear regressions under the assumption of Gaussian(OLS) and Laplacian(LAD) error term. Standard errors are also reported. We also report the maximum likelihood estimate (and coefficient of variation) of the Subbotin density (see equation (7)) on firms growth rates rescaled as in (6).
whereû(t) is the residual of the regression in (4) and g(t) is an error term. Equation (6) describes a regression model with a heteroskedastic error term e −α s(t−1) g(t) which, in line with our visual inspection of Figure 3 , assumes that the variance of growth rates is greater among smaller firms. We fit the data to this econometric specification to estimate the value of α. First we estimate the model in (6) assuming the normality of the error term g(t), using a standard OLS approach. Furthermore we perform a LAD regression under the assumption that error terms are distributed according to the Laplace distribution.
7 Again the results are reported in Table 3 . In all cases we observe a small though statistically significant negative relationship between size and growth rate variance, independently from the estimation method adopted.
Growth rates distribution
In this section, we analyze the shape and the evolution in time of the growth rates density, adopting a non-parametric approach. In the previous section we showed that the variance of growth rates decreases with firms size following an exponential decay. We use this finding to define a rescaled version of the growth rateĝ(t) obtained as the residual in the estimation of equation (6). Notice that the statistical properties ofĝ(t) are by construction independent of firm size. One important implication of this rescaling is the possibility of pooling together growth rates of firms belonging to different size bins. Figure 4 reports, on a log scale, the kernel estimates of the empirical density ofĝ(t) in three different years. We observe a characteristic tent-shape, although the fat tails make the DRAFT --DRAFT --DRAFT --DRAFT --DRAFT -- tent-shape appear rather 'droopy'. This fat-tailed distribution of growth rates corresponds to a high frequency of extreme growth events for French manufacturing firms. Previous studies have considered growth rates as being distributed according to the Laplace, which can be considered as a special case of the Subbotin family of distributions ). Having observed the growth rate distribution in Figure 4 we now turn to parametric methods of quantifying the distribution. To do this, we estimate the Subbotin parameters of the growth rates distribution.
The Subbotin distribution can be formally presented by the following equation:
where Γ(x) is the Gamma function. The distribution has three parameters -the mean µ, the dispersion parameter a and the shape parameter b. As the shape parameter b decreases, the tails of the density become fatter. The density is leptokurtic for b < 2, and platykurtic for b > 2. Two noteworthy special cases of the Subbotin distribution are the Gaussian distribution (for b = 2) and the Laplace distribution (with b = 1). We estimate the values of the parameters using the maximum likelihood procedure discussed in Bottazzi and Secchi (2006) . Results are reported in Table 3 . The robust conclusion is that the distribution of growth rates appears to be even more fat-tailed than the Laplace distribution (for which b would equal 1). This surprising result distinguishes growth patterns of French firms from those observed elsewhere, where distributions close to the Laplace are observed (Amaral et al., 1997; . This fat-tailed distribution of growth rates corresponds to a higher frequency of extreme growth events. Compared to results reported for Italian or US manufacturing firms, French firms are much more likely to undergo significant positive or negative changes in size.
The preceding analysis can be repeated at a disaggregated level. We consider this to be a worthwhile enterprise because there may well be a tension between regularities observed in aggregated data and much 'messier' results at a disaggregated level (see Dosi et al. (1995) for a discussion). Our results show that some properties of industrial dynamics, such as the growth rates distribution, survive disaggregation i.e. are present also at a sectoral level. However, for the firm size distribution, the smooth shape that emerges from aggregated data disappears, and we observe that significant multimodality is rife at the sectoral level. Looking at the 2-digit level of ISIC industry classification, we retain sectors 17-36 which correspond to manufacturing activities.
8 Table 4 gives a description of these sectors. Note that sectors 23 and 30 have only a small number of observations, which disqualifies them from detailed quantitative analysis.
Size distribution
We start by looking at the size distribution, using a non-parametric method to explore the shape of the firm size distribution at the disaggregate level. We test the size distribution for multimodality, and then present concentration statistics based on the properties of the distribution's upper tails. We present some kernel density plots of exemplary sectors, that have been chosen to highlight inter-sectoral diversity. We also look at Gibrat's Law statistics for each sector.
Firm size distribution
Similar to the previous methodology, we take the log of sales and then normalize the observations by deducting the sectoral mean. The normalized sectoral (log) sales of firm i in sector j can thus be defined as
where N j is the number of firms in the j-th sector. We use these normalized observations to examine the size distribution of firms in the same sectors. Although at the aggregate level we observe a rather regular unimodal distribution, previous studies suggest that this unimodality may not hold at a finer level of analysis (see for example ). To begin with, we build a kernel estimate (Silverman, 1986) of the probability density of firm size, in order to visualize the shape of the sectoral-level size distribution.
Although we observe stationarity of the sectoral size distribution over the 7-year time period, the shape of the distribution varies greatly across sectors. In particular, we may observe multimodality and/or different shapes and gradients for the upper tails. The presence of multimodality is not unusual. In their study of the worldwide pharmaceutical industry, for example, Bottazzi and Secchi (2005) observe significant bimodality in the size distribution and relate this to a cleavage between the industry leaders and fringe competitors. Figures 5 and DRAFT --DRAFT --DRAFT --DRAFT --DRAFT -- 6 present some kernel density plots of exemplary sectors, that have been chosen to highlight inter-sectoral diversity (subsequent tests reveal these sectors to be significantly multimodal).
DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --
In an attempt to quantify this inter-sectoral heterogeneity, we will use the non-parametric multimodality test presented in Silverman (1981) , which is constructed as follows. Consider a dataset made of n observations independently drawn from a common density f . Suppose that we wish to test the null hypothesis that the density f possesses at most k modes against the alternative that the same f possesses more than k modes. First, we need to compute the 'critical value' h * for the bandwidth parameter, defined as the largest value of the parameter h that guarantees a kernel density estimatef(h * ) as defined in equation (2) with at least k modes. This definition is meaningful since the number of modes is a decreasing function of the bandwidth parameter: for h > h * the formula in equation (2) would give an estimated density with less than k modes while for h ≤ h * the estimated density would have at least k modes.
9 Note also that, as the sample size n tends to infinity, h * will tend to zero if the distribution is unimodal, but will be bounded away from zero otherwise.
Second, once the value h * has been found, we need to assess its significance. Assuming known the true density f , one can repeatedly draw n observations from the true density f and count the modes of the kernel density estimatef (h 0 ) obtained from these observations. The fraction of times in which these modes are greater than k is an estimate of the p-value associated with h * . The problem of this method is that, in general, the underlying true density is not known. Silverman (1981) suggests the natural candidate density function to use in the simulations is a rescaled version off (s; h 0 ), derived from data equating the variance off with the sample variance. Hall and York (2001) show that this choice is biased towards conservatism and propose an improved procedure to achieve asymptotic accuracy. Following their suggestion, we compute in each year the critical bandwidth h * and the p-values of the test where the null is 'the (log) size distribution is unimodal' and the alternative is 'the (log) size distribution presents more than one mode'.
Column 5 in Table 4 reports the results of the bimodality tests (at the 5% significance level for the Hall-York procedure). Unimodality can be rejected in an overwhelming 18 out of 20 sectors, if we look at the 5% significance level. We conclude that the rather 'regular' shape of the aggregate size distribution does not hold at a finer, sectoral level of analysis, and is Table 5 : Sectoral analysis: Estimation of the Gibrat Law coefficients, using Chesher's (1979) procedure (estimation of equation (5) using LAD).
Estimates of β which significantly differ from 1 (5% significance level) are reported in bold.
13
hal-00261616, version 1 -19 Oct 2011
DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --primarily a result of statistical aggregation. This finding is in line with Hymer and Pashigian (1962) on UK data, and more recently with the results of on Italian data and on US data.
Sectoral concentration
Another way of comparing the size distributions of the different sectors is by looking at the upper tail of the distribution. We do this by calculating the concentration statistics. This can be done by using data on the upper tail of the distribution. Although we do not have reliable information on the market share of the largest firms (because the dataset is incomplete in the sense that it excludes firms with less than 20 employees, we can nonetheless investigate sectoral concentration using the following concentration index:
where C 
Gibrat's Law -autoregression of size
Using a similar methodology to that described above, we extend our investigation of Gibrat's Law to the sectoral level. We perform Chesher's (1979) calculations, equations (4) and (5), and report the results in Table 5 . Again, we observe heterogeneity as the sectoral results fluctuate around the values obtained in the aggregate analysis. Generally speaking, the β values are close to the Gibrat value of 1, whilst the ρ values (which carry information on growth rate autocorrelation) are mostly negative, though often not statistically significant. Indeed, in the three different years reported in Table 5 only in few cases (4 in 1998 and 2000 and only 2 in 2002) the estimated β coefficient is significantly different from 1. Moreover, it worths to note that in none of the sectors we observe deviations from the unit root hypothesis in more than one year probably suggesting that these deviations do not entangle any economic interpretation.
Distribution of growth rates
The methodology presented in section 3.2 is now extended to the disaggregated level. All sectors have growth rates distributions that are particularly fat-tailed, although we observe heterogeneity between sectors. DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --We estimate the parameters of the sectoral growth rates distribution as follows. To begin with, we investigate the possibility of a relationship between growth rate variance and size, and correct for such 'scaling effects'. The results are reported in Table 6 . We observe that scaling effects are not significant in each sector. We then estimate the subbotin distribution b parameters on the basis of these rescaled error terms. These values are also shown in Table 6 . Again, sectoral-level heterogeneity is observed, with most of the values being smaller than the Laplace value of 1.00.
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How can we account for the differences in growth rate profiles for different sectors? There appears to be no relation between the growth rate distribution coefficients and average firm size. Also, distinguishing between upstream and downstream sectors does not help us to better understand differences in growth rate distributions (results not shown). Furthermore, grouping the sectors according to a Pavitt-type taxonomy of industries (Pavitt, 1984 ; see also Marsili, 2001) does not help to explain the differences in the estimated coefficients. A deeper understanding of the economic significance of growth rate distribution coefficients is clearly warranted.
Conclusion
In this study we have investigated some of the key quantities of the structure and dynamics of the French manufacturing industry, using an extensive longitudinal database for the period 1996-2002. We examined the size distribution, Gibrat's Law, the growth rates distribution, and growth rate autocorrelation at both an aggregate and disaggregate level. Our findings corroborate well-known stylized facts already observed with Italian and US data, but they also highlight some particularities of the French manufacturing industry.
Gibrat's Law appears to be a useful summary metric , although technically speaking it does not appear to hold for our database. Growth rate autocorrelation is observed to be negative and statistically significant (although rather small in practical terms), and this leads us to reject the proposition that growth is independent of size (Chesher, 1979) . Another main finding is the peculiar shape of the growth rate distribution of French manufacturing firms. Whilst the Laplace distribution of growth rates was repeatedly found in previous studies and appeared to be emerging as something of a 'stylized fact', we observe here that the growth rates of French firms are even fatter tailed than expected, a property which holds with disaggregation. The variance of these growth rates decreases with size, which corroborates many, though not all, previous findings.
It is of interest to contrast the growth rate distribution with the size distribution. Whilst we observe that the former is a very robust property of industrial dynamics, the same cannot be said of the size distribution, which is fairly ordered at the aggregate level but quite disorganized as we move down to analyze individual sectors. Of course, there is a strong link between growth rates and the resulting size. This tension between the two serves to emphasize that firm size is not only due to growth rates but to the initial size distribution -size and date of entry, and also due to mergers and acquisitions. These factors are outside the scope of this study, although their effect on economic dynamics does not appear to be so important.
Although we de-emphasize the need to explain the aggregate firm size distribution, it seems that the distribution of growth rates is a subject ripe for future investigation. The analysis of growth rates presented here gives us important insights into the competitive process, emphasizing the importance of extreme growth events in the French manufacturing industry. However, we had difficulty in finding a connection between the growth rate distribution coef-DRAFT --DRAFT --DRAFT --DRAFT --DRAFT --ficients and other economic characteristics. For example, at a sectoral level, there appears to be no relation between the distribution parameters and average firm size. Also, our dataset suggests that there is no relationship between the distribution parameters and the distinction between upstream and downstream sectors. In addition, variation in the growth rate distribution coefficients does not seem to correspond to a Pavitt-type taxonomy (Pavitt, 1984) of industrial sectors. Mapping the growth rate distribution coefficients to economic concepts would merit further work. Furthermore, this paper provides results that would be useful in the context of a more detailed international comparison.
