We consider the semilinear parabolic equation u t − u = |u| p−1 u on the whole space R N , N 3, where the exponent p = (N + 2)/(N − 2) is associated with the Sobolev imbedding H 1 (R N ) ⊂ L p+1 (R N ). First, we study the decay and blow-up of the solution by means of the potential-well and forward self-similar transformation. Then, we discuss blow-up in infinite time and classify the orbit.
Introduction
The purpose of the present paper is to classify the asymptotic behavior of the solution to the semilinear parabolic equation
with
where N 3 and p = (N + 2)/(N − 2), the critical exponent associated with the Sobolev imbedding. In the previous work [9, 8, 11, 23] , we studied the long time behavior of the solution defined on the bounded domain in connection with the stable and unstable sets introduced by [22, 20] . We have shown that if the orbit enters in the stable set, then the solution exists globally in time [11] . If the orbit enters in the unstable set, then the solution blows up in finite time [9] . The other case is called "floating". Thus, the orbit is floating, by definition, if it never enters in the stable set nor the unstable set. If the domain is star-shaped, then the orbit floating globally in time must blow up in infinite time, while the floating orbit blowing up in finite time never exists under the additional assumption of the domain and the initial value, that is, the convexity and symmetry [23] .
In contrast with these cases on the bounded domain, there is a family of stationary solutions to (1)-(2) concerning the whole space R N . We have the lack of the Poincaré inequality also. These differences are made clear by the forward self-similar transformation and the non-existence of the self-similar solution [5, 14] . Consequently, we can classify the rate of u(t) ∞ as t ↑ +∞ for the solution u = u(·, t) global in time.
More precisely, if u = u(x, t) is the solution, then v(y, s) = (1 + t) 1/(p−1) u(x, t), t = e s − 1,
satisfies
where S = log(1 + T ) and
holds for
problem (4)- (5) is associated with the Hilbert space L 2 (K), the set of measurable functions f = f (y) defined in R N such that
We also take 
where
(y)v(y)K(y) dy,
see [13] , for the general theory of the bilinear form. The domain D(L) of this operator is the set of v ∈ L 2 (K) satisfying Lv ∈ L 2 (K), and we have D(L) = H 2 (K), see Lemma 2.1 of [14] . It holds also that L is positive selfadjoint and has the compact inverse, and in particular, the set of normalized eigenfunctions of L forms a complete ortho-normal system in L 2 (K). The first eigenvalue λ 1 of L is given by λ 1 = N/2, and hence the Poincaré inequality
is valid, see Proposition 2.3 of [5] .
We have
and therefore, the operator
The fractional powers A α and the semigroup {e −tA } t 0 are thus defined in L 2 (K), where α ∈ [0, 1]. These structures guarantee the well-posedness of (4)- (5) locally in time. Later, we shall show the following fact.
satisfying the following: [14] ), similarly to the case of the bounded domain, see [9] . Henceforth, we put T = T m (K) ∈ (0, +∞] for simplicity.
In this paper, we show that the orbit made from the above mentioned solution is classified in the following way. We emphasize that the solution u = u(·, t) may be sign-changing. 
Here are some comments.
1. There is an analogous result concerning sub-critical nonlinearities [15] . Thus, if u 0 = u 0 (x) 0 and 1
N −2 , then we have the following alternatives for the solution u = u(·, t) to (1)- (2); (a) T = +∞ and (7).
The second case of this result indicates the decay rate with that of the self-similar solution. Our Theorem 1 is, actually, associated with the non-existence of the self-similar solution for the critical Sobolev exponent [14] , see Proposition 5.1 below. The second case of Theorem 1, thus, may be called "type II rate" at t = +∞ because 1
2. The second case of Theorem 1 arises if the orbit is floating globally in time in the rescaled variables (3). Such a case occurs actually if u 0 = u 0 (x) is a non-trivial stationary solution. In fact, in contrast with the case of the bounded star-shaped domain provided with the Dirichlet boundary condition, problem (1)-(2) admits a family of non-trivial stationary solutions, normalized by
see [1, 3] . As for the solution converging uniformly to 0 in infinite time, however, there remains two possibilitiesthe first and the second cases of Theorem 1. 3. Positive radially symmetric solutions have been studied in detail. Particularly, analogous results to Theorem 1 are obtained [21] , in accordance with the threshold of the modulus of the initial value for the blow-up of the solution. Its proof, however, uses the intersection comparison principle and is different from ours. The blow-up profile is also known by [12] . Thus, T = +∞ implies the existence of lim t↑+∞ u(t) ∞ = α ∈ [0, +∞] for a suitable family of radially symmetric positive initial values. If α = 0, the second case of Theorem 1 arises. It holds, furthermore, that
and U = U(y) > 0 is the normalized non-trivial stationary solution defined by (8) .
Our proof of Theorem 1 is involved by the imbedding theorem concerning H 1 (K). Henceforth, L q (K) denotes the Banach space composed of measurable functions f = f (y) defined in R N such that
is thus compatible to the other spaces, i.e.,
Although the inclusion
fails, we have
for 2 * = 2N/(N − 2) = p + 1. More precisely, Corollary 4.20 of [5] guarantees the following fact, regarded as a Sobolev-Poincaré inequality.
Proposition 1.2. It holds that
where λ * = max(1, N/4) and S 0 stands for the Sobolev constant:
We introduce the functionals
and it holds that
Here and henceforth, · q indicates the standard L q norm on R N . The stable and unstable sets to (4) are defined by
respectively. Theorem 1 is proven by the study of the above defined stable and unstable sets. First, if the orbit enters in the stable set, then v(·, s) converges to 0 in infinite time. (12) as s ↑ +∞, where α ∈ (0, 1).
If the orbit enters in the unstable set, on the contrary, then v(·, s) blows up in finite time; the following proposition implies Theorem 1.10(i) of [14] .
The orbit {v(s)} is, thus, floating in the other case than the ones treated in Propositions 1.
In spite of the possibility of the floating orbit blowing up in finite time, the following proposition is sufficient to classify the orbit to (1)- (2) as in Theorem 1.
Proposition 1.5. If the orbit {v(s)} is floating globally in time, then it holds that
This paper is composed of six sections. Section 2 takes preliminaries. We confirm inequality (11) and Proposition 1.1. In Section 3, we prove Propositions 1.3 and 1.4 by the study of stable and unstable sets. Section 4 describes the L q (K)-theory of L. Using this, we study the floating orbit and show Proposition 1.5 in Section 5. The proof of Theorem 1 is completed in Section 6.
Preliminaries
This section is devoted to the preliminaries. First, we show (11), noting that
Then, it follows that
and hence
We have, however,
and therefore, S λ = S 0 by Theorem 4.10 and Lemma 4.11 of [5] . This means (11) . Next, we confirm the operator theoretical feature of L in L 2 (K) described in the previous section. It is actually involved by the Schrödinger operator with harmonic oscillator;
This H is associated with the bilinear form
, where
It is realized as a positive self-adjoint operator in L 2 (R N ) with the compact inverse, because the inclusion
is compact. Now we show the following lemma.
implies v ∈ H 2 (R N ). In fact, from the proof of Lemma 2.1 of [14] we have
and the proof is complete. 2
For later arguments, we describe the proof of (15) in short. First, (14) implies, formally, that
Then, (15) holds by
To justify these calculations, we note that v ∈ H 2 loc (R N ) follows from (14) . Next, taking ϕ ∈ C ∞ 0 (R N ) such that 0 ϕ 1, supp ϕ ⊂ |y| < 2 , ϕ = 1 for |y| 1, we multiply − v · ϕ n by (15) , where ϕ n (y) = ϕ(y/n). Then, (14) is obtained by making n → +∞. Henceforth, such argument of justification will not be described explicitly.
Lemma 2.1 establishes the operator theoretical profiles of L as is desired; it is realized as a positive self-adjoint operator in L 2 (K) with the compact inverse and the domain D(L) = H 2 (K). Here, we note the following lemma.
Lemma 2.2. The multiplication K 1/2 induces the isomorphisms
L 2 (K) ∼ = L 2 R N , H 1 (K) ∼ = H 1 1 R N , H 2 (K) ∼ = H 2 2 R N .
Proof. It is obvious that
it holds that
we obtain
It also holds that ∇u ∈ H 1 (K) N and hence
follows similarly. The right-hand side of
therefore, belongs to L 2 (K), and hence yu ∈ H 1 (K) N follows from (17) . This implies
similarly to (17) again, which means |y| 2 v ∈ L 2 (R N ). Finally, the right-hand side of (18) and (19) . This means v ∈ H 2 (R N ) and 
Proof. Henceforth, C denotes a generic large positive constant. It suffices to show Proof. The last fact is a consequence of the general theory, because A is a positive self-adjoint operator in L 2 (K), see [9] . To show the first and the second facts, we use the relation derived from the interpolation theory, see [7] , that is,
where θ ∈ (0, 1). In fact, we have
and therefore,
This means the second case.
The first case is proven as follows. If N = 3, we have
for 2 < q r, r > 2 and r = q = 2, and therefore,
for any 2 q < ∞. Finally, if N 5, it holds that
The proof is complete. 2
Once Lemma 2.4 is proven, Proposition 1.1 is shown similarly to [9] . It suffices to use
The following proposition is also proven similarly. (4)- (5) 
is regarded as the H 1 (K)-solution u = u(·, t) to (1)-(2) through the transformation (3)
. It is also the L 1 -mild solution of [16] , and is provided with the following properties.
Proposition 2.2. If
for the solution u = u(·, t) to (1)- (2), where 
Stable and unstable sets
In this section we prove Propositions 1.3 and 1.4.
Lemma 3.1. If v = v(·, s) is the solution to (4)-(5) satisfying v(s
for s ∈ [s 0 , T ), where γ ∈ (0, 1) and λ = 
Proof. First, Proposition 1.2 implies
Using the above inequalities, we obtain
Then, inequality (21) follows. 0 , a contradiction to (22) . Thus, T = +∞ follows. The proof of (12) is similar to that of [9] . First, v ∈ W K implies
with 0 < λ = 
by Proposition 2.1 and (24), where s 0 s s 1 . Since Lemma 3.1 implies
Inequalities (25) and (26) imply
with a constant M > 0 independent of s ∈ [s 0 , +∞). Then, inequality (12) is obtained by Komornik's method, see [17] , and the proof is complete. 2
Lemma 3.2. If v = v(·, s) is an
Proof. If v ∈ V K , we have I K (v) < 0, and therefore,
by Lemma 1.2, (11), and λ * > λ = 1/(p − 1). Proposition 2.1, on the other hand, implies
for s s 0 , where
Then, (27) will follow from (29).
For this purpose, we use
The right-hand side of the above inequality is non-negative by (28), and therefore, (30) follows. 2
Proof of Proposition 1.4. The argument of [9] for the case of the bounded domain is not valid here, because
To avoid this difficulty, we suppose the contrary, T = +∞. It holds that v(s) ∈ V K for s ∈ [s 0 , +∞) by Proposition 2.1, and hence
by (6) and Lemma 3.2. This means 
is obtained for s s 0 .
We have, on the other hand,
for s > s 0 . In particular, there exists s 1 > s 0 such that
which, however, induces T < +∞ by Theorem 1.10 of [14] , a contradiction. 2
L q -theory of the generator
To study the floating orbit in detail, the L q -theory of L is useful. Henceforth, we define the operator
and
Here, we recall the following facts, see [14] .
First, −L 2 generates a holomorphic semigroup in L 2 (K), denoted by {e −sL 2 } s 0 . Second, λ 1 = N/2 is the first eigenvalue of L 2 , and hence the semigroup {e −s(
The following theorem has its own interest, where
for each 1 < q < ∞. 
Proof. In terms of the polar coordinate y = rω with r = |y|, the left-hand side of (33) is equal to
where K(r) = e r 2 /4 and
for (1/q) + (1/q ) = 1 and α, β ∈ R. Putting β = 1/q and α = (N + q − 1)/q , we obtain
, and therefore, inequality (33) will follow from
or equivalently,
Inequality (34) is immediate, because
Lemma 4.2. The multiplication K 1/q induces the equivalences
Proof. Relation (35) is obvious. Given u ∈ W 1,q (K), we take v = K 1/q u and obtain
by Lemma 4.1. This implies v ∈ W 
Proof of Theorem 2. We have
where V q (y) = and hence
Floating orbit
This section is devoted to the proof of Proposition 1.5. First, Theorem 2 guarantees that each m = 1, 2, 3, . . . admits δ > 0 and C > 0 such that
for s > 0. Next,
is an isomorphism for m = 0, 1, 2, . . . . In fact, this relation with m = 0, 1, 2 is proven in Lemma 4.2, and the other case is obtained by an induction based on Lemmas 4.1 and 4.3. From
where v = v(·, s) denotes the solution to (4)-(5). Thus, we may assume
Proof. We apply the L ∞ -energy method of [19] . Taking m 1, we multiply |v| m−1 vK to (4). It follows that
This implies
Sending m ↑ +∞, we obtain
by (9) . The assertion thus follows from
To complete the proof of Proposition 5.1, we use the following proposition obtained by [5] . 
We apply also the fact that T = +∞ in (4)- (5) implies
This is derived from Poincaré's inequality (10) , similarly to the prescaled case on the bounded domain, see [18, 2, 23] .
Proof of Proposition 1.5. From the assumption, we have T = +∞ and
If (13) is not the case, we have A > 0 and s k ↑ +∞ such that
and then we obtain
for δ(A) prescribed by Lemma 5.1. We may assume 
and hence it holds that
Thus,
follows from
where λ = We now obtain ∇v s k Here, we may assume
regarding (41) and
Relations ( Then, (7) follows. 
by (54) and |x| 2 u 0 ∈ L 1 (R N ), see [10] .
Remark 6.2. If
is assumed for any a ∈ R N , we can argue similarly to the prescaled case [9] In fact, we use the moment inequality, see [24] , 
