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Abstract
The superconducting state of matter enables one to observe quantum effects on the macroscopic scale and
hosts many fascinating phenomena. Topological defects of the superconducting order parameter, such as
vortices and fluxoid states in multiply connected structures, are often the key ingredients of these phenomena.
This dissertation describes a new mode of magnetic force microscopy (Φ0-MFM) for investigating vortex and
fluxoid sates in mesoscopic superconducting (SC) structures. The technique relies on the magneto-mechanical
coupling of a MFM cantilever to the motion of fluxons. The novelty of the technique is that a magnetic
particle attached to the cantilever is used not only to sense the state of a SC structure, but also as a
primary source of the inhomogeneous magnetic field which induces that state. Φ0-MFM enables us to map
the transitions between tip-induced states during a scan: at the positions of the tip, where the two lowest
energy states become degenerate, small oscillations of the tip drive the transitions between these states,
which causes a significant shift in the resonant frequency and dissipation of the cantilever.
For narrow-wall aluminum rings, the mapped fluxoid transitions form concentric contours on a scan. We
show that the changes in the cantilever resonant frequency and dissipation are well-described by a stochastic
resonance (SR) of cantilever-driven thermally activated phase slips (TAPS). The SR model allows us to
experimentally determine the rate of TAPS and compare it to the Langer-Ambegaokar-McCumber-Halperin
(LAMH) theory for TAPS in 1D superconducting structures. Further, we use the SR model to qualitatively
study the effects of a locally applied magnetic field on the phase slip rate in rings containing constrictions.
The states with multiple vortices or winding numbers could be useful for the development of novel
superconducting devices, or the study of vortex interactions and interference effects. Using Φ0-MFM allows
us to induce, probe and control fluxoid states in thin wall structures comprised of multiple loops. We show
that Φ0-MFM images of the fluxoid transitions allow us to identify the underlying states and to investigate
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Every scientifically inclined person has wondered about the possibility of building a perpetual motion ma-
chine at some point. It is certainly impossible to build a machine that does work without the external source
of energy. Moreover, even constructing a mechanical, electrical or thermodynamic machine which can move
indefinitely without dissipation is prohibitively hard. The reason is that the machine and the surrounding
media are composed of an enormous number of atoms. Hence, the entire system has a large number of the
internal degrees of freedom and low temperature excitations that make the dissipation inevitable. The super-
conducting state of matter is truly unique in this respect, since it demonstrates the complete disappearance
of the electrical resistance 1. Persistent currents in superconducting rings have been demonstrated to flow
without any measurable decay for a year [1]. Furthermore, the decay time of the supercurrent can exceed 105
years, as was shown by nuclear magnetic resonance measurements [2]. It is important to emphasize that the
persistent current states in the ring are metastable, non-equilibrium states of the system. This contrasts with
some other physical systems (e.g., mesoscopic normal metal rings in a magnetic field [3]), which demonstrate
persistent currents in equilibrium. The fascinating properties of the superconducting state stem from its
quantum mechanical nature. The electrons undergo pairing and form a superconducting condensate, which
is described by a macroscopic wavefunction. While significant progress has been made in the theoretical
understanding of superconductivity, understanding the various manifestations of superconductivity remains
one of the central problems of modern condensed matter physics.
Superconductivity has uses in many technological applications, and the number of superconducting ap-
plications is rapidly growing [4]. Superconducting cables, power capacitors and power surge protectors
could revolutionize the electric power grid. Superconducting electromagnets are used in Maglev trains, mag-
netic resonance imaging machines, particle accelerators and many other lab applications that require high
magnetic fields. From the applications point of view, the discovery of high temperature superconductors,
which can be cooled using liquid nitrogen, was a huge achievement, crucial for making technology econom-
ically viable. Considerable effort is being directed towards improving another important characteristic of
1Similarly, the phenomenon of superfluidity in liquid helium shows the disappearance of the viscosity.
1
superconducting materials - the critical current density.
While many superconducting devices have been suggested, one of the first being the cryotron [5], devices
that rely on the Josephson effect [6, 7] have many successful applications. Very sensitive magnetometers
are based on superconducting quantum interference devices (SQUID) [1]. The AC Josephson effect is
used as a basis for precise and convenient Josephson voltage standards [8]. Josephson junction-based single
flux quantum (SFQ) logic devices [9, 10, 11] offer high operating speeds (> 100 GHz) and remarkably low
power consumption (<1 aJ/bit). Ultra-low noise amplifiers that employ Josephson junctions are used for
the detection of microwave signals at the single-photon level [12].
Another promising application for superconducting circuits is quantum information [13, 14]. An impor-
tant step in the development of this application was an experimental demonstration that superconducting
circuits can support the superposition of two quantum states, an idea proposed by Anthony Leggett [15].
It has been shown that a superconducting loop interrupted by a Josephson junction can be in a quantum
superposition of states with clockwise and counter-clockwise flowing supercurrents [16, 17]. Using macro-
scopic superconducting devices for quantum computation has a significant advantage: in contrast to real
atoms, artificial atoms comprised of superconducting devices can be easily tuned by tailoring the design of
the devices.
For most superconductors, the behavior of the macroscopic superconducting wavefunction can be de-
scribed by a complex order parameter ψ(r) = |ψ(r)|eiϕ(r) with amplitude |ψ(r)| and phase ϕ(r) [1]. Let
us consider the phase winding
∮
∇ϕ · ds along a closed contour, such that the contour passes through the
interior of the superconductor and |ψ(r)| 6= 0 at all point along the contour. Because of the single-valued
nature of the superconducting order parameter, the phase winding along the contour must be 2πn, n ∈ Z
(Z is the set of integers). As will be discussed in the next chapter, each 2π of the phase winding corresponds
to a quantized fluxoid Φ0 = hc/2e, which we will further refer to as a fluxon. The phase winding is nonzero
if the contour encircles a topological defect of the superconducting order parameter. An example of such
a defect in a simply connected bulk superconducting sample is an Abrikosov vortex [18]. An Abrikosov
vortex has a normal core, where the amplitude of the order parameter is vanishing; the phase winding along
any closed loop around the vortex core is 2π. Each Abrikosov vortex carries one magnetic flux quantum:
Φ0 = hc/2e. Superconducting vortices that form in long Josephson junctions are called Josephson vortices.
Each Josephson vortex is associated with a single fluxon. For multiply connected superconducting samples,
such as rings, the phase winding around a ring must be 2πn, n ∈ Z. Hence, the ring can host discreet fluxoid
states labeled by winding numbers n. From the point of view of the superconducting phase, a fluxoid state
with winding number n is equivalent to n vortices (fluxons) sitting inside the hole. For this reason fluxoid
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states are also sometimes called ’giant vortex states’.
Superconducting vortices play a crucial role in many phenomena involving superconductors. The behavior
of vortices in superconducting samples largely determine their magnetic and electrodynamic properties [1].
The critical current density in a superconducting material strongly depends on the pinning of vortices.
Quantum interference of vortices gives rise to the Aharonov-Casher effect [19, 20]. It has been suggested
that superconducting vortices in topological insulator/superconductor heterostructures might host Majorana
fermions [21]. The behavior of the superconducting phase in multiply connected structures is at heart of
devices having great practical importance, such as SQUIDs and superconducting qubits. Many successful
experiments and theoretical proposals rely on superconducting devices with a ring topology, which enables
control of the superconducting phase in devices using an external magnetic field [22, 23, 24]. Fluxoid and
vortex states could be used for novel devices and for classical and quantum computation. The ability to
probe and control fluxons in mesoscopic superconducting structures is of great interest for both fundamental
physics and technological applications.
The development of scanning probe microscopy (SPM) techniques is one of the milestones of modern
technology. The field that started with the invention of scanning tunneling probe microscopy (STM) [25,
26, 27] has come a long way. Using piezoelectric transducers to raster scan the surface of the sample with
a specialized probe enables local fields and various properties to be measured at the nanoscale. Currently,
there are several dozen specialized (SPM) techniques that differ by probe type. For example, atomic force
microscopy (AFM) [28] employs the Van der Waals interaction between a sample and an AFM cantilever to
map the topography of the surface. AFM became an indispensable meteorology tool and an integral part
of any nanofabrication facility. The cantilever used in a magnetic force microscope [29] (MFM) is equipped
with a magnetic tip, which enables imaging of the magnetic field gradients on the surface of the sample.
MFM is commonly used to investigate magnetic and superconducting samples [30]. However, few MFM
studies of mesoscopic superconducting structures have been done.
This dissertation describes studies of mesoscopic superconducting structures employing a new operating
mode of magnetic force microscopy, which we call Φ0-MFM. Most of the experiments were performed in
narrow-wall multiply connected superconducting structures, in a regime in which fluxoid transitions are re-
versible. However, Φ0-MFM can also be applied to probe superconducting structures that support Abrikosov
or Josephson vortices, with some examples included in this dissertation. In experiments, we use MFM can-
tilevers with magnetic tips that generate ∼ 1-10 Φ0 of flux, applied to a micron-size region on the surface of
the chip. This technique makes measurement of the structures invasive by design. Moving the tip with re-
spect to the structure induces different fluxoid states. In the case of complex structures, which are comprised
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of multiple loops, the inhomogeneous field of the tip induces states that are not accessible when applying
a homogeneous field. By raster scanning the tip above the sample, we can map the transitions between
the tip-induced fluxoid states during a scan. This is possible, because of the driven transitions between
fluxoid states at the points where their energies cross. An Φ0-MFM image of fluxoid transitions enables
us to identify the underlying states, probe their energetics and dynamics, and control the fluxons in the
structure by using the image as a map of the tip movements.
In Chapter 2, we provide a summary of the theoretical and experimental studies of fluxoid and vortex
states in mesoscopic superconducting structures, along with necessary background information about su-
perconductivity. In this chapter, we also describe stochastic resonance phenomena and give a summary of
magnetic imaging techniques and MFM. Chapter 3 contains a technical description of the MFM microscope,
sample preparation and some experimental procedures. In Chapter 4, we describe measurements of individ-
ual fluxoid transitions in superconducting rings [31]. The stochastic resonance model of driven thermally
activated phase slips is presented and used to determine phase slip rates. A qualitative study of a super-
conducting ring containing constrictions is reported. In Chapter 5, the measurements of superconducting
structures containing multiple loops are presented.
Below we provide the chronological list of important events and discoveries related to topics, discussed
in this dissertation:
1911 Heike Kamerlingh Onnes discovers superconductivity.
1933 Meissner and Ochsenfeld observe the expulsion of magnetic field from the interior of superconductor.
1937 Shubnikov and his associates experimentally observed type-II superconductivity.
1947 Lars Onsager predicts the vortices in superfluid helium.
1950 development of the phenomenological Ginzburg-Landau theory of superconductors [32].
1950 the concept of fluxoid is introduced by F.London [33].
1957 Bardeen, Cooper and Schrieffer present microscopic theory of superconductivity [34].
1955 vortices in superfluid helium are theoretically investigated by R.Feynman [35].
1957 superconducting vortices and type-II superconductivity are predicted by Abrikosov [18].
1961 experimental confirmation of flux quantization [36, 37].
1962 observation of Little-Parks effect [38].
4
1964 observation of superconducting vortex lattice by neutron diffraction [39]
1967 observation of individual vortices using magnetic decoration technique [40].
1982 development of scanning tunneling microscopy (STM) [25, 26].




2.1 Vortex and fluxoid states in superconducting structures
2.1.1 Superconducting state
The phenomenon of superconductivity was discovered by H. Kamerlingh Onnes. He found that the electrical
resistance of metals, such as lead and mercury, disappears abruptly at certain material-dependent critical
temperature Tc. Later Meissner and Ochsenfeld discovered that superconductors demonstrate perfect dia-
magnetism - the Meissner effect. They found that if the sample is cooled in external magnetic field, the
magnetic field is expelled from the interior of the superconductor at temperatures below Tc. The conden-
sation energy density of the superconducting state is the difference between the free energy density of the
superconducting fs and normal fn states in zero field. Thermodynamic critical field Hc is the field that
induces the same energy per unit volume as the condensation energy.
H2c (T )
8π
= fn(T )− fs(T ) (2.1)
London equations. London brothers proposed two phenomenologically motivated equations that de-

















Here h is microscopic magnetic field, Js is supercurrent density and λ is superconducting penetration depth.
The first London equation reflects the fact that electric field is needed only to change, but not to mountain
the currents (perfect conductivity). The second equation implies that the magnetic field is exponentially
screened from the interior of the superconductor with a lengthscale λ (perfect diamagnetism). Penetration
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where m is mass of electron.
If we choose the London gauge for vector potential A, specified by the condition divA = 0, the London





London equations provide a simple way to describe the electrodynamic behavior of superconducting samples
under various conditions. However, the London theory is not applicable to cases where ns varies in space,
or when currents and magnetic fields are sufficiently strong to result in the suppression of ns.
BCS theory. The microscopic theory of superconductivity was developed by Bardeen, Cooper and Schri-
effer (BCS) [34]. It was shown that even a weak attractive interaction between electrons, that arises due to
electron-ion interactions, results in the formation of Cooper pairs of electrons with opposite momentum and
spin, thus opening up an energy gap. As a result, an energy gap ∆ of the order of ∼ kBTc opens between
the ground state and quasi-particle excitations. BCS theory successfully describes superconductivity in pure
metals and alloys (e. g. Al, Nb, Sn, Pb, NbTi, MgB2) with Tc typically below 30 K. These superconducting
materials, which are often called “conventional”, have s-wave pairing symmetry.
The discovery of “unconventional” superconductors, that are not described by BCS theory, demon-
strated the existence of other pairing mechanisms that are still not fully understood [42]. Cuprates [43] (e.g.
YBa2Cu3O7, Bi2Sr2CuO6, Bi2Sr2CaCu2O8) were the first superconducting material showing superconduc-
tivity at liquid nitrogen temperatures. These compounds show Tc as high as 133 K at ambient pressure
and 164 K at high pressures. Experimental evidence strongly suggests d-wave pairing in cuprates [22, 44].
Iron-based superconductors [45, 46, 47](e.g. LaFeAsO1−xFx, LiFeAs, FeSe, FeSe0.5Te0.5) have Tc up to
56 K. While there is experimental evidence that some iron-based superconductors have s±-wave pairing
symmetry, different symmetries of a superconducting state for different compositions of the same material
might be possible [48]. Both cuprates and iron-based superconductors have quasi-2D layered structure and
are often referred to as “high-temperature superconductors”. The development of the microscopic theory
of superconductivity in these compounds might pave the way for predicting materials with higher values of
Tc. Superconductivity at 203 K was reported at high pressures in the sulfur hydride system [49]. Other su-
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perconducting materials, such as Sr2RuO4 [50] and heavy-fermion superconductors [51, 52] (e.g. CeCu2Si2,
UPt3, UBe13), despite showing low Tc, are of interest because of their suspected p-wave pairing symmetry.
While the pairing mechanism may vary, the two-electron pairing itself is essential for superconductivity.
Cooper pairs, being composite bosons, form superconducting condensate similar to 4He atoms during Bose-
Einstein condensation(BEC). It should be noted, however, that the size of Cooper pairs is larger then the
separation between them, so that the overlap can not be neglected. It was experimentally shown for ultracold
Fermi alkali gases, that by tuning interactions between atoms it is possible to realize BEC-BCS crossover [53].
2.1.2 Phenomenological Ginzburg-Landau (GL) theory
The phenomenological theory of superconductivity was developed by Ginzburg and Landau [32]. GL theory
applies the idea of Landau theory of second order phase transition to superconductors. GL theory introduces
complex order parameter ψ(r) = |ψ(r)|eiϕ(r) that has non-zero value in superconducting state. The super-
conducting order parameter corresponds to the macroscopic superconducting wavefunction, and it is common
to chose normalization so that the square of its amplitude gives the density of Cooper pairs n∗s = |ψ|2. While
GL theory is phenomenological, it was shown by Gorkov [54] that GL theory can be derived as a limiting
form of the BCS theory close to Tc. It is worth noting that GL theory is successfully used to describe
properties of not only conventional superconductors, but also cuprates and iron-based superconductors, for
which the BCS theory fails. However, as a phenomenological theory of second-order phase transition, GL
theory is valid quantitatively only near Tc.
Ginzburg-Landau theory states that close to superconducting transition, where ψ is small, the free energy
density can be expended:








∣∣∣∣2 + h28π (2.6)
Here, fn0 is the free energy density in the normal state, h is the microscopic magnetic field, A is
the magnetic field vector potential, e∗ = 2e and m∗ = 2m are the charge and mass of the Cooper pair,
respectively. In the absence of magnetic field and gradients, the free energy is minimized by |ψ∞|2 ≡ −α/β.
From the definition of Hc (Eq. 2.1) we can find that:
fs − fn = −H2c /8π = −α2/2β. (2.7)
If we take into account that





we can express GL parameters in terms of Hc and λ:










By minimizing GL free energy we can find Ginzburg-Landau differential equations:






















where vs is supercurrent velocity of superconducting electrons. The second equation describes the relation
between the supercurrent density Js, and the phase of the superconducting order parameter and vector
potential.
The Ginzburg-Landau coherence length ξ(T ) sets the correlation length for small disturbances of ψ (this













where Φ0 = hc/2e is the fluxoid quantum.
Superconductors in magnetic field






To show the meaning of κ, it is useful to consider the surface energy of the boundary between the supercon-
ducting (S) and normal (N) phases. It can be shown that the energy of the surface boundary per unit area
is of the order of (ξ−λ) ·H2c /8π, where ∼ (ξ−λ) is the effective thickness of the boundary layer. For λ ξ
(κ 1), the surface energy is positive. This corresponds to so-called type-I superconductors. In this regime,
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the first order phase transition between the superconducting and normal phases happens at critical field Hc.
If a type-I sample is placed in an external magnetic field H < Hc, but such that the resulting field in some
points on the surface exceed Hc (which is possible for samples with non-zero demagnetizing factor), the
regions of superconducting and normal phase will coexist inside the sample, forming so-called intermediate
state. The details of the shape of S and N regions are determined by the requirement to minimize the area
of the boundary between the phases and the energy of the magnetic field outside the sample.
Case λ ξ (κ 1), that corresponds to type-II superconductors, was first analyzed by Abrikosov [18].
It was shown that instead of showing first order phase transition at Hc like type-I superconductors, the flux
starts to enter the interior of superconductors at a lower critical field Hc1 < Hc in form of superconducting
vortices, each carrying one quantum of flux Φ0. The negative sign of the SN surface energy explains this
behavior. The final destruction of the superconductivity happens at an upper critical field Hc2 > Hc in a














The critical value of the Ginzburg-Landau parameter that separates two regimes is κ = 1/
√
2.
It should be noted that the geometry of the superconducting sample can dramatically modify its response
to a magnetic field. For example, for thin films with thickness d < λ, the effective magnetic screening length





For sufficiently thin films, regime Λ > ξ can be realized even for type-I superconductors for which (λ < ξ).
Consequently, thin films of type-I superconductor can show type-II behavior and host vortices. Similarly,
for mesoscopic superconducting structures Hc1 and Hc2 are generally different from values for bulk mate-
rial (Eqs. (2.16), (2.17)), and can be determined from numerically solving GL equations.
Josephson effect.
Josephson considered supercurrents between two weakly coupled superconductors [6]. Such coupling can
be realized by means of a thin insulating oxide barrier (S-I-S junction), thin normal metal layer (S-N-
S junction), or a narrow constriction in a superconducting wire. It was found that the supercurrent has a
10
sinusoidal dependence on the phase difference ∆ϕ between the two superconductors I = Ic sin(∆ϕ), where Ic
is critical current, which is determined by the parameters of junction. Since the phase of the superconducting
order parameter is not a gauge-invariant quantity, it is useful to use a gauge-invariant phase instead:
γ ≡ ∆ϕ− (2π/Φ0)
∫
A · ds (2.19)
Then the supercurrent through the junction and the energy of the junction is given by:
I = Ic sin γ (2.20)










Figure 2.1: Magnetic field and order parameter distribution for an isolated Abrikosov vortex. Adopted
from [1].
In type-II superconductor κ > 1/
√
2, the surface energy of the boundary between superconducting
and normal phase becomes negative. As a result the flux penetrating the sample breaks up into filaments –
Abrikosov vortices. Each vortex has a core region of radius∼ ξ, where the superconducting order parameter is
suppressed. The supercurrents circulating around the core extends ∼ λ from the core, as shown in figure 2.1.
The total flux carried by each Abrikosov vortex is Φ0. From the point of view of GL theory vortex is a
topological defect of the superconducting order parameter – a phase winding around any contour containing
a vortex is 2π, whereas it is zero for any contour without vortices in a simply connected superconductor. In
the case λ ξ, the solution to an individual vortex problem can be found by using London equation (2.3),
which will be valid everywhere except inside a core region:
4πλ2
c
curl Js + h = ẑΦ0δ(r) (2.22)
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The term on the right side was added to account for the core of the vortex which contains singularity of
the phase. By solving Eq. (2.22), we can find the distribution of the magnetic field h(r) (see Fig. 2.1). It is


















, ξ  r  λ. (2.24)















, ξ  r  λ. (2.26)
At the distances < λ from the core the current decreases linearly, while at larger distances the decay become
exponential due to the screening.
The force per unit length acting on a vortex f in general situation can be expressed through the total
supercurrent density Js at the location of the core of the vortex due to all other vortices or transport
currents [1]:




From Eq. (2.28), we can conclude that the interaction between two Abrikosov vortices changes as 1/r,
when the separation between vortices is smaller than λ and drops off exponentially if the separation is larger
than λ.
In superconducting films which are in the Pearl regime (d < λ), the magnetic screening is goverend by
the Pearl length Λ (see Eq. (2.18)), and the properties of vortices qualitatively change. In this case they are










, ξ  r  Λ. (2.29)
By using Eq. (2.28), we find that at small separations the interaction between Pearl vortices changes as
∼ 1/r, however at large vortex-vortex separations it decreases only as ∼ 1/r2. Thus, in comparison to
Abrikosov vortices, Pearls vortices have stronger long-range interactions.
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2.1.4 Fluxoid states in multiply connected superconductors
Fluxoid quantization.
The concept of fluxoid Φ
′
was introduced by F.London for multiply connected superconductors. For a








λ2Js · ds (2.30)
The fact that the fluxoid is quantized can be seen if we rewrite it in terms of vs and A and then apply the












· ds = c
e∗
∮




= 2.07× 10−7G cm2 = 2.07× 10−15Wb (2.32)
It is interesting to consider fluxoid quantization from the perspective of GL theory. The phase winding
around any closed contour inside a superconductor must be a multiple of 2π as a consequence of the single-
valuedness of the complex superconducting order parameter ψ:
∮
∇ϕ · ds = 2πn, n ∈ Z (2.33)
By substituting ∇ϕ = m∗vs/~ + e∗A/~c (Eq. (2.12)) we again find that fluxoid must be quantized in units
of Φ0.
While the fluxoid is always quantized, the flux through the ring is quantized only if the ring has sufficiently
thick wall w  λ to completely screen the magnetic field from the interior of the wall. In this case,
there is a contour along which vs = 0 and hence Φ = Φ
′
= nΦ0. The experimental confirmation of flux
quantization [36, 37] in units of h/2e is a strong evidence of electron pairing in superconductors.
2.1.5 Fluxoid states in superconducting rings
Fluxoid states of 1D superconducting ring
We consider a thin-film superconducting ring with radius R, wall width w and film thickness d, in the
external magnetic field H. If w  ξ, than the variation of the order parameter in the radial direction can
be neglected. In this regime, the ring behaves as 1D and the order parameter depends only on the azimuth
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angle θ. The superconducting ring can be in one of multiple fluxoid states, each of which is characterized
by an integer phase winding number n. The solutions for the order parameter takes the form:
ψ(θ) = ψ0e
inθ, n ∈ Z. (2.34)
We assume that w, d λ and the self-induced magnetic field of the ring is negligible. The external magnetic
field applies flux Φ = πR2H through the ring. Further, we use the flux in units of Φ0: φ = Φ/Φ0. The


















where ψ∞ is the amplitude of the order parameter in the absence of magnetic field (Eq. (2.8)). Only the
terms with the lowest order in w/2R have been kept in this solution (2.35).
Using the solution for the order parameter, we find the energy of the ring with applied flux φ and winding
number n:















where Fc = V (H
2
c /8π) is the superconducting condensation energy of the ring in zero field, V = 2πRwd is
the volume of the ring. The supercurrent, circulating in the ring, is I = −c (∂F/∂Φ):






























It could be shown that I0 = (3
√
3/2)(ξ/R)Ic, where Ic is the critical current of the wire with cross-sectional
area wd.
The energies and currents of the fluxoid states are shown in Fig. 2.2. The solid and dashed lines correspond
to thermodynamically stable and metastable parts of the curves accordingly.
Infinitely narrow wall: w  2R. When the effects due to the finite wall width can be neglected, the
free energy of the fluxoid states of the ring are given by:
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Figure 2.2: Fluxoid states in 1D superconducting ring. (a) Narrow-wall long ring: w  ξ < 2R, (ξ = 0.3R,
w = 0.05R). (b) Narrow wall short ring: w  2R < ξ, (ξ = 3R, w = 0.05R). (c) w . ξ < 2R, (ξ = 3R,
w = 0.3R). (d) Wide wall short ring: w . 2R < ξ, (ξ = 3R, w = 0.2R). The solid and dashed lines
correspond to thermodynamically stable and metastable parts of the curves accordingly. Black dashed lines
represent the “envelope” curve (Eq. (2.44)) that describes the positions of the energy minima of the fluxoid
states.
Each fluxoid state with winding number n is thermodynamically stable for fluxes in the range n−1/2 < φ <
n+ 1/2. A state with winding number n reaches the energy minimum at φ = n. The free energy and super
current of the ground state are periodic functions of the applied flux Φ with period Φ0. If the diameter of
the ring is less than the coherence length ξ > 2R, then the ring is superconducting only at some values of
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flux, because of the strong pair-breaking effects (Fig. 2.2(b)).
If the ring is large, so that 2R  ξ, then there are multiple fluxoid available states for each value of
flux. The energies and supercurrents of the states have parabolic and linear dependence on flux respec-
tively (Fig. 2.2(a)):








I(n, φ) = −I0(φ− n). (2.41)
The effect of the finite wall width. In this case, the energies of the fluxoid states with winding numbers






















Because of the finite wall width the energies of the fluxoid states increase as the magnitude of the flux grows,
which can be seen from figures 2.2(c-d). The “envelope” curve, that describes the positions of the energy













is shown in Fig. 2.2 by black dashed lines. From the condition Fmin(φ) = 0 we find the critical flux and the

















Not surprisingly, the critical field of a ring with wall width w (Eq. (2.46)) is the same as the parallel critical
field for a thin film with thickness w < λ [1] (p. 131).
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Phase slips in 1D SC rings
To make a transition from fluxoid state n to fluxoid state n + 1, the phase winding around the ring must
increase by 2π. It is clear, that during this transition the amplitude of the superconducting order parameter
must be momentarily driven to zero in some small section of the ring. This process is called a phase slip and
was first considered by Little [56]. The energy barrier for a phase slip is determined by finding the lowest
energy path between n and n+ 1 states in the wave function configuration space {ψ(θ)}. The saddle-point
intermediate state that determines the barrier is also a stationary point of the GL functional, but an unstable
one.











where w and d is the width and the thickness of the wire. It could be noticed, that ∆FLA is equal to
condensation energy of the section of wire that is ∼ 3.77ξ long. Langer and Ambegaokar’s solution was















where δ(φ, n) is the normalized difference between the squares of the order parameter amplitudes near and













The approximate solution for δ(φ, n) is:








For φ = n + 1/2 we find that δ = 1, and Eq. (4.27) gives the same phase slip energy barrier as Eq. (2.47).
In a regime L ξ(T ), the saddle point energy is independent of the applied flux
Fsn(φ) ≈ −Fc + ∆FLA, (2.51)
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and the energy to escape from the n-th state is:
∆Fn(φ) = Fsn − Fn ≈ ∆FLA − 2Fc
ξ2
R2














The rate of thermally activated phase slips (TAPS) has an Arrhenius law form:
Γ(T ) = Ω exp(∆F/kBT ), (2.53)
where Ω is the attempt frequency. It was later suggested by McCumber and Halperin [59] that the attempt
frequency is
Ω = (L/ξ)(∆F/kBT )
0.5/τ, (2.54)
where τ = π~/8kB(Tc−T ) is the characteristic relaxation rate of the superconductor in the time-dependent
GL theory [1]. Equations (2.47),(2.53),(2.54) are commonly referred to as Langer-Ambegaokar-McCumber-
Halperin (LAMH) theory of the thermally activated phase slips. The metastability of the fluxoid states
depends on the height of the corresponding phase slip energy barrier. Close to the superconducting transition
temperature Tc, the energy barrier become sufficiently low to make the probability of the phase slip event
high on the measurement timescale. In this case, the fluxoid transitions of the ring become reversible.
Fluxoid transitions in 2D superconducting rings
In superconducting rings with wide walls (w > ξ), the variations of the superconducting parameter across
the wall must be considered. Furthermore, states in which a superconducting vortex is sitting in the wall
of the ring become possible. In 2D superconducting rings, the fluxoid transitions are realized by vortices
traversing the wall of the ring, rather than by phase slips. The problem of a thin film 2D superconducting
ring was treated analytically by Kogan et al. [60] using London approach. They found that the free energy
of the ring with inner and outer radii a and b, that is made of a thin superconducting film with the Pearl
length Λ is
F (φ, n) = ε0(n
2 − 2nφ+ φ2χ). (2.55)


















Further, the energy of the ring with a wall vortex, positioned at x = v from the center of the ring, is given
by:



























The different signs in the equation (2.58) correspond to vortex and antivortex, respectively. For a 2D
superconducting ring, the saddle point for the fluxoid transition is set by an intermediate state with vortex
in the wall of the ring. In the case b− a a, the corresponding energy barrier is
∆F ≈ εv + 0.5ε0(2n− 2φ+ 0.5). (2.60)
2.2 Stochastic resonance
The phenomenon of stochastic resonance [61, 62, 63] arises in nonlinear systems that have the following
components: i) a weak periodic input; ii) an energy activation barrier or other type of threshold; iii) internal
or external source of noise. The response of the system, containing these ingredients, to the weak input
shows a resonance-like behavior as a function of the noise level. At low noise level, the input is too weak to
overcome the energy barrier and change the state of the system. When the noise level is high, the response of
the system is dominated by the noise rather then by the weak coherent input. Finally, stochastic resonance
occurs when an optimal noise level assists the system to respond to the coherent input.
A generic model of stochastic resonance is an overdamped Brownian particle in a double-well poten-
tial (Fig. 2.3(a)) subjected to a periodic forcing (Fig. 2.3(b)):





x4 −A0x cos(ωt) (2.61)






















Figure 2.3: Stochastic resonance in double well. (a) Double well potential with two stable states at −xm
and xm. (b) Effect of the periodic force on the double well potential. (c) Simulated hopping of a Brownian
particle subjected to a periodic force (shown dashed line) in a double-well potential at several values of
temperature T . Solid line represents the position of the particle after binary reduction as a function of time.
Second from the bottom panel shows conditions which are close to stochastic resonance.
separated by energy barrier ∆V = a2/4b, is given by the Arrhenius law:






where Ω is an attempt frequency. The periodic force tilts the double-well potential back and forth, as shown
in figure 2.3(b). The simulated dynamics of the particle is shown in Fig. 2.3(c) at several temperatures.
While x(t) is stochastic, the averaged over the ensemble of noise realizations mean value 〈x(t)〉 shows a
response to the periodic input. For small amplitudes of the input signal, the response can be written as:














where 〈x2〉0 is the temperature dependent variance of the position of the particle in the absence of the force.
As can be seen from Eq. (2.64), the amplitude of the response depends on Γ. Moreover, the response reaches
its maximum 2Γ ∼ ω – stochastic resonance occure.
Stochastic resonance behavior has been discovered in bistable nanomechanical oscillators [64], SQUIDs [65,
66], bistable ring lasers, semiconducting devices, chemical reactions and many other physical and biological
systems [61].
While the term “stochastic resonance” was coined in 80s, a very similar effect in the dynamics of thermally
activated defects has been known for a long time and used to explain the temperature dependence of the




3.1 Magnetic force microscopy
The ability to probe a magnetic field on the micro- and nano- scale opens many possibilities both for
science and technology. Magnetic imaging techniques can be divided into scanning probe techniques and
other methods that employ optics or electron microscopy. Some of the non-scanning techniques are Lorentz
electron microscopy, magneto-optic microscopy, Sagnac interferometry and Bitter decoration [30]. Scanning
probe magnetic imaging techniques use a variety of probes: SQUID [30], Hall bar [30], nitrogen-vacancy
centers [68] and a magnetically levitated atomic Bose-Einstein condensate [69]. Magnetic force microscopy
(MFM) employs the interaction between a magnetic tip at the end of the cantilever and local magnetic fields
of the sample [29]. MFM is a well established technique, the details of which have been carefully analyzed
and described [70, 71, 72, 73, 30]. For the magnetic imaging technique, it is often important to be non-
invasive. From this perspective, using a magnetic tip might be a disadvantage. For MFM to be non-invasive,
the magnetic field of the tip must be sufficiently weak, so that it does not significantly perturb the state
of the sample. On the other hand, some “active” MFM measurements take full advantage of the magnetic
field of the tip. For instance, the field of the tip has been used to manipulate individual superconducting
vortices [74] and to measure the superconducting penetration depth on the nanoscale [75]. In this work,
we use MFM in an active mode. The magnetic field of the tip is relatively strong: the tip applies several
magnetic flux quanta to the sample, as shown in figures 3.1. The active approach enables us to efficiently
probe the energetics of the fluxons in the structures. The magnetic field modulation, produced by the
oscillations of the cantilever, is used to probe the dynamic effects in the superconducting structures. An
unconventional pendulum mounting geometry of the cantilever enables us to create a differential modulation
of the magnetic field on the surface (see Fig.3.1).






Figure 3.1: MFM cantilever positioned over superconducting structures. The SmCo5 magnetic particle is
attached to the tip of the cantilever. The magnetic moment of the particle is oriented perpendicular to the
surface, in the z-direction, and produces a highly inhomogeneous magnetic field in its vicinity (illustrated
as the disk shaped region near the tip).







+ k(x− x′) = Fsignal(x, t) + Fnoise(t) + Fpiezo(t), (3.1)
where meff is the effective mass of the cantilever, Γ is the damping constant, k is the spring constant
measured at the cantilever tip, x′ is the equilibrium position of the tip of the cantilever. The left side of
Equation (3.1) contains forces acting on the cantilever: Fsignal(t) is the force due to the magnetic interaction
with the sample, Fpiezo(t) is the sinusoidal drive that maintains the oscillations of the cantilever, Fnoise(t) is
an effective random force that accounts for the thermal Brownian motion of the cantilever.
The effective spring constant of a clamped cantilever beam of length l, width w, thickness t, which is













For a mass-loaded cantilever, which in addition to the distributed mass md has a concentrated mass mc at
the end, the effective mass is meff = mc + 0.24md [76].






(Mtip ·Bs) dr3, (3.4)
where Mtip is the distribution of the magnetization inside the tip, Bs is the distribution of the magnetic
field generated by the sample; the integration is done over the volume of the magnetic tip. While taking into
account the spatial distribution of the magnetization of the tip is important for a quantitative simulation









In the case of a static interaction of the tip with the sample (e.g., hard magnetic sample), the signal force
depends only on the position of the tip Fsignal(x, t) = Fsignal(x). For a small displacement of the tip (x−x′)













If present, the force gradient will effectively change the spring constant of the cantilever
keff = k −
dFsignal
dx
If the gradient is small (dFsignal/dx < k), the resulting shift of natural resonant frequency is given by













Two approaches are used to detect the shift of the resonant frequency of the cantilever. In the first
one, which is called slope detection, the cantilever is driven at a constant frequency. This frequency is
strategically chosen to be on the high slope part of the resonant peak of the cantilever, slightly away from
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the resonant frequency itself. The changes in the resonant frequency are detected from the change of the
amplitude and the phase of the cantilever. This detection method is commonly used in commercial MFMs.
The measurement bandwidth in the slope detection method decreases with the quality factor Q of the
cantilever. This prevents using high-Q cantilevers to increase the sensitivity. In the frequency modulation
detection (FM) mode [77] the resonant frequency is measured directly, while the cantilever oscillations are
maintained using a positive feedback loop. The FM technique, which is used in our experiments, enables
one to take advantage of the cantilevers with high quality factors without compromising the bandwidth of
the measurements.
According to the fluctuation-dissipation theorem, the Langevin random force Fnoise(t) – which reflects the
effects of thermal noise – has a spectral density SF = 4ΓkBT , where T is the temperature of the cantilever,
kB is the Boltzmann’s constant. For the FM detection mode, the thermal noise sets the following limits on











In these expressions, B is the bandwidth of the measurement, and x0 is the oscillation amplitude of the
cantilever.
It is useful to consider the dynamics of the cantilever in the frequency domain. In the FM mode the
cantilever is driven at its resonant frequency ω with amplitude x0: x(t) = x0e
iωt. The Fourier transformation
of the Eq. (3.1), taken at frequency ω, is given by:




where γ0 = Γ/2m is the dissipation of the cantilever, F̂signal(ω) is the Fourier component of the signal
force Fsignal(x(t), t) at frequency ω; forces Fnoise(t) and Fpiezo(t) are not shown explicitly in Eq. (3.10). If
Fsignal is sufficiently small, the following shifts of the resonant frequency ∆ω ≡ ω − ω0 and the dissipation



















The component of the force, which is in-phase with the motion of the cantilever, changes the resonant
frequency, and the out-of-phase component of the force affects the dissipation. Equations (3.11) and (3.12)
describe the interaction of the cantilever with both dynamic and static fields. This can be seen by Taylor
expending Fsignal(x, t) around x
′, substituting x(t) = x0e
iωt and taking the Fourier transformation:






The second term on the right hand side of the equation (3.13) describes the effect of the static field on the
cantilever and reproduces the result given by (3.7), considered earlier. The first term describes the dynamic
response of the sample to the oscillations of the magnetic tip. In the general case, the dynamic response
could modify both the resonant frequency and the dissipation of the cantilever. It is worth noting that the
dynamic signal is proportional to ∂Bz/∂x, while the static MFM signal is proportional to ∂
2Bz/∂x
2. As an
a example of the dynamic MFM, the interaction between the MFM tip and eddy currents in a conducting
sample has been demonstrated [73].
3.2 Experimental setup
The key component of the setup is an ultra-soft silicon cantilever with a magnetic particle attached to
the tip (Fig. 3.2). The motion of the cantilever is detected by a fiber-based laser interferometer. The
cantilever is mounted in a pendulum geometry above the surface of the chip, containing micro-fabricated
superconducting structures. The chip is mounted on a stack of positioners and a scanner that allows the
cantilever to approach the surface of the chip and perform raster scanning of the surface. Scanning and
data acquisition is implemented by using a field programmable gate array (FPGA). Communications with
the FPGA, automation of the measurements and control of the entire system is accomplished by LabVIEW
programs that are run on a computer. The microscope is placed inside a low-temperature system. In the
following sections we consider all these elements in detail.
3.2.1 Low temperature system
The low temperature system, used in all measurements, is a continuous flow He-3 refrigerator (He-3-SSUHV-
CF, Janis Research Company, Inc., Wilmington, MA, USA), shown in Fig. 3.3 (left panel). The refrigerator
is installed on a vibration isolation table, which is raised 7 ft above the floor. A helium dewar (Precision
Cryogenic Systems, Inc., Indianapolis, IN, USA) with 6” bore fits over the refrigerator. A 6 ft deep pit

























Figure 3.2: Schematics of the MFM setup.
(Cryomagnetics Inc., Oak Ridge, TN, USA), which is mounted inside the dewar, is controlled by the Model
CS4 magnet power supply made by the same company.
During normal system operation, the inner vacuum chamber (IVC) of the refrigerator is immersed into
liquid helium, which fills the dewar. The vacuum inside the IVC is needed to thermally insulate the 1K
pot and the He-3 pot from the dewar. The base temperatures of the 1K pot and the He-3 pot are 1 K and
310 mK, respectively. As shown in Fig. 3.3 (left panel), the He-3 pot is attached to the bottom of the 1 K
pot, which is connected to the IVC flange. At each stage, all wires and coaxial cables are thermalized using
gold plated copper heat bobbins.
The magnetic force microscope is housed inside the ultra-high vacuum chamber (UHV), which is mounted
below the He-3 pot. This allows the sample to be cooled to a base temperature of 340 mK. Low pressure
inside UHV (≈ 10−8 Torr) is necessary to maintain the high quality factor of the cantilever. A heater
and two temperature sensors are mounted on the sample chip holder: a ruthenium oxide (RuOx) sensor
(RX-102A, Lake Shore Cryotronics, Inc.) is used at low temperatures, while a Cernox CX-1070 (Lake Shore

























Figure 3.3: (left panel) He-3 refrigerator. Black and blue dashed lines represent the IVC and UHV cans
respectively. White dashed line marks the part of the system, shown on the right panel; (right panel) MFM
microscope: the sample chip holder is mounted on top of the XYZ scanner. Sample chip is retained by two
clips. The cantilever chip is mounted above the sample chip.
controller (Model 340, Lake Shore Cryotronics, Inc.) with 0.3 mK precision.
3.2.2 Cantilever detection setup
Laser interferometer
The motion of the cantilever is detected by focusing 1510 nm wavelength light from a fiber optic laser inter-
ferometer [78] onto the 10µm × 10µm paddle fabricated near the tip of the cantilever. The interferometer
uses a laser diode (OL5109L-5A 5mW 1510 nm DFB Laser, OKI Optoelectronics), which is powered by a
low-noise current source (LDX-3620, ILX LightWave Inc.). The magnitude of the current typically used was
17 mA. The embedded thermoelectric cooler allows control of the laser diode wavelength. An additional
RF modulation of the laser current is used to limit the laser coherence length, which lowers the noise due
28
to optical feedback and optical interference [79]. To generate the RF modulation, a 200 MHz signal from a
voltage-controlled oscillator (ZX95-400, Mini-Circuits) is passed through a voltage-variable attenuator (5 dB,
Mini-Circuits).
The output of the laser diode is coupled via an optical fiber to a voltage-controlled optical attenuator
(MMVOV-1-1550-5-9/125-3A3A-0.25-1, OZ optics). The optical attenuator is followed by a 99:1 directional
coupler (FFC-X142PB1XX-SFO572, JDS Uniphase). Most of the laser power is sent through the transmis-
sion terminal of the coupler to a photodiode (FCI-InGaAs-70-SM-FC, OSI Optoelectronics), which we refer
to as the reference photodiode. A feedback control loop on the output of the reference photodiode is used to
tune the laser power. In most measurements, the laser power was 25-100 nW. The other port of the coupler
is connected to a long fiber, which is sent to the UHV chamber using a feedthrough [80]. Finally, another
photodiode, which is used to measure the interference signal, is connected to the back coupled laser light.
We refer to this photodiode as the signal photodiode.
The termination of the optical fiber pointed towards the cantilever must be of high optical quality. The
smooth end surface of the fiber is achieved using a commercial optical fiber cleaver (S323, FITEL). Prepared
in this way, the end surface reflects only about 4% of the laser light. The end of the fiber is held by a
stainless steel tube with a borosilicate ferrule (BD ACCU-GLASS). A small lens (350350C00 coating:10238,
LightPath) is glued to the other end of the stainless steel tube, so that the end of the fiber is positioned in
the focal point of the lens (1.6 mm away). The stainless steel tube is then used to optically align the fiber
with the paddle at the end of the cantilever.
Electronics
The output of the signal photodiode is fed into two SR560 preamplifiers (Stanford Research Systems, Inc.),
one of which is AC-coupled and another is DC-coupled. The signal from the output of a DC-coupled
preamplifier is used for fringe locking - tuning the wavelength λL of the laser so that the optical cavity
that forms between the paddle of the cantilever and the cleaved end of the fiber has length λ(n+ 1/4)/2 or
λ(n+ 3/4)/2, where n is integer. This condition maximizes the slope of the fringe and hence the detection
sensitivity. Fringe locking is maintained using a PID feedback loop, which controls the wavelength of the
laser via the thermoelectric cooler.
The signal from the AC-coupled preamplifier is passed through a band-pass filter (∆f ≈ 4 kHz) and is
used for self oscillating the cantilever at its resonant frequency [77]. The signal is directed to an amplitude
control box, which corrects the phase of the signal and changes the gain inside a feedback loop to maintain
the desired oscillation amplitude of the cantilever. The gain in the amplitude control box is proportional
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to the dissipation in the cantilever, which is used to measure γ of the cantilever. Most of the electronics
and the instruments are connected to the computer via a GPIB interface and are controlled by LabVIEW
programs.
3.2.3 MFM imaging
Magnetic force measurements are performed in the frequency modulation (FM) detection mode [77], in which
the cantilever is resonantly excited by driving it inside a feedback loop. In our setup, a small piezoelectric
transducer is used to drive the cantilever. The cantilever frequency is monitored using a phase-locked loop
circuit. An automatic gain control circuit is used to maintain the desired oscillation amplitude and to
monitor the dissipation of the cantilever. Images of the cantilever frequency and dissipation are measured
by exciting the cantilever to a fixed amplitude, usually 2.5 - 10 nm, and scanning it in the xy-plane, with
the tip positioned at a fixed height above the surface of the sample.
A sample holder is mounted on top of the imaging stack, which is shown in Fig. 3.2. Three Ti positioners
(ANPz100 and two ANPx100, attocube systems Inc.) are placed at the bottom of the stack and are used
for the coarse positioning of the sample. The positioners are driven by an ANC350 Motion Controller and
three ANC350 Stepper Drivers (attocube systems Inc.). All three positioners have a travel range of 5 mm.
The resistive encoders embedded in the positioners enable us to read out the position of the sample, which
is useful for finding a particular structure on the chip. A three-axis scanner (ANSxyz100, attocube systems
Inc.) is mounted at the top of the stack (Fig. 3.3(right panel)). At 4 K, the scanner has a range of 30 µm
in the x and y directions and 15 µm in the z direction. The scanner is driven by the amplified signals
from the analog outputs of the FPGA. A 3-axis piezo controller (MDT693B, Thorlabs, Inc.) is used for the
amplification of the signal.
All scans of the surface were done at constant height above the surface of the sample. To accomplish this,
the distance to the surface was measured every time after moving the sample with the coarse positioners
(e.g., when moving from one structure to another). The surface was approached with the scanner in the four
corners of the maximum field of scan - 20 x 20 µm2. The contact of the tip of the cantilever with the surface
was detected by observing the sharp change in the resonant frequency and dissipation. The distance to the
surface, measured at four points, enables us to determine the position of the plane of the sample’s surface,
correct for the small tilt of the surface, and perform scans in a parallel plane at the desired separation.
After the initial approach to the surface of the chip, unique position markers (see Fig.3.4), patterned
on the chip, are used for establishing the position of the cantilever with respect to the superconducting
structures. Scanning within 200 nm from the surface allows us to resolve topographic features > 250 nm,
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due to non-magnetic interaction with the tip. To remove the magnetic part of the signal, the temperature can
be raised above Tc of the superconducting structures. In the regions on the surface of the chip that contain
dense arrays of the superconducting structures with similar dimensions (e.g., rings of the same diameter,
but different wall width), small shifts of the positions of the structures were introduced to facilitate the
identification of the structures (see Fig.3.4). The position markers fill all empty areas on the chip. The
spacing between the markers (20 µm) is chosen to ensure that taking a maximum size scan is sufficient for
establishing the position with respect to the rest of the structures patterned on the chip.
In the experiments, we used several types of MFM measurements of the superconducting structures. The
most common measurement was raster scanning at a constant distance above a structure. During a scan the
changes in the resonant frequency and the dissipation of the cantilever are recorded. The scanning speed
and the resolution of the scan is chosen depending on the size of the scan. For scans of area ∼ 10µm2,
we used scan speeds ∼0.5 µm/s with pixel size 5-20 nm. For small area (< 1µm2) scans, scan speeds as
low as 20 nm/s and pixel sizes as low as 3 nm were used (for example, images in Fig. 5.9). To investigate
the temperature or field dependencies of certain features of MFM signal on the scan, we took a series of
single-line scans as a function of temperature or tip-surface separation. In this mode, lower noise and higher
spacial resolution can be achieved by using much lower scan speeds. The third mode of characterizing the
superconducting structures that we used includes parking the cantilever at a certain position above the
structure and taking a record of the resonant frequency shift during a temperature or external magnetic
field sweep. This type of measurement is used to study the fluxoid transitions in the irreversible regime at
lower temperatures and to determine the superconducting transition temperature and the coherence length
of the structures (see Sec. 3.5).
3.3 Fabrication of superconducting structures
Aluminum structures were fabricated1 lithographically using a lift-off process Fig. 3.4. A silicon substrate
with a layer of oxide, which was grown by thermal oxidation, was used in the process. The structures were
defined using electron-beam lithography (eLINE, GmbH) and PMMA e-beam positive resist. The deposition
of metal layers was done in an electron beam evaporator with a base pressure below 10−9 Torr. A 45 nm
thick layer of Al was deposited on top of the auxiliary 5 nm thick layer of Ti, which was used for better
adhesion to the substrate. Besides Al structures used in the experiments, location markers with unique
geometries were also patterned onto the substrate.
After the structures have been patterned, the chip is diced, so that the structures of interest are close
1The fabrication was done by Tyler Naibert
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Edge of the chip 10 μm
Unique position markers
Figure 3.4: Silicon chip with various Al structures. The structures vary by the radii of the rings, number
of sectors and the width of the walls. The irregularities in the position of the structures as well as the
additional unique position markers are used for finding the location of the cantilever with respect to the
structures. After the structures are patterned the sample is diced near the structures. This is done to allow
the laser to be focused on the cantilever, since the cantilever is mounted in a pendulum geometry. The scale
bars is 10 µm.
to the edge of the chip, and the light of the laser can be focused on the cantilever. From our experience,
the structures must be within ≈ 200 µm from the edge to ensure that the laser beam is not blocked by
the edge of the chip. To protect the chip during the dicing, the chip was coated with photoresist (AZ5214,
MicroChem, Corp.). Instead of baking the photoresist, it was dried for several hours at room temperature in
a nitrogen environment, since the baking step was noticed to have an adverse effect on the superconducting
structures. When the photoresist was dry, the substrate was diced using a wafer saw.
The dimensions and other parameters of the measured structures are reported in Tab. 3.1. The description
of the characterization procedures is given in Sec. 3.5.
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Table 3.1: Parameters of structures used in experiments
Ring R, (µm) w, (nm) Other features Tc, (K) ξ(0), (nm) Material Cantilever
1 1.40 212 1.163 108 Al 3
2 2.38 200 constriction 1.325 104 Al 2
3 0.89 201 ∼ 1.32 103 Al 2
4 0.93 111 ∼ 1.31 95 Al 2
5 1.99 236 crossbar 1.199 106 Al 3
6 0.55 124 Al 4
7 1.45 133 Al 4
8 0.55 124 crossbar Al 4
9 0.95 133 crossbar Al 4
10 0.94 125 3 sectors ∼ 0.98 Al 4
11 0.94 130 4 sectors ∼ 0.98 Al 4
12 1 237 2 sectors SNS Nb/Au 4
13 1 237 3 sectors SNS Nb/Au 4
3.4 Cantilevers and magnetic tip fabrication
The cantilevers were fabricated2 using (111)-oriented silicon-on-insulator wafers. The hydrogen-passivation
process was used to prevent the oxidation of the cantilevers surface. Anisotropic deep reactive ion etching
was used to etch through the backside of the substrate. After that, the cantilevers were released from an
encapsulating oxide layer using HF vapor etch and were dried in a CO2 critical point drier. The cantilevers
are stored in a nitrogen-filled dry box to avoid contamination of the surface. An optical image of Si cantilever
is shown in Fig. 3.5(a).
The magnetic tips of the MFM cantilevers used in this work are formed by micron-sized micromachined
SmCo5 magnetic particles, which are shown in Fig. 3.5. The magnetic tips were fabricated using the following
procedure. First, a diamond scribe is used to make the grid of light scratches on the cleaned surface of a
SmCo5 magnet. The scratching creates small debrises of SmCo5, which are retained at the surface of the
magnet by the magnetic forces. We found that a piece of PTFE tape (plumber’s tape) can be used to
detach some of the particles from the magnet. For this this purpose, the surface of the magnet is swiped
with a piece of PTFE tape. The SmCo5 particles that remain on the tape are used in the remaining
process. To transfer and glue magnetic particles to the tip of cantilever a three-axis hydraulic Narishige
micromanipulator in combination with long working distance Mitutoyo optical microscope is used. This
setup allows us to manipulate micron-sized objects using pulled borosilicate micropipettes as the probes.
First, a small quantity of G1 epoxy (Gatan Inc.) is applied to the tip of the cantilever with a micropipette.
Then, the same micropipette is used to pick up a SmCo5 particle of the appropriate size from the PTFE














Figure 3.5: (a) Optical image of a Si cantilever.(b-e) SEM images of the MFM tips used in the experiments.
The magnetic tips are SmCo5 particles micromachined with FIB at the end of the cantilevers. Blue and
yellow colors are used to highlights SmCo5 particle and Si cantilever respectively. (b) Tip 1. (c) Tip 2. (d)
Tip 3. (e) Tip 4.
tape and put it on the tip of the cantilever. The epoxy was cured overnight at 60◦ in a nitrogen environment.
To align the magnetic moment of the particle parallel to axis of the cantilever, an external magnetic filed is
applied during the gluing process.
The shaping of the magnetic particle is done using a focused ion beam (FIB) (HELIOS 600i FIB, FEI).
A specially designed cantilever holder is used to support the end of the cantilever and to prevent it from
oscillating during the FIB milling. This is necessary because of the very low spring constants of the can-
tilevers. The process of shaping a SmCo5 particle is illustrated in Figures 3.6(a-c). To avoid ion damage of
the magnetic particle, we use the lowest possible ion currents for milling: 40-20 pA for the rough cuts and 1
pA for the finishing cuts. The particle is ion-milled from two orthogonal directions: from the top and from
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(a) (b) (c)
Figure 3.6: SEM images of SmCo5 magnetic Tip 2 at the different stages of shaping with FIB. Blue and
yellow colors highlight the SmCo5 particle and the Si cantilever respectively. The end of the cantilever
is supported during the process to prevent it from oscillating. (a) SmCo5 particle glued to the end of
cantilever the supported cantilever. (b) SmCo5 particle after ion milling from the top. (c) Completed probe
after milling from another direction and the finishing cut. All scale bars are 2 µm.
the side to give it the final shape.
After the tip is completed, its magnetic moment is characterized using cantilever torque magnetome-
try [81]. The measurements are performed by applying an external magnetic field, which is parallel to the
axis of the cantilever. The component of the magnetic moment of the particle, parallel to the axis of the














where Leff is the effective length of the cantilever. The component of the magnetic moment of the particle,















The parameters of the cantilevers and the magnetic tip are summarized below:
Tip 1: This cantilever has a resonance frequency f0 ' 3834 Hz, spring constant k = 1 × 10−4 N/m, and
a quality factor Q ≈ 21 × 103 at 4 K. The length of the cantilever is L = 110 µm. SmCo5 particle has an
irregular shape with approximate dimensions 1800 x 600 x 600 nm3. The magnetic moment measured using
torque cantilever magnetometry is mtip,‖ = 3.3× 10−10 emu; mtip,⊥ = 2.1× 10−10 emu.
Tip 2: f0 ' 7351 Hz, k = 2.3 × 10−4 N/m, and Q ' 30, 000 at 4 K. The length of the cantilever is
L = 80 µm. The SmCo5 particle has a shape that is the combination of a cube having dimensions 1220
35
x 970 x 1360 nm3 with another cube having dimensions 1260 x 350 x 400 nm3 attached to its end. The
magnetic moment measured using torque magnetometry: mtip,‖ = 6.3 ·10−10 emu; mtip,⊥ = 1.2 ·10−10 emu.
Tip 3: f0 ' 7675 Hz, k = 1.8 × 10−4 N/m, Q ' 31, 800 at 4 K; L = 80 µm. The SmCo5 particle shape
is a union of a cube having dimensions 840 x 710 x 800 nm3 and a pillar having dimensions 1800 x290 x
290 nm3. Magnetic moment: mtip,‖ = 7.2 · 10−10 emu ; mtip,⊥ = 3 · 10−11 emu.
Tip 4: This tip was fabricated by re-shaping Tip 1. f0 ' 4146 Hz, k = 1.1 × 10−4 N/m, Q ' 103;
L = 110 µm. The SmCo5 particle has a rectangular shape having dimensions 1000 x 600 x 600 nm
3.
Magnetic moment: mtip,‖ = 2.2 · 10−10 emu.
3.5 Characterization of superconducting structures with MFM
3.5.1 Critical temperature measurement
The critical temperature of the aluminum rings is determined by monitoring the resonant frequency shift as
a function of temperature. For these measurements, the magnetic particle is placed at a fixed location above
the wall of the ring. As an example, the data obtained for Ring 1 is shown in Fig. 3.7(a). It was confirmed
that the tip location does not affect the measured value of Tc by varying the tip-surface height.
The frequency shift is expected to be proportional to the supercurrent (I ∝ 1/λ2) in the ring. We found
that the temperature dependence ∆f(T ) ∝ 1 − (T/Tc)3 provides excellent agreement with the observed
temperature dependence of the frequency shift. For comparison, Gorter-Casimir empirical dependence is
given by 1/λ2 ∝ 1 − (T/Tc)4, and the s-wave dependence is given by 1/λ2 ∝ 1 − (T/Tc)2. Based on
the onset of the frequency shift, we determine the critical temperatures of Ring 1 to be Tc=1.163 K. The
transition temperatures of some other samples are given in Tab. 3.1.
3.5.2 Coherence length measurement
We determine the superconducting coherence length from the dependence of Tc on the magnitude of the
magnetic field applied perpendicular to the plane of the ring. The magnetic field is generated using a super-
conducting solenoid magnet. The critical field of a thin-wall ring, for magnetic fields applied perpendicular









By substituting Hc = Φ0/(2
√
2πξλ) and ξ(T ) = ξ(0)/
√
1− T/Tc we find:

















This behavior is indeed observed in measurements (Fig. 3.7 (b)). The value of Hc‖(0) is found by fitting the




For Ring 1, we find ξ(0) = 108 nm. By using the known critical field of aluminium of Hc(0) = 100 Oe, we
estimate λ(0) = 216 nm [57]. Similar measurements of the coherence length gave ξ(0) = 104 nm for Ring 2.
As a control experiment for using Eqs.(3.18), (3.19), we measured the suppression of the transition
temperature by magnetic field in two rings (Rings 3 and 4) of the same radius R = 0.9µm, but different wall
width w = 201± 8 nm and w = 111± 5 nm (Fig. 3.7 (c)). These two rings were close to each other on the
same chip. The ring with wider walls shows higher critical fields, which is consistent with Eq. (3.16). The
values of coherence length ξ(0), derived from Eqs.(3.18), (3.19), are 103± 5 nm and 95± 4 nm for rings with





































 w = 201 nm
ξ(0) =103±5 nm
 w = 111 nm
ξ(0)=95±4 nm
Figure 3.7: Critical temperature and coherence length measurements. (a) Frequency shift as a function
of temperature for Ring 1. The black line is a fit to the function ∆f = ∆f0[1 − (T/Tc)3]. (b) Tc as a
function of magnetic field applied perpendicular to the plane of Ring 1. The solid line represents a fit to
Eq. (3.18). (c) Tc vs. B measurements for two rings with the same radius R = 0.9µm but different wall
width w = 201± 8 nm and w = 111± 5 nm. function of magnetic field applied perpendicular to the plane
of the ring. The solid lines represent fits to Eq. (3.18).
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Chapter 4
Imaging phase slip dynamics in
micron-size superconducting rings
using stochastic resonance effect
4.1 Introduction
Single-valuedness of the superconducting wavefunction gives rise to a host of novel macroscopic phenomena,
the most striking being fluxoid quantization in multiply-connected devices [36, 37, 82] and quantized vor-
tices [18, 40, 39] in bulk samples and films. The topological nature of fluxoid states makes them robust
to small perturbations and endows superconducting rings with the distinct ability to support metastable
dissipationless currents. The behavior of the superconducting phase in multiply-connected geometries is at
the heart of devices of great practical importance such as SQUIDs and flux qubits. New techniques capable
of probing and controlling the dynamics of fluxoid states are of great practical and fundamental interest.
A number of experimental techniques have been applied to study the physics of fluxoid states in su-
perconducting rings, including transport measurements [83, 84], Hall micromagnetometry [85, 86], scanning
Hall probe microscopy [87], SQUID magnetometry [88, 89, 57], scanning SQUID microscopy [90, 91, 92, 58],
calorimetry [93] and cantilever torque magnetometry [94, 24]. Fewer studies have focused on investigating
fluxoid dynamics and phase slip rates [89, 95, 57, 90]. Theoretical studies have addressed fluxoid dynamics
as a function of ring geometry and magnetic field [96, 97, 60, 98].
In this Chapter, we present a new scanning probe technique for measuring the dynamics of fluxoid
transitions in multiply-connected planar superconducting structures. In these studies, a micron-size magnetic
particle is attached to the tip of an ultra-soft silicon cantilever and scanned over a surface containing an
array of lithographically patterned micron-size aluminum rings. During the scan, the cantilever is resonantly
driven to a small fixed amplitude using a piezoelectric transducer. When the magnetic tip is positioned over
an individual ring near the superconducting transition temperature Tc, large variations in the frequency
and dissipation of the cantilever can be observed at locations where the tip applies a half integer number
of flux quanta through the ring. The modification to the mechanical properties of the cantilever is caused
by the correlated dynamics between the resonant motion of the magnetic tip and thermally-activated phase
slips (TAPS) in the ring. We show that this interaction can be modeled as a classical stochastic resonance
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(SR) process (see Sec. 2.2), wherein the frequency and dissipation of the mechanical oscillator are strongly
modified when the average fluctuation frequency of TAPS approaches the mechanical resonance frequency
of the cantilever. A comparison of the relative frequency and dissipation shift provides a direct means of
determining the average rate of the TAPS occurring in the ring.






































Figure 4.1: Energy, occupation probability and supercurrent corresponding to the n = 0 to n = 2 fluxoid
states. (a) Schematic of fluxoid state energies: solid lines represent energies of the fluxoid states. The
dashed lines represent the energy barriers between adjacent fluxoid states. (b) Equilibrium occupation
probability for different fluxoid states. (c) The solid lines represent the piecewise-continuous circulating
current corresponding to a particular fluxoid state. The dashed line represents the thermal average of the
current. Vertical blue bands on all panels mark the regions, where the energy separation between the states
is of the order ≤ kBT .
The method introduced in this work is conceptually similar to single electron electric force microscopy
e-EFM [99, 100, 101, 102, 103, 104, 105], in which a similar dynamical effect emerges from the capacitive
coupling between the cantilever and a single electron on a quantum dot. In our case, the effect results from
the interaction of cantilever with motion of ’vortices’ in superconducting structure. By analogy, we have
termed our technique Φ0-MFM.
In principle, Φ0-MFM can be used to study fluxoid dynamics in any multiply connected superconduct-
ing structure capable of hosting a discrete spectrum of fluxoid states. In this work we apply Φ0-MFM
to study fluctuations in thin superconducting rings, because the structure of fluxoid states in thin-wall
superconducting rings provides a simple framework for demonstrating the concepts behind the technique.
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Furthermore, fluxoid fluctuations in these devices are well-described by the Langer-Ambegaokar-McCumber-
Halperin (LAMH) theory for TAPS [106, 59], and can be compared directly to the experimentally-derived
fluctuation rates.
The chapter is organized into the following sections: In Section 4.2, we demonstrate the dynamical
phenomenon that underlies Φ0-MFM, and present a model that considers the dynamics of driven fluxoid
transitions and their interaction with the cantilever. We use the model to extract the average fluxoid
transition rate and compare it to the LAMH theory. Finally, we present data for a superconducting ring
containing a weak link and study the phase slips dynamics across the weak link in response to the local fields
generated by the magnetic tip. In Section 4.3, we present some supplementary information and analysis.
4.2 Results and discussion




Figure 4.2: Schematic of the experimental setup showing the cantilever positioned over an Al ring. Top
inset shows an SEM micrograph of the FIB-shaped SmCo5 magnetic particle attached to the tip of the
cantilever. The magnetic moment of the particle is oriented perpendicular to the surface, in the z-direction,
and produces a highly inhomogeneous magnetic field in its vicinity (illustrated as the disk shaped region
near the tip.) The bottom inset displays an SEM micrograph of Ring 1; All scale bars correspond to 1 µm.
In order for the superconducting order parameter to remain single valued, the phase of the order pa-
41
rameter must change in integer units of 2π around any closed path inside the superconductor. For a ring
geometry, this requirement ensures that the fluxoid, given by Φ′ = Φ + (m/e)
∮
vs · ds = nΦ0, only takes on
integer values n of the flux quantum Φ0 = h/2e. Here, vs is the superfluid velocity, Φ =
∮
A · ds is the total
magnetic flux, and m, and e are the electron mass and charge, respectively. For the present work, the wall
thickness of the rings is smaller than both the superconducting penetration depth (λ ∼ 1 µm) and coherence
length (ξ ∼ 0.5 µm). In this limit, magnetic screening is negligible and the ring behaves effectively as a 1D
superconductor, with the supercurrent velocity given by vs = ~(n − φ)/2mR, where R is the radius of the










where Fc = V B
2
c/2µ0 is the superconducting condensation energy of the ring, Bc = Φ0/(2
√
2πξλ) is the
thermodynamic critical field, V = 2πRwd is the volume of the ring, and d is the thickness of the film. The
supercurrent in the ring is found from Eq. (4.1) using relation I = −(1/Φ0) ∂F/∂φ:














We note that since for rings in the present work 2πR & ξ, the pair breaking effects are relatively small.
Hence Fn(φ) and In(φ) are close to quadratic and linear functions of the applied flux.
Close to Tc, where fluxoid transitions become reversible, the transition between states having winding
numbers n and n+ 1 occurs at half-integer values of the flux quantum φ = n+ 1/2. For thin-wall supercon-
ducting rings, the fluxoid transitions occur via phase slips [56, 106]. The metastability of these transitions
is related to the height of energy barrier ∆F connecting two adjacent fluxoid states (Fig. 4.1(a)). Near
Tc, the energy barrier becomes sufficiently small and the probability of thermally activated phase slips be-
comes significant. In the vicinity of φ = n + 1/2, where the separation between adjacent fluxoid states is
|Fn+1 − Fn| . kBT , thermally activated fluxoid transitions exhibit telegraph-noise behavior [89, 90]. At
lower temperatures the height of the energy barrier increases so that ∆F  kBT and TAPS are exponen-
tially suppressed. In this regime, the fluxoid states of the ring exhibit metastability. Thus, the qualitative
behavior of the fluxoid transitions changes from being reversible near Tc to being irreversible and hysteretic
at low temperature.
We have studied more than 10 rings using 4 different magnetic tips. Here, we report measurements taken
on two of these rings. Ring 1 had a radius of R = 1.40µm and a uniform wall width of w = 212 nm (Fig. 4.2
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(bottom right panel)). Ring 2 had R = 2.38 µm, w = 200 nm and a 1.22 µm long constriction, having a
minimum width of 60 nm (Fig. 4.8(a)). The critical temperature and coherence length of these two devices
were as follows: (Ring 1) Tc = 1.163 K, ξ(0) = 108 nm, and (Ring 2) Tc = 1.325 K, ξ(0) = 104 nm. In














Figure 4.3: The Φ0-MFM images show the frequency shift of the cantilever. Light circular contours cor-
respond to transitions between fluxoid states. In the regions between successive transitions, the winding
number n of the ring changes by 1. The images were obtained with a fixed tip-surface separation distance,
indicated in the bottom-left-hand corner of each panel. The double arrows in (a) indicate the oscillation
direction of the cantilever. Change in the frequency and dissipation of the cantilever across the n = 3 to
n = 4 transition, indicated by the yellow line segment in (c), are presented in detail in Fig. 4.5. All scale
bars correspond to 1 µm.
The cantilever is positioned vertically with respect to the surface in the pendulum geometry, and the
tip oscillates in the x-direction, as shown in Fig. 4.2. Images of the cantilever frequency and dissipation
are measured by exciting the cantilever to a fixed amplitude between 2.5 nm - 10 nm and scanning it in
the xy-plane, with the tip positioned at a fixed height above the surface of the sample. The equilibrium
fluxoid state of the ring depends on flux and hence on the relative position of the magnetic tip and the
superconducting ring. Scans of superconducting rings taken at temperatures sufficiently close to Tc exhibit
sharp concentric circular contours in the frequency of the cantilever, corresponding to tip positions where
the cantilever frequency dips below the native resonance frequency (Fig. 4.3 (a-c)). If the temperature is
lowered sufficiently, the states become metastable and the sharp dips in frequency are replaced by much
smaller discontinuous jumps. The transition between the low and high temperature regimes is presented in
Sec. 4.3.1. The locations of these features in the images are consistent with tip locations where ∆n = 1.
In Section 4.2.2, we show that the frequency dips seen at higher temperatures are caused by a dynamical
effect, in which small oscillations of the cantilever, in the presence of TAPS drive transitions between
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the two lowest energy fluxoid states near the value of the applied flux that makes the energy of the two
fluxoid states degenerate. This effect leads to a synchronization of the fluxoid transitions with the motion
of the cantilever (at least in a statistical sense). The resulting interaction of the micromagnet with the
synchronously switching supercurrent gives rise to a position-dependent force, which modifies the resonance
frequency and dissipation of the cantilever. Stationary or quasi-static currents in the ring also produce a
frequency shift, however this contribution is often much less than the dynamical one. In particular near Tc,
we find for our measurements that the dynamical contribution (∆f ∼ 5 Hz) is much larger than the static
contribution (∆f ∼ 0.2 Hz) and dominates the overall frequency shift.
The dynamical frequency shift maps tip locations to values of the applied flux corresponding to the
equilibrium transitions between the lowest-laying fluxoid states. For a thin-wall ring, the contours correspond
to positions where φ = n + 1/2. We note that the dips in frequency are highly spatially localized. This
feature allows them to be easily distinguished from the more gradually varying topographic background.
Figure 4.3(a-c) shows measurements of Ring 1 taken at T = 1.1425 K for several different tip-surface
separations. The concentric circular patterns observed in these images reflect the fact that the tip-induced
magnetic flux through the ring depends primarily on the distance of the tip from the center of the ring.
The eccentricity of the contours is caused by a slight tilt of the magnetic moment of the SmCo5 particle
with respect to surface normal (see Sec. 4.3.2). We note that the contours begin to fade, and eventually
disappear completely along the line parallel to the y-direction (horizontal direction in Figs. 4.3(a-c)) and
passing through the center of the ring. In this region of the scan ∂φ/∂x = 0, and small oscillations of the
tip in the x-direction do not produce a modulation of the magnetic flux. The regions between the circles
correspond to fluxoid states with different winding numbers. By taking the transition that is furthest from
the center of the ring to be the n = 0 to n = 1 transition, which we confirm by numerical simulation, we
can enumerate all of the other observed transitions. As the tip-surface separation increases, the field on
the surface becomes weaker, and fewer transitions are observed. For a tip-surface separation of 800 nm the
maximum winding number that the tip induces in the ring is nmax = 8, while for 1000 nm, nmax = 6 and
for 1200 nm, nmax = 5.
The spatial map of the fluxoid transitions can be used to estimate the z-component of the magnetic field
distribution produced by the magnetic tip on the surface. To build a model of the magnetic particle, we
first measure the total magnetic moment of the particle by cantilever torque magnetometry [81], and the
dimensions of the particle from the SEM images of the tip. We then calculate an image of the flux generated
by the particle through the ring, assuming a uniformly-magnetized tip having the measured dimensions,
















Figure 4.4: Cross section of the magnetic field distribution on the sample surface for various tip-surface
heights. The field distributions are estimated from the pattern of fluxoid transitions observed in Fig. 4.12.
realistic model of the tip, we vary the parameters of the model, including the magnitude, orientation and
distribution of the tip moment, and match the calculated pattern of fluxoid transitions to the ones measured
from experiment. The comparison between the calculated frequency shift image and the data is presented
and discussed in Section 4.3.2. Estimates of the field profile are shown in Fig. 4.4.
In order to study the temperature dependence of the dynamical signal, we took a series of short line scans
across the n = 3 to n = 4 transition (marked by yellow line segment in Fig. 4.3(d)) at different temperatures.
Figure 4.5(a) shows the cantilever frequency and dissipation shifts for the indicated temperatures. A smooth
background was subtracted from both sets of data to isolate the shift caused by the fluxoid dynamics.
To convert the cantilever position to flux (horizontal axis in Fig. 4.5(a)), we obtained an estimate of the
conversion factor ∂φ/∂x = 1.82µm−1 from the spacing of the fluxoid transitions near the region of interest.
The data plotted in Fig. 4.5(b) represents the peak frequency and dissipation shifts measured from the
line scans shown in Fig. 4.5(a) as a function of temperature. The line scans were measured using a tip
oscillation amplitude of 3.4 nm, corresponding to a flux modulation amplitude of 6.3 × 10−3 Φ0. The flux
modulation amplitude was chosen to be much smaller than the width of the transition region. For the data
presented in Fig. 4.5(a), the width of the transition region is approximately 36× 10−3 Φ0. The temperature
evolution of frequency and dissipation peak heights is shown in Fig. 4.5(b). Below 1.135 K, the fluxoid
states are metastable and peaks due to the dynamical effect vanish. For the range of temperatures between
1.135-1.142 K, a rapid increase in dissipation and a decrease in frequency are observed. The height of the
dissipation peak reaches its maximum value at 1.1387 K, which is 24 mK below Tc . In addition, the height
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Figure 4.5: Temperature dependence of the signal for the n = 3 to n = 4 transition at the location indicated
in Fig. 4.3(d). (a) Line scans across the transition region were obtained at the temperatures indicated on
each panel. (b) Plot of the peak frequency (solid circles) and dissipation shift (open circles) as a function of
temperature. Solid lines on (a) and (b) represent the curves calculated using the stochastic resonance model
for TAPS (see Section 4.2.3). Shaded region on (b) marks the temperature range for which the relaxation
rate νr was determined.
To gain a qualitative understanding of the temperature dependence, observed in Fig. 4.5(b), it is helpful
to consider the ratio of the fluxoid transition relaxation rate νr to the cantilever frequency ω0. At low
temperatures, where νr/ω0  1, the dynamical effect disappears because the height of the energy barrier
becomes large, and the tip-induced flux modulation is insufficient to drive fluxoid transitions. Very close
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to Tc, where νr/ω0  1, the energy barrier decreases significantly, so that the equilibrium fluxoid occu-
pation tracks the flux modulation. In the high temperature regime, the dynamical force is in phase with
the cantilever motion, which shifts the cantilever frequency, but does not change its dissipation. In the
intermediate regime where νr ∼ ω0, a time lag can develop between the equilibrium fluxoid occupation and
the cantilever position. The resulting force has components that are in phase and 90◦ out-of-phase with
respect to the cantilever motion, which shifts both the cantilever frequency and dissipation. This dynamical
coupling between the cantilever and the fluctuating currents in the superconducting ring is described in the
framework of the SR model [61].
4.2.2 Cantilever-driven fluxoid transitions in a superconducting ring
A quantitative description of the experimentally observed dynamical effects requires a model of the coupling
between the cantilever motion and the fluxoid dynamics in the superconducting ring. For this analysis, it
is sufficient to consider a range of energies of order kBT in the neighborhood of the crossing point between
states n and n+ 1, i.e., |Fn+1(φ)− Fn(φ))| . kBT , where both fluxoid states have a substantial probability
of being occupied (Fig. 4.6(a)). We will assume that the temperature is sufficiently close to Tc so that that
the energy barrier ∆F between states n and n + 1 permits thermally activated transitions, but far enough
from Tc so that the probability of occupying all other states is negligible. In this regime the superconducting
fluctuations are governed by the dynamics of the two lowest energy fluxoid states of the ring. Thus, the
supercurrent I(t) circulating the ring has a two-level stochastic component. The probability to find the ring
in state n, when it is in thermal equilibrium, and the cantilever is stationary, is given by
P eqn (φ) =
1
1 + exp{−[Fn+1(φ)− Fn(φ)]/kBT}
(4.3)
The dynamics of the probability Pn(t) is determined by the relaxation rate νr:
dPn/dt = −νrPn + Γn+1,n (4.4)
νr = Γn,n+1 + Γn+1,n. (4.5)
Here, Γn,n+1 and Γn+1,n are the transition rates n→ n+ 1 and n+ 1→ n, respectively. It is worth noting
that Γn,n+1 = Γn+1,n at φ = n+ 1/2 and νr = 2Γn,n+1.
The force produced by the supercurrent I(t) on the cantilever can be expressed as ζ(t) = κ(rtip)I(t),
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Figure 4.6: Stochastic resonance of TAPSs. (a) Energy diagram showing the region near the n ↔ n + 1
fluxoid transition. The width of the gray vertical band represents the extent of the flux modulation due to
the cantilever oscillation. The area shaded blue represents the range of flux values where the corresponding
difference in energy between adjacent fluxoid states is . kBT . (b) Schematic diagram showing the modulation
of the fluxoid energies caused by the cantilever motion. (c-e) Calculated curves showing the equilibrium
P eqn (solid black) and the non-equilibrium (instantaneous) Pn (red) fluxoid occupation for three different
values of νr/ω0. (c) The slow relaxation rate prevents Pn from tracking the thermal equilibrium state -
weak response. (d) SR condition: synchronization occurs between the fluxoid dynamics and the cantilever
motion. The resulting phase lag produces both an in-phase and 90◦ out-of-phase response. (e) The fast
relaxation rate allows Pn to track P
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0) (dashed) that determine the relative strength of in-phase and
out-of-phase components of the response.






[f(t) + ζ(t, x)] (4.6)
where x is the displacement of the tip, γ0 is the unmodified dissipation of the cantilever, f(t) is the force
applied by the piezoelectric transducer.
The periodic motion of the cantilever tip with amplitude x0 generates a small modulation of the flux
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through the ring with amplitude δφ = (dφ/dx)x0. Small oscillations of flux modulate the energies of the
fluxoid states Fn(φ) and Fn+1(φ), along with the transition rates Γn,n+1, Γn+1,n as shown in Fig. 4.6(b).
In the presence of thermal fluctuations, ζ(t) and x(t) are statistically correlated. The correlation between
the force experienced by the cantilever and its position can strongly modify the frequency and dissipation of
the oscillator, especially for the case that the relaxation rate νr matches the cantilever frequency ω0. This
phenomenon is generally referred to as stochastic resonance (see Sec. [61].
If ζ(t, x) is sufficiently small, then the motion of the cantilever can be represented as a sum of two
components: x(t) = x0e
iωt+x̃(t). The first term represents the coherent response at the resonance frequency
ω produced by the feedback control, and the second term represents the stochastic part of the motion, with
the time-averaged quantity 〈ˆ̃x(ω)〉 = 0, where ˆ̃x(ω) is the Fourier component of the stochastic displacement
at the cantilever frequency. We are interested in the effect of the fluctuating force on the frequency and
dissipation of the cantilever. In particular, we consider the time-averaged quantities ∆ω ≡ 〈ω − ω0〉 and










If the stochastic force due to fluctuating current is weak, i.e., |ζ(t, x)|  kx0, then we expect |x̃(t)|  x0,
and use the approximation x(t) ' x0eiωt in ζ(t, x(t)) for calculating 〈ζ̂(ω)〉. This approximation allows us
to effectively decouple the cantilever dynamics from the dynamics of the phase slips, which greatly simplifies
the analysis.
If the flux modulation is sufficiently small such that (dP eqn /dφ)δφ 1, the resulting modulation of Pn(t)
is linear in δφ, with











The dynamics of Pn(t) for three different values of νr/ω0 is shown in Figs. 4.6(c-e).
The ensemble averaged current is 〈I(t)〉 = In(φ)Pn(t) + In+1(φ)(1− Pn(t)). Using Eq. 4.2, we find that
〈I(t)〉 = −∆IPn(t) − In+1(φ(t)), where ∆I(φ) = In+1(φ) − In(φ). The first term in 〈I(t)〉 describes the
contribution to the current from the thermally-activated transitions between the two states, and the second
term represents the flux dependence of the current in each state. Here, we consider only the first term, since
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the second term is not relevant to the effect of interest. The resulting expression for the average stochastic
force is 〈ζ(t)〉 = −κ(rtip)I0Pn(t), and the Fourier component of the statistically-synchronized stochastic
force due to the cantilever-driven phase slips is 〈ζ̂(ω)〉 = −κ(rtip)I0δPe−iθ. By combining this expression



























Notice that α depends only on parameters of cantilever and its position with respect to the ring. We
find that the dissipation shift vanishes for both νr  ω0 and νr  ω0, and becomes maximum for νr ∼ ω0
(Fig. 4.6(f)). On the other hand, the frequency shift is small for νr  ω0, increases rapidly with νr for
νr ∼ ω0, and gradually decreases when νr > ω0 because of the temperature dependence of β. The width
of frequency dips and dissipation peaks depend on the range of flux values for which dP eq/dφ is sufficiently
large.
By constructing the ratio ∆ω/∆γ using Eqs. (4.11) and (4.12), we find a simple expression that involves







It is worth emphasizing that, while the expressions for ∆ω and ∆γ are each functions of position and
temperature, the ratio ∆ω/∆γ in the linear SR regime only depends on the phase slip rate. Thus, the ratio
provides a robust and convenient way to measure νr without any prior knowledge of α and β.
4.2.3 Phase slip rate measurements
For linear SR regime two conditions must be satisfied: 1) the oscillation amplitude of the cantilever is
sufficiently small (dP eqn /dφ)(dφ/dx)x0  1, so that the modulation of the occupation probability of the
fluxoid states is weak; 2) the stochastic force acting on cantilever can be treated as a weak perturbation:
|ζ(t, x)|  kx0. For data shown in Fig. 4.5, the first condition is satisfied since the oscillation amplitude of
the cantilever is much smaller than the observed width of the peaks. We assume that the second condition is








































Figure 4.7: (a) (Left axis) νr/ω0 determined from the data shown in Fig. 4.5(b). (Right axis) Phase slip
energy barrier ∆F derived from νr. Solid circles correspond to ∆F derived using McCumber-Halperin
expression for attempt frequency Ω, solid triangles correspond to constant Ω = 3 × 1011 s−1. Dashed line
represent 0.58×∆F calculated with Langer-Ambegaokar theory. (b) Plot of I0(T ) derived from ∆γ (empty
circles) and ∆ω (solid circles). Solid line corresponds to the fit of I0 to the expected temperature dependence
I0(T ) ∝ 1−T/Tc. Shaded region marks the temperature range where νr(T ) was extracted from data; points
at other temperatures were calculated with extrapolated νr and were not used for the fit.
Near φ = n+1/2 and using Eq. (4.14), we can directly determine the fluxoid transition rate νr. We calculate
the ratio ∆ω/∆γ using the data between 1.1372 K and 1.1445 K (shaded region in Fig. 4.5(b)), where the
relative errors of both quantities are small. As shown in Fig. 4.7(a), for this range of temperatures, νr
increases nearly exponentially from 0.16ω0 to 224ω0, or from 7.7× 103 s−1 to 10.8× 106 s−1 , and can be
approximated by
ln(νr/ω0) = t̃ 1107− t̃2 27× 103, (4.15)
where t̃ = T − 1.13875 K.
The height of the phase slip energy barrier ∆F can be determined from the measured νr. The rate of
TAPS is given by
Γ(T ) = Ω exp(−∆F/kBT ), (4.16)
where Ω is an attempt frequency. At φ = n + 1/2, Γn,n+1 = Γn+1,n = Γ and νr = 2Γ. We use the result
obtained by McCumber and Halperin (MH) [59] for the attempt frequency Ω:
Ω = (2πR/ξ)(∆F/kBT )
0.5/τ, (4.17)
where τ = π~/8kB(Tc − T ). Using Eq. (4.17) and the temperature dependence for the coherence length
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ξ = ξ(0)(1−T/Tc)−1/2 (for the measurement of ξ(0) see Sec. 3.5), enables us to find ∆F from Eq. (4.16). The
temperature dependence of ∆F is plotted in Fig. 4.7(a). While the assumption about Ω given by Eq. (4.17)
is crucial to find the absolute value of the ∆F , it is effect on the temperature dependence of derived ∆F is
small. For the temperature range shown in Fig. 4.7(a), Ω changes only from 4.5× 1011 s−1 to 2× 1011 s−1,
while νr changes by three orders of magnitude. If the value of ∆F is calculated in the assumption of constant
Ω = 3× 1011 s−1 the resulting ∆F deviates by less than 3% discrepancy, as shown in Fig. 4.7(a)).
The coupling between the cantilever and the supercurrent for a thin-wall ring κ(rtip) can be estimated
by noticing that the mechanical work −ζδx needed to move the tip by a distance δx is equal to the magnetic
energy −IδΦ. Hence, we find κ(rtip) = Φ0(dφ/dx). From Eq.(4.13) we obtain
α = (dφ/dx)2Φ0/k, (4.18)
which gives estimate α ' 38 A−1.
Using Eq. (4.3) and relationship I = −(1/Φ0)∂F/∂φ we can express β as

















and from Eqs. (4.19)








Using Eqs. (4.11),(4.12) together with the measured νr(T ) (Eq. (4.15)) and estimate of α (Eq. (4.18))
we can find β(T ) and hence I0(T ) (Eq. (4.21)) from both ∆ω and ∆γ, as shown in Fig. 4.7(b). For
points outside the temperature range where the relaxation rate was measured (marked by a gray band
in Fig. 4.7(b)) νr(T ) was extrapolated using Eq. (4.15). By fitting I0(T ) to the expected temperature
dependence I0(T ) ∝ λ(T )−2 = λ̄−2(1− t) we found that
I0(T ) = 66(1− t)µA, (4.22)
which corresponds to λ̄ ' 164 nm (Fig. 4.7(b)). The data points, for which νr was extrapolated were not
used for the fit. The temperature dependence of ∆ω(T ) and ∆γ(T ) calculated at φ = n+1/2 using SR model
(Eqs. (4.11),(4.12)) with I0(T ) and νr(T ) given by (4.22) and (4.15) respectively, are plotted in Fig. 4.5(b)
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and describe the data well.
Comparison of the shape of ∆ω and ∆γ peaks, shown in Fig. 4.5(a), to the SR model requires β(φ) and
























Here, Eq. (4.25) is found by combining (4.19) and (4.24). Approximation for νr(φ) (Eq. (4.26)) is obtained
from Eqs. (4.5), (4.16) and (4.24) in the assumption that the saddle point free energy Fbarrier(φ) that sets
the phase slip barrier (see Fig. 4.6(a)) is flat around ∆φ = 0: ∂Fbarrier/∂φ = 0. Equations (4.25), (4.26),
(4.20), (4.21) enable us to express β(φ, T ) and νr(φ, T ) in terms of I0(T ) and νr(T ) at ∆φ = 0 which were
determined earlier((4.22), (4.15)). The calculated ∆ω(φ) and ∆γ(φ) curves are shown in Fig. 4.5(a) and
are in a good agreement with the experimental data. A good agreement between the measured peak width
and the width, calculated using the SR model and parameters extracted from the data for φ = n + 1/2, is
another evidence for the SR.
It is instructive to compare the determined phase slip barrier height ∆F to the value, predicted by
the theory developed by Langer and Ambegaokar (LA). The energy barrier for phase slips in a 1D wire
is ∆F = (8
√
2/3)ξwdB2c/2µ0 [106]:. This result has been generalized for thin-walled superconducting
rings [57]. For rings whose circumference is large with respect to the coherence length (ξ/2πR ≈ 0.09 for
Ring 1), the saddle point free energy Fbarrier for the n→ n+ 1 transition near φ ≈ n+ 0.5 is [57, 58]:








and the corresponding barrier height is

















We found that ∆F calculated from Eq. (4.28) using previously determined value of penetration depth
λ̄ ' 164 nm is significantly higher than the value determined from the measured νr and MH formula for
Ω. For example, at 1.141 K, LA theory prediction for ∆F is 24.2kBT , in contrast to 14kBT derived from
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νr (see Fig. 4.7). We note that this change in ∆F corresponds to only a 11% change in the saddle-point
energy Fbarrier with respect to Fc.(Eq. 4.27). There are two possible reasons that could cause the phase
slip energy barrier to be lower than the value predicted by Eq. (4.28). First, the phase slip barrier could
be somehow lowered by the ring wall roughness or defects. Second, the magnetic field produced by the tip
might decrease the phase slip barrier. The peak value of the magnetic field under the tip is about 2.5 mT,
which is a comparable to the homogeneous magnetic field that destroys the superconductivity in the ring at
1.14 K is 8 mT (see Fig. 3.7(b) and the discussion presented in Sec. 3.5).However, the detailed theoretical
analysis of this effect goes beyond the scope of this paper.
In our analysis thus far, we have neglected the contribution to the flux from the self-inductance of the











= 6 pH. (4.29)
From the signal strength we estimated that I0(T ) = (1− T/Tc)× 66µA. We can find that the circulating
current has the largest value of 0.5∆I = 0.6µA at T ≈ 1.14 K. The resulting correction to the applied
flux from the self-inductance term is 1.7 × 10−3Φ0, which is sufficiently small so that we can neglect its
contribution.
4.2.4 Stochastic resonance imaging of the phase slip rate in a ring containing
a constriction
In this section, we demonstrate the ability to use the strong magnetic fields produced near the magnetic
tip to locally probe the field dependence of the phase slip rate in a thin ring containing a constriction. By
combining the frequency and dissipation shift images using Eq. (4.14), we construct an image that shows the
phase slip rate as a function of tip position. As an example we present a qualitative study of an aluminum
ring containing a constriction. An SEM image of the device is shown in 4.8(a).
We use the frequency and dissipation shift images (Fig. 4.8(b-c)) to construct an image of the phase
slip rate shown in Fig. 4.8(d). The color in Fig. 4.8(d) represents the quantity ∆ω/∆γ, and the brightness
represents the magnitude of the signal
√
∆ω2 + ∆γ2. This representation is chosen to emphasize only those
parts of the image for which ∆ω or ∆γ is sufficiently large, so as to minimize the error in the ratio ∆ω/∆γ.
Red and blue colors correspond to tip positions for which νr > ω0 and νr < ω0, respectively.
For these measurements, we needed the magnetic field generated by the tip to be large enough to locally
suppress the superfluid density in the aluminum ring. To achieve the necessary field, we attached a larger
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Figure 4.8: Stochastic resonance imaging of a thin ring containing a constriction. The stripes in the images
correspond to individual fluxoid transitions. (a) An SEM image of Ring 2. The ring has a radiusR = 2.38 µm,
a width w = 200 nm and a 1.22-µm long constriction, having a minimum width of 60 nm. (b) Frequency
shift ∆ω. (c) Dissipation shift ∆γ (d) Phase slip rate νr. The solid white lines indicate the outline of Ring
2. The dashed line marks the rectangular region shown in Fig. 4.9. (e) Cross section of the magnetic field
distribution on the surface. Measurements were performed at 1.280 K for a tip-surface separation of 650 nm.









































































Figure 4.9: Temperature evolution of νr taken for the rectangular region indicated in Fig. 4.8(d). Measure-
ments were performed at a tip-surface separation of 550 nm.
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magnetic particle to the cantilever and positioned the tip closer to the surface. A cross section of the
estimated tip field profile is shown in figure 4.8(e). The peak magnetic field under the tip for this tip is
∼ 13 mT (∼ 5× larger than the tip field realized for the measurements on Ring 1). The full width at half
height of the field profile is ∼ 1.6µm.
From the image in Fig. 4.8(d) we observe that the phase slip rate is the lowest when the tip is positioned
directly above the constriction, higher when it is located over the ring far away from the constriction, and
the highest when it is positioned on the wider portion of the ring immediately adjacent to the constriction.
Figure 4.9 shows the temperature evolution of the phase slip rate along the constriction. We observe
that as the temperature is increased the regions next to the constriction are the first to undergo SR at
∼ 1.26 K, followed by the portion of the ring away from the constriction at ∼ 1.27 K, and lastly the
constriction itself at ∼ 1.29 K. This finding indicates that the tip field lowers the energy barrier most
effectively when the tip is positioned on either side of constriction, but not directly over the constriction. This
somewhat counterintuitive finding highlights the unique capability of Φ0-MFM to use the strong magnetic
fields produced by the tip to study the local properties of a micron-scale superconducting device. The effect
is quite robust; similar behavior was observed on four different structures containing constrictions using
three different magnetic tips.
While a quantitative explanation of these observations requires a numerical simulation of the Ginzburg-
Landau equations and goes beyond the scope of this paper, the observed field dependence of the phase slip
rate can be qualitatively understood from following considerations. In the case of a homogeneous wire, the
energy barrier for a phase slip is of the order of the energy needed to suppress the order parameter in a length
∼ ξ of the wire. When the magnetic tip is placed above the wire, the magnetic field induces a whirlpool
of current in the superconducting region below the tip, which locally suppresses the order parameter, and
consequently lowers the energy barrier locally near the tip. The energy barrier for a superconducting ring of
variable cross section placed in an inhomogeneous magnetic field is determined by its weakest part, where a
combination of the sample geometry and the magnitude of the order parameter minimizes the energy barrier.
We find that the largest suppression of the energy barrier is achieved when the tip is located adjacent
to, but not directly above, the constriction. While our measurements cannot determine the exact location
where the phase slip occurs, the following scenario could explain the observed behavior. Superconductivity
in the wider section of the wire is suppressed more strongly by the tip field because the critical field for a wire
of width w < λ scales inversely with the width (see (3.16)). Therefore, there is a greater suppression of the
order parameter when the tip is positioned in the regions adjacent to the constriction, rather than directly
over the constriction. The suppressed order parameter propagates into the constriction over a distance ∼ ξ
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via a negative proximity effect. Here, ξ(1.28 K) ' 560 nm, is comparable to the length of the constriction.
The reduction of the order parameter together with the smaller cross sectional area of the constriction lowers
the barrier in this region further, thus increasing the phase slip rate through the constriction.
4.3 Supplementary information















Figure 4.10: Field sweeps of obtained for Ring 1, with the magnetic tip positioned 600 nm above the center
of the ring. The arrows indicate the direction of the field sweep.
The field sweep curves obtained at lower temperatures reveal fluxoid transitions with period consistent
with fluxoid quantization (Fig. 4.10). With the cantilever positioned 600-nm above the center of Ring 1, the
shift in the resonant frequency of the cantilever was recorded as a function of the external magnetic field,
applied using the superconducting magnet. The data was obtained by cooling the sample in zero field, and
sweeping the direction of the magnetic field in a closed cycle, indicated by the arrows in Fig. 4.10. The jumps
in frequency correspond to individual fluxoid transitions, with a period of 0.339± 0.001 mT. The measured
period is in excellent agreement with the calculated value of 0.336 mT for a ring of radius R=1.4 µm.
The large hysteresis observed at low temperature is a consequence of the increased barrier height of
the fluxoid transitions, which prevents the small variations of the magnetic flux caused by the cantilever
oscillations from changing the fluxoid state of the ring. Thus, the discrete frequency jumps observed at low
temperature originate from a different interaction than the dynamical one discussed in the main paper. At
lower temperature, the current in the ring is independent of the cantilever oscillation, and the frequency
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shift, caused by oscillations of the magnetic tip in a static inhomogeneous magnetic field Bring produced by
the ring at the location of the magnetic tip, is proportional to ∆f ∝ (∂2Bring/∂x2)mtip, where Bring is the
magnetic field produced by the ring at the location of the magnetic tip, and mtip is the magnetic moment
of the tip. Near Tc, the dynamical interactions of TAPS and the cantilever emerge and the jumps in the
cantilever frequency, corresponding to discrete changes in the winding number, are replaced the sharp dips
















Figure 4.11: Frequency shift data showing the transition from discrete fluxoid jumps to TAPS. The line
scans were made along the diameter of the ring, at a tip-surface separation of 1.35 µm. A line scan taken
above the transition was used to subtract the frequency background. The traces are offset for clarity.
Figure 4.11 shows the transition from the jumps in frequency observed at lower temperatures to the dips
in frequency caused by the dynamical interactions observed near Tc. Line scans were obtained at several
temperatures along the diameter of an aluminum ring with dimensions R = 0.95 µm, wall width w = 100 nm
and critical temperature Tc = 1.32 K. As the data reveals, the dynamical effect produces much stronger
frequency shifts then the one observed at low temperature.
4.3.2 Estimate of the magnetic field distribution produced by the magnetic
particle
In this section, we discuss the details for estimating the magnetic field profile produced by magnetic particle
for the measurements presented in Sections 4.2.1. From the SEM images of the tip, we modeled the geometry
of the magnet particle as the sum of a cube having dimensions (710 × 800 × 840) nm3, and a pillar with
dimensions (290 × 290 × 1800) nm3. As a first approximation, we assume a uniformly magnetized tip.
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Figure 4.12: Comparison of the fluxoid transitions calculated from the 3D model of the tip (red) to the
experimental data. The blue circle represent the location of the ring. Calculated fluxoid states are labeled
with the phase winding numbers on the image taken at tip-surface separation of 1200 nm. All scale bars
correspond to 1 µm.
We determine the magnitude of the magnetic moment using cantilever torque magnetometry [81] to be
mtip = 7.2×10−13 J/T. From this model of the tip, we calculate the positions of the contours that correspond
to half-integer number of flux quanta threading the ring, and compare them to the frequency shift images
taken for tip-surface separations of 800 nm, 1000 nm and 1200 nm. To achieve a good correspondence
between the calculated and measured frequency shift contours, we vary the parameters of the model, e.g.,
the magnitude, orientation and distribution of the magnetic moment. The best agreement (Fig. 4.12) is
achieved by adjusting the magnetization of the pillar to be 0.25× the magnetization of the cube, and by
making the total magnetic moment of the particle to be mtip = 4.7 × 10−13 J/T. The estimated magnetic
moment corresponds to ≈ 0.9 of the maximum magnetic moment for this size particle, assuming the bulk
magnetization of SmCo5 of M = 0.84 × 106 A/m [108]. The reduction of the magnetization in the pillar
could be caused by ion damage during the FIB micro-machining of the particle.
To account for the asymmetry observed in the frequency shift contours, we assume that the magnetic
moment is tilted by 19◦ in the −y-direction; the tip itself is tilted by 22◦ sideways in the +y-direction. The
presence of multiple magnetic domains in the SmCo5 particle might explain the large tilt angles required to
match the experimental data. The cross-sections of the field profiles are shown in Fig. 4.3(e).
The fluxoid transition contours measured in the experiment were also matched by using an effective point
dipole model of the tip. While it is possible to achieve very good agreement for data taken a particular tip-
surface height, the position of the point dipole must be varried for scans at different tip-surface separations.
The estimates of the magnetic field with the effective point dipole model, when compared to those from the
3D model, give slightly broader distributions with ∼ 10% lower peak magnetic fields under the tip. Hence,
we suggest 10% as an upper bound on the error for the estimation of the tip field. The source of error is
60
a combination of the complicated shape of the tip and sparsity of the transition lines used in matching to
the model. The precision of the calibration procedure could be improved in several ways: i) using tips that
have a simpler geometry, e.g., a bar having a uniform cross section; ii) combining N scans, each taken by
applying a uniform magnetic field with magnitude Bl = lΦ0/(NπR
2), where l = {0, 1, . . . N − 1}. This
would increase number of transition lines on the scan by N times, and would better constrain the tip model.
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Chapter 5
Imaging fluxoid dynamics in
multi-loop superconducting structures
5.1 Introduction
The behavior of large ensembles of vortices plays an important role in the electrodynamics of supercon-
ductors. Effects such as flux flow, pinning and creep have been studied extensively both theoretically and
experimentally [1]. On the other hand, probing individual vortices is useful for the understanding of the
statics and dynamics of pinning at the nanoscale [109, 74, 110] and pinning of vortices by grain bound-
aries [111, 112]. Experimentally addressing the intermediate regime, that of an ensemble of several vortices,
could be of great interest. The investigation of multi-vortex systems with a small number of internal degrees
of freedom offers a big advantage. The response of the multi-vortex state to external forces (magnetic fields,
transport currents etc.) depends not only on the coupling of the forces to the individual vortices, but also
on the vortex-vortex interactions and the dynamics of the internal degrees of freedom of the vortex ensem-
ble. Hence, mesoscopic superconducting structures that can host multi-vortex states could be used to study
interactions between vortices. At present, the major obstacle preventing progress in this promising area is
the absence of the tools that allow to efficiently control and observe multi-vortex states.
Small ensembles of fluxons, trapped in superconducting structures, could be employed for the investiga-
tion of vortex interference effects. Aharonov and Casher have predicted [19] that a neutral particle with a
magnetic moment acquires a quantum mechanical phase when it encircles an electric charge. In supercon-
ductors, the Aharonov-Casher effect suggests that the interference of fluxons moving around a charged island
should be observed [113, 114, 115]. Behavior consistent with Aharonov-Casher interference of fluxons has
been observed in arrays and chains of Josephson junctions [20, 116]. Another experimental evidence of this
effect has been demonstrated in a Copper pair box device. The suppression of quantum phase slips has been
observed at odd occupancy of electrons in the Cooper pair box [117]. While the experiments described in this
work have not attempted to study the quantum interference of vortices, the exploration of new experimental
systems that allow one to manipulate multi-vortex ensembles could be very useful for further progress in
this area.
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The ability to control small ensembles of fluxons could be useful for novel memory and logic devices. It
has been suggested [118], and experimentally demonstrated later [119, 120, 121] that the ratchet effect can
be employed to control the flow of vortices. The ratchet effect occurs when vortices that are trapped in an
array of asymmetric pinning centers are driven by an ac current. The asymmetric pinning potential rectifies
the ac force and results in a net drift velocity of the vortices. Interestingly, by tuning the vortex density, the
direction of the drift can be reversed against the easy direction of the ratchet potential [119, 120]. Hastings
at el. [122] have proposed the design of a ratchet cellular automata that can be used to perform clocked
logical operations. In a superconducting device demonstrated in [123], an array of nanomagnets is used to
create the ratchet potential. The direction of the vortex drift depends on the direction of the magnetization
of the nanomagnets. Thus, the readout of the state of the nanomagnets can be done by measuring the
voltage due to the flux flow in the device. Rectification of the vortex flow can be realized even in structures
with spatially-symmetric potentials if the drive current has two harmonics [124]. In this case, the direction
of the vortex flow can be controlled by the relative phase or the ratio of the frequencies of the two harmonics.
Controlled transitions between vortex states in a mesoscopic superconductor have been demonstrated using
strategically applied currents [125]. Devices that use vortices trapped in arrays of blind holes and controlled
with currents, have been analyzed numerically [126, 127].
Considerable efforts have been devoted to developing new ways to manipulate individual vortices. The
control of vortices has been demonstrated by means of an electrical current [111, 110], a focused laser
beam [128], a local mechanical stress [129] and a magnetic field of a MFM tip [109, 130, 74]. In these
manipulations, vortices were controlled one at a time, which is an excellent approach for investigating the
physics of vortex pinning at the nanoscale. On the other hand, for other technological applications, the
ability to control state of a small group of fluxons might be more useful. To the best of our knowledge,
techniques that enables one to induce, probe and manipulate multi-fluxon states in superconducting samples
has not been demonstrated.
In this chapter, we report Φ0-MFM measurements of fluxoid states in complex multiply connected struc-
tures. The structures have the shape of a ring, that is divided by radial bars into two, three or four sectors.
Such multi-loop superconducting wire networks [131] are convenient samples for the study of multi-fluxon
physics. The state of the structure, comprised of N elementary loops, can be described by N winding num-
bers n̂ = (n1, . . . , nN ) – the numbers of fluxons hosted by each elementary loop. The wires, comprising the
structures used in this work, were thin (w, d  λ, ξ). Consequently, the direct effect of the magnetic field
of the MFM tip on the wires can be neglected. In this case, the free energy of the fluxoid states, hosted by
the structure, depends only on the fluxes threading the elementary loops φ̂ = (φ1, . . . , φN ), rather than on
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the full spatial distribution of the magnetic field:
F = F (φ̂, n̂). (5.1)
We demonstrate that the inhomogeneous magnetic field of the MFM tip enables us to efficiently explore the
configuration space of these complex fluxoid states, most of which can not be accessed with a homogeneous
magnetic field. Similar to the case of a simple ring (Ch. 4), a strong interaction of the cantilever with the
structure, due to tip-driven fluxoid transition, enables us to map in a scan the energy crossing points of
the lowest laying tip-induced fluxoid states. The differential spatial modulation of the flux, created by the
oscillations of the MFM tip along the surface of the chip, is crucial for driving the transitions. We show that
the measured patterns of the fluxoid transitions allow us to identify the states, investigate their energetics,
and potentially manipulate them. Further, we show that the dynamics of driven fluxoid transitions can be
described by the stochastic resonance model, which provides a unique way of measuring fluxoid transition
rate and related energy barrier for chosen transitions even in complicated structures.
The rest of this chapter is organized as follows: In Section 5.2, the energies and the regions of stability of
fuxoid states in superconducting wire networks are derived. We separately consider the case of a two-loop
network – a ring with a crossbar. In Section 5.3, we present and analyze the measurements of the rings with
crossbars. Stochastic resonance study of the dynamics of distinct types of fluxoid transitions supported by
such structures is reported. Section 5.4 presents Φ0-MFM measurements of the rings with three and four
sectors. The proposed manipulations of fluxons using Φ0-MFM are discussed in Section 5.5.
5.2 Fluxoid states of superconducting wire network structures
5.2.1 Fluxoid states of multi-loop structure in general case
Let us consider a superconducting wire network with Nloops elementary loops, Nlinks wires and Nnodes nodes.
It can be shown that Nlinks = Nloops + Nnodes − 1. Two type of the equations, similar to Kirchoff’s rules,
can be written for the network. The gauge-invariant phase difference for each wire is:
γk ≡ ∆ϕk − (2π/Φ0)
∫
k-th wire
A · ds (5.2)
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If we sum the gauge-invariant phase differences for links around the i-th loop, we arrive to the first type of
equations: ∑
k: i-th loop
γk = 2π(ni − φi), (5.3)
where ni and φi are the phase winding and the flux (in units of Φ0) for the i-th loop. The summation
in Eq. (5.3) should take into account the chosen orientation of the wires in the network. There are Nloops
independent equations of the first type. Current conservation for each node gives us the second type of
equations. For the l-th node: ∑
k: l-th node
Ik = 0, (5.4)
where Ik is the current in the k-th wire. The sum in Eq. (5.4) is taken over the wires connected to the
l-th node, respecting the chosen orientation of the wires in the network. There are Nnodes − 1 independent
equations of the second type.
If the wires forming the network are long in comparison to the superconducting coherence length ξ, the
pairbreaking effects are small ( see discussion in Sec. 2.1.5). Thus, we will assume that the superfluid density
and the penetration depth λ do not have spatial variations in the network. From Eqs. (2.12), (2.8) and the





























By combining equations (5.5) and (5.6) we can express the supercurrent in the wire through the gauge-














It should be noted, that Eq. (5.7) holds even in the case of a wire with a variable cross-sectional area.






Eq. (5.8), written for (Nnodes − 1) nodes of the network, together with Eq. (5.3), written for Nloops loops
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form a system of Nlinks linear equations. Solving this system allows us to find the gauge-invariant phase
differences γk across all the wires of the network. From equations (5.8) and (5.3), it is easy to see, that γ’s
depend linearly on (n̂− φ̂).
For a wire of small cross-section (S  λ2), the energy EM due to the magnetic field is negligible in
comparison to the kinetic energy of the supercurrent EK . Thus, the energy of the wire is
























Since the γ’s depend linearly on (n̂− φ̂), the total energy of the network is a quadratic form of (n̂− φ̂).
5.2.2 Fluxoid states of a ring with a crossbar
Let us consider a superconducting wire network with two loops - a ring with a crossbar, shown in Fig. 5.1(a).
The fluxoid state of this structure can be described by a pair of winding numbers {n1, n2} for the top and
the bottom half rings. The energies of the fluxoid states depend on the fluxes {φ1, φ2} through the halves
of the ring.
Using the orientation of wires, shown on Fig. 5.1(a), we can apply Eq. (5.3) to both half rings, and
Eq. (5.8) to one of the nodes of the structure:

γ1 + γ3 = 2π(n1 − φ1)
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Figure 5.1: Fluxoid states in a ring with a crossbar. (a) Schematics of the structure. (b) Stability diagram
of the fluxoid states supported by a ring with a crossbar. The number of fluxons in each loop is denoted as
{n1, n2}. The strength of the modulation of the pattern β = l2/l1 = α/(1 + α) characterizes the coupling
between the loops. Every time the system is driven around the triple point, as indicated by a circular arrow
in (b), one fluxon is transferred across the structure as shown in (a).
Then the gauge-invariant phase differences for three wires are given by

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diagrams, shown in (a-c), correspond to symmetric structures (LK1 = L
K
2 ). The diagram shown in (d-e)
correspond to LK1 6= LK2 . (a) Weak inter-loop coupling: LK1 : LK2 : LK3 = 1 : 1 : 0.25; (b) moderate



































(φ1 − n1)2 + (φ2 − n2)2 + α(φ1 − n1 + φ2 − n2)2
]
. (5.15)
For a ring with a crossbar made of wires with a homogeneous cross-section, shown in Fig. 5.1(a), α = 2/π.
It is instructive to consider two limiting cases: if α→ 0, equation (5.15) yields E ∝ (φ1 − n1)2 + (φ2 − n2)2
– the structure behaves like two isolated rings. In the opposite case, α→∞: E ∝ ((φ1 + φ2)− (n1 + n2))2
the crossbar effectively vanishes, and the structures behaves like a single ring.
The stability region of the fluxoid state with winding numbers {n1, n2} has the hexagonal shape in
(φ1, φ2) coordinates, which is given by the following constrains:

∣∣∣∣(φ1 − n1) + α1 + α (φ2 − n2)
∣∣∣∣ < 1/2∣∣∣∣ α1 + α (φ1 − n1) + (φ2 − n2)
∣∣∣∣ < 1/2
|(φ1 − n1)− (φ2 − n2)| < 1
(5.16)
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(a) Ring 8 (b) Ring 9 (c) Ring 5
(d) Ring 10 (e) Ring 11
Figure 5.3: SEM micrographs of Al structures. All scale bars are 1 µm. The parameters of the structures
are given in Tab. 3.1.
The stability diagram of equilibrium fluxoid states in a two-loop structure with α = 2/π is shown in
Fig. 5.1(b). This honeycomb stability diagram is analogous to the stability diagram of equilibrium charge
states in a double quantum dot [132]. It can be shown that the depth of the modulation of the honeycomb







Thus, the coupling constant α can be determined by experimentally measuring parameter β. For a ring with
a crossbar, shown in Fig. 5.1(a), we expect β ' 0.39. Examples of stability diagrams for structures with
different values of inter-loop coupling are shown in Fig. 5.2(a-c). Increasing the kinetic impedance of the
crossbar increases the inter-loop coupling, which results in a squeezing of the hexagons in (1,1) direction in
(φ1, φ2). In asymmetric structures (L
K
1 6= LK2 ), the hexagons in the stability diagram become oblique, as
shown in Fig. 5.2(d-f).
The shape of the fluxoid state stability regions in the two-loop wire network depends on the inter-loop
coupling. It is useful to compare this with the case of a simple ring. For a ring, the stability region of the
















500 nm 500 nm
(a) (b)
Figure 5.4: Φ0-MFM images of Ring 8 (a), and Ring 9 (b). Light contours correspond to the equilibrium
transitions between tip-induced fluxoid states. The regions of scans between the contours correspond to the
individual fluxoid states of the structures. For the scan, shown in (a), the fluxoid states are labeled with the
winding numbers. The number of the dots in each half of the label represents the number of the fluxons in
each half of the ring. Thin red lines show the outlines of the structures.
do not provide any information about the energetics of the structure. In contrast to this, mapping the
boundaries between the stability regions in multi-loop structures enables us to probe the strength of the
internal interaction between the fluxons trapped by different loops.
5.3 Φ0-MFM measurements of rings with crossbar
Figure 5.4 shows Φ0-MFM images of Ring 8 and Ring 9 taken with Tip 4 at the tip-surface separation
of 800 nm. The scans were taken at 0.860 K and at 0.915 K respectively, close to the superconducting
transition temperature of the structures (Tc ≈ 0.95 K). Ring 8 has a radius of R=550 nm and a wall width
of w=124 nm. For Ring 9, R=950 nm and w=133 nm. The SEM micrographs of the structures are shown in
Fig. 5.3(a-b). The light contours in the Φ0-MFM images (Fig. 5.4), correspond to the transitions between the
tip-induced fluxoid states in the rings. At the positions of the MFM tip, which correspond to the equilibrium
transition between two fluxoid states, the flux modulation due to the tip oscillations drives switching between
the states. Corresponding switching supercurrents cause strong interaction with the cantilever, and result
in the shift of cantilever resonant frequency ∆ω, which is plotted in figures 5.4(a-b).
When the magnetic tip raster scans a ring with a crossbar, each point of the scan (x, y) corresponds
to a point in the (φ1, φ2) plane. Thus, the scan of the device can be described by a nonlinear mapping
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Figure 5.5: Simulation of the scan of Ring 8, shown in figure 5.4. (a) Measured and simulated fluxoid
transitions. (b) The simulated energy of the structure for each point of the scan. (c) Magnetic field
distribution under the tip. (d) Magnetic field modulation under the tip, generated by the tip oscillations
with 50 nm peak-to-peak amplitude. The double arrow shows the oscillation direction of the cantilever. (e)
The outline of Ring 8. All plot are made in the same scale.
the structure. Figure 5.5 presents the results of the simulation of the Φ0-MFM scan of Ring 8, shown in
Fig. 5.4(a). The simulation procedure was analogous to the one described in Sec. 4.3.2. First, the model of
the MFM tip was used to calculate the fluxes through the loops of the structure, and equation (5.16) was
applied to find the positions of the fluxoid transitions. Then, the parameters of the tip were tuned to match
the observed fluxoid transitions (see Fig. 5.5(a)). The simulation enabled us to find the field distribution
under the tip, which is shown in Fig. 5.5(c). Furthermore, we calculated the magnetic field modulation
on the surface, generated by the tip oscillations with 50 nm peak-to-peak amplitude (see Fig. 5.5(d)). As
can be seen from the plot, the amplitude of the field modulation has two peaks, which are ∼ 1µm apart
and have the opposite sign. This spatially differential character of the modulation is crucial for the Φ0-
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MFM measurements, since it allows driving the structure between fluxoid states at the equilibrium fluxoid
transitions. The energy of the structure as a function of the position of the tip is depicted in Fig. 5.5(b).
Figure 5.6: Mapping: (x, y) → (φ1, φ2) for the Φ0-MFM image of Ring 8 (Fig. 5.4(a)). The shaded region
of the stability diagram marks the values of fluxes (φ1, φ2) covered in the scan shown in figure 5.4(a).
Figure 5.6 depicts the region of the fluxoid state stability diagram of Ring 8, which is covered by the scan
shown in Fig.5.4(a). It is worth noting, that with a homogeneous magnetic field it possible to access only
points for which φ1 = φ2. Finally, the value α = 2/π, used for the simulation, gives an excellent fit for the
scan of Ring 8, shown in Fig. 5.4(a). For Ring 9, we estimated β ' 0.40± 0.02 from the scan in Fig. 5.4(b),
which is also in excellent agreement with the expected value of 0.39.
Figure 5.7 shows a series of Φ0-MFM images of Ring 5 taken with Tip 3 at several tip-surface separations.
Ring 5 has a radius of R = 1.99 µm, and a wall width of w = 230 nm. The scans in figure 5.7 were taken
15 mK below the superconducting transition Tc = 1.199 K of the structure. From the figure it can be
seen that as the tip-surface separation decreases, the magnetic field on the surface becomes stronger, and
more fluxoid states are observed. By taking the furthest from the center transition line to be the transition
between states {0, 0} and {1, 0}, we can identify the winding numbers of the other states visible in the scans.
Clear honeycomb patterns of the transitions are visible near the points where the crossbar is connected to
the ring. Figure 5.8 shows a more detailed scan of Ring 5, taken at the tip-surface separation of 800 nm
(the corresponding region is marked in Fig. 5.7(a)). As can be seen from figure 5.8, the transitions are
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Figure 5.7: Φ0-MFM images of Ring 5 at several tip-surface separations. Red rectangle in (a) marks the
region shown in Fig. 5.8. The outline of Ring 5 is shown in (f). All scale bars are 1 µm .
(x, y)→ (φ1, φ2) is approximately linear in the field of the scan. This is about 25% higher than the theoretical
estimate of β for a ring with a crossbar geometry. The discrepancy might be due to a small difference in the
cross-sectional area of the crossbar and the ring wires. The magnetic coupling between the loops which we
neglected could also affect β.
5.3.1 Stochastic resonance phase slip measurement in two-loop structures
Stochastic resonance phase slip rate measurement (see Sec. 4.2.2) in a ring with crossbar allows us to directly
observe three different types of fluxoid transitions that are possible in this structure: i){n1, n2} → {n1±1, n2}
– the fluxon is entering/leaving the top half ring; ii) {n1, n2} → {n1, n2± 1} – the fluxon is entering/leaving
the bottom half ring; iii) {n1±1, n2} → {n1, n2∓1} – the fluxon is moving from one half the other half. It is
worth noting, that for each type of the fluxoid transition, the corresponding phase slip occurs in a different
wire of the ring: the top half-ring wire, the bottom half-ring wire, and the crossbar wire, respectively. Hence,



























Figure 5.8: Detailed Φ0-MFM image of the honeycomb pattern of fluxoid transitions measured in Ring 5.
The image was taken at the tip-surface separation of 800 nm. Some of the fluxoid states are labeled with
pairs of winding numbers {n1, n2}. The dashed line marks the region shown in Fig. 5.9
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 A: {5,4} ↔ {5,5}
 B: {5,5} ↔ {6,4}
 C: {5,4} ↔ {6,4}
Figure 5.9: Stochastic resonance images of the phase slip rate in Ring 5. The scan shows three different types
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Figure 5.10: Temperature dependence of the signal for the transitions between states {5, 4}, {5, 5} and
{6, 4}. The corresponding line scans A, B and C are marked in figure 5.9. (a) Temperature dependence of
the peak frequency (red) and dissipation (blue) shifts of the cantilever. The relative strengths of the signal
for transitions A,B and C are scaled for better presentation. (b) Phase slip rate for different transitions,
derived from the data shown in (a) and Eq. (4.14). The right axis shows the change of the phase slips energy
barrier.
We experimentally study the transitions between the states with winding numbers {5, 4}, {5, 5} and
{6, 4} (see Fig. 5.8). The temperature dependence of the frequency and dissipation shifts on the transitions
were measured by performing line scans along the lines marked as A, B, C in figure 5.9. The peak shifts in the
resonant frequency and the dissipation, which were extracted from the line scans, are shown in figure 5.10(a)
as a function of temperature. It was checked that the amplitude of the cantilever oscillations does not affect
the resulting shift of the resonant frequency and the dissipation. Thus, the modulation is sufficiently weak
to be in a linear stochastic resonance regime, and the SR model of driven phase slips (Eq. (4.14)) can be
used to extract the phase slip rates of the transitions. As can be seen from Fig. 5.10(a), the signal on
all three fluxoid transitions shows stochastic resonance behavior: the dissipation ∆γ reaches a peak while
the resonant frequency shift ∆f grows rapidly and then gradually decreases towards Tc. The stochastic
resonance for transition C happens around 1.175 K, transition A – around 1.173 K, and for transitions B
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occurs around 1.170 K. Using equation Eq. (4.14), we can find the relaxation rate νr for each transition:
νr/ω0 = ∆ω/∆γ. The derived rates νr for each transition are plotted in figure 5.10(b). The right axis
shows the relative change of the phase slip barrier heights in units of kBT , which was calculated under the
assumption that the attempt frequency does not change significantly with the temperature range of the
measurements: −∆E/kBT ' ln(νr).
Figure 5.9 shows the full images of νr for several temperatures. Similar to the analysis of the phase slip
rate in Ring 2 (Sec. 4.2.4), the images were constructed such that the brightness represents the magnitude
of the signal
√
∆ω2 + ∆γ2 and the color represents the ratio ∆ω/∆γ. As can be seen from figures 5.9(a-b),
three transitions have different fluxoid transition relaxation rates νr. The probable explanation of these
differences must be the variations in the wires, forming the structure. The images of the phase slip rate
demonstrate the unique way Φ0-MFM approach allows us to characterize the dynamics of individual fluxoid
transitions even in complex structures.
5.4 Φ0-MFM measurements of the fluxoid states in rings with
three and four sectors
In this section, we report Φ0-MFM measurements of Ring 10 and Ring 11 which have radii of R ' 0.94 µm
and wall widths of w = 125 nm and w = 130 nm respectively. Ring 10 is divided into three sectors and
Ring 11 into four sectors by the radial wires as can be seen from the SEM images (Fig. 5.3(d,e)). The
superconducting transition temperature of the structures was estimated to be Tc ' 0.98 K.
Figure 5.11 shows the scans of Ring 10 taken at several tip-surface separation at T = 0.955 K. As can
be seen from the figure, each scan of the structure reveals a rich pattern of fluxoid transitions. The regions
enclosed between the transition lines correspond to the stability regions of certain fluxoid states of the
structure, which in this case are described by three winding numbers: {n1, n2, n3}. The region of stability
of each fluxoid state with winding numbers {n1, n2, n3} occupies certain volume in (φ1, φ2, φ3) coordinates.
Each of the scans corresponds to a certain surface φ̂S(x, y) in (φ1, φ2, φ3) coordinates, which is parametrized
by x and y coordinates of the scan. The intersection between the surface φ̂S(x, y) and the boundaries
between the stability regions in (φ1, φ2, φ3) will appear in the scan as the transition lines. By changing
the tip-surface separation (Fig. 5.11(a,b)) and applying an additional external homogeneous magnetic field
(Fig. 5.11(c,d)) we can access a wide range of fluxoid states of the structure. The fluxoid states observed in
figures 5.11(a) can be identified as follows: the outermost circular contour, visible in the scan, corresponds
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Figure 5.11: Φ0-MFM images of the fluxoid transitions in Ring 10. The tip-surface separations and the
additional external field are indicated in the bottom-left corners. Thick green line shown in (c) represents
the outline of Ring 10. All scale bars are 1 µm.
another fluxon to the structure. The contours in the radial direction correspond to the motion of the fluxons
from one sector to another. By using these and other symmetry considerations, it is possible to identify
all the states in Fig 5.11(a). Ring 11, which has four sectors shows very similar behavior (Fig 5.12). The
same principles that were used for a three sector ring were applied to identify the states in the scan taken
at the tip surface separation of 1.5 µm, as shown in Fig 5.12(d). For the scans taken close to the surface,
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Figure 5.12: Φ0-MFM images of the fluxoid transitions in Ring 11. Tip-surface separations and magnitudes
of the additional external field are indicated in the bottom-left corners. Thick green line shown in (e)
represents the outline of Ring 11. All scale bars are 1 µm.
the pattern of the fluxoid transitions becomes very intricate and simulations are required to label the states
with winding numbers.
The measurements of the rings with three and four sectors demonstrate some unique features of the
Φ0-MFM technique: 1) using the field of the magnetic tip is crucial, since most of the the observed fluxoid
states can be stabilized only by the inhomogeneous magnetic field; 2) imaging character of the technique –
mapping the fluxoid transitions in a scan – greatly helps in identifying the winding numbers that correspond
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to different regions of the scan; 3) even though the shape and the magnetic moment of the tip limit the range
of accessible fluxoid states, changing the tip-surface separation and adding homogeneous external magnetic
field enables us to probe a significant number of fluxoid states supported by the structure.
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Figure 5.13: Manipulating fluxons in the ring with three sectors. (a) Schematics of the structure and the tip
induced states, which is analogous to one shown in Fig. 5.11(d). The dashed arrow indicates the proposed
trajectory of the magnetic tip with intermediate states “1”, “2” and “3”. (b) Schematics of the changes
of the position of fluxons during the movements of the tip. Two fluxons are shown in red and blue only
to emphasize their movements. The first turn of the loop swaps the vortices and the second completes the
winding of one vortex around another.
The inhomogeneous magnetic field of the MFM tip can be used to manipulate the fluxons. In contrast
to the previous studies, where the manipulation were performed with single vortices, a stronger magnetic
field of our tips with broader distribution can be used to manipulate the entire multi-fluxon state of the
structure. Once the Φ0-MFM image of the fluxoid states is taken, it can be used to design the trajectory of
the tip that will accomplish the desired manipulation. As an example, we describe a proposed way to wind
two ’vortices’ around each other in a three-sector ring. As a starting point, we choose conditions similar
to those for scan shown in figure 5.11(d). The tip-surface separation and the external field is chosen so
that when the tip is close to the center of the ring only two of the sectors are occupied with ’vortices’ (see
Fig. 5.13(a)). A complete circular motion of the tip around the center, as shown in figure 5.13(a), drives the
structure through a sequence of the fluxoid states, as shown in figure 5.13(b), and exchanges the positions
of the fluxons. Two full circles of the magnetic tip will accomplish a winding of one ’vortex’ around another.
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While, in our system we manipulate the winding numbers in a superconducting wire network, the same idea
could be applied to Josephson or Abrikosov vortices in appropriate superconducting structures. This type of





The phenomenon of superconductivity is a fascinating manifestation of quantum mechanics. The unique
properties of the superconductors make them attractive for many technological applications. Supercon-
ducting devices hold great promise for classical and quantum computation. Moreover, present-day physics
often searches for emerging properties and new phenomena in carefully engineered systems, materials, and
devices, which are assembled from well-known components. From this perspective, superconductivity is an
indispensable staple in the modern physicist’s toolbox. The behavior of fluxons – the topological defects of
the superconducting order parameter – are often at the heart of the physical effects and technological appli-
cations involving superconductivity. New tools that enable one to probe vortex or fluxoid states, characterize
their energetics and dynamics, and manipulate them are of great interest.
We have introduced a new scanning probe technique, Φ0-MFM, for probing fluxoid and vortex states. The
technique has the following general idea. The magnetic tip of the MFM cantilever used in these measurements
can add several magnetic flux quanta to the sample. The inhomogeneous magnetic field from the cantilever
tip can be used to stabilize states of fluxons supported by the sample. The oscillations of the cantilever
in a pendulum geometry produce a spatially variable modulation of the magnetic field. This modulation
probes the susceptibility of the sample. An enhanced susceptibility emerges when the equilibrium state of
the sample becomes degenerate, permitting the magnetic field modulation to drives fluxons between the two
states. The resulting response is detected by the shift of the resonant frequency and the dissipation of the
cantilever oscillations. This process enables us to map the transitions between the tip-induced vortex or
fluxoid states of the system. Measuring the phase shift of the susceptibility signal allows us to investigate
the dynamics of the transitions.
Φ0-MFM was employed to probe the fluxoid dynamics in narrow-wall Al rings. We found that the
scans of the ring at temperatures near the superconducting transition show concentric contours at the
locations where the tip applies a half-integer number of flux quanta through the ring. This was confirmed
by comparison with the fluxoid transitions observed in field sweeps, and by simulating the position of the
fluxoid transitions on the scan. Matching the measured position of the fluxoid transitions to the simulation
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enabled us to estimate the magnetic field distribution under the tip. Further, we found that the shift in
the resonant frequency and dissipation of the cantilever oscillations arises due to dynamic interaction with
thermally activated phase slips in the ring. We showed that over a wide range of fluctuation frequencies,
the interaction is well described by a stochastic resonance (SR) effect. We further demonstrated that the
SR model can be used to extract the average rate of thermally activated phase slips over a 32-dB range in
frequency. We find that the measured phase slip rate is consistent with thermally activated behavior, but
the corresponding energy barrier is reduced in comparison to the Langer-Ambegaokar prediction. Lastly,
we used a superconducting ring containing a constriction to demonstrate that the strong magnetic field
produced by the magnetic particle can be used to probe the effects of the local magnetic field on the phase
slip energy barrier of the fluxoid states.
The superconducting structures that support states involving multiple interacting fluxons are of great
interest, since these systems enable us to study interaction and interference effects and could have applications
in technology. We used Φ0-MFM to study fluxoid states in rings with several sectors. The fluxoid states
supported by two-sector rings are described by two winding numbers, and are analogous to the charge
states of charged coupled double quantum dots. Indeed, Φ0-MFM images of the two-loop structures show
honeycomb-shaped fluxoid state stability regions. We studied several structures of different sizes as a function
of the tip-surface separation and simulated the images using the model of the magnetic tip. The shape of
the stability regions can be used to measure the coupling between the two halves. It was found that
the proportions of the measured hexagonal stability regions are close to the expected values. Further, we
demonstrated that the stochastic resonance effect can be used to study the dynamics of the transitions
between the fluxoid states supported by the structure. We measured the fluxoid dynamics of three different
types of transitions: fluxon entering one loop, fluxon entering the other loop, and fluxon moving between
the loops. The temperature dependence of the transition rates demonstrates the difference in the associated
phase slip energy barriers.
The Φ0-MFM measurements of the narrow wall rings with three and four sectors revealed intricate
patterns of the fluxoid transitions that have the same symmetry as the superconducting structures. We
could identify the states mapped in the scans. This showcases the potential of the Φ0-MFM approach to
induce and manipulate complex fluxoid or vortex states in the superconducting structures. In this work,
we applied Φ0-MFM to study fluxoid states in narrow wall multiply connected structures. However, we
argue that this technique can be extended to the other types of fluxons, such as Josephson or Abrikosov
vortices, if several key ingredients are present. These ingredients are: i) discrete energy states, which emerge
when quantized fluxons are confined by the sample’s geometry or other trapping potential; and ii) reversible
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transitions between the energy states, which allow the oscillating magnetic tip to drive transitions between
the states.
In summary, Φ0-MFM is a non-contact scanning probe technique capable of mapping out fluxoid or vortex
transitions and characterizing their energetics and dynamics. This technique could be a valuable tool for
investigating various superconducting structures, with applications to fundamental science and technology.
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[40] U. Essmann and H. Träuble. The direct observation of individual flux lines in type II superconductors.
Physics letters A, 24(10):526–527, 1967.
[41] Fritz London and Heinz London. The electromagnetic equations of the supraconductor. In Proceedings
of the Royal Society of London A: Mathematical, Physical and Engineering Sciences, volume 149, pages
71–88. The Royal Society, 1935.
[42] Michael R. Norman. The challenge of unconventional superconductivity. Science, 332(6026):196–200,
2011.
[43] J. G. Bednorz and K. A. Müller. Possible hightc superconductivity in the BaLaCuO system. Zeitschrift
für Physik B Condensed Matter, 64(2):189–193, 1986.
[44] C. C. Tsuei and J. R. Kirtley. Pairing symmetry in cuprate superconductors. Rev. Mod. Phys.,
72:969–1016, Oct 2000.
[45] Yoichi Kamihara, Hidenori Hiramatsu, Masahiro Hirano, Ryuto Kawamura, Hiroshi Yanagi, Toshio
Kamiya, and Hideo Hosono. Iron-based layered superconductor: LaOFeP. ChemInform, 37(45), nov
2006.
[46] Yoichi Kamihara, Takumi Watanabe, Masahiro Hirano, and Hideo Hosono. Iron-based layered super-
conductor La[O1-xFx]FeAs (x= 0.05-0.12) with Tc= 26 K. Journal of the American Chemical Society,
130(11):3296–3297, Mar 2008.
[47] G. R. Stewart. Superconductivity in iron compounds. Rev. Mod. Phys., 83:1589–1652, Dec 2011.
[48] Andrey Chubukov. Pairing mechanism in Fe-based superconductors. Annu. Rev. Condens. Matter
Phys., 3(1):57–92, 2012.
[49] A. P. Drozdov, M. I. Eremets, I. A. Troyan, V. Ksenofontov, and S. I. Shylin. Conventional supercon-
ductivity at 203 kelvin at high pressures in the sulfur hydride system. Nature, 525(7567):73–76, aug
2015.
[50] Y. Maeno, H. Hashimoto, K. Yoshida, S. Nishizaki, T. Fujita, J. G. Bednorz, and F. Lichtenberg.
Superconductivity in a layered perovskite without copper. Nature, 372(6506):532–534, Dec 1994.
[51] F. Steglich, J. Aarts, C. D. Bredl, W. Lieke, D. Meschede, W. Franz, and H. Schäfer. Superconductivity
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[94] I. Petković, A. Lollo, L.I. Glazman, and J.G.E. Harris. Deterministic phase slips in mesoscopic super-
conducting rings. Nature Communications, 7, 2016.
[95] L. D. Jackel, W. W. Webb, J. E. Lukens, and S. S. Pei. Measurement of the probability distribution of
thermally excited fluxoid quantum transitions in a superconducting ring closed by a josephson junction.
Phys. Rev. B, 9:115–118, Jan 1974.
[96] B. J. Baelus, F. M. Peeters, and V. A. Schweigert. Vortex states in superconducting rings. Phys. Rev.
B, 61:9734–9747, Apr 2000.
[97] Jorge Berger. Flux transitions in a superconducting ring. Phys. Rev. B, 67:014531, Jan 2003.
[98] D. Y. Vodolazov and F. M. Peeters. Dynamic transitions between metastable states in a supercon-
ducting ring. Phys. Rev. B, 66:054537, Aug 2002.
[99] Michael T. Woodside and Paul L. McEuen. Scanned probe imaging of single-electron charge states in
nanotube quantum dots. Science, 296(5570):1098–1101, 2002.
[100] J. Zhu, M. Brink, and P. L. McEuen. Frequency shift imaging of quantum dots with single-electron
resolution. Applied Physics Letters, 87(24), 2005.
[101] Romain Stomp, Yoichi Miyahara, Sacha Schaer, Qingfeng Sun, Hong Guo, Peter Grutter, Sergei
Studenikin, Philip Poole, and Andy Sachrajda. Detection of single-electron charging in an individual
InAs quantum dot by noncontact atomic-force microscopy. Phys. Rev. Lett., 94:056802, Feb 2005.
[102] Yasuo Azuma, Masayuki Kanehara, Toshiharu Teranishi, and Yutaka Majima. Single electron on a
nanodot in a double-barrier tunneling structure observed by noncontact atomic-force spectroscopy.
Phys. Rev. Lett., 96:016108, Jan 2006.
[103] Jun Zhu, Markus Brink, and Paul L. McEuen. Single-electron force readout of nanoparticle electrom-
eters attached to carbon nanotubes. Nano Letters, 8(8):2399–2404, 2008. PMID: 18578552.
[104] Steven D. Bennett, Lynda Cockins, Yoichi Miyahara, Peter Grütter, and Aashish A. Clerk. Strong
electromechanical coupling of an atomic force microscope cantilever to a quantum dot. Phys. Rev.
Lett., 104:017203, Jan 2010.
[105] Lynda Cockins, Yoichi Miyahara, Steven D. Bennett, Aashish A. Clerk, Sergei Studenikin, Philip
Poole, Andrew Sachrajda, and Peter Grutter. Energy levels of few-electron quantum dots imaged
and characterized by atomic force microscopy. Proceedings of the National Academy of Sciences,
107(21):9496–9501, 2010.
[106] J. S. Langer and Vinay Ambegaokar. Intrinsic resistive transition in narrow superconducting channels.
Phys. Rev., 164:498–510, Dec 1967.
[107] Frederick W Grover. Inductance calculations. Instrument Society of America, Research Triangle Park,
1973.
[108] J.M.D. Coey. Permanent magnet applications. Journal of Magnetism and Magnetic Materials,
248(3):441–456, 2002.
[109] Brian W. Gardner, Janice C. Wynn, D. A. Bonn, Ruixing Liang, W. N. Hardy, John R. Kirtley,
Vladimir G. Kogan, and Kathryn A. Moler. Manipulation of single vortices in YBa2Cu3O6.354 with
a locally applied magnetic field. Applied Physics Letters, 80(6):1010–1012, 2002.
[110] L. Embon, Y. Anahory, A. Suhov, D. Halbertal, J. Cuppens, A. Yakovenko, A. Uri, Y. Myasoedov,
M. L. Rappaport, M. E. Huber, A. Gurevich, and E. Zeldov. Probing dynamics and pinning of single
vortices in superconductors at nanometer scales. Scientific Reports, 5:7598, Jan 2015.
89
[111] B. Kalisky, J. R. Kirtley, E. A. Nowadnick, R. B. Dinner, E. Zeldov, Ariando, S. Wenderich,
H. Hilgenkamp, D. M. Feldmann, and K. A. Moler. Dynamics of single vortices in grain boundaries:
I-V characteristics on the femtovolt scale. Applied Physics Letters, 94(20):202504, May 2009.
[112] B. Kalisky, J. R. Kirtley, J. G. Analytis, J.-H. Chu, I. R. Fisher, and K. A. Moler. Behavior of vortices
near twin boundaries in underdoped Ba(Fe1−xCox)2As2. Phys. Rev. B, 83:064511, Feb 2011.
[113] B. Reznik and Y. Aharonov. Question of the nonlocality of the Aharonov-Casher effect. Phys. Rev.
D, 40:4178–4183, Dec 1989.
[114] Dmitri A. Ivanov, Lev B. Ioffe, Vadim B. Geshkenbein, and Gianni Blatter. Interference effects in
isolated Josephson junction arrays with geometric symmetries. Phys. Rev. B, 65:024509, Dec 2001.
[115] Jonathan R. Friedman and D. V. Averin. Aharonov-Casher-effect suppression of macroscopic tunneling
of magnetic flux. Phys. Rev. Lett., 88:050403, Jan 2002.
[116] I. M. Pop, I. Protopopov, F. Lecocq, Z. Peng, B. Pannetier, O. Buisson, and W. Guichard. Measure-
ment of the effect of quantum phase slips in a josephson junction chain. Nature Physics, 6(8):589–592,
Jun 2010.
[117] M. T. Bell, W. Zhang, L. B. Ioffe, and M. E. Gershenson. Spectroscopic evidence of the Aharonov-
Casher effect in a Cooper pair box. Phys. Rev. Lett., 116:107002, Mar 2016.
[118] C-S Lee, Boldizsar Janko, Imre Derenyi, and A-L Barabási. Reducing vortex density in superconductors
using the ratchet effect. Nature, 400(6742):337–340, 1999.
[119] J.E. Villegas, Sergey Savel’ev, Franco Nori, E.M. Gonzalez, J.V. Anguita, R. Garcia, and J.L. Vicent.
A superconducting reversible rectifier that controls the motion of magnetic flux quanta. Science,
302(5648):1188–1191, 2003.
[120] Clécio C de Souza Silva, Joris Van de Vondel, Mathieu Morelle, and Victor V Moshchalkov. Controlled
multiple reversals of a ratchet effect. Nature, 440(7084):651–654, 2006.
[121] B. Y. Zhu, F. Marchesoni, V. V. Moshchalkov, and Franco Nori. Controllable step motors and rectifiers
of magnetic flux quanta using periodic arrays of asymmetric pinning defects. Phys. Rev. B, 68:014514,
Jul 2003.
[122] M. B. Hastings, C. J. Olson Reichhardt, and C. Reichhardt. Ratchet cellular automata. Phys. Rev.
Lett., 90:247004, Jun 2003.
[123] J. Del Valle, A. Gomez, E.M. Gonzalez, M.R. Osorio, D. Granados, and J.L. Vicent. Superconduct-
ing/magnetic three-state nanodevice for memory and reading applications. Scientific reports, 5, 2015.
[124] S. Ooi, Sergey Savel’ev, M. B. Gaifullin, T. Mochiku, K. Hirata, and Franco Nori. Nonlinear nanode-
vices using magnetic flux quanta. Phys. Rev. Lett., 99:207003, Nov 2007.
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