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Zusammenfassung
In unserem täglichen Leben spielen Kohlenwasserstoffe eine wesentliche Rolle, sei es auf-
grund von Zuckern, Fetten oder Proteinen in der Nahrungsaufnahme oder bei der Reini-
gung von Brillengläsern mit Isopropanol. Während die meisten Kohlenwasserstoffe in der
Natur vorkommen, werden einige auch durch spezielle Prozesse erzeugt, welche die moleku-
lare Bindungsstruktur ändern. Dies beeinflusst ebenfalls die chemischen, physikalischen
und biologischen Eigenschaften der Moleküle. Abgesehen von standardmäßig verwendeten
chemischen Verfahren können molekulare Bindungen auch mittels ultrakurzer Laserpulse
mit definierten elektrischen Feldern – so genannten Träger-Einhüllende-Phasen (CEP) sta-
bilen Laserpulsen umstrukturiert werden.
Die vorliegende Arbeit befasst sich mit den grundlegenden Prozessen, welche zur In-
teraktion von ultrakurzen Laserpulsen mit kleinen Kohlenwasserstoffen, wie Acetylen und
Propadien, beitragen. Insbesondere die Änderung der Bindungsstruktur durch Protonen-
migration, die sogenannte Isomerisierung, ist mithilfe der CEP oder der Laserintensität
kontrollierbar.
Durch die gleichzeitige Untersuchung der Intensitäts- und CEP-Abhängigkeit der Iso-
merisierung wird deutlich, wie wichtig der Ionisationsmechanismus für alle nachfolgen-
den Prozesse ist. Für geringe Intensitäten (unter 1.5 · 1014 W/cm2) induziert die nicht-
sequentielle Doppelionisation eine starke CEP-Abhängigkeit. Für höhere Intensitäten wird
die sequentielle Doppelionisation wahrscheinlicher, was in einer geringeren CEP-Kontrolle
resultiert.
Um die zeitliche Entwicklung der Isomerisierung zu untersuchen, wurden Pump-Probe-
Experimente an Acetylen durchgeführt. Die typische Pulsdauer ist mit weniger als 5 fs
schneller als jede Kernbewegung und daher für die Messung verschiedenster molekularer
Reaktionen auf ultrakurzer Zeitskala gut geeignet. Zum einen kann die Isomerisierung in
“Echtzeit” dargestellt werden, wodurch die durchschnittliche Isomerisierungszeit zu 54 fs
bestimmt werden konnte. Zum anderen wurde eine Vibration mit einer Periode von 26 fs
detektiert, welche auf eine Bewegung der CC-Bindung im Kation zurückschließen lässt. In
einer weiteren Untersuchung wurden Vibrationenperioden von 11 fs und 20 fs gemessen, die
respektiv auf Vibrationen der CH- und CC-Bindungen in Dikation hinweisen.
Betrachtet man zusätzlich die dissoziierenden Moleküle, so ist der Effekt der ”Erhöhten
Ionisation” (EI) von Interesse. Diese EI ist durch eine signifikante Erhöhung der Ionisations-
wahrscheinlichkeit gekennzeichnet, welche nur bei bestimmten internuklearen Abständen
vi
auftritt, in der CC-Bindung bei 1.4 Å und in der CH-Bindung bei 2.0 Å. Experimentell
konnte dieser Effekt der erhöhten Ionsierungsrate im Dikation zwischen 10 fs und 40 fs
gemessen werden.
Im letzten Teil der Arbeit wird der Aufbau eines Mehrfarben-Experiments mit einem
zusätzlichen Feld-Synthetisierer vorgestellt. Erste erfolgreiche Experimente zeigen die in-
teressanten Anwendungsgebiete dieses komplexen Systems auf.
Die Ergebnisse der vorliegenden Arbeit zur laserinduzierten Kontrolle molekularer Bin-
dungen ermöglichen ein besseres Verständnis der grundlegenden molekularen Reaktionen,
welche essentiell für zukünftige Experimente und Anwendungen, wie zum Beispiel für die
die Kontrolle der Molekularbewegung an konischen Durchschneidungen, sind.
Abstract
Hydrocarbon molecules play an important role in various situations in our daily life rang-
ing from sugar, fat, and protein in food consumption to isopropanol for cleaning of glasses.
While most of these hydrocarbons exist naturally, others have to be produced by special
processes involving bond rearrangements, which result in an altered molecular structure
and thus in changed chemical, physical, and biological properties. Apart from standard
chemical procedures another promising possibility to control such molecular rearrange-
ments is based on ultrashort laser pulses with defined electric fields, so called carrier-
envelope phase (CEP) stable laser pulses.
In this thesis, the fundamental processes involved in the interaction of ultrashort laser
pulses with small hydrocarbons, i.e. acetylene and propadiene, are investigated. Especially
the bond rearrangement via proton migration, also called isomerization, is controlled via
the CEP or the applied laser intensity. In the first part of this thesis, the CEP control
over isomerization is explained by a superposition of vibrational wave-packets, which are
triggered by the laser pulse. The initial directionality of the wave-packet predetermines
the final molecular structure, which manifests long after the laser pulse has passed. In-
vestigating both the intensity- and the CEP-dependence of the isomerization reveals the
influence of the ionization onto subsequent nuclear motion. For low intensities (below
1.5 · 1014 W/cm2), the non-sequential double-ionization allows for a strong CEP-control of
the isomerization. By increasing the intensity, sequential double-ionization becomes the
dominating process, such that the CEP-control is suppressed.
In order to investigate the temporal evolution of the isomerization, a few-cycle pump-
probe experiment is performed on acetylene. The typical pulse duration of below 5 fs is
faster than any nuclear motion and hence permits the detection of different molecular reac-
tions triggered by the ultrashort laser pulse. First, the isomerization process is visualized
in “real” time, enabling us to determine the mean isomerization time to 54 fs. Secondly, a
vibrational motion of 26 fs is detected, indicating CC-bond vibrations in the cation state.
Thirdly, the duration of a vibrational motion is determined for CH- and CC-bond vibra-
tions in the dication state to be 11 fs and 20 fs, respectively. Furthermore, in dissociating
molecules, the effect of enhanced ionization (EI) is investigated in acetylene. EI is char-
acterized by a significant enhancement of the ionization probability for molecules with a
distinct internuclear distance, i.e. 1.4 Å for the CC-bond and 2.0 Å for the CH-bonds.
Experimentally, this effect was observed as an increased ionization yield between 10-40 fs.
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For the last part of this thesis, a three-color generation setup with subsequent field
synthesizer is developed and first successful experiments are performed, which demonstrates
its flexible applicability.
The knowledge of laser-induced nuclear dynamics and its control gained in this thesis
opens the path for exciting future experiments and applications such as the control over
molecular reactions at conical intersections.
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1 Introduction
A famous example of molecular dynamics is the interaction of highly energetic photons
with ozone molecules in the earth’s atmosphere. Ozone (O3) absorbs a photon and thereby
obtains enough energy to dissociate into dioxide (O2) and oxygen (O). Such photo-dynamic
processes occur on very short timescales, i.e. within pico- or femtoseconds (10−12 to
10−15 s). In order to investigate such processes, it is necessary to trigger and observe
the reaction on the same timescale, which is so far only feasible using optical methods with
ultrashort laser pulses. In this thesis, such pulses are employed to investigate molecular
dynamics.
In the past decades, extensive work was performed to improve the understanding of light-
matter interaction using ultrashort laser pulses [1]. One advantage of such laser pulses is the
high photon density, which increases the interaction probability between the investigated
molecule and the light. To describe the interactions, it is often advantageous to use the wave
nature of light, i.e. to express the laser pulses by an electric field. The molecular reaction
can be altered considerably by changing the parameters of these strong fields as for example
pulse duration [2], wavelength [3], intensity [4], or carrier-envelope phase (CEP) [5], which
is a measure of the electric field shape. Within all these interactions, the laser pulse
controls the electronic and to a lesser extend the nuclear motion and thereby influences the
remaining target such that the molecular arrangement evolves in a predetermined manner.
This can be seen for example in hydrocarbons, like acetylene or allene, where a laser pulse
of ∼5 fs initiates a nuclear wave-packet in an excited state and thereby predetermines the
deprotonation or isomerization, occurring about 50 fs later [6, 7].
Such hydrocarbons are essential for our daily life as they usually build the basis of
proteins, sugars, fats, and many other components. A variety of chemical processes utilize
hydrogen migration to rearrange the molecular structure and thereby alter its chemical
and biological properties. Upon interaction of ultrashort laser pulses with the molecule,
similar hydrogen dynamics can be triggered – for example a keto-enol tautomerism, where
the hydrogen migration changes an aldehyde into an alcohol [8]. Thereby, light-induced
isomerization might enable reaction pathways, which are not accessible by other means.
Previous research on isomerization investigated the possibility of laser induced isomeriza-
tion of large hydrocarbon molecules [8–10]. For small hydrocarbons, also the isomerization
time were determined, as for example in acetylene [11] or in allene [12]. Furthermore,
the position of isomerization was tracked via isotope labeling [13–15]. In this thesis, the
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isomerization of small hydrocarbons is not only passively observed but also its direction is
actively controlled via the CEP of an ultrashort laser pulse. Additionally, the nuclear dy-
namics occurring during the laser-molecule interaction are investigated, with special focus
on the isomerization process of acetylene (HCCH) to vinylidene (CCHH), which is visual-
ized in “real” time. However, it is important to mention that not only an isomerization
is triggered by the laser-matter interaction but rather a variety of molecular reactions is
initiated.
Figure 1.1: Schematic visualization of three different molecular reactions upon multi-
photon-excitation by a laser pulse: vibration, isomerization, and deprotonation. The
carbon atoms are depicted in grey and the hydrogen atoms in red.
In figure 1.1, three possible reactions of acetylene upon multi-photon ionization are
schematically shown, i.e. vibration, isomerization, and direct dissociation of the CH-bond,
called deprotonation. While vibrational motion occurs within all bonds simultaneously,
their vibrational periods can differ from ∼10 fs in CH-bonds to ∼23 fs in the CC-bond.
Such vibrations can also initiate the isomerization, where one proton is moving from one
side of the molecule to the other side. And if the laser pulse provides enough energy, bond
breaking can also occur as schematically shown in the case of deprotonation. It is important
to keep in mind, that these possibilities interplay with each other, e.g. a vibration can
trigger a dissociation or an isomerization. By investigating different dissociation channels,
information on the various processes can be extracted. While theHCCH2+ → H++CCH+
channel is an example for deprotonation, the HCCH2+ → C+ +CHH+ channel indicates
a preceding isomerization into the vinylidene isomer CCHH, where both hydrogen atoms
are attached to the same carbon atom.
In order to observe such processes, an imaging system, for example a velocity-map
imaging (VMI) spectrometer [16] or a reaction microscope (REMI) [17], is advantageous.
While the VMI allows to measure the momenta of electron or ions with high statistics and
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good resolution, it has certain limitations on the detection of coinciding fragments. The
REMI, in contrast, allows the measurement of the 3D momenta of all charged fragments
on a single-shot basis. Therefore, the achievable statistics is limited by the laser repetition
rate. As different fragmentation channels have to be investigated to differentiate between
the various molecular processes, a REMI is used throughout this thesis. To circumvent the
intrinsic problem of low detection rates, the REMI is used in combination with a 10 kHz
laser system.
To get further insight into the interplay between the different molecular processes, var-
ious laser fields and combinations of laser pulses were used throughout this thesis: Via
single-pulse experiments, the dependence of ionization, deprotonation, and isomerization
on the CEP (chapter 4) and intensity (chapter 5) were investigated. Using pump-probe
experiments, the temporal evolution of the molecular structure, i.e. the bond lengths and
their angles was measured via Coulomb Explosion Imaging (CEI), see chapter 6 and 7.
Furthermore, a compact and flexible multi-color setup is presented in chapter 8, which
allows to investigate various molecular processes by three different wavelengths. While
the shown experiments are performed on small hydrocarbons (acetylene and allene), the
obtained results can likely also be applied to larger hydrocarbon molecules.
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Gallei, B. Bergues, T. Fennel, and M. F. Kling, Strong Near-Field Induced Molecular
Processes on Nanoparticles. 2017 European Conference on Lasers and Electro-Optics
and European Quantum Electronics Conference, EG 4 3 (2017)
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2 Theory
In this chapter, the theoretical background concerning ultrashort laser pulses and their
interaction with matter is given. First, the for this thesis relevant properties of ultrashort
pulses are explained in section 2.1. Subsequently, the basic interactions of strong laser
fields with atoms and molecules are presented in section 2.2.
2.1 Ultrashort laser pulses
The electric field of an ultrashort laser pulse is given by:
E(t) = E0(t) · cos(ωt+ φ), (2.1)
where E0(t) is the envelope function, ω the carrier frequency, and φ is the carrier-envelope
phase (CEP). Hereby, the envelope function can be written as:
E0(t) = E0 · e−2ln(2)(
t
τ
)2 , (2.2)
with E0 being the electric field maximum and τ the pulse duration, measured at the full-
width half maximum (FWHM) of the electric field. Combining both equations, the electric
field can be expressed by:
E(t) = E0 · e−2ln(2)(
t
τ
)2 · cos(ωt+ φ). (2.3)
For very short laser pulses, where τ−1 is close to ω, the shape of the electric field is strongly
influenced by the carrier-envelope phase φ. In figure 2.1, the electric field shape is shown
for two different CEP’s using typical pulse parameters, i.e. a pulse duration of 5 fs at a
central wavelength of 790 nm. Clearly visible are the two components of the laser field:
The envelope (depicted by the dashed line) and the carrier wave (shown as solid line). The
individual velocities can be expressed by the wavenumber k and the angular frequency ω:
• group velocity: vg = dωdk
• phase velocity: vph = ωk
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Figure 2.1: Few-cycle, 5 fs pulses, with a wavelength of 780 nm at a carrier-envelope phase
of 0 and π/2.
While in vacuum both velocities are identical, in material a velocity difference occurs, which
leads to a change in the CEP. Therefore, in practice, usually a thin transparent material is
introduced into the beam path to vary the CEP. Such controlled CEP variations allow to
shape the electric field, which thereby enables a steering of electronic motion on attosecond
timescales [18]. This allows furthermore to control the generation of isolated attoseconds
pulses [19] or to control molecular dissociation reactions [20].
While in this thesis mainly ultrashort laser pulses in the visible spectrum are utilized,
chapter 8 utilizes second- and third-harmonic generation to efficiently create ultrashort
pulses in the UV. To understand the shown experimental results, the basic principle of
second- and third-harmonic generation is provided in the following.
2.1.1 Second- and third-harmonic generation
In order to reach low wavelengths (below 300 nm) with ultrashort pulse durations, usually
non-linear processes such as second- and third-harmonic generation are utilized to convert
a fraction of a high-power IR laser into the UV-regime. For this purpose, the laser is prop-
agated through a non-linear medium, which provides either a χ(2) or a χ(3) nonlinearity.
Thereby, χ corresponds to the material susceptibility. Depending on the strength of the
susceptibility, the refractive index of the medium, and the required process, various mate-
rials can be used. In this thesis, β-barium-borate (BBO) crystals were used to allow for an
efficient second-harmonic and sum-frequency generation from a 790 nm laser beam. The
conversion efficiency of the second harmonic or third harmonic generation highly depends
on multiple parameters as for example: spectral bandwidth, pulse duration, laser intensity,
damage threshold of the material, and many more. Thus, a quantitative comparison of
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the conversion efficiencies is complex and will not be discussed in this section. For further
details on the experimentally acquired efficiencies refer to sections 3.3 and 8.2.
Second harmonic generation
Second harmonic generation can be understood as frequency doubling by absorption of two
photons and emission of one photon with twice the energy within a χ(2) material. To obtain
an efficient conversion, a proper phase relation between the interacting waves has to be
ensured within the crystal, also known as phase matching condition. In other words, one
has to minimize any phase mismatch ∆k, which can be expressed by ∆k = k2−2k1, where
k is the wavenumber of the fundamental (k1) and second harmonic beam (k2). This implies
that the velocity of both beams should be identical, which occurs either in vacuum or in
birefringent materials, where the velocity depends on the polarization. The here shown
experiments are performed with birefringent crystals, where the emitted second harmonic
photon has an extraordinary polarization, abbreviated by eout with respect to the crystal
axes. The polarization of the absorbed photons can be varied between ordinary polarized
photons and extraordinary ones, abbreviated as o1,2 and e1,2, according to the material
type:
• Type 0: e1 + e2 → eout
• Type I: o1 + o2 → eout
• Type II: o1 + e2 → eout
For all second harmonic generation processes presented in this thesis, type I BBO crystals,
cut at an angle of 27.2 ◦ to guarantee proper phase matching, are used.
In order to increase the conversion efficiency thicker crystals can be used. This approach has
the disadvantage that the phase matching condition is fulfilled for a narrower spectrum
and is hence only suited for longer pulse durations. Thus, usually thin crystals (below
20µm) or a focusing geometry are used to generate ultrashort SHG-pulses.
Furthermore, the second harmonic (395 nm) is more susceptible to chirp acquired in
material due to chromatic dispersion (see 2.1.2). Therefore, all elements following the
second harmonic generation (SHG) are produced as thin as possible (≤ 1 mm).
Third harmonic generation
The third harmonic generation can be performed using a χ(3) material, but due to its low
efficiency, a cascaded process is used as follows: First, the second harmonic is created
as described above within a BBO-crystal. Secondly, a sum frequency process in a χ(2)
crystal adds the fundamental and the second harmonic frequencies, so called sum frequency
generation, into a third harmonic beam.
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Figure 2.2: Cascaded process of third harmonic generation via frequency doubling and sum
frequency mixing.
In this thesis, the sum frequency generation is performed in a BBO crystal. Compared to
the second harmonic beam, the frequency tripled beam is even more sensitive to material
dispersion. In the following section, an overview over the effect of chromatic dispersion is
given to quantify this issue in more detail.
2.1.2 Chromatic dispersion
The optical dispersion of a material signifies the dependence of the group- and phase-
velocity on the angular frequency. Such chromatic dispersion can be observed in wavelength
dependent refraction as for example in rainbows or prisms.
The effect can mathematically be described by a Taylor expansion of the wavenumber k
as a function of the frequency ω around the center frequency ω0:
k(ω) = k0 +
δk
δω
(ω − ω0) +
1
2
δ2k
δω2
(ω − ω0)2 + ... (2.4)
1. The zero order term corresponds to a phase shift independent of the wavelength.
2. The first order term includes the inverse of the group velocities vg:
δk
δω
= 1
vg
and
describes that each color travels with different speed through the material while the
pulse shape is not influenced.
3. The second order term contains the so called group delay dispersion (GDD), which
is a measure of the spectral phase of a laser pulse. In other words, for a GDD of 0
a laser pulse is temporally compressed, when the higher order terms are neglected,
while a non-zero GDD signifies a chirped pulse.
4. Higher order terms describe how the spectral phase changes with propagation in the
material.
For applications using pulses below 25 fs, it is important to consider even the higher
order terms to achieve pulses close to the Fourier limit. In order to illustrate the effect of
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chromatic dispersion, the resulting pulse durations of a 25 fs pulse transversing 1 mm of
fused silica are shown in table 2.1 for different colors. Hereby, the pulse duration τ after
the transmission through the dispersive medium can be calculated via:
τ = τ0
√
1 + (4 ln 2 · GDD
τ 20
) ∼ 4 ln 2 · GDD
τ0
, (2.5)
assuming a Gaussian pulse with a pulse duration τ0.
Table 2.1: Effect of chromatic dispersion of 1 mm fused silica on an incoming pulse with
a pulse duration of 25 fs at different central wavelengths. The group delay dispersion of a
1 mm thick crystal is calculated from the refractive index of fused silica found in [21].
wavelength (nm) GDD (fs2) pulse duration (fs)
790 37 25.3
395 99 27.3
265 200 33.6
In table 2.1, the strong influence of chromatic dispersion on the pulse duration, especially
for short wavelengths, becomes visible. Hence, any application of broadband laser pulses in
the ultraviolet regime has to minimize the amount of glass or use special dispersive mirrors
to counteract the acquired GDD.
The effects shown above are only considering the second order dispersion. To achieve
pulses close to the Fourier limit, it is necessary to implement all orders of dispersion, as
for example done in [22, 23] and in chapter 8, and simulate the complete beam path with
the exact amount of dispersive material (glass, air, non-linear crystals, waveplates, ...).
2.2 Laser-matter interaction
In this section, the interaction of strong laser fields with atoms and molecules is explained in
more detail. First, the basic ionization mechanism, above-threshold ionization is described
in more detail. Secondly, the laser-atom interaction is explained by the Simple Man’s
Model (SMM) followed by the laser-molecule interaction.
2.2.1 Above-threshold ionization
Using strong laser fields allows to deposit large amounts of energy in atoms or molecules,
leading to a single or even multiple ionization. In order to liberate an electron, the absorbed
energy has to overcome the Coulomb potential of the atom or molecule. Depending on the
applied intensities, the ionization process can occur in different regimes.
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Figure 2.3: Schematic illustration of the different ionization regimes in a model atom: a)
multi-photon ionization b) an intermediate regime and c) tunnel ionization. The light blue
line indicates the atomic potential while the arrows represent the absorption of photons
of different wavelength: red for 790 nm, light blue for 395 nm, and dark blue for 264 nm.
Ei and Ef represent the initial and final energy, respectively, and Ip depicts the ionization
potential of the model atom.
In figure 2.3, the relevant ionization regimes for this thesis are shown. For “low” in-
tensities, see figure 2.3a), the ionization can be explained by the absorption of n photons
exceeding the ionization potential (nh̄ω > Ip), called multi-photon ionization (MPI). The
ionization rate of the MPI scales with In. As seen in figure 2.3a, the used wavelength plays
an important role. While only four photons are required to ionize the model atom by a
265 nm laser beam, already twelve photons are necessary when a 790 nm laser is used.
Applying higher field strengths will bend the atomic/molecular potential such that a
tunneling through the barrier becomes possible, called tunnel ionization (TI) – see 2.3b)
and c). The ionization rate of the TI has an exponential dependence on the electric field.
While the ionization time of TI is close to the field maximum of the carrier, the ionization
via MPI is dominated by the envelope of the laser pulse.
The intensity at which the transition from MPI to TI occurs can be estimated by the
Keldysh parameter γ [24]:
γ =
√
Ip
2Up
, (2.6)
where Up represents the ponderomotive potential – the quiver energy of a free electron in
an oscillating electric field– which can be expressed by:
Up =
E20
4ω2
. (2.7)
For γ >> 1, the processes can be explained by MPI, while for γ << 1 the tunnel ioniza-
tion description is better suited. In formula 2.7, a strong wavelength dependence on the
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transition regime becomes apparent. While for 790 nm light, this transition occurs around
1014 W/cm2, it increases to 1015 W/cm2 for 265 nm light. For the experimental conditions
shown in this thesis, usually Keldysh parameters slightly above unity are used. Being in
the transition region between MPI and TI makes a definite discussion within only one pic-
ture difficult. Nevertheless, a good qualitative agreement can be obtained by theoretical
explanations based on tunnel ionization.
2.2.2 Simple Man’s Model
The theoretical explanations are performed using the Simple Man’s Model (SMM), which
was first described in 1993 [25, 26] and is often used to explain the ionization process in
strong laser fields. It consist of the following three steps:
1) An electron is tunneling out of the atomic potential and is subsequently accelerated
away from the remaining core by the electric field.
2) In the second step, the electron is accelerated back to the remaining core when the field
changes its sign within the next half period of the laser pulse.
3) As third step, the electron interacts with the ionic core in different manners:
• The electron recombines and emits a high energetic photon – called high harmonic
generation (HHG) [18]. Thereby, the semiclassical picture predicts a maximal photon
energy of 3.17Up+Ip [27]. By applying spectral filtering, i.e. using the highest photon
energies only, allows to create isolated attosecond pulses [28].
• The electron scatters of the core and thereby obtains up to 10Up + 0.5 Ip, which can
be calculated by quantum calculations [29, 30]. This scattering can also be used for
holographic imaging of the core [31].
• It can also recollide with the ion and thereby liberate a second electron – called non-
sequential double ionization (NSDI). For ionization processes in low energy regimes
highly excited states can be reached by this process.
• It does not interact with the core, resulting in electron energies up to 2 Up [32], which
can also be calculated by classical simulations [33]. This possibility is the most often
occurring process and these released electrons are called “direct electrons”.
While all processes can happen at the same time, their probabilities to occur are highly
dependent on parameters as for example: target density, central wavelength, laser intensity,
and many more. For the parameters used in this thesis, the process of electron recollision
is especially important.
Using the SMM allows to simulate the processes in a semi-classical manner. After
ionization, the electron can quiver freely in the electric field. The acquired momentum can
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be calculated via the equation of motion:
v(t) =
q
m
∫ ∞
t0
E(t)dt+ v0, (2.8)
where q is the charge of the electron, m is the mass, and v0 is the starting momentum,
which is zero in case of tunnel ionization such that v0 = 0. Using the vector potential (A)
as A(t) = −
∫∞
t0
E(t)dt, equation 2.8 simplifies to:
pele = −qA(t0) = +eA(t0). (2.9)
From this formula, one can derive that an electron born in a laser pulse will acquire an
amount of momentum which is proportional to the vector potential at the birth time.
Combining this information with the knowledge that the ionization probability depends on
the electric field strength results in a final momentum distribution shown in figure 2.4.
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Figure 2.4: Final momentum (red) of a charge in a time dependent ultrashort electric field
(purple) as a function of the release time. The probability for an electron to be released is
shown in grey (in arbitrary units). The final averaged momentum distribution of electrons
is shown in red on the right axis and magnified in the inset. The center is shifted to
negative values as the laser pulse is a non perfect sin-pulse. Image is taken from [34].
Here, the field is shown in blue, the final electron momentum (eA(t0)) in red and the
ionization yield in grey. The final momentum distribution is depicted by the red filled
area. It can be seen, that for highest fields the vector potential is close to zero and hence
the momentum distribution is also centered around zero. As an ultrashort laser pulse is
investigated, the final momentum distribution is not always centered around zero; here a
laser pulse close to the perfect sin-pulse is investigated and thus the momentum distribution
is only slightly negative (as highlighted by the inset). In order to simulate the ionization
yield in dependence on the electric field strength, a empirical formula proposed by Tong et
al. [35], which is based on a theory developed by Ammosov, Delone, and Krainov (ADK)
[36], is used. Further information on the simulation and its implementation can be found
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in [34].
While the SMM was explained for atoms it holds true as well for molecules. The subse-
quent molecular reaction of such laser excitations is described in the following section.
2.2.3 Laser-molecule interaction
In this section, the basic laser-molecule interactions relevant for this thesis are described.
The main difference between atoms and molecules is that the binding energy of a molecule
depends on the internuclear distance of its atoms, which are well visualized by the potential
energy curves or surfaces. For diatomic molecules, potentials like the Morse potential can
be applied. For more complex molecules, e.g. acetylene or allene, more sophisticated
approaches, as described in the corresponding sections, have to be used. In the following,
the Morse potential is shown to facilitate the understanding of the later on shown potential
energy curves of acetylene and allene.
2.2.4 Morse potential
The Morse potential defines the potential energy of a diatomic molecule as a function of
the internuclear distance. Due to its simplicity it is often used to explain fundamental
processes occurring in molecules. The potential energy function V (R) can be written as:
V (R) = De · (e−2a·(r−re) − 2e−a·(r−re)), (2.10)
with De being the well depth, a the well width, r the internuclear separation, and re the
equilibrium distance. The first part of the formula describes the short-range repulsion,
while the second term represents the long-range attraction. Using the Morse potential, the
Schrödinger equation can be solved, resulting in the following eigenenergies E(ν):
E(ν) = hν0(v + 1/2)−
[hν0(v + 1/2)]
2
4De
, (2.11)
where ν is the vibrational quantum number and ν0 is defined as:
ν0 =
a
2π
√
2De/m, (2.12)
with m being the mass of the particle. From equation 2.11, it becomes obvious that the
energy-spacing is not equidistant as in the case of a harmonic oscillator E(ν) = hν, but
rather decreases with increasing vibrational quantum number. This difference in potential
shape and energy-spacing can be seen in figure 2.5.
In this figure, the binding energy of a diatomic molecule is given as a function of the
internuclear distance for both a harmonic potential (red) and a Morse potential (blue).
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Figure 2.5: The Morse potential (blue) in comparison to the harmonic potential (red) as a
function of the internuclear separation r. De describes the dissociation energy and v the
vibrational quantum number.
While the harmonic potential is centered around the equilibrium distance req the Morse
potential has a strong repulsion for small distances and an asymptotic behavior for large
distances. While in figure 2.5 only the vibrational states are shown, also various rotational
states can be populated.
In the case of laser-molecule interaction, two scenarios can occur: first, for a small
energy transfer, the molecule is excited into a higher vibrational state. With increasing
quantum number, the internuclear distance and thereby also the period of a vibration
increases. Second, for a higher energy transfer, the laser can excite the molecule into
another electronic state. This transition of one electronic state to another is explained in
more detail in the following by the Franck-Condon principle.
2.2.5 Franck-Condon principle
Additionally to the Morse potential, the Franck-Condon principle includes electronic and
nuclear motion when describing the excitation of a molecule into a higher electronic state,
e.g. E0 → E1. It is based on the fact that electronic motion is faster than nuclear
motion and hence, the probability of an electronic transition also depends on the nuclear
vibrational levels.
In figure 2.6, the Franck-Condon principle is visualized for the vibrational energy states
in two electronic states. It can be explained as follows: A wave-packet in the ground state
of the neutral molecule (v′′ = 0) can easily be excited to the second excited vibrational level
(v′ = 2), as exemplarily shown in figure 2.6 by the vertical arrow. A transition to other
vibrational states is less likely to occur as they would include a change in the internuclear
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Figure 2.6: Franck-Condon principle: Electronic transitions occur exclusively vertically, as
the electronic motion is faster than nuclear motion. Therefore, a wave-packet starting in
the neutral (E0) ground state (v
′′ = 0) populates preferentially the second vibrational state
(v′ = 2) of the excited electronic state (E1).
distance, which requires a movement of the heavy atomic core. In other words, an electronic
transition occurs more likely with increasing overlap of the vibrational wave functions of
the corresponding energy levels.
The Franck-Condon principle holds true not only for the shown example of a diatomic
molecule but as well for polyatomic molecules. In polyatomic molecules, however, the
potential energy curve is replaced by a potential energy surface (PES) calculated using
more complex models as explained in the corresponding chapters. Such an exemplary
potential energy surface is shown in figure 2.7.
Here, the wave-packet is photo-excited from the ground state (S0) to an excited electronic
state (S1). On the upper PES, the wave-packet evolves towards the conical intersection
(CI), where it can undergo a transition back to the ground state. Such CIs of electronic
states are thereby of outermost importance as they act as fast (sub-100 fs) and non-radiative
pathway for most of the photo-chemical processes [37]. One CI of interest for this thesis is
a transition of the A2Σ+g state to the X
2Πu state in the cation of acetylene. At this CI, the
molecule can either isomerize to vinylidene or it remains in the acetylene configuration [38].
The above mentioned laser-excitation causes not only the population of a single excited
state but usually a multitude of excited states are populated, which results in various pos-
sible molecular reactions. Therefore, a laser excitation will not always yield a vibration or
a rotation of a molecule but rather a superposition of both. Hence, experimental investiga-
tions usually require high statistics to distinguish the occurring molecular reactions. The
experimental techniques and setups necessary to investigate such reactions are described
in the following chapter.
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Figure 2.7: Exemplary potential energy surface including the subsequent molecular reac-
tion: First, the wave-packet is transferred from the ground-state (S0) to an excited elec-
tronic state (S1) at the Franck-Condon region, depicted by the wave-packets. Secondly, the
nuclear wave-packet evolves along the surface until it reaches a conical intersection (CI).
Thirdly, the wave-packet can evolve in two different directions either towards the original
stating point or away.
3 Experimental methods
In this chapter, the experimental methods used throughout this work are presented. In
the first section, the laser setup is introduced in detail (section 3.1), i.e. the generation of
ultrashort and phase-stable laser pulses and their subsequent amplification. In section 3.2,
the most important optical components to modify and characterize the pulses are pre-
sented. Subsequently, several methods to conduct multi-pulse experiments are depicted in
section 3.3. Lastly (section 3.4), the experimental chamber, i.e. the REMI, is introduced.
3.1 Laser setup
Since the first production of few-cycle laser pulses, the development of phase-stable laser
pulses has been an active field of research, due to its applications in attosecond physics.
In 2001, the first isolated attosecond pulses could be created, yet without active CEP
stabilization [28]. Only two years later, in 2003, sufficient short term stability could be
reached, which allowed Baltuška et al. “to control the attosecond temporal structure of
coherent soft X-ray photons” [19]. Thanks to the invention of the feed-forward technique
in 2010 (section 3.1.1), intrinsically carrier-envelope phase-stable laser pulses can currently
be realized by the installation of commercially available modules into the laser system [39].
This phase-stability can be maintained throughout stretching, amplification, and temporal
compression of the laser pulse [40]. In the following, the afore-mentioned module and its
implementation in the laser system is discussed in more detail.
In figure 3.1, the laser setup with its major components is depicted: First, an oscilla-
tor generates ultrashort pulses with a repetition rate of 75.2 MHz, which are then phase-
stabilized within the CEP4-module (Spectra Physics, former FEMTOLASERS). Subse-
quently, the pulses are amplified within a 9-pass amplifier. The corresponding operational
details are described in the following sections.
3.1.1 Generation of ultrashort laser pulses
Within the oscillator, a Ti:sapphire crystal is pumped by a continuous-wave laser (”Verdi-
V6”, Coherent) at 532 nm with 2.85 W. Using the principle of Kerr-lens mode locking, it
is possible to create ultrashort laser pulses of 7 fs pulse duration with a repetition rate
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Figure 3.1: Schematic representation of the laser system. Ultrashort laser pulses are gen-
erated within the oscillator and subsequently phase-stabilized in the CEP4-module (not
shown in detail). In the amplifier, the pulses are first temporally stretched, then amplified
by four passes within a Ti:sapphire crystal. By the “Pockels cell” one pulse per pump
laser shot is selected and spectrally shaped by the “Dazzler”. Subsequently, this single
laser pulse is amplified by five further passes through the crystal, and finally temporally
compressed.
of 75.2 MHz at 270 mW average power, having a spectral range from 620 nm to 1000 nm
(compare figure 3.3).
Feed-forward scheme
The feed-forward scheme allows to impose the same carrier-envelope phase on all laser
pulses. This synchronization is based on a frequency shifting outside of the oscillator cav-
ity.
A schematic drawing of the corresponding setup is shown in figure 3.2. First, the carrier-
envelope offset frequency (fceo) is determined with an 0-to-f interferometer using the tech-
nique of self-referencing [42]. Depending on various parameters of the oscillator, e.g. tem-
perature, humidity, and amount of dispersion within the beam path, the offset frequency
fceo can vary from 0-75.2 MHz. Secondly, within an acousto-optic frequency shifter (AOFS),
this offset frequency is compensated in the “-1st” order output f−1out of the AOFS:
f−1out = fin − fAOFS, (3.1)
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Figure 3.2: Schematic representation of the carrier-envelope phase-stabilization performed
within the ”CEP4”-module. The carrier-envelope offset frequency is detected within a f-0
interferometer and subsequently compensated by the “-1st” order of the acousto-optical fre-
quency shifter (AOFS). The resulting beam is intrinsically phase-stable such that excellent
short- and long-term stability is achieved [41].
where fin is the incoming laser frequency, and fAOFS is the applied frequency of the AOFS,
which can be chosen deliberately. Knowing that the input frequency can be written as
fin = n · frep + fceo, equation 3.1 reformulates as follows:
f−1out = (n · frep + fceo)− fAOFS = (n · frep + fceo)− (frep + fceo) = (n− 1) · frep. (3.2)
Consequently, the output of the AOFS is independent of fceo, and hence all pulses have the
same CEP. As an AOFS is most efficient in the range between 40 and 100 MHz, typically
frep + fceo is applied instead of only the offset frequency.
This feed-forward scheme is implemented in the attached ”CEP4” module with an aver-
age output power of 150 mW. It was shown that this module can improve the short- and
long-term stability of an oscillator such that a short term stability of 30 mrad during 20 s
can be achieved and locked for over 24 hours [41].
3.1.2 Amplification and temporal compression
The phase-stable pulses after the CEP4-module are subsequently sent into a multi-pass
amplifier (”FEMTOPOWERTM HR 10 kHz CEP4”, Spectra-Physics), where they are tem-
porally stretched to avoid damaging the crystal from too high intensities. Subsequently, all
pulses are amplified within a cryo-cooled Ti:sapphire crystal, which is pumped by a 10 kHz
”DM50-527” laser (Photonics Industries) providing pulse energies of 5 mJ at 527 nm. Af-
ter four passes of amplification, a single pulse is selected by a Pockels cell and spectrally
shaped by an Acousto-Optic Programmable Dispersive Filter (”Dazzler”, Fastlite). After
five further passes, the laser pulses are temporally compressed by a grating compressor.
Finally, the amplifier output provides the following parameters: a repetition rate of 10 kHz,
a pulse duration of 25 fs, which is close to the Fourier limit of 24 fs, pulse energies of up to
800µJ, and a central wavelength of 790 nm with 50 nm bandwidth (compare figure 3.3).
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At this position, we can chose whether to use these pulses directly or to further compress
the pulses temporally. In order to decrease the pulse duration to the few-cycle regime, the
spectrum of the laser has to be broadened in a hollow-core fiber. Depending on the input
pulse energy, the fiber is filled with ∼0.7 bar of argon (Ar) for pulse energies below 0.5 mJ,
or ∼3 bar of neon (Ne) for energies above. In either case, a broadband supercontinuum
supporting 4-fs pulses at 750 nm central wavelength is obtained. The pulses are tempo-
rally compressed using chirped multilayer mirrors [43] and fused silica wedges. The pulse
duration is verified using a home-built transient-grating frequency-resolved optical gating
(FROG) setup [44, 45]. After the temporal compression, the pulse energies are decreased
to 250µJ while the pulse duration can reach 4 fs.
Figure 3.3: Spectra behind different positions of the laser setup: the oscillator (blue), the
amplification by the 9-pass amplifier (red), and subsequent to the spectral broadening in
the hollow core fibre (HCF) filled with argon and temporal compression by the chirped
mirrors (cyan).
3.2 Laser pulse characterization
In order to characterize the laser pulses, the following techniques are applied: a spectrome-
ter (”CCS200/M”, Thorlabs) to measure the spectrum, a frequency-resolved optical-gating
(FROG) to determine the pulse duration, and either an f-2f interferometer or a stereo-ATI
phasemeter to extract the carrier-envelope phase. The determination of the CEP is ex-
plained in more detail in the subsequent section.
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CEP detection
Ultrashort laser pulses can steer the motion of electrons and thereby trigger even nuclear
motion. To allow for such a CEP-control, the waveform of the laser pulse has to be well
defined. Within the last decade, two methods have been established: single shot phase-
tagging by a stereo-ATI phasemeter and CEP measurement of phase-stable lasers by an
f-2f interferometer [40, 45–47]. In the following, these two detection methods are presented
in more detail.
CEP tagging using the Stereo-ATI phasemeter
In 2001, Paulus et al. [48] demonstrated the dependence of noble gas photo-ionization
on the carrier-envelope phase of ultrashort laser pulses. Within the next two years, it was
found that low- and high-energy spectra show different CEP-dependence [49]. Investigating
these dependencies allows to determine the relative CEP for a given ratio of asymmetries
between low- and high-energetic electrons [49]. After several years of development, the
single pulse CEP-detection became feasible – even for kHz repetition rates [46, 47]. The
experimental realization of this single shot CEP detection, the stereo-ATI phasemeter and
its major components, is depicted in figure 3.4. A laser pulse ionizes atoms within a gas
Figure 3.4: Schematic drawing of the stereo-ATI phasemeter. A strong laser pulse ionizes
gas molecules, typically xenon atoms. The thereby released electrons are detected by
two pairs of MCPs, which record the timing and the yield of electrons along the laser
polarization direction. The figure was taken from [50].
chamber and thereby releases electrons to the right and the left detector. Depending on
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the CEP, an asymmetry in the electrons emission direction and their corresponding energy
is recorded. The energy of the electrons can be deduced from their time-of-flight – low
energetic electrons will arrive later on the detector than highly energetic ones. The pho-
todiode behind the chamber is used to provide a precise timing for the electron detection.
The magnetic shield protects the electrons from external magnetic influences which would
bend their trajectories and thereby might modify the detection efficiency. To quantitatively
Figure 3.5: Parametric asymmetry plot of 180000 laser pulses. AE1 and AE2 represent the
asymmetry parameters in the low and high energy region, respectively.
measure the phase Φ, the asymmetry parameter A is calculated for two distinct energy
regions (E1, E2):
AE1 =
Nleft,1 −Nright,1
Nleft,1 +Nright,1
sin(Φ + Φ0) AE2 =
Nleft,2 −Nright,2
Nleft,2 +Nright,2
cos(Phi+ Φ0),
where N is the number of detected electrons on the left and right detector, respectively.
From these two asymmetry parameters the polar angle θ is calculated by:
θ = arctan(AE1/AE2). In figure 3.5, a graphical representation of the asymmetry param-
eters and the angle θ depict the above mentioned interplay. From θ the CEP can be
recalculated via Φ = θ − Φ0 for measurements with sufficient statistics, i.e. more than
104 shots, which corresponds to a measuring time of 1 s. For further information on the
retrieval of Φ(θ) and the technical details of the phasemeter please refer to [50, 51]. It
is furthermore important to notice that this technique requires around 30µJ pulse energy
[50], which might be disadvantageous for high-repetition laser systems or experiments,
which require high pulse energies.
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Phase measurement via the f-2f interferometer
Another technique to measure the CEP is based on a purely optical setup using interfer-
ometry. A broadband pulse is hereby spectrally overlapped with a second harmonic beam
created by the longer wavelengths of the fundamental beam. In the overlapping spectral
range, which is usually around 470 nm for a Ti:sapphire laser, the observed interference
fringes allows retrieving the CEP by Fourier filtering [52], which is described in [45] by the
analysis of: Φ = 2Φ940nm − Φ470nm.
Figure 3.6: Schematic drawing of the f-2f interferometer. The octave spanning beam is
sent onto a BBO crystal, which produces a second harmonic beam of the higher wave-
lengths. Subsequently, the lower wavelengths are spectrally filtered and analyzed on
their corresponding polarizations. The spectrum is recorded by a fibre spectrometer
(“USB2000+”,Ocean Optics). The figure was taken from [45].
The experimental realization is depicted in figure 3.6. A laser pulse with an octave
spanning spectrum, i.e. a fraction of the hollow-core fiber output, is used to create the
second harmonic of the higher wavelengths in a BBO crystal, which is directly overlapped
with the spectrally broad fundamental beam. The fringe pattern is then detected by a
spectrometer and analyzed using a Labview program [45]. One of the major drawbacks
of the f-2f analysis is the low acquisition rate due to the slow data transfer from the
spectrometer to the computer. Recently, first measurements showed the feasibility of a
single-shot detection at an acquisition rate of 10 kHz [40]. Using such a single-shot f-2f
device in the future would be advantageous compared to the Stereo-ATI phasemeter as the
required pulse energies are with 16µJ considerably lower.
26 3. Experimental methods
3.3 Multi-pulse experiments
Within this thesis, two types of multiple pulse experiments were performed. Firstly, pump-
probe experiments using few-cycle pulses were conducted to reveal the temporal evolution
of molecular processes. The high temporal resolution of few-cycle pulses allowed to track
the nuclear motion in acetylene. Secondly, a multiple-color pulse synthesis scheme was
used, which enabled the control of electronic motion on sub-cycle time scales.
3.3.1 Near single-cycle pump-probe scheme
To investigate the temporal evolution of atomic or molecular processes, a pump-probe
scheme with ultrashort laser pulses is most commonly applied. Such a few-cycle pump-
probe experiment is a challenging task as the ultrashort pulse duration of both pulses has
to be maintained while achieving high spatial and temporal precision of both arms with
good reproducibility. In order to fulfill these requirements, a Mach-Zehnder interferometer
is used within this thesis, shown in figure 3.7.
Figure 3.7: Schematic setup (a) and photograph (b) of the Mach-Zehnder interferometer
used for pump-probe experiments with ultrashort laser pulses. The motorized stage allows
sweeping the pump-probe delay in an automatized manner. To record this photograph, a
long exposure time was used during which fog was introduced to enhance the scattering
of the laser light and hence visualize the laser beam. Its yellow color is due to the broad
spectrum extending from 500-900 nm.
Thereby, the laser is split into two identical parts by a 50:50 beamsplitter. Subsequently,
each arm is redirected onto a second beamsplitter, where both arms are recombined. The
beamsplitters are only 1 mm thick, which guarantees their mechanical stability while min-
imizing the dispersion. To ensure that the output of each arm is identical, the pulse
characterization is performed for each arm separately. Within one arm, an automatized
linear translation stage with nanometer accuracy is introduced, which allows to precisely
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adjust the pump-probe delays. The position information of the stage is continuously mon-
itored and combined with other experimental data (see section 3.4.1). To compensate for
the dispersion acquired within the interferometer, the pulses are pre-compressed by the
chirped mirrors such that a pulse duration of 4 fs in the experimental chamber is achieved.
3.3.2 Multi-color experiments
For multiple-color coherent-control experiments, different approaches were reported to pro-
duce ultrashort pulses in the UV range [53–55]. As many molecules have strong absorption
bands below 300 nm, in particular the creation of ultrashort laser pulses in this spectral
range, which would enable resonant electronic excitations, was investigated. As the here
used laser-system has only moderate pulse energies (due to the high repetition rate) a
frequency tripling system in bulk media was employed to efficiently generate the third har-
monic around 264 nm. The principle is based on the subsequent generation of second and
third harmonic (see section 2.1.1): First, the amplifier output is frequency doubled within
a BBO crystal. Subsequently, the fundamental and the second harmonic are overlapped
within a second BBO crystal, where via sum-frequency generation the third harmonic is
created. The resulting spectra are shown in figure 3.8. Even though the individual compo-
Figure 3.8: Spectra of the fundamental, second and third harmonic. Clearly visible is the
limited spectral bandwidth, which results in longer pulse durations of 35-61 fs.
nents provide a rather small bandwidth, each component is sufficiently broad to support
pulse durations of 35-61 fs. For more details on the creation of the individual harmonics,
the subsequent pulse shaping, and the pulse characterization – including the calculations
– see chapter 8. Using this approach, a high conversion efficiency to the third harmonic of
∼11 % was achieved.
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3.4 Reaction microscope
In order to investigate the laser-matter interaction in the gas phase, various experimental
setups are used. While an electron time-of-flight (TOF)-spectrometer provides only the
information on the electrons and their energy, the more complex velocity-map-imaging
setup measures the 3D momenta of electrons or ions. In this thesis, however, a reaction
microscope (REMI) was employed, which enables to retrieve the 3D momentum of electrons
and ions simultaneously. Furthermore, coincidences between all charged fragments of one
laser shot are detected. Only by applying this coincidence technique it is possible to
investigate the molecular processes, which are studied in this thesis. In this section, the
main working principle and all relevant details for the presented experiments are described.
For a more detailed overview on reaction microscopes and their application, refer to the
review article by Ullrich et al. [17].
Figure 3.9: Experimental setup of a reaction microscope. The gas jet consisting of the
target gas is introduced from the top and intersected in the center of the chamber with the
laser pulse. Any charged particle, which is created by the laser-matter interaction, is ex-
tracted by a static electric field (spectrometer) onto position- and time-sensitive detectors.
Laser parameters, e.g. power and carrier-envelope phase, are recorded simultaneously.
In figure 3.9, the main components of a reaction microscope are shown. A strong laser
pulse is intersected with a gas jet, which can consist of any gaseous compound. The charged
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particles arising from this interaction are extracted by a homogeneous static electric field,
which is created by a spectrometer, onto time- and position-sensitive detectors. To account
for the higher velocity of the electrons, an additional magnetic field is applied by Helmholtz
coils, which bends the electrons on circular trajectories. Applying the magnetic field in-
creased thereby the detection efficiency of electrons with an initial velocity perpendicular
to the spectrometer axis.
Furthermore, the coincidences between all detected particles from one shot can be
recorded, enabling us to reconstruct the molecular structure at the time of Coulomb ex-
plosion. In order to have a low amount of “false” coincidences, i.e. ionization of multiple
atoms and molecules, the target density and the backing pressure have to be sufficiently
low, which is one of the main challenges in REMI measurements.
To achieve such good background pressures, all elements within the vacuum chamber
are built to be ultra-high vacuum (UHV) compatible. To improve the pressure below
10−9 mbar, the complete chamber is “baked” at ∼100 ◦C for more than 24 hours to desorb
the water from the chamber walls. After the heating, a final pressure below 10−10 mbar is
reached. While this pressure can be maintained throughout all experiments, the heating
process has to be repeated after venting.To maintain the low background pressure, the gas
jet is differentially pumped and the target gas in the main chamber is directly extracted
by the “gas catcher”.
It is worth mentioning, that reaction microscopes are not only used to investigate laser-
matter interactions but also to study electron impact ionization [56] or ion collisions [17, 57].
In this thesis, however, only the relevant aspects of the REMI setup for the presented
experiments are explained in more detail – with particular focus on the coincident ion
detection.
Gas source
The preferred target in reaction microscopy is a supersonic gas jet with very low target
density of around 109 particles per cm3 [58]. The setup of the gas jet consists of a supersonic
nozzle with a diameter of 5-50µm, a skimmer pair (200µm diameter), and a piezo-driven
slit, which varies the final width of the gas jet. Particularly in intensity-dependent mea-
surements, the automation of the slit width becomes important, as it permits to control
the amount of particles in the interaction region and hence the number of created ions and
electrons. For more information on the automation of the slit depending on the applied
laser intensity, see chapter 5. By minimizing the diameter of the supersonic nozzle, a uni-
form velocity distribution of the target gas is achieved. To fabricate such nozzles, laser
pulses are focused onto a 200µm thick metal plate, where a small hole is “drilled” by laser
ablation. Usually a nozzle diameter of 30-50µm is used ensuring enough particle density
at the interaction region. Only for experiments with very light gases, e.g. helium, a nozzle
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of 6µm diameter is used to minimize the throughput of the nozzle.
Recoil ion detection
Once the atom or molecule from the gas target is ionized by the laser pulse, the resulting
ions are accelerated by the static electric field onto the ion detector. The spectrometer
field is created by a stack of 32 equidistant ring electrodes with 100Ω resistors in be-
tween, resulting in a homogeneous field distribution. At the end of the spectrometer, a
first mesh maintains the homogeneity of the electric field. To achieve a high detection
efficiency independent of the initial momentum, a second mesh accelerates the ions onto
the detector. The detector consists of two parts: a stack of chevron micro-channel plates
(MCPs), providing the TOF (tz) information, and a two-dimensional delay-line detector
(DLD) (RoentDek) with a line-spacing of 1 mm, yielding the perpendicular position in-
formation (x, y). A particle impact on the MCP creates an electron avalanche, which is
further accelerated onto several lines of the delay-line detector. Detecting the electrons on
multiple lines allows for a sub line-width resolution of the DLD, around 50 m [59]. A full 3D
momentum (px, py, pz) reconstruction becomes possible by combining the detected position
from the DLD and the timing information at the MCP. For a more technical description
of the detector stack and possible improvements, refer to Jagutzki et al. [59, 60]
Another important aspect is the single particle detection efficiency ηMCP . For this, the
MCP geometry is crucial as the particle has to impact within a channel to create an electron
avalanche, which limits the efficiency depending on the MCP geometry to around 50-60 %.
For multiple particle detection, the total efficiency is calculated by ηtot = (ηMCP )
N , where
N is the number of detected particles. Hence, for a four-fold coincidence, the efficiency
is reduced to 6 %. Additional complications arise from the “dead” time of 10 ns of the
delay-line detectors. This “dead” time occurs after a particle was detected, leaving the
detector insensitive to further particle impacts for ∼10 ns and thereby decreases the total
efficiency further. As usual time-of-flights are within the microsecond regime, this “dead”
time becomes only important for coincident detections with two particles of similar mass,
e.g. C+ and CH+2 , see figure 4.3. Thus, it is very challenging to measure processes which
include multiple particle coincidences with good statistics.
3.4.1 Data acquisition
Once a particle hits the detector, the MCP and the DLD will yield a signal, which is
amplified by a fast-amplifier (”FTA820”, ORTEC) and rectified by a constant fraction
discriminator (CFD) (”QUAD CFD 935”, ORTEC). The timing of the signal is extracted
by a time-to-digital converter (TDC) (”V1290N”, CAEN). Further external parameters,
e.g. the CEP, the power, or the stage positions are recorded as voltages in the analog-to-
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digital converter (ADC) (”V785N”, CAEN). By using analog window filters (”4-8 logic”,
CAEN; ”GG8000”, GSI), the TDC and ADC are only read out if a particle is detected
within the applied time window. In this thesis, that time window was often chosen such
that the signal of the single ionization was not recorded, reducing the overall count rate
significantly. Once this condition is fulfilled, all timing information of this laser shot TDC
and all external parameters from the ADC are read out and the data are transferred to the
computer, where they are monitored and eventually saved [61]. To monitor and analyze
the data, the open source program Go4 is used [62]. Using the length of the spectrometer,
the voltage gradient and the time and position information, the 3D momenta of each
particle are calculated. Furthermore, Go4 allows to set coincidence filters to distinguish
between different coincidence channels through, for example, using the photoion-photoion
coincidence (PIPICO) plots (see figure 3.10). For these channels, the 3D momenta of all
detected particles are saved together with the external information, acquired in the ADC,
on a single shot basis. Each coincidence channel is then evaluated individually on the
delay-, intensity-, or CEP-dependencies by self-written computer programs in Python to
obtain the final plots shown in this thesis.
3.4.2 Coulomb explosion analysis
Coincidence filtering
Within this thesis mainly ion-ion coincidences recorded with the REMI are shown. In order
to filter these coincidences from all other signals the following procedure is applied. First,
the time-of-flight information is used to identify the fragments – a time window is applied,
which includes all possible TOFs of the fragment. Subsequently, only events having two
or more counts within one laser shot are investigated, which is depicted via the PIPICO
representation. Lastly, only coincident events fulfilling the law of momentum conservation
are selected for further analysis.
Figure 3.10a) presents a PIPICO plot of acetylene, where the TOF of the first ion is
shown together with the TOF of the second arriving ion. In figure 3.10b), the TOF’s
are converted to the mass over charge ratio (m/q) to facilitate the identification of the
fragments. Two major features can clearly be distinguished: First, the straight lines
(horizontal and vertical) at mass over charge ratios of: 1 (H+), 2 (H+2 ), 13 (CH
+ or
C2H
2+
2 ), 18 (H2O
+), and 26 (C2H
+
2 ), which correspond to coincidences between fragments
of often created ions, e.g. hydrogen or acetylene. These lines are also called “false” co-
incidences, as they result from two independently ionized particles within one laser shot.
Secondly, diagonal lines are observed, which originate from Coulomb explosions of the par-
ent molecule. Depicted in the graph are the three major coincidence lines, which will be
discussed throughout this thesis:
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Figure 3.10: Photoion-photoion coincidence spectrum of acetylene measurement. a) De-
picted is the time-of-flight (TOF) of the first ion against the TOF of the second ion. b)
Same as a) but the TOF’s are converted into the mass over charge (m/q) ratio to facilitate
the identification of the fragments. The discussed coincidence channels are highlighted by
arrows. The black dashed box represents the area of interest of the deprotonation channel,
which is shown in figure 3.11. The lower right area, where the symmetric break-up channel
and the isomerization channel are observed, is investigated in more detail in figure 4.3.
• Deprotonation: C2H2+2 → H++CCH+. The deprotonation channel is clearly visible
in the top left area. The long tail results from a meta-stable state of acetylene, which
dissociates only after several microseconds.
• Symmetric break-up: C2H2+2 → CH+ + CH+.
• Isomerization: C2H2+2 → C+ +CH+2 . The isomerization channel is very close to the
symmetric break-up channel due to their similar mass and hence both channels are
difficult to distinguish. For further details see chapter 4.
Using the example of the deprotonation, the coincidence filtering technique is explained
in more detail.
In figure 3.11a), the PIPICO spectrum of the deprotonation is magnified to visualize
the most important features. While the coincidence line is clearly visible, a second blurred
diagonal line below indicates the fragmentation channel C2H
2+
2 → H+ + C+2 +H. As the
neutral hydrogen is not detected, the momentum sum of the coincidence is not equal to
zero and hence the line is blurred. Furthermore, many “false” coincidences can be seen
between the fragments C2H
+
2 (m/q=26), C2H
+ (m/q=25), and H+ (m/q=1). In order to
select exclusively the events resulting from the same parent molecule, the momentum of
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Figure 3.11: a) Photoion-photoion coincidence spectrum of the deprotonation in acetylene.
The TOF’s are already converted to m/q ratio. b) Graphical representation of the coinci-
dence filtering. Only events within the red dashed box are considered for further analysis
of the deprotonation channel. More details are found in the text.
one fragment is depicted versus the momentum sum of all fragments, see figure 3.11b). If
the momentum is conserved, the momentum sum pz of H
+ + CCH+ should be close to
zero – independent on the momentum of the hydrogen momentum. These events are then
filtered, as depicted by the red dashed box, and used for further analysis. The diagonal
lines in figure 3.11b) result from the “false” coincidences C2H
+
2 with H
+ (right diagonal
line) and C2H
+ with H+ (central diagonal line). For convenience only one momentum
direction (pz) is shown here, while the filtering is applied in all three dimensions.
Despite this filtering, some “false” coincidences cannot be distinguished from the correct
signal. In order to keep a reasonable ratio between the real and the “false” coincidences,
the count rate should not exceed one laser-molecule interaction per laser shot. Usually a
count rate below 5 kHz was used, such that “false” coincidences occur only with very low
probability.
Kinetic energy release
Once the coincidences are filtered and the 3D momenta are retrieved, the kinetic energy
release (KER) of the coincidence can be calculated. Hereby, the KER is given by:
KER =
N∑
n=1
p2n
2 ·mn
, (3.3)
where N is the number of fragments per coincidences channel, mn the mass of the coinci-
dence fragment, and p the momentum, which is given by p =
√
p2x + p
2
y + p
2
z. Considering
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the Go4 momentum output in atomic units (p = p[a.u.]), an example KER calculation of
the symmetric breakup channel of acetylene (C2H
2+
2 → CH++CH+) is shown in equation
3.4:
KERCH−CH[eV] =
(
p21,x + p
2
1,y + p
2
1,z
2 · 13
+
p22,x + p
2
2,y + p
2
2,z
2 · 13
)
· 27.2
1822.9
. (3.4)
Figure 3.12: Kinetic energy release (KER) for different coincidence channels. The two-fold
coincidence channel is depicted in blue, the three-fold coincidences in black, and the four-
fold coincidence channel in red. By increasing the amount of fragments, the average KER
is enhanced while simultaneously the distribution becomes broader.
Using this formula, example KER distributions for different coincidence channels are
shown in figure 3.12. The symmetric breakup (depicted in blue) results a KER distribu-
tion centered around 4 eV. A quadrupole coincidence (shown in red) in contrast results
in higher KERs as not only one bond is broken but three bonds break in the Coulomb
explosion. Additionally to the total KER, also the distribution provide valuable informa-
tion. If molecules dissociates from a single electronic state, the resulting KER distribution
will be narrow. When various electronic states are involved, the molecules have different
excess energies and hence the distribution is broader. This fact becomes clearly visible in
figure 7.2. Further details concerning the KER of the individual channels will be discussed
later.
4 Steering the proton migration in
hydrocarbons
In this chapter, the proton migration process is investigated in small hydrocarbons, namely
the isomerization from acetylene (HCCH) to vinylidene (CCH2) and from allene (H2CCCH2)
to propyne (HCCCH3). The separation between the fragments from the acetylene and
vinylidene breakups, which have similar mass and momenta, is challenging and feasible
so far only by coincidence detection methods [17, 63]. Certain dissociation channels, as
for example C2H
2+
2 → C+ + CH+2 or C3H2+4 → C3H+ + H+3 can only originate from the
isomer and hence these channels are used to investigate the isomerization.
To control the molecular structure of hydrocarbons and thus the chemical and biological
properties of the molecules is one of the major driving mechanisms in the research field of
light-induced molecular dynamics. And despite many possible applications in chemistry,
the control over hydrogen migration has been limited to theoretical studies for a long time
[64–66]. Recently, experimental methods have been developed to investigate the hydrogen
migration using ultrafast laser pulses. By changing fundamental parameters, e.g. the
pulse duration or the intensity, Xie et al. explored the isomerization of ethylene [67]
and controlled the fragmentation yield of various other hydrocarbons [68]. Other research
groups used two-color fields with pulse durations of tens of femtoseconds to control the
isomerization in toluene [69] or methanol [70].
Here, the carrier-envelope phase (CEP) is exploited to control the isomerization in acety-
lene and allene. First, a detailed theoretical explanation provides more insights into the
physical fundamentals of the isomerization process (section 4.1). Subsequently, the ex-
perimental evidences of the control over deprotonation (section 4.2.2) and isomerization
(section 4.2.3) in acetylene and allene (section 4.3) are presented. This chapter is mainly
based on [5].
4.1 Theoretical description
The here presented theoretical calculations are based on the work of Robert Siemering
[5, 71] and are shown to explain the theoretical background for the isomerization process
in acetylene and allene. For a more detailed explanation about the theoretical description,
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refer to [71].
In order to describe the CEP-dependence of the hydrogen migration, the two following
processes have to be considered. First, the laser-molecule interaction, which occurs within
the laser pulse duration of around 5 fs, is described. This process is expressed by normal
modes – which can be IR-active or IR-inactive (compare figure 4.1a). An IR-active mode
represents hereby the vibrations, at which the dipole moment changes. Secondly, the
isomerization process, which happens at much longer time scales of tens of femtoseconds,
is simulated. Using symmetry arguments, less degrees of freedom have to be considered
when reactive coordinates are used to describe the isomerization. Instead of the normal
modes where all atoms are considered, the reactive coordinates investigate the CCH-angles
on both sides of the molecule (see figure 4.1a)), which allows to represent the problem in
two dimensions even though the simulations are still performed in full dimensions. Hence,
for the following representation of the isomerization process only reactive coordinates are
used.
In figure 4.1a) and b), the relevant normal modes and the reactive coordinates for acety-
lene and allene are depicted. In figure 4.1(c) and (d), the potential energy surfaces of the
A3Π state (acetylene) and the B3Π state (allene) are depicted. The molecular structure
of the acetylene and allene molecule is indicated together with the corresponding isomer
configurations, which are found in the global minima (bottom right and top left).
Laser-molecule interaction
Figure 4.1a) depicts the IR-active cis-bending mode |n0〉 and the IR-inactive trans-bending
mode |0m〉 of acetylene, which form a 2D basis |nm〉, where m, n are the number of vi-
brational quanta. In figure 4.1b), the more complex allene molecule and its three normal
modes (IR-active rocking and antisymmetric bending and IR-inactive symmetric bending)
are shown.
In the following, the laser-molecule interaction is explained exemplarily for acetylene.
The excitation and ionization can only occur in the IR-active modes |n0〉, in which a wave-
packet e−iφ |n0〉 is created. The phase φ of this vibrational wave-packet is thereby given
by the CEP of the laser, even if the laser pulse is non-resonant to the vibration. In order
to define the ionization time, it is assumed that the molecule is ionized at the intensity
maximum, leading to a slight overestimation of the calculated asymmetries, compare figures
4.6b) and 4.8b). Due to the difference of eigenfunctions of the neutral molecule and the
cation, the ionization results as well in a population of IR-inactive modes |0m〉 – being a
CEP independent population process. The wave-packet is given by the basic superposition
of the fundamental IR-active and the IR-inactive modes:
Ψbasic = |01〉+ e−iφ |10〉 . (4.1)
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Figure 4.1: Reactive coordinates and normal modes used in the theoretical description of
the hydrogen migration in acetylene (a) and allene (b). While the normal modes are used
to describe the laser molecule interaction, the reactive coordinates (ξ1, ξ2) represent the
CCH bond angles (shown in orange) indicating the isomerization process. The reactive
coordinate ξ1 describes the hydrogen migration from the right to the left and ξ2 from
the left to the right. (c) The potential energy surface of the acetylene dication (A3Π
state) presents the binding energy as a function of the two reactive coordinates. The two
isomerized configurations (top left and bottom right) in the global minima are indicated
together with the initial form of the molecule (bottem left). (d) The potential energy
surface of the B3Π state of the allene dication. This image was taken from [5].
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To interpret the CEP control mechanism, Ψbasic is used as it explains the asymmetric
isomerization occurring in the dication. The wave-packet is projected onto the A3Π state,
being the lowest dication state supporting isomerization.
Isomerization process
To simulate the isomerization step, the wave-packet Ψbasic is propagated along the two
dimensional PES along the two reactive coordinates (see figure 4.1). For this purpose, the
wave-packet Ψmodes, expressed in normal modes, is projected onto the wave-packet ψreac,
expressed in reactive coordinates. The respective eigenfunctions of the dication ground
state are used to perform this projection:
ψreac =
∑
i,j
〈Ψmodes|Φi〉 〈Φi|φj〉 |φj〉 , (4.2)
where Φi are the normal mode eigenfunctions, and φj are the reactive coordinate eigen-
functions. The evolution of the wave-packet is calculated for 480 fs in steps of 0.24 fs
along the PES of the A3Π state (acetylene, figure 4.1(c)) and the B3Π state (allene, figure
4.1(d)). It is visible that for both molecules the Franck-Condon region – the region of the
PES where the wave-packet is projected onto from the ground state – is not the global
minimum. A wave-packet starting from the Franck-Condon region experiences first local
minima where-after the molecule can undergo isomerization to reach the global minimum.
The corresponding molecular configurations are indicated in each plot (compare 4.1(c) and
(d)).
The propagation of the wave-packet for two different CEP is illustrated in figure 4.2 for
the isomerization of acetylene to vinylidene. The basic wave-packet Ψbasic for a CEP of π
and zero are visualized within the first two subplots. It can be seen that both wave-packets
evolve differently along the PES resulting in a population of either potential minima,
which correspond to left or right configuration of vinylidene. In other words, the initial
wave-packet triggers a preferential isomerization direction. This difference in the final
distribution is experimentally observable as an asymmetry in the C+ emission direction,
which is tunable by the CEP.
The left (right) isomerization is quantified from the dissociation yield L(R) within both
global minima, which correspond to the left and right configuration of vinylidene, integrated
over the complete propagation time. The resulting asymmetry parameter A is calculated
from L and R according to equation 4.3 and is shown in figure 4.6b). Even though the
asymmetry is slightly overestimated, a good agreement between theory and experiment
can be achieved.
The isomerization of allene can be calculated in a similar manner to acetylene being
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Figure 4.2: Wavepacket evolution on the A3Π state of acetylene for two different initial
wave-packets schematically depicted along the reactive coordinates ξ1 and ξ2. The two
wave-packets correspond to a CEP of 0 (top row) and π (bottom row). The white contour
lines depict the nuclear wave-packet at different times after ionization and thereby visualize
the amount of isomerized molecules in the final state. While a CEP of 0 results in a
isomerization from left to right (top row), a CEP of π leads to a hydrogen migration from
right to left (bottom row). This image was taken from [5].
however more complex. For example, the reactive coordinates to describe the isomerization
are a linear combination of eight normal modes. Within the preparation step, three of these
modes (one IR-inactive, two IR-active ones; see figure 4.1b)) are used to prepare the initial
CEP-dependent wave-packet: Ψ = |00m〉+ e−iφ(|n100〉+ |0n20〉).
As seen in figure 4.8, the left-right asymmetry of the allene isomerization to propyne
can not only qualitatively be reproduced but as well also quantitatively. The successful
extension of the theoretical model from acetylene to allene indicates that also the nu-
clear dynamic in even larger molecules can be simulated as long as the proper reaction
coordinates can be identified.
4.2 Acetylene
Using the coincidence technique allows us to separate different break up channels, see
figure 4.3. While in section 3.4, the filtering of the deprotonation channel was shown, here
the more challenging isomerization channel is investigated.
In figure 4.3a), the PIPICO spectrum of acetylene is depicted in the region of interest
for the isomerization channel. Clearly observable are the two coincidence channels, which
are in close proximity to each other due to their similar masses. The horizontal and ver-
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Figure 4.3: a) Photoion-photoion coincidence spectrum of acetylene measurement: graphi-
cal representation of the time of flight (TOF) of the first ion against the TOF of the second
ion. The TOF’s are already converted into the m/q ratio to facilitate the identification. b)
Graphical representation of the coincidence filtering. Only events within the red dashed
box are considered for further analysis of the isomerization channel. More details can be
found in the text.
tical lines correspond to “false” coincidences. In figure 4.3b), a graphical representation
of the coincidence filtering is shown. When the momentum conservation is fulfilled, the
momentum sum of the coincidence channel C2H
2+
2 → C+ + CH+2 should be independent
on the momentum of the C+ ion (compare to figure 3.11b). All counts within the red
dashed box fulfill this condition and thus they are used for further analysis. The other
events correspond to the symmetric breakup channel (C2H
2+
2 → CH+ + CH+, diagonal
contributions) or “false” coincidences (C2H
2+
2 with C
+ or CH+, almost vertical contribu-
tions). Furthermore, around -40 a.u. the “dead” time of the detector – the time after a
first particle detection, when the detector is insensitive to a second ion impact – is clearly
visible (see section 3.4). Utilizing this technique, not only in the shown pz direction but
in all three dimensions, improves the separation between the isomerization channel and all
other contributions even further.
After applying the coincidence filtering to all coincidences channels, we now investigate
the experimental result concerning the CEP-dependence of the various processes. The
shown data for acetylene were recorded at a laser intensity of 1.3 · 1014 W cm−2.
4.2.1 Double ionization of acetylene
In order to have a benchmark of the CEP-control in polyatomic molecules, first the CEP-
control over the electron emission direction in acetylene is investigated by analyzing the
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double ionization of acetylene. Usually, the electron motion can be easily controlled by the
carrier-envelope phase, which is reflected by high asymmetry parameters [72]. In figure 4.4,
Figure 4.4: Momentum resolved ionization yield as a function of the carrier-envelope phase
in the double ionization of acetylene. Here, only the momentum along the laser polarization
is considered.
the double ionization yield is depicted as a function of the momentum and carrier-envelope
phase. Here, and throughout this thesis, the term “momentum” represents the momentum
along the laser polarization, neglecting the transverse momenta. It can be observed, that
the CEP induces a clear shift of the momentum distribution. The yields of C2H
2+
2 ions
emitted to the right R(φ) or left L(φ) as a function of the CEP can serve as a measure
of the influence of the CEP. To quantify the CEP dependence, the asymmetry parameter
A(φ) is introduced with:
A(φ) = [L(φ)−R(φ)]/[L(φ) +R(φ)]. (4.3)
In this measurement, an asymmetry of 34 % was reached, which is visible in the lower
part of figure 4.4. Thus, we can conclude that this measurement provided an excellent
CEP-control over the electronic motion in acetylene. In the following, the CEP-control of
the same measurement over the deprotonation and isomerization channel will be shown.
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4.2.2 Deprotonation of acetylene
The deprotonation of acetylene is a well-studied process [6, 73] and is shortly explained
here for the sake of completeness. It is particularly interesting that a CEP-control was
observed at all [6], as acetylene is a linear and symmetric molecule without a dipole moment.
Usually, molecules without a dipole moment cannot be controlled by the CEP and hence
a new explanation had to be found. The possibility of a CEP control was explained by
a superposition of vibrational modes within the dication state where the CEP acts as a
trigger controlling the vibrational excitation. For further information on the theoretical
model and interpretation refer to [6]. In figure 4.5, the CEP-control over deprotonation
is visualized in two different manners. First, figure 4.5 a) depicts the momentum sum of
both fragments as a function of the CEP. Note that the momentum sum pi usually differs
slightly from zero as it equals the negative momentum sum of all emitted electrons. Hence,
by investigating pi, similar information on the ionization process compared to the double
ionization signal should be extractable. And indeed, the retrieved asymmetry of 32 % was
observed here as well (compare figure 4.4). Secondly, in figure 4.5b) and c), the individual
momenta of the coincident fragments are shown in dependence of the CEP. In comparison
to the momentum sum, several observation can be made:
• The observed momenta are increased to more than 20 atomic units, which is a direct
result of the Coulomb explosion (CE).
• The momentum distribution does not reveal a clear CEP-dependence due to its large
spread. Hence, only the one-dimensional representation clearly indicates the control
over deprotonation direction.
• Even though the asymmetry parameter reaches only 3 % a clear CEP- dependence
can be observed. Comparing the asymmetry amplitude of the electrons, which are
1800 times lighter, it is surprising that an asymmetry can be detected at all. This
control over the deprotonation was explained by a superposition of vibrational motion
triggered by the electronic excitation, compare section 4.1 and reference [6].
As the shown two dimensional representation of coincident fragments, see figure 4.5b)
and c), only provide limited additional information, following CEP-control measurements
will exclusively be shown in the one dimensional representation.
4.2.3 Isomerization of acetylene
After the observation of the CEP-control over deprotonation, a more complex molecular
reaction, the isomerization, is discussed in the following. During the isomerization, the
molecular structure of acetylene changes from its linear configuration to the vinylidene
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Figure 4.5: Momentum maps for the coincidences of the deprotonation channel of acetylene
in dependence of the carrier-envelope phase. The momentum sum of both particles is
shown in a) while in b) the hydrogen momentum and in c) the CCH+ momentum of those
coincidences is presented.
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isomer by hydrogen migration. If the molecule is Coulomb exploding from the vinyli-
dene configuration, the resulting fragments (C+ and CH+2 ) can be distinguished from the
symmetric breakup of acetylene by the coincidence techniques as discussed above. The
momentum of carbon ions from these coincidences is depicted in figure 4.6a). The mo-
mentum along the laser polarization (pz) is shown versus the momentum along the laser
propagation direction (px). The mostly isotropic distribution of the carbon ion is a con-
sequence of the hydrogen migration which triggers a rotation of the molecule and hence
the carbon is emitted in all directions. In the momentum range 42 a.u.< pz < 28 a.u. the
above mentioned overlap in TOFs of both coincidence channels impedes a definite coin-
cidence detection. Thus, only events outside of this range were evaluated to investigate
the CEP dependence of the carbon emission direction. In figure 4.6b), the asymmetry
Figure 4.6: a) CEP-averaged momentum distribution of C+ ions resulting from the disso-
ciation of vinylidene. b) Asymmetry parameter of C+ ion emission direction in dependence
of the carrier-envelope phase. The solid line depicts the calculated asymmetry for an in-
tensity of 1.5 · 1014 W cm−2 which is shifted along the CEP axis for best agreement. This
image was taken from [5].
of carbon ion emission in dependence of the carrier-envelope phase is depicted. A clear
CEP-dependence is observed revealing a surprisingly large amplitude of 8 %. The solid
line depicts th simulated asymmetry in dependence of the CEP. As in the experiment the
absolute CEP cannot be determined, the predicted asymmetry curve of the C+ ion was
shifted for best agreement. The CEP axes in figure 4.6b) is given relative to the phase
offset of the asymmetry parameter of the single ionization.
By comparing experimental data and theoretical predictions, it becomes obvious that the
isomerization process of a linear molecule can be explained by a superposition of vibrational
modes, which trigger a subsequent hydrogen migration. The asymmetry amplitude is even
larger for the isomerization than compared to the deprotonation. One possible explanation
is that for an isomerization only very distinct states can contribute to the process, while
for the deprotonation a multitude of states will dissociate into the detected H+ + CCH+
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channel and thereby wash out the signal.
4.3 Isomerization of allene
In order to investigate if the isomerization process can be controlled also in larger hydro-
carbon molecules, in the following allene (H2C3H2) is studied onto its possible CEP-control
over hydrogen migration. In comparison to acetylene, allene has not four but seven atoms
and hence the doubly charged molecule can Coulomb explode in many different dissocia-
tion channels. In figure 4.7, this variety of dissociation channels can be seen within the
Figure 4.7: Photoion-photoion coincidence spectrum of acetylene measurement: graphical
representation of the time of flight of the first ion against the TOF of the second ion.
The TOFs are already converted to mass over charge (m/q) ratio. While a variety of
dissociation channels are observable, only the major coincidence channels are highlighted
by arrows.
PIPICO representation of allene. While the major coincidence lines are highlighted, also
additional channels are observed. These can be used to extract supplementary information
about the processes occurring in an ionized allene molecule. The horizontal and vertical
lines occur due to “false” coincidences between various charged fragments, e. g. C3H
+
4
(m/q=40), C3H
2+
4 (m/q=20), and C2H
+
2 (m/q=26). All subsequent data were recorded
at an laser intensity of 3 · 1014 W cm−2.
The hydrogen migration in allene is discussed in the following within the dissociation
channel C3H
2+
4 → H+3 +C3H+. Thereby, isomerization is monitored through the formation
of trihydrogen ions (H+3 ). Even though allene’s isomer propyne (HC3H3) is stable in the
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neutral state and contained in low concentrations in commercially available allene gas
bottles, H+3 formation has been found to result predominantly from the isomerization of
allene [13].
Figure 4.8: a) CEP-averaged momentum distribution of H+3 ions resulting from the disso-
ciation of propyne. The red arrow indicates the laser polarization direction. b) Asymmetry
parameter of H+3 ion emission direction in dependence of the carrier-envelope phase. The
solid line depicts the calculated asymmetry for an intensity of 3.0 · 1014 W cm−2, which
is shifted along the CEP axis similar by the same amount as for the isomerization in
acetylene. This image was taken from [5].
Figure 4.8a) displays the CEP averaged H+3 momentum distribution, which was found
to be isotropic. Similar to the isomerization in acetylene, this uniform distribution results
from the molecular rotation and is consistent with the previous studies on the isomer-
ization of allene [12, 13]. In figure 4.8b), the asymmetry parameter AH+3 (φ) is shown in
dependence of the carrier-envelop phase. Clearly observable is the CEP-dependence of the
asymmetry parameter revealing the control over the directionality of proton migration in
allene (above 5 %). Thus, it can be concluded that similar to the acetylene measurement,
in allene the hydrogen migration can be controlled by the carrier-envelop phase. In order to
compare the experimental CEP information and the theoretical simulations, the following
procedure was applied. Similar to figure 4.6b) the asymmetry parameter of the experiment
in figure 4.8b) is given relative to the phase offset measured for the single ionization. For
the predicted H+3 ion asymmetry curve the CEP was shifted by the same amount as the
predicted C+ curve. It can clearly be seen, that the experimental data and the theoretical
predictions overlap well. This indicates that the simulation was successfully applied also
for slightly larger molecules. Again, a strong CEP-control over the isomerization direction
was observed, indicating the strong influence of the electronic wave-packet motion onto
vibrational nuclear motion and its subsequent isomerization.
Having established the experimental and theoretical evidence of a CEP-control over hy-
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drogen migration in small hydrocarbons allows now to extend the studies to even larger
molecules.
4.4 Conclusion
In this chapter, the CEP-control over molecular reactions in hydrocarbons is discussed
in detail. Experimental measurements were performed in acetylene and allene, where a
CEP-control over the deprotonation and isomerization could be shown. The achievable
control over the isomerization of 8-10 % was two times higher than the control over the
deprotonation. One possible explanation is a higher sensitivity of the isomerization process,
compared to the deprotonation, on the electronic wave-packet, which is created by the
laser-molecule interaction. The experimental findings are supported by the theoretical
model, which simulates the creation and propagation of a nuclear wave-packet. Within
the simulations, the CEP-controlled isomerization process is described by two subsequent
steps. First, a field-sensitive nuclear wave-packet is created during the laser-molecule
interaction. In the second step, this CEP-dependent wave-packet is freely propagated
along the potential energy surface. Thereby, the CEP-dependence of the starting wave-
packet are sufficient to predetermine the final wave-packet position. In other words, the
CEP predefines the trend of the isomerization, which occurs on much longer timescales
and hence allows to steer the directionality of isomerization.
Having established this control mechanism for isomerization, it is now possible to also
investigate more complex photochemical reactions, e.g. a keto-enol tautomerization or
changing the chirality of molecules. Furthermore, to increase the control over isomerization,
one could resonantly excite vibrational modes, which directly couple to the nuclear motion
and thus provide higher control. Such experiments, however, can only be performed using
excitation wavelengths in the mid-IR region.
However, before studying more complex systems, it is important to investigate the in-
tensity dependence of the control mechanisms to understand if the mechanism is generally
applicable or only for specific intensities. Thus, in the following chapter, the CEP-control
in acetylene and allene is investigated for a broad intensity range.

5 Intensity-dependent control over
isomerization
An ultrashort laser pulse can excite and double ionize an atom or a molecule via vari-
ous processes, e.g. NSDI or sequential double ionization (SDI), depending on the applied
intensity [74–76]. As seen in the last chapter, the ionization step can predetermine the
subsequent processes, e.g. hydrogen migration in hydrocarbons. Thus, a change in ap-
plied intensity might not only alter the ionization process but can alter the subsequent
isomerization step as well. In this chapter, the CEP-dependence of the dissociative ion-
ization in acetylene and allene are investigated for a broad intensity range regarding the
deprotonation:
C2H
2+
2 → H+ + C2H+,
C3H
2+
4 → H+ + C3H+3 ,
and the isomerization
C2H
2+
2 → C+ + CH+2 ,
C3H
2+
4 → H+3 + C3H+.
First, the experimental and theoretical methods are explained (section 5.1). Subse-
quently, the results on acetylene (section 5.2) and allene (section 5.3) are discussed. This
chapter is mainly based on: M. Kübel, C. Burger, et al. [4]
5.1 Methods
To directly compare the experimental results shown here to the previous chapter, the
laser setup and its operation parameters were kept identical. To measure the CEP of the
ultrashort pulses, a stereo-ATI phasemeter [50] was used for the acetylene experiments,
whereas an f-2f interferometer [45] was utilized for the allene experiments. The change of
the CEP was performed as before by varying the dispersion within the stretcher unit of
the amplifier. Before entering the reaction microscope, the laser pulses are attenuated by
a motorized neutral density filter wheel. With this, the intensity within the interaction
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region can be varied by four orders of magnitude, here, however, only a factor of three is
used, without changing the beam focus size, as done by using an iris. In order to allow
for optimized coincidence detection, the average count rate was kept below 8 kHz (see
section 3.4.1). Furthermore, to acquire reasonable statistics, the count rate should neither
be too low. Due to the highly non-linear intensity dependence of strong-field ionization, it
is difficult to fulfill both criteria while changing the laser intensity.
Figure 5.1: Experimental setup for the simultaneous intensity and carrier-envelope phase
measurement of hydrocarbons. The CEP for each of the laser pulses is continuously swept,
measured, and recorded. Additionally, the pulse energy is modified by a motorized neutral
density (ND) filter wheel and recorded by a power meter. To account for changes in the
count rate due to the intensity scan, a motorized slit allows to adjust the density of the
gas jet.
Figure 5.1 depicts the experimental setup for the simultaneous intensity- and CEP-scan.
First, the CEP was measured, actively controlled, and analyzed as mentioned in chapter 4.
Secondly, the intensity scan was performed as follows:
• The neutral density filter wheel is continuously changing the pulse energies, leading
to an intensity variation between ∼ 1 · 1014 W/cm2 and ∼ 3 · 1014 W/cm2. The
pulse energies are recorded by a fast electronic power meter behind the exit window
of the REMI. As the focal spot and the pulse duration remain unaffected by the
filter settings, the laser intensity is directly proportional to the pulse energy. To
determine the proportionality factor between the pulse energy and laser intensity,
separate measurements on Ar and Ne targets were performed [75].
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• The count rate of the ion detector is monitored on the data acquisition computer,
which generates a feedback signal for the motorized slit within the gas jet.
• The width of the slit was changed to modify the total amount of gas molecules in
the focal area, and hence the count rate.
All in all, this setup allows to tune a variety of parameters, i.e. dispersion settings, filter
wheel position, count rate, and slit width and analysing the corresponding CEP values as
well as the power/intensity information.
In order to compare the experimental results to the theoretical predictions, it is impor-
tant to consider the constant but unknown CEP offset of the CEP detection in the f-2f
interferometer and the phasemeter. Thus, the experimental CEP offset is fixed by the
following procedure:
Using acetylene, the experimental CEP values are shifted to obtain best agreement with
the theoretical predictions in the deprotonation channel at an intensity of 1.5 · 1014 W/cm2
(see figure 5.3).
Using allene, the CEP axis is shifted such that the single ionization of allene has a similar
CEP-dependence as the one of acetylene at an applied intensity of 1.0 · 1014 W/cm2.
The principles of the theoretical calculations are identical to chapter 4. First, IR-active
vibrational modes are CEP-dependently excited and populated by the laser field, and thus
the resulting wave-packet depends on the CEP of the laser field. Secondly, the wave-
packet is freely propagated on the potential energy surface with a preferential direction
predetermined by the CEP. This preferred directionality translates into a CEP-dependent
deprotonation or isomerization of the molecule.
5.2 Acetylene
5.2.1 Double-ionization of acetylene
In the previous chapter, it was shown that the ionization process predetermines subse-
quent molecular reactions such as deprotonation and isomerization. Therefore, in this first
section, the double-ionization of acetylene is investigated as a function of carrier-envelope
phase and laser intensity.
Figure 5.2 depicts the asymmetry of the double-ionization of acetylene as a function of
intensity and CEP in two different ways: a) pure double-ionization and b) center-of-mass
of the deprotonation channel. In both channels, the usual 2π CEP-dependence is observed
[77]. With increased intensity, the asymmetry amplitude decreases from 35 % to below
20 %. The offset of the CEP dependent asymmetry, also known as “phase of the phase”
[78], reveals only a small intensity dependence – the maxima and minima are aligned almost
vertically.
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Figure 5.2: Asymmetry of a) the double-ionization in acetylene (C2H
2+
2 ) and b) the center-
of-mass of the deprotonation channel (H+ + C2H
+) as a function of the intensity and the
carrier-envelope phase φ. The ionization channels are depicted by the molecular sketches
above the plots. This image was taken from [75].
In figure 5.2a), the shape of the intensity- and CEP-dependence of the double-ionization
of acetylene corresponds well to previously reported results on the double-ionization of
argon [75]. For both gases, the asymmetry parameter is strongest for small intensities. To
explain this phenomenon, it is important to recall that two different ionization processes
can occur. The first is the so-called sequential double-ionization (SDI), which is based on
tunnel ionization. This process requires high electric fields and leads to the ejection of
two subsequent electrons. As both electrons are independently ionized and their ioniza-
tion probabilities are only sensitive to the field strength, this process can only slightly be
controlled by the CEP. The second double-ionization process is the non-sequential double-
ionization (NSDI) induced by electron recollision. Thereby, the first electron is ionized
by tunnel ionization through the potential barrier but subsequently it recollides with the
remaining ionic core and releases the second electron. As the recollision requires specific
electron trajectories, the NSDI process is highly dependent on the CEP. Thus, the strong
CEP-dependence for small intensities can be seen as a direct result of NSDI induced by
electron recollision. By increasing intensity, SDI becomes more probable and hence the
CEP-dependence is reduced. In conclusion, within the here-shown intensity range, NSDI
represents the dominant double-ionization mechanism.
In figure 5.2b), the center-of-mass motion of the deprotonation channel is depicted. In
analogy to the pure double-ionization, compare figure 5.2a), it can be concluded that also
the deprotonation is induced by electron recollision. This implies that both final states,
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i.e. C2H
2+
2 and H
+ + C2H
+, are triggered by the same process and that the populated
dication states can either stay bound or dissociate. Slightly smaller asymmetry values
were observed within the non-dissociative channel in comparison to the deprotonation
channel. To explain these reduced asymmetry values, the electronic states involved in the
dissociation process have to be analyzed. While the molecule is still bound in the dication
ground state, the deprotonation occurs only in excited dication states, and hence needs
more excitation energy [79]. Thus, the transition from NSDI to SDI takes place at higher
intensities, which translates for the investigated intensity range into higher asymmetry
parameters.
5.2.2 Deprotonation of acetylene
In contrast to the figures shown above, only the momentum of a single fragment is depicted
in the following, i.e. the proton momentum for the deprotonation channel and the carbon
momentum for the isomerization channel.
Figure 5.3: a) Asymmetry of the proton momentum as a function of CEP and laser in-
tensity in the deprotonation channel. b) Comparison of the experimental data (symbols)
and the theoretical prediction (solid lines) for two different intensities (1.5 · 1014 W/cm2
(blue) and 2.5 · 1014 W/cm2 (red). The experimental data are averaged over the range
of ±0.2 · 1014 W/cm2 and fitted by a sinusoidal fit (dotted lines). Due to the unknown
experimental CEP offset, the experimental data were shifted for best agreement with the
theory at an intensity of 1.5 · 1014 W/cm2. This image was taken from [75].
In figure 5.3a), the asymmetry of the proton momentum resulting from the deprotona-
tion process is depicted as a function of the laser-intensity and the CEP. In figure 5.3b),
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two line profiles for the intensities 1.5 · 1014 W/cm2 (blue) and 2.5 · 1014 W/cm2 (red) and
their sinusoidal fits (dotted lines in the corresponding color) are directly compared to the
theoretical predictions (solid lines). Several observations can be made: First, the asymme-
try remains below 5 % throughout the investigated intensity range. A slight increase of the
asymmetry amplitude with intensity can be identified but, as visible in figure 5.3b), this
increase is not significant with respect to the error bars. Secondly, the asymmetry phase
offset changes to smaller values for higher intensities, which can be seen in the line profiles
in figure 5.3b). Thirdly, the experimental data and their theoretical predictions agree well
regarding the retrieved amplitudes. The measured phase shift of 50±13◦, however, cannot
be reproduced by the theoretical model. Likely, the changing ionization process for higher
intensities results in an altered CEP-dependence, which influences the phase offset. This
change within the ionization process is not considered in the simulation. In the latter, the
ionization is assumed to be constant at the maximum of the electric field, which usually
results in an overestimation of the asymmetry values (compare chapter 4). Here, however,
the asymmetry amplitudes agree well, representing a surprisingly strong asymmetry in the
experiment, which might originate from contributions of higher excited states as described
in the following.
Contributions from different electronic states
The investigation of kinetic energy release (KER) of the Coulomb explosion will allow gain-
ing more insight into the involved electronic states. In figure 5.4a), the KER distribution
of the deprotonation channel is depicted for three different intensities. For all intensities,
“false” coincidences were observed in the region of low KERs (below 1 eV). For the three
laser intensities chosen, a broad energy distribution from 2.5-8 eV was measured. This in-
dicates that the molecules have different amount of excess energy, and thus originate from
different excitation states. Furthermore, a shoulder at around 5 eV becomes apparent,
which allows us to separate the energy distribution into a low (blue shaded) and a high
(red shaded) KER region. This enhanced contribution at higher KERs indicates that the
corresponding parent molecules were excited into energetically higher lying states. Thus,
it is possible to separate the dication states by the final KER. In figure 5.4b), the asymme-
try parameter for the low and high KER counts is depicted together with the theoretical
prediction. It becomes obvious, that the separation of the KER influences the amplitude
of the asymmetry. The low energetic coincidences (blue) reveal a rather small asymmetry
amplitude compared to the theoretical prediction. This is in agreement with the afore-
mentioned theoretical overestimation of the asymmetry due to the assumption that the
molecule is always ionized at the maximum of the laser field. The high energetic coinci-
dences (red) reveal an increase in amplitude, which indicates that the higher excited states
are likely populated by electron recollision and hence are more sensitive on the electric
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Figure 5.4: a) Kinetic energy release (KER) distribution of the deprotonation channel,
for three different intensities, each integrated over ±0.2 · 1014 W/cm2. The separation
into blue and red shaded areas depicts the low- and high-KER regions, respectively. b)
Asymmetries of the proton momenta at an intensity I = 1.5 · 1014 W/cm2 for the low
(blue) and high KER (red) region. The theoretically predicted asymmetry assuming the
deprotonation reaction occurs within the A3Π state. This image was taken from [75].
field shape.
5.2.3 Isomerization of acetylene
In the following, the isomerization and its subsequent dissociation via the C2H
2+
2 →
C+ + CH+2 channel is investigated in detail. As seen in the previous section, the KER
distribution provides valuable information on higher lying excited states. For the isomer-
ization of acetylene, the KER distribution is relatively narrow compared to the deprotona-
tion channel, see figure 5.5. This narrow contribution around 4.4 eV is in good agreement
with previous measurements using strong IR laser pulses [11, 63]. It indicates that only few
different states are involved in the isomerization reaction. Here, the A3Π state is the only
relevant state in the dication, which allows for isomerization. Thus, the resulting energies
of a Coulomb explosion are well defined, leading to a narrow KER distribution shown in
figure 5.5 for three different intensity values.
In figure 5.6a), the CEP-dependent asymmetry of the carbon momenta is displayed for
two intensity values. As in the deprotonation, the asymmetry amplitude is less than ±10 %,
which is in agreement with the CEP-control over the isomerization presented in figure 5.6.
For higher intensities, i.e. above 1.4 · 1014 W/cm2 the asymmetry amplitude decreases
significantly while changing the offset phase by 70± 20◦ with respect to lower intensities.
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Figure 5.5: Kinetic energy release (KER) distribution of the deprotonation channel, for
three different intensities, each integrated over ±0.2 · 1014 W/cm2.
Figure 5.6: a) Asymmetry of the CEP-dependent emission direction of the carbon momenta
resulting from isomerization channel C2H
2+
2 → C+ +CH+2 . Depicted are two different in-
tensities, 1.5 · 1014 W/cm2 (blue) and 2.5 · 1014 W/cm2 (red), which are averaged over
a range of ±0.3 · 1014 W/cm2. While the solid lines represent the theoretical calcula-
tions the dotted lines are sinusoidal fits to the experimental data (symbols). The hydrogen
migration direction is depicted by the schematic drawings above and below the asymme-
try curves. b) Intensity-dependent asymmetry amplitudes (A0(I)) of the non-dissociative
(blue), deprotonation (red) and isomerization (yellow) channel. Here, the center-of-mass
momenta were used to retrieve the asymmetry amplitudes of the different channels. This
figure was taken from [75].
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A similar change of the phase offset with respect to the direction and magnitude was ob-
served in the deprotonation channel, indicating similar underlying ionization dynamics in
both cases. The lower asymmetry amplitude in isomerization, however, contradicts the
theoretical predictions. This discrepancy might be caused by simplified assumptions in
the simulations, which are not capturing the following scenario: the hydrogen migration
intrinsically stores energy in a rotational motion, resulting also in a rotation of the entire
molecule. By such a rotation, the resulting assignment of fragmentation changes its direc-
tionality. In other words, a proton moving from left to the right will usually be detected
by a carbon emission to the left, but after half a rotation it results in a carbon emission
to the right. Thus, the molecular rotation washes out the original CEP-directionality, and
hence the asymmetry becomes smaller. Experimental evidence of such a rotation is given
in [11] and is furthermore shown in figure 4.6a), where a uniform momentum distribu-
tion indicates a Coulomb explosion in all directions, as can be expected from a rotating
molecule. With increasing intensity, the energy stored in the rotation is higher, and hence
the rotation occurs faster, resulting in a smaller asymmetry. In the simulation, however,
no rotation of the molecule is included, resulting in an overestimation of the asymmetry.
As a final comparison of the ionization process for all above shown channels, figure 5.6b)
depicts the asymmetry of the center-of-mass motion for the investigated intensity range.
The above-mentioned higher asymmetries in the deprotonation channel are clearly visible
for intensities from 1.4 - 2.7 ·1014 W/cm2. This increased asymmetry amplitude is due to
the energetically higher states required to trigger a deprotonation. While the overall shape
of the isomerization asymmetry is similar to the other two channels, a considerably lower
amplitude was measured. Here, it is important to remind ourselves that the center-of-mass
is solely determined by the electronic response to the laser field and hence the ionization
process. Thus, all subsequent processes, as for example isomerization, molecular rotation
or deprotonation, will not affect the center-of-mass motion. Therefore, a lower asymmetry
indicates a less pronounced electron recollision ionization and rather a sequential double-
ionization. This observation is in agreement with a measurement performed at slightly
higher intensities of 4 · 1014 W/cm2, where it was shown that electron recollision strongly
affects the deprotonation but only slightly influences the isomerization [79].
5.3 Allene
5.3.1 Double ionization of allene
As in the previous section for acetylene, the ionization mechanisms of allene is shown for
the center-of-mass motion for the deprotonation channel.
In figure 5.7a), the asymmetry parameter is depicted as a function of intensity and
CEP. In figure 5.7b), the asymmetry amplitudes, determined by sinusoidal fits to the ex-
58 5. Intensity-dependent control over isomerizationF g 7  
(a) (b) 
NSDI 
SDI 
makefig2_v4_deprotonation_full_range.m 
Figure 5.7: a) Asymmetry of the center-of-mass motion in the deprotonation channel of
allene (C3H
2+
4 → H+ + C3H+3 ) as a function of intensity and CEP. b) Resulting asym-
metry amplitude and phase offset obtained from a sinusoidal fit to a). The regimes of
non-sequential and sequential double-ionization are denoted additionally for visualization
purposes. This image was taken from [75].
perimental data, are presented as a function of intensity. In contrast to the acetylene
measurement, a strong change is observed within the scanned intensity range. For low
intensities, an asymmetry amplitude of 8 % was observed with an offset of 0.2π, see fig-
ure 5.7b). At 1.4 · 1014 W/cm2, a change of the asymmetry amplitude and phase can be
observed, which can be attributed to a transition from the non-sequential double-ionization
regime to the sequential double-ionization regime. In the low intensity regime, the NSDI
mechanism is the driving ionization process. At an intensity of 1.6 · 1014 W/cm2, the NSDI
and SDI mechanisms have similar probabilities and hence the signal vanishes. For even
higher intensities, SDI becomes the dominant process. As SDI is almost CEP-insensitive,
the asymmetry drops to 2 % and also has a different phase offset. In contrast to the acety-
lene experiments, in allene the transition from NSDI to SDI was already observed within
the investigated intensity range, which is attributed to a lower ionization energy. This
observation agrees well with the lower ionization energy of 10.1 eV of allene [80] compared
to 11.4 eV of acetylene [81].
5.3.2 Isomerization of allene
In order to investigate the hydrogen migration process in allene, three different two-fold
coincidence channels can be used:
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Figure 5.8: a) CEP-dependent asymmetries of H+3 emission direction, for the intensities
2.5 · 1014 W/cm2 (blue) and 2.9 · 1014 W/cm2 (red), each averaged over a range of
±0.15 · 1014 W/cm2. b) Theoretical calculations of the asymmetry predicted for an
intensity of 3 · 1014 W/cm2 at different double-ionization times. In the legend, the two
times denote the time of the first and second ionization, respectively. The time T represents
the time of highest laser fields, and oc stands for ”optical cycle”. The hydrogen migration
direction is depicted by the schematic drawings above and below the asymmetry curves.
This image was taken from [75].
(I) C3H
2+
4 → CH+ + C2H+3 ,
(II) C3H
2+
4 → C2H+ + CH+3 ,
(III) C3H
2+
4 → C3H+ + H+3 .
While all channels can be identified in the PIPICO representation, compare figure 4.7, only
the last coincidence channel provides good statistics without any background signal and
it is therefore used for further analysis of the hydrogen migration in allene. Thereby, the
direction of the H+3 emission indicates that the proton has migrated from the opposite side
of the molecule. Similar to the carbon emission in acetylene, a CEP-dependent asymmetry
of the H+3 emission direction shows a control over the hydrogen migration process in allene.
Such a CEP-dependent asymmetry in H+3 momentum distribution is depicted in figure 5.8a)
for two different intensities. While the asymmetry amplitudes are almost equal for both
intensities, a considerable shift of the phase offset of almost π was observed. This sudden
change in the phase offset is surprising regarding the small intensity difference of ∼ 15 %.
It is particularly interesting as, in general, focal averaging cannot be avoided, which largely
blurs such defined intensity effects.
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One possible explanation for this sudden phase offset shift is a change of ionization
process. Similar to the phase shift observed in the center-of-mass of the deprotonation
channel, a change from NSDI to SDI might explain such behavior. In order to verify this
hypothesis, theoretical calculations of the isomerization process in allene were performed.
Thereby, the ionization process was investigated varying the ionization times corresponding
to either electron-recollision-based NSDI or to SDI.
In figure 5.8b), the CEP-dependent isomerization asymmetry is depicted for different
ionization times of the first (t1) and second (t2) ionization step. For the typical electron
recollision, the first ionization occurs at the field maximum t1 = T , while the second
ionization happens at t2 = T + 3/4 oc, which corresponds to the time between emission
and recollision of the electron and parent molecule (see blue curve).
In SDI, the first ionization occurs either at the field maximum t1 = T (red) or at a half
cycle before t1 = T − 1/2 oc (orange). The second ionization is assumed to happen at the
time of highest fields t2 = T , as then the ionization probability is highest.
In all cases it is apparent that the theory overestimates the measured asymmetries.
This can result from the fact that the ionization is restricted to a single point in time
and that molecular rotation is not included in the theoretical model. Furthermore, the
phase shifts between the three assumed ionization times are very pronounced. While the
electron recollision scenario (blue) and the SDI at different half cycles (yellow) reveal
only small phase shifts, the SDI occurring exclusively at the field maximum is shifted by
almost π as observed experimentally. For low intensities, an electron recollision is the
most probable driving mechanism. While a sequential ionization at different half cycles
cannot be excluded, it is less likely than the NSDI mechanism. For higher intensities, the
phase shift can be explained by sequential double-ionization occurring exclusively during
the crest of the laser field.
By comparison between simulation and experimental data, it becomes apparent that the
ionization process in allene changes from NSDI at an intensity of 2.5 · 1014 W/cm2 to SDI
at intensities of 2.9 · 1014 W/cm2.
5.4 Conclusion
In this chapter, the intensity and CEP dependence of the ionization, deprotonation and
isomerization process in acetylene and allene were studied. In acetylene, it became visible
that the sequential ionization dominates over the non-sequential double-ionization for in-
creasing intensity. Furthermore, highly excited states were found to play an important role
in the deprotonation process as they have a strong CEP dependence. In the isomerization
process, however, no such contributions from higher excited states could be observed, which
is in agreement with the assumption that only one state that allows for isomerization is
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populated in the dication. These observations are furthermore in agreement with theoreti-
cal predictions based on vibrational wave-packets evolving on the potential energy surface
of the A3Π state of the dication. The phase dependence of these wave-packets is initiated
by the CEP of the laser field within the ionization process. However, the simulation does
not explain the intensity dependence of the isomerization process – likely, due to the lack
of molecular rotation within the model.
In allene, a small intensity change resulted in an asymmetry phase shift of almost π, which
can be explained by a transition of the ionization dynamics. This phase offset shift was
observed for the center-of-mass motion in the deprotonation channel as well as in the
isomerization channel. Using the theoretical model it was shown that a transition from
non-sequential to sequential double-ionization is consistent with a phase offset shift of al-
most π.
In conclusion, it was found that using low intensities results in higher CEP-control over
molecular processes such as deprotonation and isomerization. By increasing the laser in-
tensity, the control is not only reduced, but also its directionality can change, as seen in
the isomerization of allene. All in all, a control over the isomerization process in acety-
lene and allene is very dependent on the applied laser intensity as the ionization process
predetermines the molecular reaction.

6 Temporal evolution of acetylene upon
strong-field ionization
In this chapter, the temporal evolution of processes triggered by a strong-field excitation are
investigated using a pump-probe scheme. In order to extract precise timing information
as well as to reveal fast occurring processes it is advantageous to use ultrashort laser
pulses. In recent years, a special technique based on the extraction of the 3D momenta of
three or more molecular fragments in coincidence was applied to reconstruct the molecular
structure via Coulomb explosion imaging (CEI) [82, 83]. Having this tool to reconstruct
the molecular structure in combination with its timing information allows to visualize
the hydrogen migration in ”real time” [84]. Especially, the isomerization from acetylene
to vinylidene in the coincidence channel C2H
3+
2 → H+ + C+ + CH+ was extensively
studied [38, 84–86]. Independent of the chosen excitation wavelength, intensity, or the
populated intermediate state the isomerization time was consistently found to be around
50 fs.
In the following chapter, the additional coincidence channel C2H
3+
2 → H+ +H+ +CC+
is exploited to gain a much deeper understanding of the isomerization processes. First,
the changes to the experimental setup and the theoretical methods are briefly explained
in section 6.1. Afterwards, the observed wave-packet motion is interpreted in section 6.2,
whereas the visualization of the bond rearrangement by both three-fold coincidence chan-
nels is discussed in section 6.3. This chapter is mainly based on: C. Burger et al. [87]
6.1 Experimental and theoretical methods
Experimental setup
To experimentally enable the pump-probe studies, a Mach-Zehnder interferometer is in-
troduced into the beam path (see figure 6.1). In the interferometer, the pulse is split into
two identical parts by a 50:50 beamsplitter, delayed in one arm by a nm- resolution delay
stage, and recombined at a second 50:50 beamsplitter. A good spatial overlap and temporal
profile was checked by an autocorrelation measurement in the experimental chamber. The
delay stage was continuously swept between -267 fs and 267 fs ensuring similar conditions
throughout the complete measuring time. To furthermore guarantee the reproducibility of
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Figure 6.1: Experimental setup of the pump-probe measurements with ultrashort pulses.
the experiment, four individual long term measurements were performed, over 72 hourss in
total, which were checked against each other and later combined for the final analysis.
Table 6.1: Presented data are combined from the following measurements
measurement run 1 2 3 4
coincidences per channel
H+ + C+ + CH+ 245552 89274 32796 146586
H+ +H+ + CC+ 129131 55396 18770 80105
H+ +H+ + C+ + C+ 53695 8156 5944 44955
In table 6.1, the amount of coincidences per channel is displayed for the individual
measurements. Here, it becomes visible that the H+ +C+ +CH+ channel has the highest
yield being 80 % higher than that of the H+ + H+ + CC+ channel. Owing to the high
repetition rate and the long term stability of the laser system, the total amount of data
is 5 times larger than the previously reported data [38]. Combining this high statistics
with the temporal resolution of the few-cycle pulses facilitates not only the visualization of
the isomerization process with unprecedented resolution but also the investigation of the
vibrational wave-packet motion in the intermediate state.
6.2 Wave packet motion in the intermediate state 65
Theoretical method
The theoretical simulations, based on the Complete Active Space Self-Consistent Field
model (CASSCF), were performed by Robert Siemering from the group of Regina de Vivie-
Riedle (LMU Munich) using the program package MOLPRO with the 6-311++G** basis
set [88]. For the electron correlation calculation the active space was accommodated to
the number of valence electrons and contains the 10 molecular orbitals and all electrons
but the 1s-core electrons of the carbon atoms. Hence, the molecular configurations in the
dication are calculated using a precise description of excited states. The result of these
calculations are shown in figures 6.3 and 6.6.
6.2 Wave packet motion in the intermediate state
The wave-packet motion in the intermediate state is one of the most difficult processes to
observe as one needs very high temporal resolution, i.e. for acetylene better than 10 fs, as
well as good statistics to reveal the underlying processes. The KER as a function of the
time delay between both pulses enabled us to reveal some of the underlying dynamics.
Figure 6.2: The yield of a) H+ + H+ + CC+ and b) H+ + C+ + CH+ as a function of
the pulse delay and the kinetic energy release. The yield is normalized for each time bin,
revealing a small oscillation of the peak in yield with delay. The black dashed line indicates
the separation of the regions investigated in figure 6.4. In the lower panels the integrated
total yield is plotted as a function of delay.
In figure 6.2, the yield of the three-fold coincidence is plotted as a function of the KER
and the time delay between both pulses. Several different features become observable:
1. A time dependent contribution becomes visible for low KER (below 13 eV) regions.
These coincidences result from molecules that are dissociated by the probe pulse at
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larger internuclear distances, which leads to a lower kinetic energy from the Coulomb
explosion.
2. Comparing this temporal evolution (KER below 13 eV) in both channels, a slower
temporal evolution in the H++C++CH+ channel is detected. Hereby, it is important
to remind ourselves that in the H+ +C+ +CH+ channel the CC-bond and the CH-
bond are probed, while in the H+ +H+ + CC+ channel exclusively the CH-bond is
investigated. Hence, a slower temporal evolution of the H+ + C+ + CH+ channel
can be interpreted as a slower elongation of the CC-bond compared to the CH-bond
probed in the H+ +H+ + CC+ channel.
3. The maximum yield is achieved for coincidences with a KER around 16 eV. While
on average, the maximum remains at the initial KER value, close inspection reveals
small oscillations around this value. These changes result likely from different bond
length at the time of Coulomb explosion, i.e. the probe time. Hence, the vibration
frequencies can be inferred from a Fourier analysis of these oscillations.
4. The total yield of the channels also shows an oscillatory behavior indicating a delay
dependence of the ionization probabilities. As the ionization probability depends on
the bond length these oscillations are likely due to vibrations in the excited molecule.
With observations, 3) and 4), two independent indications for a wave-packet motion
in the intermediate state are observed. Inspecting these oscillations by Fourier analysis
reveals three major contributions: 11.5 fs ± 1.7 fs, 20.4 fs ± 1.5 fs, and 33.4 fs ± 1.2 fs.
To interpret this result calculations of the periods of various stretching and bending modes
in the neutral, cation, and dication state were performed.
Table 6.2: Calculated oscillations periods of different modes in the neutral, cation, and
dication.
mode period of oscillation (fs)
neutral cation dication
trans-bending (x-z and y-z) 59.2 ± 0.6 40.4 ± 0.5 and 70.1 ± 0.7 52.2 ± 0.6
cis-bending (x-z and y-z) 48.1 ± 0.5 40.5 ± 0.5 and 45.4 ± 0.5 47.0 ± 0.5
CC-stretching 16.3 ± 0.5 23.0 ± 0.5 21.6 ± 0.5
antisymmetric CH-stretching 10.0 ± 0.4 11.2 ± 0.4 11.4 ± 0.4
symmetric CH-stretching 9.7 ± 0.4 10.9 ± 0.4 11.0 ± 0.4
In table 6.2, the different time scales for bending- and stretching motions become obvious.
Comparing the experimental results wo these calculated timings the CH-bond stretching
mode can be identified with the 11.5 fs ± 1.7 fs oscillation and a CC-bond stretching of
the dication with the 20.4 fs ± 1.5 fs oscillation. The slower oscillation period cannot
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be identified by the calculations as it is too slow for stretching modes but too fast for
bending modes. However, as a stretching of a CC-bond usually results in a shrinking of
the CH-bond it is likely that this oscillation of 33.4 fs ± 1.2 fs results from a combination
of different stretching modes of the CH- and CC-bonds.
To summarize the observation of figure 6.2, a clear the temporal evolution of the dis-
sociation (see point 1) is observable. Hereby, the slower CC-bond elongation manifests
itself by a slower temporal evolution of the dissociation (see point 2). By analyzing the
oscillation periods (points 3 and 4), the CH- and CC-bond vibrations in the dication state
are identified using our strong-field pump probe scheme.
6.3 Visualization of the hydrogen migration
In our pump-probe experiments a variety of different coincidence channels can be identified.
Here, only those channels including the isomerization process are shown:
i) C2H
2+
2 → C+ + CH+2
ii) C2H
2+
2 → C+2 +H+2
iii) C2H
3+
2 → H+2 + C+ + C+
iv) C2H
3+
2 → H+ + C+ + CH+
v) C2H
3+
2 → H+ +H+ + CC+
vi) C2H
4+
2 → H+ +H+ + C+ + C+
In channel i), the fragmentation yield of vinylidene as a function of the time delay can
be measured allowing to determine the isomerization time to 52 ± 15 fs as reported by
Jiang et al. [89] Channels ii) and iii) require a hydrogen migration followed by a stable
bond formation of both hydrogen atoms, which is very unlikely to happen and hence
the statistics is too low to extract relevant information from those channels. Channels
iv) and v), however, provide excellent statistics. Channel iv) was extensively studied (see
references [38, 84–86]) to visualize the isomerization process. Channel v) has been proposed
by Alnaser et al. [63] but has not been investigated so far. Reports of channel vi) have been
scarce and are mainly found in combination with three-body coincidences analysis [86] or
with deuteriated acetylene [90].
In the following, the focus will be on the three-fold coincidence channels iv) and v). One
big difference between these channels concerns the TOFs of their fragments. In channel
H+ + H+ + CC+, where two hydrogen ions have to be detected, the detection efficiency
is lowered due to the ”dead time” of the detector. It, however, provides a big difference
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in mass of the fragments C+2 and H
+. Thus, while the detection is not very efficient
the assignment of fragments is unambiguous. Channel H+ + C+ + CH+, in contrast,
has higher detection efficiency but an overlap in TOF of the C+ and CH+ fragments
cannot be avoided, leading to false coincidences, which results in a more difficult molecular
reconstruction.
Figure 6.3: a) Illustration of the molecular configurations for different time of the pump-
probe experiment. The angles α and θ will be used to discriminate between the vinylidene
and acetylene configuration. b) Calculated potential energy curves for the neutral (blue),
cation (cyan), dication (green), and trication (purple) ground states and select excited
states as a function of the internuclear distance of one CH-bond.
In figure 6.3, an illustration of the different molecular configurations and processes in
the intermediate state is depicted along with the calculated potential energy curves for the
CH-bond. The pump pulse is ionizing the molecule into either the cation or dication state
where various processes can occur, e.g. deprotonation or isomerization. The probe pulse
ionizes the molecule into triple or even quadruply charged states from where it dissociates
via Coulomb explosion.
This dissociation with three or four fragments allows for Coulomb explosion imaging
where the detected 3D momenta are used to calculate the molecular configuration. By
defining the angles α and θ to describe the migration of hydrogen (see figure 6.3 a)) the
migration process for different time delays can be tracked. To allow for comparison of our
results with previous measurements, α is defined as in references [84, 85] and represents
the angle between the center-of-mass of the molecule, the carbon ion, and the hydrogen
ion (see figure 6.3 a)). The angle θ is spanned between both protons and the C+2 ion.
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By using the C+2 ion as a center, a direct comparison of the experimental results to the
calculations shown in figure 6.6 becomes possible.
The identification of the intermediate state in such pump probe experiments is always
difficult as the pump pulse usually populates a variety of states. So far, population of the
cation states has been reported for XUV and UV pump pulses [38, 86, 91]. In contrast,
IR and VIS strong-field excitation populate the dication state [84, 85]. This discrepancy
is not completely understood yet but likely it results from different used intensities rather
than a wavelength dependency. Using identical pump and probe pulse intensities, as in
our experiment, it is energetically favorable to populate the excited dication state (see
figure 6.3). By pumping the molecule into an excited state several motions can be triggered,
e.g. vibration, dissociation, rotation and isomerization, which are schematically depicted
in figure 6.3 a). The gain further insight into the isomerization process the molecular
structure is investigated.
Figure 6.4 presents the fragmentation yield as a function of the angles α and θ and
the time delay for both coincidence channels. The applied energy filter separates the
dissociating contributions at lower KER values (below 13 eV) from the time independent
KER region (above 13 eV). In the H+ + C+ + CH+ channel, a considerable amount of
molecules in the vinylidene configuration at small time delays are observed. This artifact is
due to the overlap in the TOF for fast CH+ fragments and the slow C+ fragments (compare
chapter 4). Hence, in the data analysis the identification of both fragments is can be false,
leading to a wrong assessment of the molecular configuration. For the H+ + H+ + CC+
channel, the reconstruction of the molecular configuration is thus much more reliable as
the TOFs of each fragment are clearly separated. Investigating the angular distribution of
the coincidences with high KER reveals that the molecules tend to stay in a bent acetylene
configuration, which is seen by the broad and constant distribution around α ∼ 20◦ and
θ ∼ 140◦, respectively. This observation fits to the calculated bent configuration for the
excited acetylene molecule (see figure 6.6). Hereby, the excitation energy is transfered
into bending motion of the hydrogen atoms. This results in the observed widespread
angular distribution around the equilibrium. In contrast to the constant distribution for
high KER coincidences, the dissociating molecules, seen in figure 6.4 c) and d), show rich
dynamics. In the H+ + H+ + CC+ channel most of the molecules undergo isomerization
such that more than 60 % of all molecules end up in the vinylidene configuration. In the
H++C++CH+ channel, the majority of molecules stay in the acetylene configuration while
a slowly increasing contribution of vinylidene molecules can be identified. Interestingly,
the migration back to acetylene, as reported previously [84], cannot be observed. This
discrepancy could, however, result from the additional background subtraction, applied by
Hishikawa et al. [84], which accounts for three fold coincidences by single pulse excitation.
By applying a filter based on the angular information the molecules in the vinylidene
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Figure 6.4: Shown is the yield as a function of time delay and angle θ for channel H+ +
H+ +CC+ in a) and c), and α for channel H+ +C+ +CH+ in b) and d). Using the KER
filters (indicated above each plot) the bound (13 eV - 30 eV, a) and b)) the dissociating
contribution (0 eV - 13 eV, c) and d)) are separated. In b) and d) artifacts, indicated by
the arrow, at small delays and large angles are observed due to overlapping time-of-flights
of the fragments (see text).
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configuration and those coming from acetylene can be separated. Therefore, the following
filter are applied: the acetylene configuration is given for all angles α above 90◦ and all
angles θ below 90◦, while the vinylidene arrangement is observed for α below 90◦ and θ
above 90◦ (see figure 6.3 a)).
Figure 6.5: Fragmentation yield as a function of the kinetic energy release and the pulse
delay for the H+ +H+ +CC+ and H+ +C+ +CH+ channel, a) and b), respectively. By
fulfilling the condition: α < 90◦ and θ > 90◦, all shown coincidences dissociated from the
vinylidene configuration. The arrow indicates an area of interest to identify the interme-
diate state (see text), while the dashed black lines are used in figure 6.7 as a new energy
filter.
In figure 6.5, this filter is applied to isolate the isomerized molecules and plot the frag-
mentation yield as a function of KER and pulse delay. As compared to figure 6.2, the
time independent contribution at 16-17 eV is considerably weaker, while the dissociating
contribution becomes clearly visible. This result leads to two major insights: First, the
majority of isomerizing molecules are dissociating, meaning that the intermediate state is
an unbound state. Secondly, the dissociation is too fast to allow the proton to migrate
back to the acetylene configuration. Highlighted by the arrow in figure 6.5 b), an increased
fragmentation yield with higher KER at delays between 0 fs and 100 fs can be seen. This
increased yield in channel H+ +C+ +CH+ for high KER values and the delay dependence
in both KER plots in figure 6.5, can be explained by an isomerization via the A3Πu excited
dication state as shown by theoretical calculations, see figure 6.6 [92].
According to the calculations molecules which were ionized into the A3Πu state by the
pump pulse will relax into one of the two local minima t1’ and t1”. Here, the molecule
has a bent configuration with 140◦ between the CC- and CH-bond, which is in agreement
with the data of figure 6.4 a). From these local minima the molecule can overcome the
energetically higher lying transition states t-TS1’ and t-TS1” by changing its configuration.
This change results in larger angles, longer CH-bond lengths and shorter CC-bonds. If a
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Figure 6.6: Energy-diagram for different configurations of an acetylene molecule in the
excited dication state. The states t1’ and t1” represent bound molecules in local minima
in a bent configuration. Molecules passing the t-TS1’ and t-TS1” state will isomerize and
dissociate once they reach the t2’ and t2” state. The bond lengths are given in units of
10−10 m. The idea for this figure was taken from reference [92].
molecule is probed in this intermediate state a high KERs will be detected if the CC-
bond is broken and smaller KER if the CH-bonds are broken. In the H+ + H+ + CC+
channel, where only CH-bonds are broken, a rapid decrease in KER will be observable,
which is clearly visible in figure 6.5 a) within the first 100 fs. In the H+ + C+ + CH+
channel, this effect is more difficult to observe as both, the increase in KER owing to
shorter CC-bonds and decreased KER by longer CH-bonds, occur simultaneously washing
out the signal. However, as the CC-bond stores more energy an overall increase in KER is
expected, which is in agreement with the observation of figure 6.5 b) at delay times around
50 fs, indicated by the arrow. Once the molecule overcomes the energy barrier it finishes
the isomerization into the t2’ and t2” state from where it dissociates. This dissociation is
again visible by the decreasing KER contributions for longer time delays in figure 6.5.
Using the angular information, the isomerization time of the acetylene dication. The
isomer yield, i.e. the ratio of vinylidene molecules (α > 90◦, θ < 90◦) to all triple coinci-
dences of the corresponding channel, is introduced in the following to also quantitatively
investigate the isomerization.
In figure 6.7, the isomer yield is plotted as function of the pulse delay for both investigated
channels. We analyzed two different cases: First, all isomerization counts appearing in
figure 6.5 are considered to calculate the total isomer yield (red data points). Secondly, only
events with KER above 16 eV are investigated, indicated by the dashed lines in figure 6.5.
For the first scenario, the isomer yield is increasing with pulse delay for both channels.
In channel H+ + H+ + CC+, an asymptotic behavior for long delays is seen implying a
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Figure 6.7: Isomer yield of a) H++H++CC+ and b) H++C++CH+ as a function of the
pulse delay. The total isomer yield is presented in red, while the data in cyan correspond
to events with an additional high-energy filter, KER > 16 eV. The error bars represent
statistical errors of the measurement. In a) an exponential fit of the experimental data
(red solid line) is used to extract the isomerization time. Please note that the isomer yield
at zero pulse delay in (b) is overestimated due to the artifact discussed above.
final isomer yield of around 30-35 %. By applying an exponential fit to this data curve the
isomerization time is extracted to be 54 ±4 fs, which is in good agreement with previously
reported isomerization times from calculations and measurements [11, 38, 89, 93]. In
channel H+ +C+ +CH+, an almost linear trend for the measured pulse delays is observed,
making it difficult to determine a definite isomerization time. The final isomer yield of
25 % after 250 fs is lower than for the H+ +H+ + CC+ channel. As previously discussed,
the dissociation along the CC-bond is, due to the larger masses, expected to be slower and
hence the dynamics within the H+ + C+ + CH+ channel will occur on longer timescales.
Therefore, a saturation of the isomerization yield is expected to occur at longer pulse delays
resulting also in much longer isomerization times within this channel.
Within the second scenario, using a high energy filter (KER > 16 eV), completely different
dynamics are observed. In the H++C++CH+ channel a peak appears at 40 fs reproducing
previous measurements [38], which interpreted this as a maximum in isomerization yield
followed by a proton migration from vinylidene back into the acetylene configuration [38].
However, as this dynamics cannot be seen in the second coincidence channel, an alternative
explanation for this maximal isomerization yield at 40 fs is proposed in the following. While
the molecule transfers from the t1’ to the t2’ state it surpasses the energetically higher lying
state t-TS1’ (see figure 6.6). This state has shorter CC-bonds resulting in higher KER
when probed by Coulomb explosion. For the t2’ state the CC-bond length increases again,
emerging in a lower KER, where-after the molecule remains in the vinylidene configuration.
In other words, by applying the high energy filter not only the isomerization but rather
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the CC-bond length is probed. In contrast, in the H+ +H+ +CC+ channel, which is less
sensitive to the CC-bond length, exclusively the isomerization yield is probed fluctuating
around 10 % throughout the complete delay range.
In summary, a clean isomerization signal is observed in the H+ + H+ + CC+ channel
allowing us to extract the isomerization time as 54 ±4 fs. Furthermore, the H+ + H+ +
CC+ channel provides additional information on the CC-bond length, indicating that the
intermediate state t-TS1’ is reached after 40 fs before undergoing the isomerization into
the vinylidene configuration.
Newton diagram
To visualize the isomerization, Newton diagrams are depicted for different pulse delays in
figure 6.8. To highlight the hydrogen migration without any constant contributions, only
the events with a KER between 8 eV and 13 eV are used. Such a Newton diagram presents
the 3D momenta of the 3 fragments in the following manner: The heaviest fragment
is placed in the center and the first proton (lower TOF) is fixed to the right side of the
horizontal axis. By fixing these two ion momenta the parallel and perpendicular component
of the remaining proton momentum can be plotted as shown in figure 6.8. As guide to the
eye the position of each ion is indicated within each diagram. The hydrogen migration is
Figure 6.8: Newton diagrams of the isomerization process at various pulse delays (indicated
in top right corner of each plot). As a guide to the eye the position of each atom is
schematically indicated.
clearly visible within the first 100 fs where afterwards the molecular configuration remains
constant.
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6.4 Conclusion
In this chapter, a pump-probe scheme with unprecedented temporal resolution was used to
gain insight into the evolution of an excited acetylene molecule. By investigating the time
dependent fragmentation yield and kinetic energy release vibrational wave-packet motions
are identified with periods of 11.5 fs ± 1.7 fs and 20.4 fs ± 1.5 fs resulting from the CH-bond
and CC-bond vibration, respectively. Using the Coulomb-explosion technique allowed to
reconstruct the molecular configuration at the time of dissociation. Probing at different
delay times enabled us to track the isomerization in ”real time” and gain further insight
into the underlying processes. Assuming the A3Πu state as intermediate state explains well
the experimental results obtained for both triple coincidence channels. First, the molecule
relaxes in the quasi-stable t1’ state with a bent configuration, which is observed in the
non-dissociative regions of the KER spectrum. Parts of the ensemble will pass over the
t-TS1’ state where the hydrogen migrates and hence the CH-bonds are stretched while
the CC-bond is shortened. This state, from where the molecule finishes its isomerization
and starts to dissociate is reached within 40 fs. The extracted mean isomerization time of
54 ± 4 fs is in agreement with previous experimental studies [89] [93] [11] and theoretical
predictions [92].

7 Nuclear dynamics in acetylene
As the pump-probe studies in the previous chapter showed promising insights in the nuclear
dynamics, they were extended with similar experiments on acetylene to investigate the
vibrational motion in the intermediate state as well as the process of enhanced ionization
(EI). In this chapter, we focus on the two scenarios for the pump-probe experiment that
are displayed in figure 7.1.
Figure 7.1: Potential energy curves for the neutral and various charged states of acetylene
as a function of the CH-bond length. In scenario a), the pump pulse ionizes the molecule
into a bound cation state and a subsequent probe pulse leads to the population of a
dissociative dication state (here the first excited state of the dication). In scenario b),
the pump pulse leads to a population of a dissociative dication state, while the subsequent
probe pulse ionizes the molecule into a quadruple charged molecular state, which dissociates
into four fragments.
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In the first scenario, figure 7.1a), the pump pulse leads to a population of the bound
ground state of the acetylene cation, such that the wave-packet starts to oscillate. The
wave-packet dynamics is probed by dissociative ionization with the probe pulse. Here, the
deprotonation (C2H
2+
2 → H+ + C2H+) and the isomerization (C2H2+2 → C+ + CH+2 ) are
two product channels that are observed after dissociative double ionization.
In the second scenario, the pump pulse ionizes the molecule into a dissociative dication
state, e.g. the first excited state as displayed in figure 7.1b). Previous work indicated
that, at similar laser intensities, this process is facilitated by recollisional ionization af-
ter single ionization [6]. The probe pulse enables further ionization into the dissociative
quadruple charged molecule, shown in figure 7.1b), which dissociate by Coulomb explo-
sion. Additionally, also the three-fold coincidence channels C2H
3+
2 → H++C++CH+ and
C2H
3+
2 → H+ +H+ + CC+ are investigated (not shown in the graphical representation).
In this chapter, the computational and experimental methods are shortly explained
(section 7.1), followed by the investigation of nuclear motion in bound molecules via the
two-fold coincidence channels in section 7.2. Subsequently, the effect of EI is introduced
in more detail (section 7.3.1). In section 7.3, the experimental and theoretical evidences
for enhanced ionization in dissociating acetylene molecules are presented. This chapter
presents the results of a collaboration with the group of I. Litvinyuk and R. de Vivie-
Riedle.
7.1 Methods
Computational methods
The following simulations were performed and visualized by Thomas Schnappinger. The
time-dependent ionization processes were calculated using a combination of non-adiabatic
on-the-fly simulations and ab-initio calculations of ionization rates. For these calculations
the Complete Active Space Self-Consistent Field method (CASSCF) [94] was employed.
The active space provided for the static electron correlation was adapted to the number
of the valence electrons consisting of 10 molecular orbitals and the according electrons
except for the 1s-core electrons of the carbon atoms, following [4, 95]. The calculations
were performed using the program package MOLPRO 2012 [94, 96] with the 6-311++G**
basis set [97–99]. To perform non-adiabatic on-the-fly simulations, a modified version of
Newton-X [100–102] was used, which supports the usage of Molpro 2012.
Sets of respectively 100 trajectories were propagated in the ground state of the acetylene
cation (X2Πu) and the first dissociative state of the dication (A
3Πu) both starting from
a Wigner distribution around the ground-state equilibrium geometry. The propagation
time for the A3Πu state was 100 fs and for the X
2Πu state 200 fs, both with a step size
of 0.25 fs. For 20 typical trajectories the ionization probability (hereafter called rate) was
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calculated with the ansatz described in references [103, 104]. In this ansatz, a quantum
chemical calculation for a given molecular geometry with and without a static electric field
is performed. Based on the obtained two electronic densities the tunneling rate can be
extracted. For acetylene the highest three occupied orbitals are included to build up the
electronic densities. In the current work, an angular dependence for the ionization was not
included.
Experimental methods
In our time-resolved experiments, a femtosecond pump-probe setup was utilized, as de-
scribed in [87]. In brief, a few-cycle laser pulse with a pulse duration below 5 fs was
divided into two pulses in a Mach-Zehnder interferometer. The temporal delay between
both pulses was adjusted by a linear nm-resolution translation stage in one arm of the
interferometer. The delay was continuously swept between 0 fs and 120 fs, with one com-
plete scan taking around 5 minutes, whereas the total scan duration was about 12 hours.
By analyzing the individual short-term scans long-term drifts could be identified and com-
pensated. The pulse duration of the individual arms were measured independently by a
frequency-resolved optical-gating (FROG) technique behind the interferometer [45]. Addi-
tional laser parameters such as spectrum, power, and focal spot size were recorded before
and after the scan to ensure similar conditions throughout the entire measurement. Both
laser pulses were subsequently intersected with a jet of neutral acetylene molecules in a
REMI, where the 3D momentum distributions of all charged particles resulting from the
laser-molecule interaction were measured. In the here shown experiments, the detection of
coincident fragment ions from the dissociation of the molecule induced by both pulses is
used to distinguish the fragmentation channels. Both few-cycle pulses had an intensity of
around 5 · 1014 W/cm2, permitting single or double ionization of acetylene by a single
pulse.
7.2 Nuclear dynamics of bound molecules
In order to investigate the temporal evolution of the wave-packet in the bound cation,
created by the pump pulse, the kinetic energy release (KER) of the ionic fragments, which
are created by the probe pulse, are analyzed as a function of the delay between both laser
pulses.
In figure 7.2, the ionization yield is depicted as a function of KER and delay for the
deprotonation channel and the isomerization channel in figure 7.2a) and figure 7.2c), re-
spectively. In figure 7.2b) and d), the KER-integrated signal as a function of delay is
depicted. Since the probe step leads to a population of a dissociative dication state, see
figure 7.1a), the KER is an indicator of the bond length in the cation. A short bond length
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Figure 7.2: Ionization yield of a) the deprotonation and c) isomerization channel as a func-
tion of the kinetic energy release (KER) and the delay between pump and probe pulse. b)
and d) represent the KER-integrated signal as a function of delay.
results in a higher KER and vice versa. As visible in figure 7.2a) and c), the KER remains
rather constant over time, which is a strong indication of bound nuclear wave-packet motion
in the cation.
The overall temporal evolution of the yield is similar within both investigated channels.
This is of particular interest, as the mean isomerization time observed for the acetylene
cation is around 50 fs [38, 89]. Therefore, a probe pulse after e.g. 15 fs should not reveal iso-
merized molecules in any state of the cation. This discrepancy can be explained as follows:
The pump pulse excites molecules in a superposition of many states within the cation,
which results in a mixture of molecules which only vibrate and some which additionally
start to isomerize. The subsequent probe pulse excites the molecule into multiple disso-
ciative states within the dication. From these excited states, the molecules can undergo
deprotonation or isomerization reactions, which are triggered by their initial momentum
from the populated electronic state in the dication.
Furthermore, a considerable modulation in ionization yield as a function of time is ob-
served in both channels, compare figure 7.2b) and d), revealing vibrational motion in the
cation. The vibrational periods are extracted as 25.5 ± 0.5 fs in the deprotonation channel
and 26.7 ± 0.9 fs in the isomerization channel.
To explain the observed periods in the ionization yields, the nuclear dynamics in the
ground state of the acetylene cation (X2Πu) were simulated. The theoretical results for
the dynamics of the acetylene cation are summarized in figure 7.3.
All bonds in the acetylene cation show clear oscillation dynamics, see figure 7.3a) and b).
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Figure 7.3: a) Simulated temporal dynamics of the carbon-carbon bond in the ground state
of the acetylene cation shown in blue for all trajectories and in red for the averaged value.
b) The temporal evolution of both carbon-hydrogen bonds in the ground state of the
acetylene cation displayed in blue and green for all trajectories and in red for the averaged
values. c) Calculated time-dependent averaged ionization rate of 20 exemplary trajectories
propagating in the ground state of the acetylene cation.
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The CC bond length varies between 1.1 Å and 1.5 Å (equilibrium distance around 1.2 Å)
while the length of both CH bonds varies between 0.9 Å and 1.6 Å (equilibrium 1.06 Å). The
averaged CC-bond has a vibrational period of about 20 fs while both CH-bonds oscillate
with 15 fs. The averaged CH bonds are moving nearly in phase, observable by the almost
perfect overlap of both red solid lines in figure 7.3b).
The average ionization rate was calculated for 20 exemplary trajectories, see figure 7.3c).
A clear periodic modulation of the ionization rate was observed with a period around
22 fs. This timing agrees well with the experimentally observed temporal evolution of
the ionization yield. The combined motion of the CC- and both CH-bonds induce the
observed periodic change of the ionization rate. Comparing the averaged values of rCH
and rCC around the peaks of the ionization rate, an antisymmetric behavior can be seen:
Either the CH bonds or the CC bond elongates, while the other type of bond is shortened.
The simulations show that the vibrational motion in the bound ground state of the
cation leads to periodic enhancement of ionization, which experimentally manifests in the
periodic yield modulation. These results are in accordance with experiments performed on
molecular hydrogen [6] and deuterium [105, 106].
7.3 Enhanced ionization of dissociating molecules
7.3.1 Introduction of enhanced ionization
The interaction of molecules with intense laser pulses typically results in ionization. Upon
ionization of a molecule, its structure and its chemical properties can change drastically,
and chemical reactions may be initiated [5]. EI is known to alter the ionization probability
of molecules at an inter-nuclear distance of around twice the equilibrium bond length [107].
The process of double ionization via EI can be understood for the diatomic case as follows
(see figure 1) [107]: First, a diatomic potential well, with an inter-nuclear distance of r
being the equilibrium distance Req, is bent by a strong laser field such that an electron
can tunnel through the outer barrier into the continuum, cf. figure 1a). Upon nuclear
motion induced by the first ionization, the inter-nuclear distance increases while an inner
barrier between both nuclei emerges. At a critical distance Rc, the (inner) barrier towards
electron tunneling becomes smaller than the outer barrier, considerably enhancing the
rate for double ionization (enhanced ionization), cf. figure 1b). When the inter-nuclear
distance increases further, the inner barrier becomes larger and enhanced ionization ceases,
cf. figure 1c). The simple picture for a diatomic molecule does not easily apply anymore
to complex molecules where multiple bonds are involved. In the case of acetylene, both
the CC-bond (depicted in figure 1) and the CH-bonds can elongate as a result of the first
ionization step, providing a multi-dimensional landscape for enhanced ionization.
In 1995, Zuo et al. [108] theoretically predicted enhanced ionization in H+2 ions for
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Figure 7.4: Schematic representation of enhanced ionization: molecular potentials (black
solid lines), which are dressed by the laser field (E, black dashed lines), for different inter-
atomic separations: a) at the equilibrium distance Req, b) at a critical distance Rc, and
c) at even larger separations R > Rc. Electrons are depicted as green points with arrows
indicating tunnel ionization through the barriers. The areas An can be seen as measure of
the tunnel ionization probability: small areas result in large ionization probabilities and
vice versa. Below each panel, as an example, enhanced ionization with respect to the
CC-bond in acetylene is depicted with carbon (grey) and hydrogen (red) atoms.
a charged resonance between two strongly coupled states. As this process depends on
the inter-nuclear distance, which is changing after the first laser-molecule interaction, its
temporal evolution is of particular interest. Ergler et al. performed first time-resolved
pump-probe measurements on hydrogen [109], followed by more extensive work on H2
[110, 111] and on D2 [63]. Another method of probing EI is to change the pulse duration
and thereby investigate the role of EI on the ionization probability [112–114]. Wu et al.
verified that in the process of EI the potentially high-lying nucleus is ionized using circularly
polarized pulses [107]. Theoretical calculations were able to reproduce EI both in simple
hydrogen [115] and in more complex acetylene [116, 117] showing the importance of two
or more interacting states where charge-resonance enhanced ionization (CREI) can occur.
Experimental work on complex molecules is still scarce. Recent work on EI in acetylene
showed that this process occurs at bond lengths which are about twice as large as the
equilibrium value of the CH-bond [73]. Recently, Erattupuzha et al. found that CREI
in acetylene originates not only from coupling of two states but rather due to an energy
upshift and field coupling of multiple orbitals [118]. Following this argument, EI in complex
molecules such as acetylene is not limited to a single critical inter-nuclear distance but can
include a broader range of inter-nuclear distances, which are possibly assumed during a
longer time intervals of molecular motion initiated by e.g. the ionization of the neutral
molecule.
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Here, we go beyond previous single pulse experiments [73, 118], investigating the en-
hanced ionization in acetylene by a time resolved study. The joined experimental and the-
oretical work provides insight into enhanced ionization in dissociating acetylene molecules.
7.3.2 Investigation of the four-fold coincidence
Enhanced ionization for dissociating molecules is observed in the second scenario of fig-
ure 7.1, where initially a dissociative dication state is populated by the pump pulse. The
temporal evolution of this wave-packet is then observed by further ionization through the
probe pulse. Here, the four-fold coincidence channel C2H
4+
2 → H+ +C+ +C+ +H+ that
results from interaction with both pulses is investigated.
Figure 7.5: a) Ionization yield of the four-fold coincidence channel as a function of KER
and delay. b) The one-dimensional representation of the normalized KER-integrated signal
including all counts within the dissociative area (red line) and the average KER of the
dissociative events as a function of the delay (black line). To select dissociative molecules,
only events within the red dashed lines are considered.
In figure 7.5a), the ionization yield of the four-fold coincidences from this channel is
shown as a function of KER and delay between pump and probe pulses. The area within
the red dashed lines corresponds to the measured signal from dissociating molecules. The
one-dimensional representation, depicted in figure 7.5b), represents the integrated signal
(red) and the average KER (black) for dissociating molecules. In figure 7.5c), the results
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of the theoretical calculations are depicted. The average KER (black) and total ionization
rate (red) are shown as a function of the delay between the pump and probe pulse.
The average KER is decreasing with the delay time from about 45 eV to 22 eV. Compared
to figure 7.2 almost no delay independent KER contribution was detected, which indicates
that all molecules detected in this channel undergo dissociation in the intermediate state
and furthermore that the pulse energies are sufficiently low to suppress background from
a single pulse.
Regarding the temporal evolution, it can be concluded that the applied pulses are short
enough to separate the maximum yields at the temporal overlap and the subsequent peak
starting at 10 fs. Previous time-resolved measurements on EI suffered from interferences
with a period of 2.7 fs created by pre- and post-pulses [63, 109–111]. Here, however, the
experimental data are not influenced by any interference due to a very clean temporal
profile. As the yield maximum at the temporal overlap does not occur due to an enhanced
ionization effect but rather stems from the superposition of both pulses, this effect is not
captured by the simulations.
Regarding the ionization yield in figure 7.5a), a clear indication of enhanced ionization
in acetylene is observed. Compared to previous measurements performed on H2 [109–111]
and D2 [63], the temporal evolution of acetylene shows a very similar behavior, i.e. a
maximum occurs in the ionization yield within the signal of the dissociating molecules,
indicating an enhanced ionization of dissociating molecules. Around the temporal overlap,
a strong signal is detected which decreases with time. After a few fs, the ionization yield
increases from about 10 fs to 40 fs. For longer delays above 40 fs, the ionization yield is
decreasing again.
For a better understanding of the observed enhanced ionization process the nuclear
dynamics in the first dissociative state of the acetylene dication (A3Πu) were simulated.
The theoretical results are summarized in figure 7.6.
The temporal evolution of all bond length in the dication of acetylene is displayed in
figure 7.6a) and b). All 100 trajectories show deprotonation on the timescale of a few
femtoseconds (below 60 fs). On average, the leaving proton is around 2 Å away from the
remaining C2H
+ fragment after around 10 fs. In this fragment, an oscillation of the re-
maining bonds is observed. The CC bond has a period of around 20 fs and the CH bond
of around 10 fs.
The averaged time-dependent KER and ionization rate of 20 exemplary trajectories
are displayed in figure 7.6c). The average KER is decreasing from about 45 eV to 22 eV
within the first 60 fs. The ionization rate increases beginning from about 10 fs to 30 fs. For
simulation times longer than 30 fs, the ionization yield is decreasing again. An enhanced
ionization rate along the CH bond occurs at the critical bond length of around 2.0 Å after
10 fs, which corresponds well to the experimentally observed starting position of the yield
enhancement. Compared to the simulations, the experimentally observed peak in EI is
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Figure 7.6: a) The temporal evolution of the breaking CH bond in the first dissociative
state of the acetylene dication shown in blue for all trajectories and in red for the averaged
value. b) The dynamics of the remaining CH bond (green) and the CC bond (blue) in
the first dissociative state of the acetylene dication displayed for all trajectories and in red
for the averaged values. c) Calculated time-dependent the KER and ionization rate of 20
exemplary trajectories propagating in first dissociative state of the acetylene dication.
slightly broader, which may be due the used CASSCF method, which overestimates the
steepness of the potential energy curve in the dication state leading to a faster nuclear
motion. Another reason may be, that the simulation includes only one single intermediate
state, which is a simplification as likely not only one single dissociative state is populated
but rather a multitude of states with different potential energy surfaces. As the time to
reach the critical bond distance can vary for each state, the peak becomes broader.
7.3.3 Investigation of the three-fold coincidences
In order to get more insight into the EI process, also the three-fold coincidence channels
C2H
3+
2 → H+ +C+ +CH+ and C2H3+2 → H+ +H+ +CC+ are investigated with respect
to signs of enhanced ionization.
In figure 7.7a) and c), the ionization yield is depicted as a function of the delay for both
three-fold coincidence channels. Similar to the four-fold coincidence channel, most of the
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Figure 7.7: a) and c): Ionization yield as a function of KER and delay of the coincidence
channels C2H
3+
2 → H+ + H+ + CC+ and C2H3+2 → H+ + C+ + CH+, respectively.
b) and d): The one-dimensional plot represents the normalized KER-integrated signal
including all counts within the dissociative area (red lines) and the average KER of the
dissociative events (areas in between red dashed lines in a) and c)) as a function of the
delay (black lines).
molecules dissociate. These dissociating molecules are selected by the red marked filter and
further analyzed in b) and d) with respect to their relative counts and the average KER.
In figure 7.7b), a peak/plateau in the ionization yield is observed in-between 10-40 fs. In
comparison to the four-fold coincidence channel, here, the peak can be attributed to a pure
CH-bond elongation.
In figure 7.7d), a small peak around 30 fs is observed, which fits well to the observations
of enhanced ionization discussed above. Regarding the temporal evolution of average KER,
it becomes obvious that the C2H
3+
2 → H+ + H+ + CC+ channel dissociates faster than
the C2H
3+
2 → H+ + C+ + CH+ channel. Both observations can be explained by the
fact that, in the C2H
3+
2 → H+ + C+ + CH+ channel, not only the CH-bond but also
the CC-bond is elongated. Thus, the temporal evolution of the dissociation process and
therefore also the enhanced ionization is washed out and hence not as clearly visible as in
the C2H
3+
2 → H+ +H+ + CC+ channel.
7.4 Conclusion
In this chapter, the nuclear motion of acetylene was temporally resolved by a pump-probe
experiment. Thereby, the pump pulse can either initiate a vibrational motion in the cation,
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which is observed in two different two-fold coincidence channels or it excites the molecule
such that it starts to dissociate.
In case of the bound cations, vibrational wave-packet motion could be observed via
the increased ionization rate at the longest CC-bond distances. Wave-packet periods of
25.5 ± 0.5 fs for the deprotonation channel and 26.7 ± 0.9 fs for the isomerization channel
were observed. This observation was confirmed by simulations of bound cationic acetylene
molecules, highlighting the importance of the binding strength of the CC-bond. For the
dissociating acetylene molecules, the process of enhanced ionization was measured experi-
mentally via three- and four-fold coincidence channels to occur between 10 fs and 40 fs. The
detailed information gained in the time-dependent studies show that reaction microscopy
and non-adiabatic on-the-fly simulations are powerful tools to investigate the dynamics of
enhanced ionization and related strong-field phenomena in complex molecules.
8 Multi-color synthesizer for coherent
control and time-resolved studies
Many molecular processes happen at conical intersections of two energy surfaces. One
example is the isomerization of acetylene in the cation, where the A3Σ+g state crosses the
X2Πu state [38]. Once a wave-packet reaches such an intersection, it has several possibilities
to evolve resulting often in a superposition of states. It would be very advantageous to
control the wave-packet motion at the conical intersection, as it would increase the amount
of control as compared to the single pulse CEP control shown in chapter 4. In order to
perform such an experiment, the molecule has to be excited into the relevant state and
then the wave-packet motion has to be controlled at the conical intersection and the result
of the control has to be probed. Hence, the experimental setup has to fulfill the following
criteria:
1. The pump pulse has to efficiently excite the molecule into the reactive state. Any
excitation into non reactive states results thereby in background signal, which is often
impossible to disentangle from the real signal.
2. The second pulse has to control the wave-packet motion at the conical intersection.
The timing of the control pulse is thereby of outermost importance as it will determine
the amount of control over the wave-packet motion.
3. The result has to be probed; and depending on the investigated system different
possibilities are feasible. In the case of isomerization in acetylene, it might be advan-
tageous to ionize the molecule further to allow for Coulomb explosion imaging (see
chapter 6).
In order to fulfill all these conditions, we built a new multi-color setup, where a first UV-
pulse (264nm) efficiently excites the molecule and then a combination of fundamental and
its second harmonic will act as control and pump pulse. As this experiment is very complex,
the measurements are still under investigation – a detailed explanation will be given in
section 8.4. However, the applicability and first experimental results of the synthesizer
are presented in the following. In the beginning of this chapter, an introduction into the
field of pulse synthesis and multi-color experiments is given (section 8.1). Subsequently,
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the experimental setup for the multi-color synthesizer is explained (section 8.2) and first
results on two-color experiments are presented (section 8.3). In the last part, the challenges
of three-color experiments in combination with multiple coincidence measurements are
discussed in detail. This chapter is mainly based on: C. Burger et al. [23]
8.1 Introduction into multi-color synthesis
Since more than twenty years, the interaction of matter with laser pulses of controlled
waveform, such as few-cycle pulses with stable carrier-envelope phase or multi-cycle pulses
composed of multiple colors, is studied. These waveform-controlled pulses permit a high
degree of control of electron dynamics [19, 20, 119], and also over molecular processes
[120–125].
Overlapping the fundamental and its second harmonic, in the following referred to as
ω/2ω fields, is a well-known method to control the ionization yield [126, 127] and to steer
the emission direction of electrons and ions [104, 128]. Such ω/2ω fields, which are based
on pulses from Ti:sapphire lasers, were employed to study electron dynamics in atoms
[129, 130] and electron-nuclear dynamics in molecules [104, 119, 130]. In recent years,
these studies were extended to orthogonally polarized [131] or counter-rotating circularly
polarized ω/2ω fields [132]. Furthermore, ω/2ω fields can be used for all-optical orientation
of molecules [133, 134], efficient terahertz generation [135], creating isolated attosecond
pulses [136], and increasing the yield of high-harmonic generation (HHG) [137, 138].
Previous theoretical and experimental investigations using a composition of fundamental
and third harmonic fields, in the following referred to as ω/3ω fields, focused mainly on
the yield in HHG, and the control of the ionization yield of atoms and molecules [122, 139–
143]. As an example, Watanabe et al. [139] demonstrated that the yield in HHG can be
increased by an order of magnitude upon addition of a 5 times less intense 3ω pulse to
the fundamental laser pulse. In a recent publication, Xu et al. presented the momentum
distribution of protons after dissociation of H+2 ions, where again a yield modulation in
dependence of the relative phase was detected [144].
Theoretical reports show that a combination of all three laser fields will allow to fur-
ther increase the HHG yield and eventually even support isolated attosecond bursts [145].
Moreover it was shown theoretically that such ω/2ω/3ω synthesized fields can be used to
significantly enhance the generation of terahertz radiation [146]. The possibility of com-
bining more than just two wavelengths opened the new field of sub-cycle pulse synthesis
[18]. Since Wirth et al. [53] demonstrated field synthesis of three independent channels
obtained from dividing an 1.5-octaves white light generated in a hollow core fiber, the
coherent addition of spectrally separated beams became an important tool in strong field
physics [147, 148]. Such sub-cycle waveforms opened the possibility of generating optical
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pulses with sub-femtosecond duration, which was successfully used for probing attosecond
electron dynamics [149]. Another approach relies on the coherent combination of pulses
from optical parametric amplifiers operating at different wavelengths [150]. This approach
was demonstrated in the mid-infrared region with microjoule pulse energies [151]. Due to
the relatively long optical beam paths, however, such a device requires active stabilization
of the interferometer with attosecond precision. From the experimental point of view,
both approaches represent a significant challenge, making simpler designs of field synthesis
desirable. Utilizing three-color ω/2ω/3ω fields, generated from a Ti:sapphire laser, was
demonstrated by Wei et al. [137], where selective enhancement of a single high harmonic
in argon gas was achieved. Although the approach seems to be very simple and stable,
it inherently did not permit an independent control of the delay between the three col-
ors. Moreover, the polarizations of the beams were fixed (the polarization of the second
harmonic beam was perpendicular to the other beams), thus significantly limiting its ap-
plicability. To overcome those limitations, here we introduce a device, which combines
the advantage of both approaches: the simplicity of optical nonlinear harmonic conversion
with the flexibility of field synthesis.
In the following, we demonstrate efficient generation of the second and third harmonic
of a femtosecond laser pulse from a Ti:sapphire laser system, followed by a compact and
versatile three-color synthesizer. The output of the synthesizer is used to investigate the
interaction of neon with the combined ω/2ω and ω/3ω laser fields, by measuring the
momentum distribution of Ne+ ions from the strong-field ionization of neon. To interpret
new experimental findings, we compare the measured data with semi-classical simulations
based on the simple man’s model [25].
8.2 Multi-color-pulse generation and synthesis
The setup for generating the second and third harmonic of the driving field and for three-
color synthesis is schematically shown in figure 8.1. It is based on a Ti:sapphire laser
system with pulse durations down to 25 fs and an energy of up to 720µJ at a repetition
rate of 10 kHz (Femtopower Compact Pro HR, Spectra Physics). We took special care to
achieve a high third harmonic yield through sum-frequency generation (SFG) in a collinear
configuration, following the idea proposed by Kardaś et al. [22], and the experimental im-
plementation by Ibrahim et al. [38] In short, the laser passes through the following series
of optical components: a 200 µm thick β-barium borate (BBO, type 1) crystal cut at 27.2◦
for second harmonic generation (SHG), a birefringent material to retard the fundamental
beam (450µm thick BBO, type 1, cut at 70◦), a λ/2 quartz wave-plate to rotate the po-
larization of the fundamental beam with respect to its second harmonic, and a 100µm
thick BBO (type 1) cut at 44.3◦, where sum frequency mixing allows for efficient SFG. In
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Figure 8.1: Experimental setup for the multi-color pulse generation and synthesis. SHG:
second harmonic generation, SFG: sum frequency generation, BBO: β-barium-borate crys-
tal, BS: beamsplitter, λ/2: half waveplate.
the second part of the setup, the second and third harmonic beams are separated from
the fundamental beam using a combination of a custom-made triple band dichroic beam-
splitters (BS) facilitating low group delay dispersion (below 50 fs2), and supporting the full
bandwidth of each harmonic. Each coating supports high reflectivity (above 99%) at 45◦
and high transmission (above 99%) for each corresponding harmonic. The beamsplitters
were fabricated on 1 mm thick substrates made of fused silica to minimize additional pulse
elongation. An anti-reflection coating, of similar thickness as the front coating, was applied
on the back side of the BS for two reasons: First, to prevent a post pulse created from the
Fresnel reflection on the back side of the optic. Secondly, to reduce stress induced by the
single side coating of the thin substrate, which would result in avoidable wavefront dis-
tortions. Such separation of the harmonics into individual channels enables us to control
each color independently with respect to energy, delay and its polarization. The colors
corresponded to central wavelengths of 790 nm (ω), 395 nm (2ω), and 264 nm (3ω), see
figure 8.3. The electric field composed of all three colors can be written as:
E(t, φ2, φ3) = Eω cos(ωt) + E2ω cos(2ωt+ φ2) + E3ω cos(3ωt+ φ3), (8.1)
where Eω,2ω,3ω represent the amplitudes of the electric field, ω is the fundamental fre-
quency, and φ2,3 denote the relative phase between the fundamental and the second or
third harmonic, respectively. This relative phase can be translated into the relative de-
lay between the synthesizer arms, and is controlled by nanometer-precision delay stages.
To achieve high passive stability of the synthesizer, optical mounts were carefully cho-
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sen to avoid mechanical resonances, verified by recording the interference stability using
a reference continuous wave (cw) laser. Additionally, the setup was housed to avoid air
fluctuations. Thanks to the compact footprint of the synthesizer (each beam path length
is around 30 cm), and isolation from environmental disturbances, passive sub-100-mrad
stability over a 15-min timescale was achieved. In order to account for unavoidable long
term drifts we continuously swept the delay stage between a relative phase of 0 and 4π (one
complete sweep within 10 minutes). These short-term measurements were then analyzed
individually. Any phase drifts between these short term measurements were shifted to the
starting value within the post analysis enabling a combination of all measurements for the
complete measuring time of 12 hours. Within these 12 hours a slow total phase drift of
π/2 was observed, which had to be compensated by the post analysis.
An efficient frequency conversion of short pulses is a challenging task. It is often a
compromise between conversion efficiency (requiring longer crystals and higher intensities)
and pulse duration, which is elongated by the group velocity mismatch between interacting
beams in the conversion crystals. Careful numerical simulation of the third harmonic
generation using a nonlinear propagation software [22] provided optimal parameters for
the intensities, and crystal thicknesses, which allowed obtaining high conversions efficiency,
while only slightly elongating the pulses in time. With an input energy of 650µJ in front
of the frequency converter and an intensity of 160 GW/cm2, we were able to generate the
three colors with respective final energies of 350µJ (ω), 90µJ (2ω), and 80µJ (3ω) at
the output of the synthesizer. This corresponds to over 12 % conversion into the third
harmonic, including losses in the synthesizer setup. According to the simulations, after
the harmonic generation setup all beams have close to Gaussian beam profiles. This was
experimentally verified by recording in the focal plane Gaussian distributions for each
harmonic (see figure 8.2).
Figure 8.2: Recorded images of the foci of the fundamental (a), second harmonic (b) and
third harmonic (c) beams. The contour plots are Gaussian fits to the intensity maps. (d)
Spatial beam profile of the fundamental beam, calculated after harmonic conversion setup.
As seen in figure 8.2, Gaussian beam profiles for each harmonic were observed at the
focus, and hence, we can assure that the beam does not experience any significant distor-
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tion. The “well behaved” conversion also shows in the high intensities, which have been
achieved in each individual beam (any distortion will decrease the achievable intensities).
In figure 8.3 (a), the calculated evolution of energies of all three harmonics during nonlin-
ear propagation inside the second BBO crystal is shown. Discrepancies between calculated
and measured pulse energies are due to an uncertainty in the crystals thickness (which is
typically tens of micrometers for such thin crystals). Moreover, the simulation does not
include optical losses on the optical interfaces in the harmonic generation setup as well as
the waveform synthesizer. Measured spectra of the three beams after the field synthesizer
are shown in figure 8.3 (b) as red lines and correspond well to the calculated ones, shown
as black lines.
Figure 8.3: (a) Simulated evolution of pulse energies of all three harmonics of the sum-
frequency mixing process within the second BBO-crystal. (b) Measured (red) and calcu-
lated (black) spectra of the fundamental, second harmonic and third harmonic. While the
height of the fundamental beam is normalized, the spectral intensities of the second and
third harmonic are calculated according to their relative pulse energies. (c) Calculated
temporal profiles of the three beams after propagation through dispersive media.
Due to the propagation through dispersive material in the field synthesizer, additional
2 m of air, and the entrance window (1 mm SiO2) into the experimental chamber, the pulses
get stretched in time. The resulting calculated temporal profiles for the three beams in
the interaction region are shown in figure 8.3 (c) with temporal full-width-at-half-maxima
(FWHM) of 35 fs, 52 fs, and 42 fs for the fundamental, second and third harmonic, respec-
tively. The pulse duration of the fundamental pulse was verified by TG-FROG measure-
ments, while cross-correlation measurements were used for the second and third harmonic.
The retrieved pulse durations are 35 fs (ω), 61 fs (2ω), and 59 fs (3ω), cf. tabel 8.2. The
discrepancies could be the result of higher nonlinearities experienced by the second and
third harmonic during propagation through the dispersive elements. To decrease the pulse
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duration down to the Fourier limit one could introduce chirped mirrors in each arm of the
synthesizer at the cost of a longer beam path making the synthesizer more complex, and
reducing the throughput.
For the experiments on neon, the polarization of the 3ω beam is turned by 90 degrees to
achieve parallel polarization of all three colors. Additionally, the size of the third harmonic
beam was adjusted via an iris to match the focal spot size of the fundamental beam.
Afterwards, the beams are recombined and sent directly into the experimental chamber.
The experimental setup consists of a REMI, which allows retrieving the 3D momentum
of each ionized particle on a single shot basis. The spectrum, the pulse energy and the
focal spot size were determined before and after each measurement in front of the REMI.
A summary of the laser parameters is shown in table 8.2. It is worth mentioning that
only a small fraction of the pulse energies were needed for the presented experiments. The
intensities were chosen such that the observable shifts in momentum distribution became
as clear as possible while background signal from ionization by a single harmonic was
minimized. We estimate that the numbers in table 8.2 for the intensities, pulse durations,
and focus sizes have an uncertainty of about 20 %, which, however, is not crucial for the
observed control.
Table 8.1: The laser parameters of the fundamental, second harmonic and third harmonic
for the measurements using ω/2ω and ω/3ω configurations. The two applied energies
of the fundamental beam for the two sets of measurements are shown along with the
corresponding intensities.
Wavelength Pulse energy τFWHM Focus size Intensity
(nm) (µJ) (fs) (µm) (1013 W/cm2)
ω (in ω/2ω fields) 790 39 35 40 6.1
ω (in ω/3ω fields) 790 76 35 40 12
2ω 395 27 61 31 4.1
3ω 263 10 59 35 1.3
8.3 Two color synthesis
To prove the applicability of the synthesizer we measured the momentum distribution
of Ne+ in ω/2ω fields. In figure 8.4, the dependence of ionization yield of neon on the
ion momentum and relative two-color phase φ2 is shown. The observed horizontal stripes
correspond to peaks from above-threshold ionization (ATI) and are in good agreement with
peak positions calculated from the photon energy of the fundamental light (shown in grey
in the left panel). In agreement with earlier work, we observe that the final momentum
exhibits characteristic oscillations as a function of the relative phase [129, 130].
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Figure 8.4: Control over neon ionization in ω/2ω fields. The ionization yield is plotted as
a function of momentum along the polarization direction and relative phase of the two-
color (ω/2ω) field. The lower panel presents the relative total yield, abbreviated as ”rel.
yield” (red), and the asymmetry of ion emission direction (purple). In the left panel the
momentum distributions at the three indicated relative phases are plotted.
In order to quantify the phase-dependent momentum shifts, we define an asymmetry
parameter A(φ) as:
A(φ) =
L(φ)−R(φ)
L(φ) +R(φ)
, (8.2)
where L(φ) and R(φ) denote the yield of ions emitted with positive and negative momen-
tum along the laser polarization direction, respectively. The resulting asymmetry A(φ) is
plotted in the lower panel together with the relative total ion yield, where unity corresponds
to the phase averaged yield. The π-periodicity of the total yield results from occurrences
of field crests resulting in higher ionization twice per fundamental laser period. The asym-
metry oscillates with a periodicity of 2π and its amplitude (50 %) demonstrates very high
control over the ion emission direction. This experiment clearly shows that strong control
over the direction of electron emission can be achieved with such synthesized waveforms,
being in agreement with previous studies [104, 128]. This will allow e.g. to steer various
molecular processes, compare references [125, 152, 153].
In the following, we present experimental and theoretical results on the control of the
ionization of neon in ω/3ω fields. In figure 8.5, we show the ionization yield as a function
of the momentum and the relative phase between the ω and 3ω fields for experimental
(a) and theoretical (b) results. The relative phase was varied from 0 to 6π to confirm the
periodicity of the observed pattern. Similar to the ω/2ω case, we again observe ATI peaks
originating from the fundamental wavelength. More dominant, however, is the broadening
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Figure 8.5: Control of neon ionization in ω/3ω fields. The ionization yield is presented as
a function of the Ne+ momentum along the polarization direction and the relative phase
between the laser fields for (a) experimental and (b) calculated results. In the lower panels
the integrated ionization yield is shown for the areas marked by correspondingly colored
dashed lines while the left panel presents the momentum distribution along the line cuts
in the 2D plot.
of the momentum distribution for phases that are odd multiples of π. This broadening is
highlighted by two selected momentum spectra (8.5 (a)) for positions depicted by the two
vertical lines in the experimental results.
In order to understand the underlying physics behind the observed control of Ne+ mo-
menta in ω/3ω fields, we have used semi-classical simulations based on the simple man’s
model [25], in which the ionization rate is calculated by the modified Ammosov, Delone,
and Krainov (ADK) rate using the formula of Ref. [35] for ionization in a quasi-static
field. This modification allows covering the tunnel ionization regime as well as the barrier
suppression regime [35]. After ionization, the electron is propagated classically along the
polarization direction neglecting all interactions with the parent ion. The two-color field
is described as:
E = Eω cos(ωt) + E3ω cos(3ωt+ φ3), (8.3)
where φ3 denotes the relative phase between the fundamental and the third harmonic.
In the simulations, the intensity averaging over the focal volume is taken into account
assuming a Gaussian intensity profile and neglecting intensity variation along the beam
propagation axis. The latter assumption is reasonable since the Rayleigh-lengths for all
colors were larger than 4 mm, exceeding the dimension of the gas jet (several 100 µm) in
the REMI. We find best agreement with the momentum shifts observed in the experiments
when the intensities used in the simulation are 3 times higher than the experimentally
retrieved intensities. The fact that electron momenta are systematically underestimated
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in a semi-classical approach is known (see for instance [75, 154]). We note that the simple
model cannot capture all details of the process, however, we would like to emphasize that a
higher-level of theory was not essential here, since the results rather serve to demonstrate
the capabilities of the waveform synthesizer.
When we compare our experimental results to the simulations, we find qualitative agree-
ment with respect to the observed phase control of the ionization yield and the shift in the
oscillatory patterns at low and high Ne+ momenta. To investigate the yield modulations
in more detail, we separate two momentum regions: high momenta, marked by yellow
rectangles, and low momenta, depicted in purple. The corresponding integrated signals
are shown in the lower graph. The phase dependent modulation of the yield for low mo-
menta amounts to 10 %, while the modulation depth increases to 20 % for high momenta.
A phase-independent signal at low momenta is seen in the experimental data, which likely
contributes to the smaller modulation at low momenta. Intensity fluctuations are unlikely
to cause this background, since simulations show that the momentum shifts should still be
observed for intensities varied by one order of magnitude. We believe that the constant
background can rather be attributed to an imperfect overlap of the two fields in the focus,
i.e. where an atom only experiences one of the two laser fields. Moreover, a phase shift of
π is observed between the low and high momentum regions, which is also retrieved in the
simulations.
In order to better understand the atom-laser interaction in the case of ω/3ω fields, we
present in figure 8.6 the calculated electric field (solid purple line), the corresponding final
momentum (dashed green line), the ionization rate calculated by the ADK rate (grey area),
and the final momentum distribution (green area on the right) for two different relative
phases φ3.
Figure 8.6: Control of Ne ionization yield and Ne+ momenta in ω/3ω fields. Depicted
are the electrical field (solid purple line), the ionization rate (grey area) and the final
momentum (dashed green line) and its distribution (green area) for relative phases of
φ3 = 0 in a), φ3 = π/2 in b), and φ3 = π in c), respectively.
For a relative phase of zero, we see that the final momentum distribution peaks around
zero as it would be expected from ionization in just a single-color field. Increasing the
relative phase to π, we observe two phenomena: First, the overall ionization rate becomes
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lower, which was previously seen in several calculations and measurements [140, 141]. This
decreased ionization yield results from lower absolute fields and hence lower ionization
rates. Secondly, a splitting of the final momentum distribution becomes clearly visible.
This splitting can be related to the vector potential. For a relative phase of π, the ionization
rate is highest for times when the final momentum is non-zero. Depending on the cycle of
the ionization, the final momentum is either negative or positive. Furthermore, the range
of the final momenta increased by 50 % compared to a relative phase of zero. It is also
important to notice that the ionization yield for a relative phase of π is 8 times lower than
for a relative phase of zero. Therefore, in an experiment, which is only sensitive to the
overall ionization yield, a 2π-periodic modulation would be observed, with lowest yield
corresponding to a phase of π [139, 141, 142].
8.4 Three-color experiments
As discussed in the beginning, a three-color experiment is needed to excite the molecule
by the 3ω pulse and to control and probe it by the combined ω/2ω fields. However, to
obtain a decent signal strength in such an experiment becomes difficult, due to the severe
noise resulting from the UV photons. In the following, this problem is discussed in detail
with the first experimental results.
Figure 8.7: Time of flight spectrum of neon gas ionized by the fundamental (red), the
second harmonic (blue), and the third harmonic (cyan). All spectra contain the same
total number of counts. A time window condition (9.8-10.2µs) is applied such that a TOF
spectrum is only recorded once an ion is detected within this time window (compare section
3.4.1). The ionized species are labeled within the graph. Any signal before 1500 ns does
not result from ionic fragments but can be seen as noise.
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In figure 8.4, the TOF spectra are shown using only the individual colors for ionization,
i.e. the fundamental alone (red), the second harmonic (blue), and the third harmonic
(cyan). For all three colors, different ionic fragments are visible. The target gas neon is
clearly visible as a defined peak at 10µs. Around that peak a clear cut in the background
signal is visible, which is due to the applied time window. This window allows to reduce
signal from unwanted ionic species (see section 3.4.1). All seen counts outside of this time
window result from “false” coincidences: signal acquired within the same laser shot as the
counts in the time window. As neon required high intensities, a strong background signal
from water in the experimental chamber is usually observed.
In contrast to the fundamental and second harmonic, the third harmonic has 40 % of its
total yield at very low TOFs (below the TOF of hydrogen). These counts are likely due
to scattered light hitting the DLD, releasing thereby an electron, which is then recorded
as signal. This acquisition of false signals becomes only possible if the photon energy ex-
ceeds the work function of the detector material. As the DLD consist of copper, having a
work-function of 4.5 eV [155], only the UV light with 4.75 eV photon energy creates these
false signals.
One problem of this “flood” of photons/electrons is the decreased sensitivity of the detec-
tor, resulting in much worse signal-to-noise ratio. For single ionization experiments, the
signal strength was still good enough to perform measurements, as it was shown in the pre-
vious section. For coincidence measurements, however, the applied time window includes
everything but the signal of the single ionization, which results in much more noise – as
seen in figure 8.4.
Figure 8.8: Photoion-Photoion Coincidence plot of acetylene ionized by two- and three-
color fields. m/q represent the mass over charge ratio, with which the individual elements
can be identified.
In figure 8.4, the recorded coincidences of acetylene are shown for ionization by ω/2ω
fields and ω/2ω/3ω fields, in a) and b), respectively. The ionization by the two-color field,
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consisting of the fundamental and second harmonic, results in clearly visible coincidence
lines of acetylene. Only the usual “false” coincidences, e.g. water with hydrogen and carbon
ions (broad horizontal line at m/q of 18), are observed. The ionization of the combined
three-color field, however, has many of those false coincidences, which do not result from one
parent molecule. This massive background makes a reasonable investigation impossible. In
order to improve the situation, different changes can be applied to the experimental setup:
1. Using different excitation wavelength, which do not release electrons in a single pho-
ton process. In the current setup, however, this is not possible as the wavelength of
the third harmonic is dependent on the fundamental wavelength.
2. Eliminating the scattering points within the chamber such that no photons will reach
the detector. The only possible scattering objects are: the entrance and exit window,
the background and target gas, and the focusing mirror. The entrance and exit
window are UV grade fused silica plates of 1 mm thickness. One can use an anti-reflex
coating or place them at the Brewster angle. Both options, however, will reduce the
amount of flexibility of the experimental setup. The background gas can be reduced
by better vacuum conditions, but currently we already operate at 1.2 ·10−10 mbar,
so no big improvements can be expected. The target gas will logically be always
in the chamber. The mirror is a spherical UV-enhanced aluminum mirror, which
provides the best reflectivity within the UV range while still maintaining reasonable
reflectivity in the visible spectrum. As the scattering cross section scales with λ−4
(considering only Rayleigh-scattering), using a small wavelength results in a lot of
scattered light. Additional contributions from the Mie-scattering occur, due to the
surface roughness, which can be close to the range of the UV-wavelengths. So in order
to reduce the scattering, one has to improve the surface quality and the coating of
the focusing mirror.
3. By gating the detector, one could make it sensitive only for the needed TOF and
discard all other times. Gating in this context means that the detector is at a
constant voltage of e.g. 2300 V and only for a special time gate it is set to 2600 V.
However, due to technical reasons in the decoupling electronics, this possibility might
lead to destruction of the decoupling elements such that this option was not pursued
further.
As seen from the different points above, there is no easy solution to this problem. Groups
working with photon energies higher than the work function of the detector usually tend to
pursue point 2. In order to reduce the scattering points, a forward focusing geometry is used
obsoleting the mirror within the chamber. Furthermore, the entrance and exit windows
are placed far away from the interaction region, often even separated by an additional iris.
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To finally enable the mentioned experiment, and for future experiments with even lower
wavelength, this experimental approach is planned.
8.5 Conclusion
In this chapter, a device for the efficient generation of the second and third harmonic
of a femtosecond laser field in a collinear geometry is presented. A subsequent multi-
harmonic synthesizer permits to superimpose all three colors and control their relative
phase as well as their intensities and polarizations. The device was tested and successfully
used to investigate the interaction of ω/2ω and ω/3ω fields with neon atoms. For ω/3ω
fields, we observed a modulation of the ionization yield and ion momenta as a function
of the relative phase between both colors. A shift of π is observed between the phase-
dependent oscillations of low and high ion momenta. These trends were reproduced by
semi-classical simulations based on the simple man’s model. The three-color device offers
sufficient flexibility for a variety of future studies on the coherent control of strong-field
processes and for time-resolving ultrafast molecular dynamics.
Furthermore, the possibility of a control experiment at a conical intersection is discussed.
While the measurement on the control on acetylene are still challenging, many other inter-
esting measurements become feasible by this new setup. The here introduced three-color
device permits to tailor the fields with all three colors and thereby to extend recent studies,
which use orthogonally polarized [131] or counter-rotating circularly polarized ω/2ω fields
[132, 156], to more complex fields. Another application of the three-color setup are pump-
probe experiments, where e.g. the ultraviolet pulse is used for exciting the target and
single or multiple color laser fields are used to control and probe the unfolding dynamics.
This is particularly interesting in studies on the strong-field control of molecular reactions.
9 Conclusion and Outlook
For more than a decade it has been known that electronic motion in atoms and molecules
can be controlled by the carrier-envelope phase of an ultrashort laser pulse [20]. More
recently, a study demonstrated that also the nuclear motion can be influenced by the CEP
[6]. This control, however, was mainly limited to the directional dissociation of CH-bonds
[7].
In this thesis, the CEP-control was extended to the more complex molecular reaction of
isomerization – a structural rearrangement of the molecule via hydrogen migration. It was
shown that an ultrashort laser pulse can steer the directionality of the isomerization in small
hydrocarbons, i.e. acetylene and allene. The intensity- and the CEP-dependence of both
molecules was probed, revealing that the ionization process predetermines the strength
of the CEP-control. For low intensities, the non-sequential double-ionization introduces
a CEP-dependence of the molecular reaction, while for higher intensities the sequential
double-ionization suppresses CEP-control.
With the gained knowledge on how to control the molecular reactions, studies on the
temporal evolution of the molecular structure were performed by few-cycle pump-probe ex-
periments in acetylene. A very high temporal resolution of 5 fs could be achieved such that
the vibrational motion of the CC- and CH-bonds in acetylene became directly observable.
The experimentally retrieved vibrational periods of ∼11 fs and ∼20 fs coincide well with
the theoretical predictions of the CH- and CC-bond of the dication state. In additional
measurements, a vibrational motion with a period of ∼25 fs was detected, which survived
several hundreds of femtoseconds, indicating a strong CC-bond vibration in the cation.
By the investigation of the temporal evolution of the CCH-angles, the isomerization pro-
cess was visualized in “real” time, revealing an isomerization time of ∼54 fs, which agrees
well with previous experimental studies [11, 89, 93] and theoretical predictions [92]. In
particular, the dissociation channel C2H
3+
2 → H+ + H+ + CC+ provided complementary
information about the isomerization process compared to the previously investigated chan-
nel C2H
3+
2 → H+ + C+ + CH+. Exploring the kinetic energies of all particles involved
in the process revealed the importance of the intermediate transition states t-TS1’ and
t-TS1” for the temporal evolution of the molecule.
Within the same study, an enhanced ionization was measured in few-cycle pump-probe
measurements in several dissociation channels of acetylene. The pump pulse excited the
molecule into the dication state, where a dissociation was initiated. Once the inter-nuclear
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bond length reached the critical distance (around twice the equilibrium bond length), the
ionization was enhanced due to easier tunneling through the inner barrier, see 7.3.1. The
EI signal in the four-fold Coulomb explosion channel C2H
4+
2 → H+ + H+ + C+ + C+ is
in good agreement with previous measurements performed in diatomic systems [63, 109–
111]. This implies that also in a polyatomic molecule like acetylene mainly a single bond
is dissociated, which leads to enhanced ionization, while all other bonds stay intact. By
the comparison to the three-fold coincidence channels, it could be concluded that mainly
the CH-bond is stretched, which leads to the enhanced ionization signal in acetylene.
In the last part of this thesis, a setup to shape multi-color laser-fields was developed,
consisting of a part to efficiently generate the second and third harmonic with a subsequent
field synthesizer. In first experiments, the technical possibilities were explored, showing its
applicability for the investigation of molecular processes. Especially the resonant molecular
excitation in the UV can be employed to efficiently ionize molecules as the conversion
efficiency into the UV reaches more than 10 %.
In the future, the interpretation of experimental data could be facilitated if the molecules
would be excited into specific charged states. For this purpose, the shown multi-color
synthesizer could be employed to selectively create one harmonic within a high-harmonic
scheme (see [137]). Using such selective wavelengths would solve the ambiguity in strong-
field excitations, which usually results in an undesired superposition of excited states.
Another exciting possibility is the control over molecular reactions at conical intersections
of the potential energy surfaces. For this purpose, the molecule has first to be excited by a
pump pulse, e.g. by the third harmonic. After propagation on the potential energy surface,
the wave-packet reaches the conical intersection, where a second pulse, e.g. a combination
of the fundamental and the second harmonic, allows to control the directionality of the
wave-packet. Thereby, the control over molecular reactions, such as isomerization, can be
increased.
With the developed techniques, studies on molecular reactions could also be performed on
larger molecules which are more relevant for medical/pharmaceutical applications. Hereby,
the possibility to interact with selective bonds is of special interest as the classical chemistry
applies often only to the weakest bonds if no further catalysts are used. In particular the
light-induced control over chirality is a very interesting field as it opens new possibilities
of creating isomers with different chemical and medical properties. The here-shown field
synthesizer could serve as an appropriate tool for the control of such reactions.
Bibliography
[1] M. Shapiro and P. Brumer, Quantum Control of Molecular Processes, Second Edition
(Wiley-VCH, 2012).
[2] A. Rudenko, B. Feuerstein, K. Zrost, V. L. B. de Jesus, T. Ergler, C. Dimopoulou,
C. D. Schroter, R. Moshammer, and J. Ullrich, “Fragmentation dynamics of molec-
ular hydrogen in strong ultrashort laser pulses”, J. Phys. B-Atomic Mol. Opt. Phys.
38, 487–501 (2005).
[3] J. Heicklen, J. Desai, A. Bahta, C. Harper, and R. Simonaitis, “The temperature and
wavelength dependence of the photo-oxidation of propionaldehyde”, J. Photochem.
34, 117–135 (1986).
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[22] T. M. Kardaś, M. Nejbauer, P. Wnuk, B. Resan, C. Radzewicz, and P. Wasylczyk,
“Full 3D modelling of pulse propagation enables efficient nonlinear frequency con-
version with low energy laser pulses in a single-element tripler”, Sci. Rep. 7, 42889
(2017).
[23] C. Burger, W. F. Frisch, T. M. Kardaś, M. Trubetskov, V. Pervak, R. Moshammer,
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ing Angle Dependent Capture Cross Sections Measured by Cold Target Recoil Ion
Momentum Spectroscopy”, Phys. Rev. Lett. 74, 2200–2203 (1995).
[58] R. Moshammer, Y. H. Jiang, L. Foucar, A. Rudenko, T. Ergler, C. D. Schröter,
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[79] K. Doblhoff-Dier, M. Kitzler, and S. Gräfe, “Theoretical investigation of alignment-
dependent intense-field fragmentation of acetylene”, Phys. Rev. A 94, 013405 (2016).
[80] J. Collin and F. P. Lossing, “Ionization and Dissociation of Aliene, Propyne, 1-
Butyne, and 1,2- and 1,3-Butadienes by Electron Impact; the C3H
+
3 Ion”, J. Am.
Chem. Soc. 79, 5848–5853 (1957).
[81] F. Hopfgarten and R. Manne, “Molecular orbital interpretation of X-ray emission
and photoelectron spectra”, J. Chem. Phys. 52, 5733–5739 (1970).
[82] J. Levin, H. Feldman, A. Baer, D. Ben-Hamu, O. Heber, D. Zajfman, and Z. Vager,
“Study of Unimolecular Reactions by Coulomb Explosion Imaging: The Nondecaying
Vinylidene”, Phys. Rev. Lett. 81, 3347–3350 (1998).
[83] H. Stapelfeldt, E. Constant, H. Sakai, and P. Corkum, “Time-resolved Coulomb ex-
plosion imaging: A method to measure structure and dynamics of molecular nuclear
wave packets”, Phys. Rev. A 58, 426–433 (1998).
Bibliography 113
[84] A. Hishikawa, A. Matsuda, M. Fushitani, and E. J. Takahashi, “Visualizing recur-
rently migrating hydrogen in acetylene dication by intense ultrashort laser pulses”,
Phys. Rev. Lett. 99, 258302 (2007).
[85] A. Hishikawa, A. Matsuda, E. J. Takahashi, and M. Fushitani, “Acetylene-vinylidene
isomerization in ultrashort intense laser fields studied by triple ion-coincidence mo-
mentum imaging”, J. Chem. Phys. 128, 084302 (2008).
[86] A. Matsuda, M. Fushitani, E. J. Takahashi, and A. Hishikawa, “Visualizing corre-
lated dynamics of hydrogen atoms in acetylene dication by time-resolved four-body
coulomb explosion imaging”, Springer Proc. Phys. 125, 317–322 (2012).
[87] C. Burger, N. G. Kling, R. Siemering, A. S. Alnaser, B. Bergues, A. M. Azzeer,
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J. Burgörfer, A. Baltuška, and M. Kitzler, “Attosecond Probe of Valence-Electron
Wave Packets by Subcycle Sculpted Laser Fields”, Phys. Rev. Lett. 108, 193004
(2012).
[130] Y. Mi, N. Camus, M. Laux, L. Fechner, R. Moshammer, and T. Pfeifer, “Ionization
of atoms and molecules in a strong two-color field”, J. Phys. Conf. Ser. 635, 092093
(2015).
118 Bibliography
[131] Q. Song, P. Lu, X. Gong, Q. Ji, K. Lin, W. Zhang, J. Ma, H. Zeng, and J. Wu,
“Dissociative double ionization of CO in orthogonal two-color laser fields”, Phys.
Rev. A 95, 013406 (2017).
[132] S. Eckart, M. Richter, M. Kunitski, A. Hartung, J. Rist, K. Henrichs, N. Schlott,
H. Kang, T. Bauer, H. Sann, L. P. H. Schmidt, M. Schöffler, T. Jahnke, and
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