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The Habicht approach to the theory of subresultants is based on studying polynomial
remainder sequences (PRS) with indeterminate coe–cients, and predicting the efiects of
specializing these coe–cients. This has advantages as noted by Loos. We give a complete
treatment of this approach by introducing the concept of pseudo-subresultants.
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1. Introduction
The theory of subresultants has many applications including the computation of poly-
nomial GCD and in algebraic cell decomposition. For a comprehensive survey of the
algorithms, history and applications of subresultants, our main reference is Loos (1983).
The contemporary approach to subresultants goes back to the work of Collins (1966,
1967) and Brown and Traub (1971). In the 1980s, Loos redeveloped this theory us-
ing an earlier approach of Habicht (1948) who deflned subresultants, but without using
this name. Habicht proved the \Subresultant Theorem" for polynomials with indetermi-
nate coe–cients. Loos’ idea is that, by specializing the coe–cients, we obtain the usual
subresultant chain. The proper development of this approach led us to the concept of
\pseudo-subresultant". Here we present the corresponding \pseudo" versions of Habicht’s
theorem and the Subresultant Theorem, and use them to derive the usual Subresultant
Theorem.
The rest of this paper is organized as follows. In section 2, we introduce polynomial
remainder sequences. Section 3 introduces determinantal polynomials and subresultants.
Section 4 describes the Habicht approach and its relation to pseudo-subresultants. Sec-
tion 5 presents the pseudo-subresultant version of two key results in this theory: Habicht’s
theorem and the Subresultant Theorem. In the last section, we give a new justiflcation
of the subresultant PRS of Collins-Brown.
2. Polynomial Remainder Sequences
In this paper, we flx the univariate polynomial ring D[X] where D is a unique fac-
torization domain. Let P (X), Q(X) 2 D[X]. We denote the degree and leading co-
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e–cient (respectively) of P by deg(P and lead(P ). We say P and Q are similar, de-
noted P » Q, if there are constants a; b 2 D such that aP = bQ. If a = lead(Q) and
– = deg(P ) ¡ deg(Q) ‚ 0, the pseudo-remainder of P;Q is deflned as the remainder of
a–+1P divided by Q, and denoted prem(P;Q). If deg(P ) < deg(Q) then by deflnition,
prem(P;Q) = P . A sequence of polynomials
(P0; P1; : : : ; Pk) (k ‚ 1) (2.1)
is called a polynomial remainder sequence (abbreviated, PRS) of P0, P1 provided Pi+1 »
prem(Pi¡1; Pi) for i = 2; : : : ; k¡ 1, and 0 = prem(Pk¡1; Pk). The PRS (2.1) is said to be
based on a sequence
(fl1; fl2; : : : ; flk¡1) (fli 2 D) (2.2)
if
Pi+1 =
prem(Pi¡1; Pi)
fli
(i = 1; : : : ; k ¡ 1): (2.3)
There are several types of PRS in the literature. By deflnition, the pseudo-Euclidean
PRS is based on the sequence (2.2) where each fli = 1. The primitive PRS is based
on the sequence where each fli is the content of prem(Pi¡1; Pi). The pseudo-Euclidean
PRS is very simple but the sizes of its coe–cients (for D = Z) can grow exponentially
large. The primitive PRS has the smallest possible coe–cients, but it is not considered
e–cient because content computation is relatively expensive. The challenge is to flnd a
good pathway intermediate between these two extremes. The subresultant PRS algorithm
introduced by Collins (1967) (and simplifled by Brown, 1978) is, as Brown noted, perhaps
the best algorithm in this family.
The subresultant PRS is based on the sequence (fl1; : : : ; flk¡1) deflned next. For i =
0; : : : ; k ¡ 1, let ‰
ai := lead(Pi);
–i := deg(Pi)¡ deg(Pi+1): (2.4)
Then deflne
fli+1 :=
‰
(¡1)–0+1 if i = 0,
(¡1)–i+1(ˆi)–iai if i = 1; : : : ; k ¡ 2, (2.5)
where (ˆ0; : : : ; ˆk¡1) is an auxiliary sequence given by(
ˆ0 := 1;
ˆi+1 := ˆi
‡
ai+1
ˆi
·–i
= (ai+1)
–i
(ˆi)–i¡1
;
(2.6)
for i = 0; : : : ; k ¡ 2.
The subresultant PRS algorithm is basically deflned by these equations. It is easy to
implement this algorithm in the style of the usual Euclidean algorithm: the values P0,
P1, a0, a1, –0, ˆ0 and fl1 are initially available. In the ith step, i ‚ 1, we compute the
quintuple (in this order)
Pi+1; ai+1; –i; ˆi; fli+1 (2.7)
according to (2.3), (2.4), (2.6) and (2.5), respectively. (Note: the slightly uneven sub-
scripting in (2.7) is chosen to conform to the conventions of the proof in Section 6.)
Unfortunately, it is not easy to see why this sequence of fli works. Superflcially, equa-
tion (2.3) implies that Pi+1 lies in QD[x] rather than in D[x] (QD is the quotient fleld
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of D). Moreover, it is not clear from (2.6) that ˆi (and hence fli+1) belongs to D rather
than QD. In fact the ˆis turn out to be determinants of the coe–cients of P0 and P1 (see
section 6), a fact not known in the early papers on the subresultant PRS algorithm. This
fact implies that the flis have sizes that are polynomial in the input size. In other words,
this algorithm succeeded in curbing the exponential growth of coe–cients (unlike the
pseudo-Euclidean PRS) without incurring expensive multiple GCD computations (the
bane of the primitive PRS).
3. Determinantal Polynomials and Subresultants
The terminology here is from Loos (1983). Let M be an m £ n matrix, m • n. The
determinantal polynomial of M is
dpol(M) :=
Xn
i=m
det(Mi)Xn¡i = det(Mm)Xn¡m+det(Mm+1)Xn¡m¡1+¢ ¢ ¢+det(Mn)
where Mi is the square submatric of M consisting of the flrst m¡ 1 columns and the ith
column of M (i = m; : : : ; n). Call det(Mm) the nominal leading coe–cient and n ¡m
the nominal degree of dpol(M).
Notation:
If P1; : : : ; Pm are polynomials and n ‚ 1 + maxifdegPig then
matn(P1; : : : ; Pm)
is the m £ n matrix whose ith row contains the coe–cients of Pi listed in order of
decreasing degree, taking Pi as having nominal degree in n. Write
dpoln(P1; : : : ; Pm)
for dpol(matn(P1; : : : ; Pm)). The subscript n is omitted when understood or when equal
to 1+maxifdegPig. The well-known Sylvester’s matrix of two polynomials P and Q can
be conveniently written with this notation: if degP = m and degQ = n then it is the
following m+ n by m+ n matrix:
mat(Xn¡1P;Xn¡2P; : : : ;X1P;X0P| {z }
n
; Xm¡1Q;Xm¡2Q; : : : ;X0Q| {z }
m
)
=
0BBBBBBBBBBB@
am am¡1 ¢ ¢ ¢ a0
am am¡1 ¢ ¢ ¢ a0
. . . . . .
am am¡1 ¢ ¢ ¢ a0
bn bn¡1 ¢ ¢ ¢ b1 b0
bn bn¡1 ¢ ¢ ¢ b1 b0
. . . . . .
bn ¢ ¢ ¢ b0
1CCCCCCCCCCCA
where P =
Pm
i=0 aiX
i and Q =
Pn
i=0 biX
i. Since the matrix is square, its determinantal
polynomial is a constant, called the resultant of P and Q, and denoted res(P;Q).
The basic connection between determinants and polynomials is revealed in the follow-
ing:
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Lemma 3.1. Let P;Q 2 D[X], degP = m ‚ n = degQ. If
M = mat(Xm¡nQ;Xm¡n¡1Q; : : : ;X1Q;X0Q| {z }
m¡n+1
; P )
then
dpol(M) = prem(P;Q):
A proof may be found in Loos (1983, p. 116). Thus prem(P;Q) belongs to D[X].
Corollary 3.2. Let P;Q 2 D[X], degP = m ‚ n = degQ and a; b 2 D. Then
prem(aP; bQ) = abm¡n+1 prem(P;Q):
It is easy to deduce from this that a pseudo-Euclidean PRS could have exponentially
larger coe–cients compared to the primitive PRS when D = Z. Moreover, this phe-
nomenon arises even with a \regular PRS" (degree of successive members of the PRS
decrease by 1).
The following easy identity can be shown in the same way as Lemma 3.1
dpol(Xm¡nQ; : : : ; Q| {z }
m¡n+1
; P ) = dpol(Xm¡nQ; : : : ; Q| {z }
m¡n+1
; b¡(m¡n+1) prem(P;Q)); (3.1)
where b = lead(Q).
We now introduce subresultants. Let P;Q 2 D[X] with
deg(P ) = m > n = deg(Q) ‚ 0:
For i = 0; 1; : : : ; n, the ith subresultant of P and Q is deflned as
sresi(P;Q) := dpol(Xn¡i¡1P;Xn¡i¡2P; : : : ; P| {z }
n¡i
; Xm¡i¡1Q;Xm¡i¡2Q; : : : ; Q| {z }
m¡i
): (3.2)
The deflning matrix on the right-hand side of (3.2) has m + n ¡ 2i rows and m + n ¡ i
columns. Hence the nominal degree of sresi(P;Q) is i. The nominal leading coe–cient
of sresi(P;Q) is called the ith principal subresultant coe–cient of P and Q, denoted
psci(P;Q). The zeroth subresultant is just the resultant,
sres0(P;Q) = res(P;Q):
Furthermore,
sresn(P;Q) = lead(Q)m¡n¡1Q » Q:
It is convenient to extend the above deflnitions to cover the cases i = n+ 1; : : : ;m:
sresi(P;Q) :=
( 0 if i = n+ 1; n+ 2; : : : ;m¡ 2
Q if i = m¡ 1
P if i = m
(3.3)
This extension is consistent with the deflnition of (3.2) because in case n = m ¡ 1, the
two deflnitions of sresn(P;Q) agree. Although this extension may appear contrived, it
proves to be the correct one. Again, the subscript in sresi(P;Q) indicates its nominal
degree,. The sequence
(Sm; Sm¡1; : : : ; S1; S0); where Si = sresi(P;Q);
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is called the subresultant chain of P and Q. A member Si in the chain is regular if its
degree is equal to the nominal degree i; otherwise it is irregular. We say the chain is
regular if sresi(P;Q) is regular for all i = 0; : : : ; n (ignoring i = n+ 1; : : : ;m).
Likewise, we extend the deflnition of principal subresultant coe–cient psci(P;Q) to
the cases i = n+ 1; : : : ;m:
psci(P;Q) :=
n
nominal leading coe–cient of sresi(P;Q) for i = n+ 1; : : : ;m¡ 1
1 for i = m.
(3.4)
Note that pscm(P;Q) is not deflned as lead(P ) = lead(Sm(P;Q)).
4. Pseudo-subresultants
The key to understanding polynomial remainder sequences lies in the prediction of
unavoidable contents of polynomials in the PRS. This prediction is simpler for regu-
lar subresultant chains. Regular chains can be studied using indeterminate coe–cients.
Precisely, suppose the given polynomials
P =
Xm
i=0
aiX
i; Q =
Xn
i=0
biX
i; (n = m¡ 1) (4.1)
come from the ring
Z[X; am; : : : ; a0; bm¡1; : : : ; b0] = Z[X][am; : : : ; a0; bm¡1; : : : ; b0]
where ai, bi are indeterminates. The assumption degP = 1 + degQ is without loss of
generality for indeterminate coe–cients. After obtaining the properties of subresultants
in this setting, we can \specialize" the indeterminates ai, bi to values „ai, „bi in D. This
induces a ring homomorphism ' from Z[X; am; : : : ; a0; bm¡1; : : : ; b0] to D[X]. We indicate
the '-image of an element e 2 Z[X; am; : : : ; a0; bm¡1; : : : ; b0] by „e, called the specialization
of e. Thus if (Sm; : : : ; S0) is the subresultant chain of P;Q, we can observe the behaviour
of the specialized chainy
( „Sm; : : : ; „S0) (4.2)
in D[X]. Loos noted this approach separates out the two causes of irregularity in chains:
(a) the cancellation caused by the specialization, and (b) the similarity relations among
subresultants that are independent of any specialization. The latter relations (b) are cap-
tured in Habicht’s theorem (Loos 1983). The execution of Loos’ program is complicated
by the fact that, in general:
„Si = sresi(P;Q) 6= sresi( „P ; „Q): (4.3)
For example, with m = 3, „P = 3X3 +X2 + 5X + 2 and „Q = 2X + 3, we have
sres1( „P ; „Q) = 4X + 6; sres0( „P ; „Q) = 107
while
sres1(P;Q) = 12X + 18; sres0(P;Q) = 321:
The proof in Loos (1983, p. 122) incorrectly assumes sresi(P;Q) = sresi( „P ; „Q). To over-
come this di–culty, we introduce \pseudo-subresultant chains" (Ho and Yap, 1987) and
y We write \ „Sj" instead of the more accurate \ „Sj".
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(Ho, 1989). It turns out that (4.2) is precisely the pseudo-subresultant chain of „P , „Q, pro-
vided deg „P = m. Thus, Loos’ approach is recaptured via pseudo-subresultants, although
without an explicit use of specialization.
We introduce pseudo-subresultants. Let P;Q 2 D[X] and m = degP > detQ ‚ ¡1.
For i = 0; 1; : : : ;m¡ 1, deflne the ith pseudo-subresultant of P and Q to be
psresi(P;Q) := dpol2m¡i¡1(X
m¡i¡2P;Xm¡i¡3P; : : : ; P| {z }
m¡i¡1
; Xm¡i¡1Q;Xm¡i¡2Q; : : : ; Q| {z }
m¡i
):
Note that
psresm¡1(P;Q) = Q:
Extending these deflnitions as before,
psresm(P;Q) := P:
The sequence
(Sm; Sm¡1; : : : ; S1; S0); whereSi = psresi(P;Q)
is called the pseudo-subresultant chain of P and Q. The ith pseudo-principal subresultant
coe–cient of P andQ, denoted ppsci(P;Q) is deflned to be the nominal leading coe–cient
of psresi(P;Q) for i = 0; : : : ;m¡ 1 but (again) ppscm(P;Q) := 1.
Pseudo-subresultants of P;Q are basically their subresultants except that we give Q
a nominal degree of deg(P ) ¡ 1. The deflning matrix for psresi(P;Q) has shape (2m ¡
2i ¡ 1) £ (2m ¡ i ¡ 1). This deflnition (unlike the deflnition of subresultants) allows
degQ = ¡1 (i.e. Q = 0), in which case psresi(P;Q) = 0 for all i < m. It is not hard to
see that
psresi(aP; bQ) = a
m¡i¡1bm¡i psresi(P;Q):
Furthermore, pseudo-subresultants are similar to subresultants:
psresi(P;Q) =
‰
lead(P )m¡n¡1 sresi(P;Q) for i = 0; 1; : : : ;m¡ 2
sresi(P;Q) for i = m¡ 1;m.
The following is a basic tool:
Lemma 4.1. (basic lemma) Let P;Q 2 D[X] with degP = m > n = degQ ‚ ¡1. If
a = lead(P ), b = lead(Q) then for i = 0; : : : ;m¡ 2:
psresi(P;Q) = 0 if i ‚ n+ 1; (4.4)
psresn(P;Q) = (ab)
m¡n¡1Q; (4.5)
psresi(P;Q) = a
m¡n¡1b¡(m¡n+1)(n¡i¡1)(¡1)(n¡i)(m¡i) psresi(Q; prem(P;Q));
if i • n¡ 1: (4.6)
Proof. The result is clearly true if Q = 0, so assume degQ ‚ 0. We use the aid of
Figure 1.
Let column 1 refer to the rightmost column of the matrix
mat(Xm¡i¡2P; : : : ; P ;Xm¡i¡1Q; : : : ; Q)
in the flgure. Thus column m+1 contains the leading coe–cient of the row corresponding
to P . The column containing the leading coe–cient of the row corresponding toXm¡i¡1Q
     
The Habicht Approach to Subresultants 7
Figure 1. The matrix associated to psresi(P;Q).
is (m ¡ i ¡ 1) + (n + 1) = m + n ¡ i. But P and Xm¡i¡1Q correspond to consecutive
rows. Hence if i = n, the leftmost 2m¡ 2i¡ 1 columns form an upper triangular square
matrix with determinant am¡n¡1bm¡n. This shows equation (4.5). If i > n then the
last two rows of the leftmost 2m¡ 2i¡ 2 columns are identically zero. This means that
any square matrix obtained by adding a column to these 2m¡ 2i¡ 2 columns will have
zero determinant. This proves equation (4.4). Finally, to prove equation (4.6), suppose
i • n¡ 1. We get
psresi(P;Q)
= dpol(Xm¡i¡2P; : : : ; P| {z }
m¡i¡1
; Xm¡i¡1Q; : : : ; Q| {z }
m¡i
)
= dpol(Xm¡i¡2P; : : : ; Xn¡iP| {z }
m¡n¡1
; Xn¡i¡1P; : : : ; P| {z }
n¡i
; Xm¡i¡1Q; : : : ; Q| {z }
m¡i
)
= dpol(Xn¡i¡1P; : : : ; P| {z }
n¡i
; Xm¡i¡1Q; : : : ; Q| {z }
m¡i
) ¢ am¡n¡1
(expanding the leftmost m¡ n¡ 1 columns)
= dpol(Xn¡i¡1bm¡n+1P; : : : ; bm¡n+1P| {z }
n¡i
; Xm¡i¡1Q; : : : ; Q| {z }
m¡i
)
¢am¡n¡1 ¢ b¡(m¡n+1)(n¡i)
= dpol(Xn¡i¡1 prem(P;Q); : : : ; prem(P;Q)| {z }
n¡i
; Xm¡i¡1Q; : : : ; Q| {z }
m¡i
)
¢am¡n¡1 ¢ b¡(m¡n+1)(n¡i)
(by equation (3.1))
= dpol(Xm¡i¡1Q; : : : ;Xn¡i¡1Q| {z }
m¡n+1
; Xn¡i¡2Q; : : : ; Q| {z }
n¡i¡1
;
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Xn¡i¡1 prem(P;Q); : : : ; prem(P;Q)| {z }
n¡i
) ¢ am¡n¡1 ¢ b¡(m¡n+1)(n¡i) ¢ (¡1)(n¡i)(m¡i)
(transposing columns)
= dpol(Xn¡i¡2Q; : : : ; Q| {z }
n¡i¡1
; Xn¡i¡1 prem(P;Q); : : : ; prem(P;Q)| {z }
n¡i
)
¢am¡n¡1 ¢ b¡(m¡n+1)(n¡i) ¢ (¡1)(n¡i)(m¡i) ¢ bm¡n+1
(expanding the leftmost m¡ n+ 1 columns)
= psresi(Q; prem(P;Q)) ¢ am¡n¡1 ¢ b¡(m¡n+1)(n¡i¡1) ¢ (¡1)(n¡i)(m¡i): 2
The case i = n¡ 1 in equation (4.6) is noteworthy:
psresn¡1(P;Q) = (¡a)m¡n¡1 prem(P;Q): (4.7)
We deflne a block to be a sequence
B = (P1; P2; : : : ; Pk); k ‚ 1
of polynomials where P1 » Pk and 0 = P2 = P3 = ¢ ¢ ¢ = Pk¡1. We call P1 and Pk
(respectively) the top and base of the block. Two special cases arise: In case k = 1, we
call B a regular block; in case P1 = 0, we call B a zero block. Thus the top and the base
of a regular block coincide.
Using the Basic Lemma, we can deduce the general structure of a subresultant chain.
Theorem 4.2. (block structure theorem) A subresultant or pseudo-subresultant
chain
(Sm; Sm¡1; : : : ; S0)
is uniquely partitioned into a sequence
B0; B1; : : : ; Bk; (k ‚ 1)
of blocks such that
(a) B0 is a regular block.
(b) If Ui is the base polynomial of block Bi then Ui is regular and Ui+1 » prem(Ui¡1; Ui)
(0 < i < k).
(c) There is at most one zero block; if there is one, it must be Bk.
Proof. Since pseudo-subresultants are similar to their subresultant counterparts, it is
su–cient to prove the theorem assuming (Sm; : : : ; S0) is a pseudo-subresultant chain.
Assertion (a) is immediate since B0 = (Sm). We verify assertion (b) by induction on
i: if degSm¡1 = n, the Basic Lemma (4.5) implies that (Sm¡1; Sm¡2; : : : ; Sn) forms the
next block B1. Moreover, Sn is regular and Sn¡1 » prem(Sm; Sm¡1) (4.7). Thus U2 »
prem(U0; U1). Inductively, assuming that block Bi has been deflned and the polynomial
following the base of Bi is similar to prem(Ui¡1; Ui), we can repeat this argument to
deflne the next block Bi+1 and show that Ui+1 is regular and Ui+1 » prem(Ui¡1; Ui). This
argument terminates when prem(Ui¡1; Ui) = 0. Then the rest of the pseudo-subresultants
are zero, forming the flnal zero block, which is assertion (c). 2
By deflnition, a sequence of polynomials that satisfles this Block Structure Theorem is
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Figure 2. Block structure of a chain (m = 12).
called block-structured. This structure is graphically illustrated in Figure 2. Here m = 12
and there are 5 blocks in this particular chain. Each non-zero polynomial in the chain is
represented by a horizontal line segment and their constant terms are vertically aligned.
The leading coe–cient of regular polynomials lie on the main diagonal. The top and base
polynomials of the ith block are Ti; Ui.
5. Subresultant Structure Theorem
The Block Structure Theorem does not tell us the coe–cients of similarity implied by
the relation bi+1 » prem(bi¡1; bi). It is a tedious exercise to track down these coe–cients
in some form; but the challenge is to present them in a useful form. It is non-obvious
that these coe–cients bear any simple relation to the principal pseudo-subresultant co-
e–cients, but the insight for such a relation comes from the case of indeterminate coef-
flcients, i.e., Habicht’s theorem (Loos, 1983, p. 121). These relations, combined with the
Block Structure Theorem, constitute the Subresultant Theorem of Loos (1983, p. 122).
We begin with an analogue to Habicht’s theorem.
Theorem 5.1.(Pseudo Habicht’s Theorem)Let (Sm; : : : ; S0) be a pseudo-subresult-
ant chain, and let (cm; : : : ; c0) be the corresponding sequence of principal pseudo-sub-
resultant coe–cients. If Sk is regular (1 • k • m) then
Si = c
¡2(k¡i¡1)
k psresi(Sk; Sk¡1); i = 0; : : : ; k ¡ 1:
Proof. We use induction on k. If k = m then the result is true by deflnition (recall
cm = 1). Let P = Sm, Q = Sm¡1, n = degQ, a = lead(P ) and b = lead(Q). So Sn is
the next regular pseudo-subresultant. Unfortunately, the argument is slightly difierent
for k = n than for k < n.
CASE k = n: The Basic Lemma implies
Sn = (ab)(m¡n¡1)Q; Sn¡1 = (¡a)(m¡n¡1) prem(P;Q):
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Taking coe–cients of Sn, we get cn = am¡n¡1bm¡n. From the Basic Lemma (4.6),
a¡(m¡n¡1)b(m¡n+1)(n¡i¡1)(¡1)¡(n¡i)(m¡i)Si
= psresi(Q; prem(P;Q)); i = 0; : : : ; n¡ 1
= psresi((ab)
¡(m¡n¡1)Sn; (¡a)¡(m¡n¡1)Sn¡1)
(substituting for Q; prem(P;Q))
= (ab)¡(m¡n¡1)(n¡i¡1)(¡a)¡(m¡n¡1)(n¡i) psresi(Sn; Sn¡1):
Si = a¡2(m¡n¡1)(n¡i¡1)b¡2(m¡n)(n¡i¡1) psresi(Sn; Sn¡1)
= c¡2(n¡i¡1)n psresi(Sn; Sn¡1):
CASE 1 • k < n: By the Block Structure Theorem, there is some regular S‘(‘ • n)
such that k = deg(S‘¡1). By induction hypothesis, the lemma is true for ‘. Let ai =
leadSi (so ai 6= 0 unless Si = 0). We have
c
2(‘¡k¡1)
‘ Sk = psresk(S‘; S‘¡1) (by induction)
= (c‘a‘¡1)‘¡k¡1S‘¡1 (Basic Lemma)
S‘¡1 = (c‘a¡1‘¡1)
‘¡k¡1Sk: (5.1)
Taking coe–cients,
ck = c
¡(‘¡k¡1)
‘ a
‘¡k
‘¡1 : (5.2)
Again
c
2(‘¡k)
‘ Sk¡1 = psresk¡1(S‘; S‘¡1) (by induction)
= (¡c‘)‘¡k¡1 prem(S‘; S‘¡1) (by equation (4.7))
prem(S‘; S‘¡1) = (¡c‘)‘¡k+1Sk¡1: (5.3)
Hence
c
2(‘¡i¡1)
‘ Si
= psresi(S‘; S‘¡1) (by induction)
= c‘¡k¡1‘ a
¡(‘¡k+1)(k¡i¡1)
‘¡1 (¡1)(‘¡i)(k¡i) psresi(S‘¡1; prem(S‘; S‘¡1))
(Basic Lemma)
= c‘¡k¡1‘ a
¡(‘¡k+1)(k¡i¡1)
‘¡1 (¡1)(‘¡i)(k¡i) psresi((c‘a¡1‘¡1)‘¡k¡1Sk; (¡c‘)‘¡k+1Sk¡1)
(by (5.1), (5.3))
= c2(k¡i)(‘¡k)‘ a
¡2(‘¡k)(k¡i¡1)
‘¡1 psresi(Sk; Sk¡1)
(more manipulations):
Si = (c‘)2(‘¡k¡1)(k¡i¡1)(a‘¡1)¡2(‘¡k)(k¡i¡1) psresi(Sk; Sk¡1)
= (ck)¡2(k¡i¡1) psresi(Sk; Sk¡1) (by (5.2)): 2
Combined with the Basic Lemma, we infer:
Theorem 5.2. (Pseudo-subresultant Theorem) Let (Sm; : : : ; S0) be a pseudo-sub-
resultant chain, and let (am; : : : ; a0) be the corresponding sequence of leading coe–cients.
This chain is block-structured such that if S‘, Sk(m ‚ ‘ > k ‚ 1) are two consecutive
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regular pseudo-subresultants in this sequence then:
Sk =
‰
(a‘a‘¡1)‘¡k¡1S‘¡1 if ‘ = m,
(a¡1‘ a‘¡1)
‘¡k¡1S‘¡1 if ‘ < m.
(5.4)
Sk¡1 =
‰
(¡a‘)‘¡k¡1 prem(S‘; S‘¡1) if ‘ = m,
(¡a‘)¡(‘¡k+1) prem(S‘; S‘¡1) if ‘ < m. (5.5)
Finally, we transfer the result from pseudo-subresultants to subresultants to obtain
the Subresultant Theorem of Loos (1983).
Theorem 5.3. (subresultant theorem) Let (Rm; : : : ; R0) be a subresultant chain,
and let (cm; : : : ; c0) be the corresponding sequence of principal subresultant coe–cients.
This chain is block-structured such that if R‘, Rk(m ‚ ‘ > k ‚ 1) are two consecutive
regular subresultants in this sequence then:
Rk = (c¡1‘ lead(R‘¡1))
‘¡k¡1R‘¡1; (5.6)
Rk¡1 = (¡c‘)¡‘+k¡1 prem(R‘; R‘¡1): (5.7)
Proof. Let (Sm; : : : ; S0) be the corresponding pseudo-subresultant chain with leading
coe–cients (am; : : : ; a0). Write a instead of am and let n = degSm¡1. We exploit the
relation
Ri =
‰
Si if i = m¡ 1;m
a¡(m¡n¡1)Si if i = 0; : : : ;m¡ 2.
Hence, if Ri is regular and i < m, we have
ci = a¡(m¡n¡1)ai:
From the Pseudo-Subresultant Theorem (5.4),
Rk =
‰
Sk if k = m¡ 1
a¡(m¡n¡1)Sk if k < m¡ 1
=
8<:
S‘¡1 if k = m¡ 1
a¡(m¡n¡1)(a‘a‘¡1)‘¡k¡1S‘¡1 if k < m¡ 1; ‘ = m
a¡(m¡n¡1)(a¡1‘ a‘¡1)
‘¡k¡1S‘¡1 if ‘ < m
=
8<:
R‘¡1 if k = m¡ 1
a¡(m¡n¡1)(a‘a‘¡1)‘¡k¡1R‘¡1 if k < m¡ 1; ‘ = m
(a¡1‘ a‘¡1)
‘¡k¡1R‘¡1 if ‘ < m
= (c¡1‘ lead(R‘¡1))
‘¡k¡1R‘¡1:
The last equality is justifled according to the three cases:
(i) k = m¡ 1: this is because ‘¡ k ¡ 1 = 0.
(ii) k < m¡1, ‘ = m: this is because c‘ = 1 and lead(R‘¡1) = a‘¡1;m¡n¡1 = ‘¡k¡1.
(iii) ‘ < m¡ 1: this is because c‘ = a¡(m¡n¡1)a‘ and lead(R‘¡1) = a¡(m¡n¡1)a‘¡1.
We leave the derivation of Rk¡1 to the reader. 2
So equation (5.6) gives the coe–cients of similarity between the top and base polyno-
mials in each block.
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6. The Subresultant PRS Algorithm
We conclude this paper by relating the subresultant PRS to subresultant chains. Let
(P0; P1; : : : ; Pk) (6.1)
be a subresultant PRS as deflned in Section 2 and let
(Rm; Rm¡1; : : : ; R0) (6.2)
be the subresultant chain with Rm = P0 and Rm¡1 = P1. (Note the convention for
subscripting PRSs in increasing order is opposite to that for subresultant chains.) The
basic connection, up to similarity, can already be inferred from the Block Structure
Theorem. The real task is to determine the precise relation between Pi and the top of
Bi. This is captured in the next theorem.
Recall the subresultant PRS (6.1) is based on the following two auxiliary sequences
(fl1; : : : ; flk¡1); (ˆ0; : : : ; ˆk¡1);
given by (2.5) and (2.6), where
–i = degPi ¡ degPi+1; ai = lead(Pi):
Theorem 6.1. (subresultant prs correctness) Let Ti, Ui be the top and base poly-
nomials of block Bi, where (B0; : : : ; Bk) are the non-zero blocks of the subresultant chain
(6.2)
(a) ˆi = lead(Ui), i = 1; : : : ; k. (Note that ˆ0 = 1.)
(b) The sequence (T0; : : : ; Tk) is precisely (P0; : : : ; Pk), the subresultant PRS.
Proof. We use induction on i.
BASIS. Part (a): from (2.6), we have ˆ1 = (a1)–0 . We verify from equation (5.6) that
lead(U1) = ˆ1. Part (b): By deflnition, Ti = Pi for i = 0; 1. Using the Subresultant
Theorem,
P2 =
prem(P0; P1)
fl1
(by deflnition)
=
prem(T0; T1)
(¡1)–0+1 (fl1 = (¡1)
–0+1)
=
(¡1)–0+1T2
(¡1)–0+1 (from (5.7))
= T2:
P3 =
prem(P1; P2)
fl2
=
prem(T1; T2)
(¡1)–1+1ˆ–11 a1
(by deflnition of fl2)
=
prem(U1; T2)
(¡1)–1+1ˆ–11 a–01
(since U1 = a–0¡11 T1)
=
(¡ˆ1)–1+1T3
(¡1)–1+1ˆ–11 a–01
(by (5.7); prem(U1; T2) = (¡ˆ1)1+–1T3)
= T3 (sinceˆ1 = a–01 ):
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INDUCTION. Let i ‚ 2 and assume that part (a) is true for i¡ 1 and part (b) is true
for i and i + 1. Rewriting equation (5.6) from the Subresultant Theorem in the present
terminology:
lead(Ui¡1)–i¡1¡1Ui = lead(Ti)–i¡1¡1Ti: (6.3)
By inductive hypothesis, (ˆi¡1)–i¡1¡1Ui = lead(Pi)–i¡1¡1Pi. Comparing leading coe–-
cients, (ˆi¡1)–i¡1¡1 lead(Ui) = a
–i¡1
i . Hence,
lead(Ui) =
a
–i¡1
i
ˆ
–i¡1¡1
i¡1
:
But the latter is deflned to be ˆi, hence we have shown part (a) for i. For part (b), again
rewrite equation (5.7) from the Subresultant Theorem:
(¡ lead(Ui))–i+1Ti+2 = prem(Ui; Ti+1): (6.4)
Then
fli+1Pi+2 = prem(Pi; Pi+1)
= prem(Ti; Ti+1) (by inductive hypothesis)
= prem
µ
lead(Ui¡1)–i¡1¡1
lead(Ti)–i¡1¡1
Ui; Ti+1
¶
(by (6.3))
=
ˆ
–i¡1¡1
i¡1
a
–i¡1¡1
i
prem(Ui; Ti+1) (by inductive hypothesis)
=
ˆ
–i¡1¡1
i¡1
a
–i¡1¡1
i
(¡ˆi)–i+1Ti+2 (by (6.4) and part (a))
= fli+1Ti+2:
So Ti+2 = Pi+2, extending the induction for part (b). 2
Part (a) may be re-expressed as follows.
Corollary 6.2. The sequence of ˆis in the Subresultant PRS Algorithm on input P0,
P1 are the principal subresultant coe–cients of the subresultant chain of P0, P1.
This conflrms the original claim that ˆi 2 D and that (being determinants) their sizes
are polynomially bounded when D = Z.
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