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Introduction
A well-known equation of Goormaghtigh is given by We will assume that x < y since doing so does not restrict the solutions in any meaningful way. Thus u > w. R. Goormaghtigh [3] noted that solutions to (1) are given by (x, y, u, w) = (2, 5, 5, 3) or (2, 90, 13, 3) ; it has been conjectured that these are the only solutions. A. Makowski and A. Schinzel [5] showed that (2, 5, 5, 3) is the only solution to (1) such that y ≤ 10 or u ≤ 5. Recently, Y. Bugeaud and T. N. Shorey [1] considered the equation
They proved the following remarkable result.
Theorem 1.1. (Bugeaud and Shorey) Suppose that the values of x and y are fixed. If gcd(x, y) > 1 or if y ≥ 10
11 , then (2) has at most one solution. Further, if y ≥ 7, then (2) has at most two solutions. Finally, the only solutions of (2) with y ≤ 6 are given by (x, y, u, w) = (2, 5, 5, 3) or (2, 6, 3, 2) .
We need to discuss some notation at this time. If a and s are integers, where a > 1 and s ≥ 0, we will let Q s (a) = (a s − 1)/(a − 1). Obviously, if s ≥ 1 then gcd(a, Q s (a)) = 1. Let p and m represent a prime number and nonnegative integer, respectively. If p m | a (i.e., if p m divides a) but p m+1 a, we will write v p (a) = m. It is easy to observe that, for each nonnegative integer n, v p (a n ) = nv p (a). Though the following has become a corollary to theorem 1.1, its contrapositive was established in 1959 [5] . For the purpose of developing the current paper's results in a methodic way, it will be useful to present a variation of Makowski and Schinzel's proof. Proof. Assume that the values of x and y are fixed, say x = a and y = b. Let (a, b, u 1 , w 1 ) and (a, b, u 2 , w 2 ) represent two distinct solutions of (2) . Without loss of generality, assume that u 2 > u 1 . Obviously,
and
Subtracting 1 from both sides of (3), we get
If there is a prime q that divides a and b then
due to the fact that gcd(a,
and so u 1 v q (a) = w 1 v q (b). Dividing this equation by (6) we get u 1 = w 1 , which contradicts u 1 > w 1 . Thus a and b are relatively prime.
Formulas for u 2 and w 2 , in terms of u 1 and w 1 respectively, will be presented in this paper. Before doing this, we need to review a few more known properties. When w = 2, equation (2) can be written as
In this case x divides y. M. Le [4] showed that, if (x, y, u, 3) is a solution of (2) Each of the following four results is either a special case of, or is easily derived from, properties compiled by P. Ribenboim [6] ; they will be useful throughout this paper. For these properties, we will let a, u 1 , and u 2 represent integers, where a > 1 and u 1 , u 2 ≥ 1.
At this time we will look at terminology and basic properties relevant to studying the other equations mentioned in this paper's abstract. Let a represent a positive integer, and σ(a) denote the sum of the (positive) factors of a. The abundancy (or abundancy index ) of a, denoted by I(a), is defined by
(1.7) If p is prime and m is a nonnegative integer then 
Consequently, σ is a multiplicative function; i.e., if b and c are relatively
where I is multiplicative.
In 1959, P. Erdős [2] studied the equation I(x) = I(y). More recently, the current author [7] presented some results concerning the equation
where the values of the distinct primes p and q were fixed; during this paragraph, assume that the positive integer values of m 1 and n 1 are also fixed. 
2 ) will be discussed in this paper. A few more results concerning (8) will be presented at the end of this article; additional results regarding this equation will appear in a forthcoming paper.
Main Results
Theorem 2.1. Suppose that, for fixed values of x and y, say x = a and y = b, there exist two distinct solutions of (2) . Let (a, b, u 1 , w 1 ) and (a, b, u 2 , w 2 ) represent those solutions, where u 1 < u 2 . Then:
, and another solution of (2) is given by (a
).
(B) Either u 1 | u 2 and w 1 | w 2 , or u 2 ≡ 1 (mod u 1 ) and w 2 ≡ 1 (mod w 1 ).
) is a solution of (2 (2) such that j and z are positive integers and (ju, zw) ∈ {(u 1 −1,
Proof. Equations (3) through (5) and (7) hold true, and (4) implies that
(A) Let g U = gcd(u 1 − 1, u 2 − 1) and g W = gcd(w 1 − 1, w 2 − 1). When the product of (5) and (9) is divided by abQ g U (a)Q g W (b), we get
Since gcd(
implies that
Dividing (9) by (11) and adding 1 to both sides yields
) cannot be a third solution of (2) such that (x, y) = (a, b), due to theorem 1.1. Thus g U = u 1 − 1, g W = w 1 − 1, and so (u 1 − 1) | (u 2 − 1) and (w 1 − 1) | (w 2 − 1). Equation (3) implies that
) is a solution of (2).
(B) Due to the division algorithm, there exist unique integers l u , l w , r u , and r w such that u 2 = l u u 1 + r u and w 2 = l w w 1 + r w , where l u , l w > 0, 0 ≤ r u < u 1 , and 0 ≤ r w < w 1 . Dividing (4) by (3) we get
Due to property 1.3, the left side of (12) is an integer. Also, the right side is (strictly) between −1 and 1. So
Multiplying (3) with (13), we get Q ru (a) = Q rw (b). But (a, b, r u , r w ) cannot be a third solution such that (x, y) = (a, b). Thus (r u , r w ) = (0, 0) or (1, 1), and so u 1 | u 2 and w 1 | w 2 , or u 2 ≡ 1 (mod u 1 ) and w 2 ≡ 1 (mod w 1 ).
) is a solution of (2). Since
it follows from part A of this theorem that u 1 − 1 divides u 2 − u 1 . So there exists a positive integer c such that u 2 = cu 1 (u 1 − 1) + u 1 . Similarly, there exists a positive integer d such that w 2 = dw 1 (w 1 − 1) + w 1 . When (7) is divided by (5) we get
Due to (5) and corollary 1.2, a | (b
is even, because of (5) (D) Assume that u 2 ≡ 1 (mod u 1 ). Appealing to part A of this theorem once again, there exist positive integers c and d such that u 2 = cu 1 (u 1 − 1) + 1 and w 2 = dw 1 (w 1 − 1) + 1. When (7) is divided by (5) we get
It continues to be true that a | (b w 1 −1 −1), and if 2 divides a then 4 divides
), it can be written as (a
would be a third solution of (2) such that (x, y) = (a, b), which is not possible.
If there exists a solution that is not equal to (a 
) is a solution of (2), different from (a
), and we have a contradiction. If (a u 2 , b w 2 , u 3 , w 3 ) is a solution of (2) then (a, b, u 2 u 3 , w 2 w 3 ) is also a solution, another contradiction.
(F) The proof of this part uses techniques similar to those found in the proof of part (E), and may be obtained from the author.
At this time, we will discuss a couple of relationships between (2) and the last equation in this article's abstract. Suppose that (x, y, u, w) = (p j , q z , u 1 , w 1 ) is a solution of (2), where p and q represent prime numbers; j and z are positive integers. It is easy to show that p = q. The following results are easily verified. 
Subtracting (18) from (17) we get
hypothesis of theorem 2.5 is satisfied, and m 1 + 1 or n 1 + 1 is any prime power, then (8) has a maximum of two distinct solutions in the specified form. The present author tends to believe that {p m 1 q n 1 , p m 2 q n 2 } = {80, 200} is the only solution of (15), but is unable to prove this at the present time. As previously indicated, a well-known conjecture states that { (2, 5, 5, 3), (2, 90, 13, 3) } is the solution set of (1). The following corollary to theorem 2.2 presents a relationship between a weaker version of this conjecture and the assertion in the first sentence of this paragraph. 
