We propose two kinds of layered neural network models using stochastic dynamics. One is a feedforward type of the Boltzmann machine, i.e., the network has probabilistic input·output relation. The other model utilizes a stochastic dynamics for a learning rule to avoid the difficulty being trapped in the local minima of an error function. § 1. Introduction
The perceptron is a typical feedforward neural network model which has capability of pattern recognition. The learning rule for the perceptron and its convergence was shown by Rosenblatt!) and Block
)
A typical perceptron has three layers and the connections between the second and third layers are modified by an error-correcting learning rule. Minsky and Papert analyzed the perceptron and showed its limitations. 3 ) Recently the PDP group proposed a learning rule to change the connections between the first layer and the second layer besides those between second and third layers. 4 ) Thereafter complicated problems have been sucessfully solved by the networks. 5 ) In their model, the output of each cell is expressed by a semilinear activation function of the weighed sum of the inputs through the connections. The connections are changed to decrease an error function. The learning rule is called 'back propagation of error' algorithm. Both the input-output relation and the learning rule are deterministic in their model.
We propose two kinds of stochastic models in this paper. In the first model, the input-output relation is probabilistic. This model is similar to the Boltzmann machine 4 ), 6) but the connections are not symmetric like the Boltzmann machine. So this model is an intermediate model between the perceptron and the Boltzmann machine. The other model uses a stochastic dynamics for the learning rule. In the deterministic model the system may encounter some local minima of an error function and it means that the problem cannot be solved. In the stochastic model the local minima can be got over with thermal noises, and it becomes possible to approach the correct solution by the simulated annealing technique.
6
) § 2. A probabilistic feedforward network
We propose in this section a neural network model which has a probabilistic input-output relation. At first we consider a two-layered neural network for simplicity. The state of the j-th cell of the input layer is expressed as Sj and that of the i-th cell of the output layer is rio The connection strength between them is Wi,j and the threshold of the i-th cell is written as Bi. The output state ri takes ± 1 with probability:
where hi= L;jWi,jSj-Bi and T is a parameter like temperature. This input-output relation is analogous to the Boltzmann machine, but the connections are not symmetric but only one-way in this model. The average value of ri is <ri>=tanh(hjT) .
This kind of semi linear function is used in the 'back propagation of error' algorithm. . The probability of the state of the total system is written as
where Po({Sj}) is the probability of the input pattern and P({ri}l{sj}) is the conditional probability of the output pattern when the inpuf pattern is {Sj}. The conditional probability is rewritten as ILP(ril{sj}) where
As an error function for a learning rule we adopt the Kullback divergence G measuring the distance between the conditional probability P({dl{sJ) of our system and the desirable conditional probability Po({dlk}) :
G={~to(k})~to({dl{sj})ln ~~f;:m::n . ( 
4)
The connection strength Wi,j is changed as G is decreased: (5) where < >0 is an average with respect to the desirable conditional probability. This learning nile is an extension of the learning rule for the Boltzmann machine, and this rule is equivalent to the learning rule for the perceptron when T=O.
We can adopt another error function to measure the distance:
If we use this error function, which corresponds to the error function for the 'back propagation of error' algorithm, the learning rule is given by
This learning rule is the same as Eq. (5) slows down the convergence of the learning algorithm when <ri> is nearly ±1. We applied this learning rule to the association of a time sequence of patterns.
S )
Generally a pattern at a certain time is determined by the past pattern sequence. As an example we consider a time sequence that a square is reciprocating along a diagonal like Fig. 2 . The next pattern is determined by the present pattern and the previous pattern, i.e., the direction of motion is necessary besides the present position to determine the next position. To associate the next patterns we use a three-layered neural network like' Fig. 1 . Each layer has 5 X 5 cells and the forward connection Wj,/s are assumed to be (8) Hence the pattern of each layer is simply transimitted to the next layer with one time lag. The feedback connection Wi./S to the first layer from the other two layers are changed with the learning rule (5), where <Sj> corresponds to the pattern of the second or the third layer, and {ri}o is the desirable pattern which should be associated in the first layer and {r;} is a pattern determined through the feedback connection Wi./S. If the pattern sequences are presented to the first layer again and again, the feedback connections are grown up to certain values. After the learning process the correct time sequence of patterns are associated through the feedback connections even if the 'pattern sequence is not presented in the first layer. Figure 2 is an associated time sequence of patterns which appeared in the first layer after the learning procedure, i.e., the associated pattern sequence was the same as the desirable pattern sequence. Initially the Wi./S were randomly chosen between -0.05 and 0.05 and the temperature was 1 in this simulation. The shaded cells take the value + 1 and other cells take -1.
Note that this network has three layers to retrieve the pattern from the past two patterns, and we can extend it to N-layered network to retrieve an pattern sequence in which a pattern at a certain time is determined by the past N -1 patterns, but it is essentially a two-layered system in a point of view that the network has no hidden layers. The connection strength is determined by the learning rule in this model. This is a different point from the Hopfield mode1 9 ) or the Sompolinsky and Kantor model,S) in which the connections are prescribed before the retrieval process. This model is closely related to the orthogonal learning by Kohonen. lO ) Next we consider a three-layered feedforward neural network which has a hidden layer. The input-output relation is the same as the two layered network. To obtain a learning rule we can adopt two kinds of error functions (4) and (6) . But the learning rule is not simply written down for the error function (4). So we use the error function (6) for the three-layered network here.
The state of the j-th cell in the second layer is written as aj. The connections from the first layer to the second layer and from the second layer to the third layer are respectively written as wIlk and w~~. The error function is rewritten as (9) where <ri>=~{rj},{aj}riP({ri}l{aJ)p({aj)I{Sk}). The conditional probabilities are written as 
where <ril{aJ>= ~riP({r;}l{aj}). Similarly
Ti
This learning rule corresponds to the 'back propagation of error' algorithm, but the connection strength does not explicitly appear in the equation .. We cannot therefore call this algorithm 'back propagation of error'.
We applied this three-layered network to the symmetry detector.
)
We consider a classification problem of input patterns as to whether or not they are symmetric about the center. For simplicity we use six cells to represent each input pattern which consists of + 1 or -1. There are two cells in the second layer as hidden units and one cell in the output layer to represent the symmetry. It is demanded that the output takes +1 with probability p=0.95 and -1 with probability 1-P, when the input patterns are symmetric. And it is demanded that the output takes + 1 with probability p=0.05 and -1 with probability 1-P, when the input patterns are not In this section we extend a deterministic feedforward network which is used in the 'back propagation of error' algorithm. We consider a three-layered network here. The output state ri of the i-thcell is determined by the input state {Sk} and the intermediate state {aJ as
where {riO} is a desirable output pattern for the input pattern {Sk}. If the connections are changed as the error function. is decreased as before, the 'back propagation of error' learning rule is obtained. The steepest descent rule is efficient but it is possible that there are some local minima in the error function and we cannot obtain a correct solution since the network is trapped in one of the local minima. One method to get over· the local minima is to add thermal noises to the learning rule. We add further another function U2 to prevent the connections from being too large and obtain a simple relaxation term. The learning rule is written as
where~r~'s and ~;,Vs are Gaussian white noises with <~r~>=O, <~J,lk>=O, <~r~(t) . ~r~At'»=2 TOi,i'Oj,j,o(t -t') and <~;'Vt)· ~J.~k,(t'»=2 TOj,j'Ok,k'O(t -t').
From these Langevin equations the Fokker-Planck equation for the probability distribution P({wr~}, {W;,lk}, t) of the fluctuating connections is obtained as
An equilibrium solution of this Fokker-Planck equation is
If U2=0 and T=I=O, the denominator becomes infinite because limw-ooUI = Uloo is finite or the maximum value of error is finite. Namely the connection strength wr~ and W;,lk behave like the random walk and go away to infinity and an equilibrium distribution cannot be attained. This is the reason why we add the potential U2. If we introduce the H -function: 
where U = Ul + U2. Therefore the probability distribution converges to the equilibrium distribution. Thus it is impossible to stay near the local minima and the global minimum can be attained if the temperature is decreased suitably like the simulated annealing.
.Geman et al. proposed. to decrease T as Tee c/log(t), where t is time arid c is a certain large number.ll), 12) As an example we show a result for the XOR problem. The network is shown in Fig. 4(a) '. The desirable input-output relations are 
The connection strength and the threshold shown in Fig. 4 (a) correspond to a local minimum of U, which is a result for T=O and K=0.05/N, where N is the total number of connections and thresholds. The total value of U does not change in time and keeps a high~ level as shown in Fig. 4(b) . The fluctuating time sequence in Fig. 4(b) is a result of a computer simulation for T=0.002 in which we chose the values in Fig. 4(a) as an initial condition. Owing to the ranc dom noises the value of U fluctuates randomly at the high-level but suddenly decreases at t:::::: 130. It means that the system got over the local minimum at that time. Figure 5 shows equilibrium distributions of U for T=O, 0.0004 and 0.0016. The value of U at T=O was obtained through decreasing T from 0.0004 to 0 and it correspodnds to an approximate solution of the XOR problem. As the temperature is increased, both the mean value and its fluatuation become large. If the temperature T and the other parameter K are suitably decreased to zero, we can obtain a better solution to XOR problem. § 4. Summary and discussion
We proposed two kinds of stochastic neural networks. The input-output relation. was probabilistic in the former modeL The model is an intermediate type of network between the perceptron and the Boltzmann machine. We can understand a close relation between the two networks through our model. The learning rule is a little different from the back propagation algorithm since the connection strength does not appear explicitly in the equation. And the model can also be applied to the association problem.
Stochastic dynamics was used for the learning rule in the latter model. The learning rule was a simple extension of the back propagation algorithm, i.e., we added a noise term and a relaxation term to the original equation. We obtained a thermal equilibrium distribution for the connection strength. It is necessary to know the depth and area of the basin of the local minima to choose suitably the noise strength T and· the parameter K but it is left to future study. But the simulated annealing technique or decreasing T slowly for relatively small K is expected to be useful in this learning rule. We can also use a Monte-Carlo simulation to obtain a thermal equilibrium distribution. Baba carried out some numerical simulations 13l for layered networks using random optimization method. His method corresponds to a kind of Monte Carlo simulations for T=O. To compare the Monte-Carlo methods with the Langevin. simulations is also left to future study.
