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This work is concerned with the modeling and analysis of lossy planar dielectric
optical waveguides. Loss mechanisms which affect propagation characteristics are
reviewed, and various representations of the propagation constant in the lossy case
are defined. Waveguide structures which are susceptable to absorption and/or to
leakage loss, in particular silicon-based structures, are discussed. The modeling and
analysis of these waveguides by various computational techniques is considered.
Two computational methods, the commonly used transfer matrix method and
the recently developed impedance boundary method of moments (IBMOM), are re-
viewed and extended to the complex domain. A third computational method, which
offers improved convergence of the IBMOM for structures with large stepwise changes
in refractive index, is formulated. In this approach, the regions containing refractive
index discontinuities are replaced by equivalent extended impedance boundary con-
ditions, and expansion of the transverse field in the remaining region of continuous
refractive index profile is carried out. A significant increase in the rate of conver-
gence is demonstrated for various waveguide structures, including an anti-resonant
reflecting optical waveguide (ARROW) structure.
Two applications of the IBMOM with extended impedance boundary conditions
are presented. In the first, the method is applied to the design of a chemical sensor.
The sensor, a silicon-based ARROW structure, is designed to measure the refractive
index of certain chemical substances with a high degree of accuracy. In a second
application, graded index SiON waveguides fabricated at Oregon State Universityare
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Introduction
 
Dielectric optical waveguides play a significant role in present day photonic and 
optoelectronic technology. They are used in optical devices such  as semiconductor 
lasers, switches, modulators, filters, multiplexers, directional couplers,  and power 
dividers. They also find use as optoelectronic interconnections and as acoustic, pres­
sure, and chemical sensors. 
A variety of materials and processing techniques are currently used in the fab­
rication of dielectric waveguides. Various combinations of material and method are 
advantageous for specific cases.  For instance the anisotropy of lithium niobate, 
LiNbO3, is useful for switching, modulation, and sensing applications.  One com­
monly used fabrication technique for this material involves the diffusion of titanium 
into a LiNbO3 substrate. Dielectric waveguides can also be fabricated of semicon­
ductor materials, which may be relatively lossy at visible or infrared wavelengths. 
One example is the  semiconductor gallium arsenide, GaAs, often used in the 
fabrication of semiconductor lasers. Semiconductor-based optical waveguides have 
advantages over those produced by methods such as diffusion into or deposition onto 
other types of substrates. In particular, silicon-based integrated circuit technology is 
a well established field, therefore standard fabrication techniques can be used. As a 
result, silicon-based waveguides may be readily integrated into electronic integrated 
circuits (ICs). 
A variety of refractive index profile configurations  can be found in dielectric 
waveguides, depending on the application, material  system, and processing tech­
nique. Many computational methods exist for efficiently determining propagation 
characteristics of planar structures with specific refractive index profiles, such as 2 
step index or continuously graded index profiles [1] - [13]. Conversely, powerful nu­
merical tools such as the finite element and finite difference methods [14], [15]  are 
capable of analyzing general dielectric waveguide structures but  are typically not 
computationally efficient, which is a disadvantage in design optimization. 
In the present work, three techniques which may be utilized in the design and 
analysis of planar dielectric waveguides are discussed. Two of the methods have been 
presented in previous works: the transfer matrix method [1], [2] and the impedance 
boundary method of moments [13]. The third method combines elements of the 
other two, allowing analysis of a broader range of refractive index profiles. Each of 
the three techniques is extended to allow the inclusion of loss terms in the analysis. 
For some applications and waveguide materials, loss is not  an important factor 
in design or analysis. Therefore, a lossless approximation is sufficient, simplifying 
computation. However, for cases where loss cannot be neglected, the analysis be­
comes more complicated, requiring extension to the complex domain. Silicon-based 
optical waveguides are particularly susceptable to various loss mechanisms, some of 
which are reviewed in Chapter 2. It is important to include loss terms for accurate 
analysis of silicon-based structures. 
One of the more common analysis techniques which is readily extended to the 
complex domain is the transfer matrix method [1] - [7]. This technique is accurate and 
efficient for the analysis structures with step refractive index profile. The efficiency 
of the matrix method may suffer, however, for structures with continuously graded-
index regions. The graded portion of the index profile may require approximation 
by a large number of sufficiently thin layers for an accurate solution. The matrix 
method is reviewed and its extension to the complex domain described in Section 
3.1. 
Another approach to the analysis of planar multilayer structures is the impedance 
boundary method of moments (IBMOM) [13], which is reviewed in Section 3.2. This 
method suffers almost no reduction in accuracy or efficiency in the analysis of con­
tinuously graded-index structures. The IBMOM was originally developed to analyze 
lossless structures and is extended in this work to lossy structures. One distinct  ad­3 
vantage of the IBMOM over the matrix method is that the number of guided modes 
may be determined without a root search of the characteristic equation of the struc­
ture. While the IBMOM is very efficient for calculations involving one continuously 
graded-index or one homogeneous region, many expansion functions may be required 
for accurate analysis of waveguiding structures with pronounced stepwise changes in 
refractive index. 
To improve the convergence of the IBMOM for structures with large stepwise 
changes in refractive index or a combination of a continuously graded-index region 
and step index changes, an improved technique has been developed combining the 
IBMOM and the matrix method. In this approach, the regions containing refractive 
index discontinuities are replaced by equivalent extended impedance boundary con­
ditions. The extended boundary conditions are determined using either the matrix 
method or a method based on cascaded transmission lines, similar to the transverse 
resonance technique [8]. One disadvantage of this method is that the number of 
guided modes cannot be easily determined before the root search. However, this 
method proves to be a versatile, accurate, and efficient method for analyzing a large 
class of lossy waveguide structures. This technique is described in Section 3.3 of the 
present work. 
The computational techniques discussed in the present work can readily be used 
to analyze typical silicon-based planar optical waveguides. One such structure cur­
rently of interest in the literature is the anti-resonant reflecting optical waveguide 
(ARROW) [16] - [28]. The ARROW, which may readily be implemented on silicon, 
is an inherently leaky structure that supports one dominant low loss mode and has 
a core region large enough for efficient coupling to a single mode optical fiber. Tech­
niques for modeling and analysis of ARROW structures are presented in Chapter 4. 
A comparison is made of the convergence rates of the three computational techniques 
described above: the matrix method, the original IBMOM, and the IBMOM with 
extended impedance boundary conditions. 
Applications using the IBMOM with extended impedance boundary conditions 
in the design and analysis of silicon-based structures are demonstrated in Chapters 4 
5 and 6.  In Chapter 5, the design and theoretical analysis of an ARROW-based 
optical waveguide chemical sensor is presented. This sensor may be used to measure 
refractive indices over a 0.05 range with a high degree of accuracy.  Theoretical 
sensitivity is compared to experimental results of a non-ARROW sensor designed for 
use over the same range of refractive indices. 
In a second application, the IBMOM with extended impdeance boundary con­
ditions is applied in the analysis of lossy, silicon oxynitride graded-index  planar 
waveguides fabricated at Oregon State University. The effective indices of the wave­
guide modes are measured and compared to theory in Chapter 6.  Results are also 
presented of experiments measuring the loss per unit length of these waveguides. 5 
Chapter 2 
Analysis of Lossy Waveguides 
2.1  General Modeling Considerations 
The geometry of a typical planar dielectric optical waveguide is shown in Figure 2.1. 
Analysis of such a waveguide involves determination of the propagation  constants, 
-ym, which give information regarding the behavior of the TE and TM modes of the 
structure. From the propagation constants, the effective indices corresponding to 
each mode, 13m/ko, and the attenuation per unit length may readily be calculated, 
and the mode profile (field amplitude transverse to the direction of propagation) may 
be determined. 
The propagation constants and associated mode profiles are the eigensolutions of 
the one-dimensional Helmholtz equation and are described by Ey(x) for TE modes 
and Hy(s) for TM modes. Assuming propagation in the  z direction, a time de­
pendence of exp(jwt) and no variation of the fields in the  y direction, Helmholtz 
equations for the transverse fields may be written as follows. 
For TE modes: 
d2 
x2EY(x) 
(n2(x)k2  -y2) Ey(x) = 0  (2.1a) 
For TM modes: 
d 
n2 (x ) 
dx 
1  d
(n2(x) dxHy(x)) + (n2(x)e,  72) Hy(x) = 0  (2.1b) 
In these equations n(x) is the refractive index profile, k. = 21-/A0 is the free-space 
wavenumber, and k = n2(x)kg  72 is the transverse wavenumber  .  The tilde 
denotes a complex quantity. A discussion of the various representations of -y used in 
the literature may be found in Appendix A. In this work, the propagation constant 6 
x 
nc 
Xn+ 1 
Xn  fin  i dn 
X3
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Figure 2.1. A planar multilayer waveguide structure in which iii is the refractive 
index of each homogeneous layer and may be complex, di is the thickness of each 
layer. Propagation is in the z direction. 
is given by y = 0  ja/2, where # is the phase constant and a is the attenuation 
constant related to the mode intensity. 
As mentioned in the introduction, there are instances when a lossless approxi­
mation is sufficient for the analysis of a waveguide structure. In that case, a = 0 and 
-y EE /3 in equations (2.1a) and (2.1b). When loss cannot be neglected, as for the case 
of silicon-based structures, analysis of the waveguide occurs in the complex domain. 
2.2  Loss Mechanisms in Dielectric Waveguides 
There are several causes for reduction in intensity of a guided mode as it propagates 
through a dielectric waveguide. The reduction in intensity is influenced by the ma­
terials from which the waveguide is made and the proximity of other materials, since 
the field is not completely confined in a dielectric waveguide. The frequency depen­
dence of material properties and field profile contribute to the frequency dependence 
of the loss per unit length. Loss mechanisms can be divided into three broad cate­
gories: absorption, scattering, and leakage loss. Each of these three loss mechanisms 
will be described in the following section and associated appendices. This thesis 7 
addresses the analysis of dielectric waveguides with absorption and leakage loss. 
2.2.1  Absorption 
Material absorption depends on both the electronic properties of the material (whether 
it is a conductor, a semiconductor, or an insulator) and on the wavelength (energy) 
of the guided mode. Loss due to material absorption is generally expressed as  an 
imaginary part of the refractive index called the extinction coefficient, k. To avoid 
confusion with wavenumber k, the extinction coefficient will be denoted k  in this 
thesis. The refractive index is then given by n = n  jkezt. The extinction coefficient 
is related to the attenuation constant by [4], [29], [30] 
2i.Okert 
CENp 7.-1"  (2.2) 
where a is given in Nepers, w is the radian frequency of the guided mode, and c is 
the speed of light in free space. 
In non-metallic solids such as insulators and semiconductors from which dielec­
tric waveguides are fabricated, the main sources of absorption are localized vibrations 
and, in crystalline materials, lattice vibrations, and electronic transitions at or near 
bandgap energy. Electronic transitions are also called band-to-band transitions. The 
guiding regions of the waveguides considered in this thesis are generally fabricated 
from insulators, and therefore are susceptable to vibrational absorption at the op­
tical frequencies of interest. In semiconductors such as silicon which is used  as the 
substrate material in many of the waveguides considered in this work, both vibra­
tional and band-to-band absorption are important depending on the wavelength of 
the mode [30], [31], [32]. These mechanisms are described in more detail in Appendix 
B. 
The energy bandgap of silicon is less than the energy corresponding to the wave­
length A° = 0.6328Am of the commonly used helium neon laser. Therefore, silicon 
suffers strong absorption at that wavelength. To show the detrimental role impu­
rities can play in an optical waveguide, consider the example of silicon.  At the 
HeNe wavelength, the extinction coefficient is 0.019 [31].  Using the relationships 8 
Table 2.1. Absorption for Various Materials at A, = 0.6328pm 
Material
 
Aluminum
 
Copper
 
Gold
 
Silver
 
Silicon
 
GaAs
 
SiO2
 
Si3N4
 
Refractive Index 
2.00 - j 10.00 
0.260  j 3.42 
0.196  j 3.00 
0.131  j 3.88 
3.880  j 0.019 
3.856  j 0.196 
1.456 - j 0.000 
2.022 - j 0.000 
aNp = aakeztic and adB = 4.343aNp, this translates to a loss in intensity of over 
15,000 dB/cm. Even a small number of silicon impurities in, for example, the SiON 
guiding region of a silicon-based waveguide structure may cause a significant increase 
in propagation loss due to absorption. Table 2.1 shows the attenuation constant for 
some commonly used materials [31]. 
2.2.2  Scattering 
Scattering in dielectric waveguides occurs both in the bulk of the guiding layer and 
at the interfaces between the guiding layer and cladding. Bulk (volume) scattering 
occurs when the guided wave encounters an inhomogeneity in the otherwise uniform 
guiding region, and surface scattering is caused by the effects of a rough interface. 
In both cases, the propagation constant of the guided mode is slightly altered, and 
total internal reflection may not occur for some of the scattered waves. The scatter­
ing mechanisms contributing the most to propagation loss in dielectric waveguides 
are described in Appendix B, including a brief discussion of the fundamentals of 9 
scattering theory. 
2.2.3  Leakage 
Because leakage loss is such an important part of the design of silicon-based wave­
guide structures, leakage loss is presented in detail in the main body of this work, 
rather than in the Appendix. The term 'leaky mode' refers to a transient wave that 
is not a strictly guided mode but may still propagate a relatively long distance in 
a waveguide before it decays significantly. As with scattering, light energy is not 
actually lost in the system, just redirected away from the waveguide core. However, 
since the optical power in the guiding region is reduced as the wave propagates, the 
leaky waveguide configuration is generally thought of as a loss mechanism. 
Leaky Structures 
There are two principal mechanisms that yield leaky modes in waveguide structures. 
The first involves a waveguide which is put in proximity to a material with refractive 
index equal to or higher than that of the guiding region (see Figure 2.2a). As  a 
result, optical power is coupled to the high index material, (the 'leaky region')  via 
the evanescent field [33], [5]. 
This type of leakage occurs in silicon-based fabrication technology because the 
silicon substrate generally has a higher refractive index than the guiding or cladding 
layers. The resulting leakage effect is undesirable, and is usually minimized by use 
of a thick buffer layer between the substrate and guiding regions. 
A second type of leaky structure consists of a waveguide that is excited below 
its cut-off frequency. Figure 2.2b shows a waveguide that supports a guided mode 
adjoining a waveguide whose cut-off wavenumber is slightly above that of the first 
one. Although here the second waveguide does not support a guided mode, a wave 
launched into the second waveguide may propagate a relatively large distance if it 
is excited into one of the leaky modes of the structure [4], [33], [34], [35].  In both 10 
nc <nf 
of 
kci  kc2>kci 1. 
nb <nf 
II ns >nf 
(a)  (b) 
Figure 2.2. Two types of leaky structures. In (a) region ns causes leakage from 
region nf, and in (b) the waveguide on the right side of the interface is excited below 
cut-off into a leaky mode 
configurations, the evanescent field of less well-confined (higher order) modes reaches 
farther into the cladding, and therefore, these modes are more susceptable to leakage. 
The Leaky Mode Solution 
It is known that the discrete set of guided modes and  an infinite continuum of 
radiation modes form the complete set of orthogonal modes in an optical waveguide 
[34], [33]. Discrete 'leaky modes' are not true waveguide modes. Instead, they are, as 
mentioned previously, nearly-guided transient waves. The behavior of the transient 
field can be represented by a superposition of an infinite number of radiation modes, 
but is often well approximated by the 'leaky mode solution' [33], [36]. The leaky 
mode solution treats the leaky wave as a discrete guided mode with an attenuation 
constant to account for the reduction in optical power as the mode propagates in the 
waveguide. 
Two techniques are commonly used to find the leaky mode solutions correspond­
ing to either of the leaky configurations above. In each method certain assumptions 
are made about the form of the transverse field solutions, and the complex propaga­
tion constant for the waveguide structure is found. 11 
The first method was described by Marcuse in 1974 [33], and subsequently incor­
porated into the matrix method by Chilwell and Hodgkinson in 1984 [1], as discussed 
in Section 3.1. The transverse field solutions in the guiding region are assumed to be 
of the same form as in the lossless case. In the nonleaky cladding regions, the field 
decays exponentially, as in the lossless case. In the cladding region(s) where leakage 
occurs, however, the transverse field solution is assumed to be exponentially increas­
ing. Physically, the field cannot increase toward infinity, but, because the resulting 
solution accurately describes the actual power reduction in the guiding region, the 
increasing field assumption is allowed near the waveguide [33], [36]. The resulting 
system of field equations can then be solved for the propagation constants [1], [3]. 
Implementation of the leaky mode solution is described in Chapter 3. 
A second method for finding the leaky mode solution, derived by Ghatak and 
co-workers in 1987 [2], [5], is based on the observation that well-confined leaky modes 
in waveguides with a leaky region (the first type described in this section) are more 
similar to guided mode solutions with some attenuation than they are to radiation 
modes, even though they are a superposition of radiation modes. Ghatak terms these 
solutions quasi-modes. For low-loss cases where the approximation applies, an expo­
nentially decaying field solution is allowed in the region which separates the guiding 
region from the leaky cladding (the buffer layer). The oscillatory field in the leaky 
cladding is damped, compared to a typical radiation field [5]. Once # is determined, 
a curve-fitting procedure is used to determine a. Huang, et al.  [28], compare the 
two methods in the analysis of an ARROW structure. As demonstrated by Huang 
and co-workers, the quasi-mode approximation is valid for small attenuation. 12 
Chapter 3
 
Analysis Tools
 
The computational methods described in this section utilize various techniques in 
the solution of differential equations (2.1a) and (2.1b). The matrix method uses 
the analytical solutions in each homogeneous layer and enforces the continuity of 
the transverse electric and magnetic field components at the interface between two 
layers. The IBMOM uses an expansion of the transverse field in the guiding region 
after replacing the field solutions in the cladding layers by equivalent impedance 
boundary conditions.  In the following sections, each method will be derived for 
the lossless case (ry  /3) and extension to the complex domain will be discussed -.-a 
subsequently. 
3.1  The Matrix Method 
The method of describing the propagation of a light ray through an optical system 
(lens, polarizer, homogeneous medium, etc.) by relating the position and the angle 
of incidence of the ray at the input and at the output of the system has been used 
for many years [29]. Two linear equations describing position and slope (angle) can 
easily be represented in 2x2 matrix form. For a system with cascaded elements, the 
transfer matrices of the individual elements are simply multiplied. 
This technique may readily be utilized to determine both the effective indices 
and mode profile functions of a planar multilayer waveguide such as that shown 
in Figure 2.1. In this case, the transfer matrices describe the relationship between 
transverse electric field and transverse magnetic field at successive interfaces between 
each homogeneous layer. Similar to the relationship between position and slope (the 
derivative of position), it and  are related by Maxwell's equations: -I-1 13 
v x  =  jwitoll  for TE modes  (3.1a) 
V x H =  jceet  for TM modes  (3.1b) 
To utilize the transfer matrix approach, propagation in the transverse direction 
is assumed. This is the x direction for the structure with coordinates and geometry 
shown in Figure 2.1. For a planar structure, no field variation in the y-direction is 
assumed (010y = 0). The field components transverse to the direction of propagation 
are Ey and Hz for TE modes, and Hy and Ez for TM modes. In this case, Maxwell's 
equations simplify to 
0Hz (x )  for TE modes  (3.2a) 
jweEz(x)  for TM modes  (3.2b) 
The solutions to Helmholtz equations (2.1a) and (2.1b) in a homogeneous layer 
and their derivatives are required for use in the matrix method. In layers 1-n of the 
waveguide, these solutions are of the form 
For TE modes: 
Ey(x) = At exp [jKi(x  xi)] + Bt exp [jrci(x  xi)]  (3.3a) 
dx Ey(x) = icoPollz(x)=  exp [Pci(x  xi)]  (3.3b) 
-EjBitci exp [jtci(x  xi)] 
For TM modes: 
Hy(x) =  exp [jrci(x  xi)] + Bt exp [jKi(x  xi)]  (3.4a) 
dH (x)
dx	  jweEz(x) = jAiKi exp [jici(x  x1)]  (3.4b) 
+jBociexp [Pci(x  xi)] 14 
The transverse wavenumber is given by Ki = Vrq(x)1q,  2. 
For guided mode solutions, the transverse fields in the cladding regions decay as 
x > ±oo. Therefore, the form of the transverse field solutions and their derivatives 
in the cover and substrate regions are: 
For TE modes: 
Ey,(x) = Bc exp [-77.(s  x.+1)]  (3.5a) 
wit.H.sc(x) = .ilicBc exP [qc(x  x.+1)]  for x > Xn+11  (3.5b) 
and 
Eys(x) = A. exp [-71,x]  (3.6a) 
witolizs(x) = iri.A. exp [risx]  for x < 0.  (3.6b) 
Here qi = ±2 legq, where i refers to cover or substrate. The sign ofIii is chosen 
such that Re {77i} > 0 [1], [3]. 
For TM modes: 
Hyc(x) = Bc exp [qc(x  xn+1)]  (3.7a) 
weE,c(x)  = Pic-8c exp [-71c(x  xn+1)]  for x > xn+1,  (3.7b) 
and 
Hys(x) = A, exp [773x]  (3.8a) 
weEss(x) = jzisAs exp [77.x]  for x < 0.  (3.8b) 
With Re {IN} > 0. 
The boundary conditions at each interface require continuity of the transverse 
electric field Ey(s) and dEy(x)Idx oc H3(x) for TE modes and continuity of the 
transverse field Hy (x) and 1/n2(x) dHy(x)Idx oc Es(s) for TM modes. Therefore, 15 
the fields in cover and substrate may be related by transfer matrix equations as 
follows. 
For TE modes: 
Eys  Ewc 
= M1 M2  Mn  (3.9) 
(4,,polizs  wpok 
[  cos Kidi  -1:- sin Kidi
where M = 
KJ  i = 1,  , n . 
j Ki sin ii di  cos Kidi 
For TM modes the matrix equation has the form: 
Ilyc  I
= Mi M2  Mn  (3.10)
Weon!Ez.,  weon!E. 
7 
icon?  .
COS Kidi  Kidi where M =  = 1,  , n . 
sin Kidi  cos KA 
The solutions of (3.9) and (3.10) form the discrete set of effective indices,nef f m 
flmlk, 
Values of effective index for guided modes lie between the larger of n3 or n, and 
the highest ni in the waveguide. The effective indices may be determined using the 
following procedure: several incrementally larger values of 13/1co ranging from the 
lower limit to the upper are chosen. Starting at the substrate/first layer interface, 
an arbitrary constant value for coefficient A0, for example A0 = 1, is assumed. 
Application of (3.9) or (3.10) enforces the boundary conditions at each subsequent 
interface. The effective indices of the structure are the values of ir 31 ko that provide 
an equality between the equations relating the electric and magnetic fields at the 
cover/nth layer interface. 
To find the mode profiles for the structure, it is convenient to solve the system 
of equations in the exponential form given by (3.3a)  (3.8b). Using the neff values 
already determined, and again, assuming A, = 1, each coefficient Ai and Bi may 16 
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Figure 3.1. A waveguide with inhomogeneous guiding region.  a) Transverse field 
profile of the two TE modes; b) refractive index profile. 
be found sequentially. Ai and Bi provide the transverse field amplitude to within a 
multiplicative constant. The refractive index profile of a multilayer waveguide and 
the corresponding mode profile of the two TE modes are shown in Figure 3.1. The 
mode profile was generated using the matrix method. 
3.1.1  Absorbing Structures 
For lossy structures, described in Section 2.2.1, complex refractive indices are given 
by lz = njkezt, where kext is the extinction coefficient of the material. The inclusion 
of the complex refractive index necessitates a complex propagation constant, defined 17 
in Chapter 2 to have the form 7 = /3 ja/2. The determination of 7/ko now involves 
a search of the complex plane for roots of the characteristic equation. The method 
used to search the complex plane is described in Section 3.1.3. 
3.1.2  Leaky Structures 
When leakage loss must be included in the waveguide analysis, the method of solu­
tion has two main differences from the lossless or absorptive case [1], [3]. First, the 
transverse field solution increases in amplitude into the leaky cladding region(s), as 
discussed in Section 2.2.3. The appropriate modification to the sign of k., and/or 
k, must be made. The other difference between the leaky case and the lossless or 
absorptive case is that an appropriate region for the search of roots of the charac­
teristic equation must be chosen. As discussed in Section 2.2.3, the effective indices 
for leaky modes may either lie in the same range  as the guided modes or below 
cut-off for guided modes. In the latter case, the search for the real part of the roots 
of the characteristic equation is restricted to the range between 0 and the larger 
of Re {tic} and Re {n.}. For structures which leak energy only into the substrate, 
for example, silicon-based structures, the search range may be further reduced to 
Re {nc} < 131ko < Re {ils}. For structures in which both types of leaky modes exist, 
the search range includes both the guided mode region and the region below cut-off. 
3.1.3  Complex Root Search 
To find the propagation constants of either lossy guided modes or leaky modes, it 
is necessary to determine the complex roots of the characteristic equation.  Effi­
cient numerical methods utilizing complex analysis techniques specifically for use in 
the analysis of planar optical waveguides  are described in [3], [6].  Either of these 
approaches could be applied in the computational methods presented in the next 
chapter for increased efficiency. 
The simple procedure used in this work involves a search of the complex plane 
using a root-finding technique called Muller's method [37], [38].  In this numerical 18 
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Figure 3.2. Bracketing scheme used in Muller's method. 
technique, three points in the complex plane are interpolated by a quadratic poly­
nomial, as shown Figure 3.2. The magnitudes of the two roots of the interpolating 
polynomial are evaluated and the root that is closest to the magnitude of the middle 
of the three initial points is chosen as the new middle point. The two initial points 
on each side are the new end points. Muller's method converges nearly as rapidly as 
Newton's method but does not require finding the derivative of the function. 
The procedure used in this work to find the propagation constants starts with 
solving the characteristic equation with values of 911c0 that lie between the  appro­
priate limits, as discussed above. Each real root is bracketed by searching for a sign 
change, as in the lossless case. To find the complex roots efficiently,  an imaginary 
part is added to the upper bracket enclosing the root. To get a worst-case estimate 
for waveguides with absorption loss, the imaginary parts of the indices of refraction 
of all layers are added and multiplied by two, as shown in Figure 3.2. This should be 
a sufficiently conservative estimate since, as given in equation (2.2) for a plane wave 
in a homogeneous medium [4], [30], 
a  2wkext 
anorm =  = 2kezt  (3.11)
ko  cico 
For leaky structures, it is possible to either estimate the loss of the roots or, less 
efficiently, to let Muller's method conduct the root search without an initial guess. 
In the generation of dispersion curves, the previous root for  a given mode may be 19 
Table 3.1. Matrix Method used in the Analysis of a Lossy Waveguide 
Four-Layer Lossy Planar Dielectric Waveguide
 
n3 = 1.5, n1 = 1.66,n2 = 1.60, fi3 = 1.53  j1.53x10-4,
 
ii4 = 1.66  31.66x10-4, ne = 1.0
 
d1 = d2 = d3 = d4 = 0.5pm, A  = 0.6328gm
 
Mode  Matrix/Muller's Method  Ref. [3]  Ref. [1] 
glk, 
alko 
(x10-4)  # iter.  /31ko 
alk, 
(x10-4) 
161ko 
alk, 
(x10-4) 
TE0  1.62272868  0.006733  4  1.6227286  0.00673  1.622729  0.0068 
TE1  1.60527569  1.662443  4  1.6052756  1.66244  1.605276  1.6622 
TE2  1.55713613  0.208801  4  1.5571361  0.20880  1.557136  0.2091 
TE3  1.50358696  0.550325  4  1.5035869  0.55032  1.503587  0.5504 
TM°  1.62003132  0.008928  5  1.6200313  0.00892  1.620031  0.0089 
TM1  1.59478847  1.655653  4  1.5947884  1.65565  1.594788  1.6555 
TM2  1.55498067  0.237048  4  1.5549806  0.23704  1.554981  0.2372 
TM3  1.50181764  0.425300  4  1.5018176  0.42530  1,501818  0.425 
used as an initial guess for the solution of the subsequent root, solving this problem 
efficiently. 
Table 3.1 compares propagation constants computed using the matrix method 
combined with Muller's method with those found using other methods. Also shown 
are the number of iterations required by Muller's method for an absolute accuracy 
of 1 x 10-1°. 20 
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Figure 3.3. A waveguide coupler with equivalent impedance boundary conditions. 
3.2  Impedance Boundary Method of Moments 
The recently developed impedance boundary method of moments (IBMOM) [13] 
utilizes the principle of representing a function as the superposition of a series of 
orthogonal expansion functions. In the IBMOM technique, the two cladding regions 
are replaced by equivalent impedance boundary conditions, as shown in Figure 3.3, 
and the expansion of the transverse field solution is carried out in the region between 
the cladding layers. 
The following description of the IBMOM assumes a time dependence of exp(jwt) 
and propagation in the z direction. The lossless case [13] is first reviewed; then an 
extension to the complex domain is described. Helmholtz equations (2.1a) and (2.1b) 
may be written in operator form [39] as follows. 
For TE modes: 
{ ([32 LTE Ey(x) =  le,n2 (x))] Ey(s) = 0  (3.12a) 
cdi 2s2 
For TM modes: 
[n2 d  1 d 
LTM  =  (132  lc!n2(x))1Hy(x) = 0  (3.12b) dx  n2(x) dx) 
n2k02 The quantity \/32  =  =  defined in the previous section, may be nor­
malized as Niko = \J/32 /kg  rd, where  1 ko is the effective index of the structure. 21 
For a lossless waveguide structure, transverse field solutions in the homogeneous 
cladding regions have the form of decaying exponentials proportional to eTnix, with 
the upper sign for x > 0 and the lower sign for x < 0.  Subscript i refers to the 
substrate or cover cladding layer, respectively. 
As discussed in Section 3.1, the boundary conditions for TE modes at the in­
terface between the guiding region and the cladding require continuity of both the 
transverse electric field Ey(x) and dEy(x)/dx, where the latter is proportional to 
the transverse magnetic field Hy (x). Therefore, the TE mode field solutions in the 
cover and substrate regions may be replaced with the equivalent mixed boundary 
conditions 
d;Ey  77,Ey = 0  at x = 14 2  (3.13a) 
d  ncEy = 0  at x  2  (3.13b) dx 
as indicated in Figure 3.3. The subscripts s and c refer to substrate and cover, 
respectively. For TM modes, the continuity of the transverse field Hy(x) and 1/n2 (x) 
dily(x)/dx yield the boundary conditions 
d  n2(x) 
dx
11  7/8 
!  =  at x = L 2  (3.14a) 
d  n2(x) .0  11  0  at x =  2 .  (3.14b) 3-11­
Y dx  n2 Y 
Equations (3.13a) - (3.14b) define impedance boundary conditions, so-called because 
the ratio of the transverse electric field and its derivative is proportional to the 
transverse wave impedance, to be described in Section 3.3.1. 
A change of variables (-F---)  x is implemented so that the expansion region w/2 
ranges from 1 < x < 1. This facilitates the direct use of, for example, Legendre 
polynomials as expansion functions. The transverse field, b(x)  = Ey(x) for TE 
modes or tk(x) = Hy(x) for TM modes, is expanded into a complete set of expansion 22 
functions Oi(x) such that 
cx). Ecimx),  -1 5_ x < 1.	  (3.15) 
An inner product is defined as 
(14) = itRf(x)g(x)dx,	  (3.16) 
-1 
where tR = 1 for TE modes and tR  = n(.1)2 for TM modes. To incorporate the 
boundary conditions at x = 1 and x  = -1 into equations (3.12a) and (3.12b), an 
extended operator is defined as: 
(L% f,g) = (LT f , g) 
+6- [tR (- f (x)g(x) - (x)g(x))] 
+  [tR (- f (x)g(x) +  (x)g(x))].._i	  (3.17) 
In this case TR stands for either TE or TM, and tR is defined as above. 
Equation (3.2) is converted to an equivalent matrix form by substituting the 
field expansion given in (3.15).  Following Galerkin's procedure [39], each term is 
multiplied by the testing functions 4); and integrated over the expansion region. 
After some simplification, the result of this procedure can be written as 
cif	  corki0.)0;(1) 
.	 w 
ci0i(-1)46(-1) + 4.E ci I n2 (x)(kid'idx 
132 E ci f n2(x)Oisrkidx = 0,	  (3.18)
-1 
or in matrix form as 
[32  1  7/c  713 7-c-D+pQ-FicoR-V-k:S-T1-c=0.	  (3.19) 
The matrices D, Q, R, S, and T are defined as follows: 
D2  =  iirki( kids	  (3.20a) 23 
141-7 Qii  =  O'Mdx  (3.20b) 
2
=  4(1)0/(1)  (3.20c) 
2
Sii  =  -0i(-1)0i(-1) (3.20d) w 
Ti; =  l fin2(x)cbiOidx  (3.20e) 
Matrix equation (3.19) is of the general form M (A)  c = 0. The eigenvalues 
A = ko or, for symmetric structures, A = Nko may be found by transforming the 
matrix equation into a linear general eigenvalue problem of the form [A - A B] d = 
0. In the nonsymmetric case, a root search of det[M(/3 /k0)] will yield the effective 
indices. 
3.2.1  Absorbing Structures 
For lossy and leaky waveguide structures, the propagation constant y is complex and 
is given by 
(3.21) 
where  is the phase constant and a is the attenuation  constant, as discussed in 
Section 2.1. In this case, y replaces /3 in equations (3.13a) - (3.14b), and i becomes 
the complex quantity fj = k0 N1721k! 
The method of solution for lossy structures is similar to the solution for the 
lossless case, but here oscillatory, decaying field solutions proportional to e-ix are 
assumed in the substrate and cover regions. With the substitution of 7 for /3, the 
boundary conditions for the complex case are of the same form as in (3.13a) - (3.14b). 
The value of effective index, /31k0, is between the refractive index of the layer with 
the highest real part in the structure and that of the higher of the two claddings, as 
for the lossless case. 24 
3.2.2  Leaky Structures 
The technique for analyzing leaky structures using the IBMOM closely parallels the 
procedure described in Section 3.1.2. For structures which are leaky on the substrate 
side, the boundary conditions are of the same form as (3.13a) - (3.14b), but with 
Re {/),} < 0 and im {ijs} > 0 to fulfill the requirements that a) the field  increase 
into the substrate away from the waveguide and, b) power leak into the substrate, 
as discussed in Section 3.1.2.  For structures with leakage into the  cover region, 
Re {rls} > 0 and /rn,  < 0. The effective index of each leaky mode is between 
that of the cover layer and the lowest index in the structure. 
3.3  Extended Boundary Conditions in the IBMOM 
The analysis of waveguide structures with large discontinuities in refractive index 
profile may require a large number of expansion functions in the IBMOM to accu­
rately represent the transverse field. This problem  can be eliminated by replacing 
the layers which contain the discontinuities by equivalent impedance boundary con­
ditions, as shown in two examples in Figure 3.4. Expansion is carried out in the 
remaining layer of constant or continuously graded refractive index. This type of 
region is well-suited for expansion with continuous expansion functions.  The use 
of extended impedance boundary conditions significantly reduces the required num­
ber of expansion functions, and thus, the computation time and complexity in the 
IBMOM analysis. 
The extended impedance boundary conditions are found by determining the 
transverse wave impedance in the layers adjoining the expansion region and  in­
corporating this impedance into a new boundary condition. The transverse wave 
impedance,  in homogeneous region i of the waveguide is found by assuming prop­
agation in the transverse direction and taking the ratio of the components of the 
electric and magnetic fields which are transverse to this direction. For TE modes in 
layer i traveling in the positive x direction, the transverse wave impedance is found 
from (3.1a) and equation (3.3b) as 25 
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Figure 3.4. Two examples of extended equivalent impedance boundary conditions. 
a) A step index waveguide coupler. b) A structure with both graded and step index 
regions 
Zi = ,; =  wit°	 
(3.22) _j.1  nvc?,  'i 
The transverse wave impedance is negative for waves propagating in the negative x 
direction. 
Extended impedance boundary conditions may be defined at the interfaces of 
the layers adjoining the expansion region (layer i) as 
dEyi 
+  = 0  at the layer i / layer (i +1) interface  (3.23a) dx 
dEyi 
dx  cri_i Eyi = 0  at the layer i / layer (i -1) interface.  (3.23b) 26 
where 
dEyildx  juqz,,Hzi  julto
o.i +1 =  (3.24)
Eyi  Eyi  Zi 
dEyildx  jwpoHzi  jwito =  (3.25)
Eyi  Eyi  Zi 
For TM modes, a similar derivation using equations (3.1b) and (3.4b) gives the 
transverse wave impedance 
Ezi
Zi =  (3.26)
Hyi 
for waves traveling in the positive x direction. Zi has the opposite sign for waves 
traveling in the negative x direction. 
With continuity of the transverse field Hy and 1/n2 (x) dHy(x)/dx , the impedance 
boundary condition is given by 
dHyi  n2 
ni+i  = 0  at the layer i / layer (i+1) interface (3.27a) 
dHyi  ? 
cri_i  i  nyi = 0  at the layer i / layer (i -1) interface, (3.27b)
dx  ni 
where  = er,i. Here 
2 d  2 2 ns +1  Hyildx  ni+1 jwcon Ez, cri+i =  ni2+1 Zi  (3.28a) ni 2  Hyi  ni  Hyi 
74  1  dHyi I dx  jwcon!Ezi  . =  = jumani2_1Z.  (3.28b) ni Hyi  H 
3.3.1  Extended Boundary Conditions Using Cascaded Transmission Lines Model 
Utilizing a technique similar to the transverse resonance method [8], the impedance 
boundary conditions can be calculated from the input impedance into a set of equiv­
alent cascaded transmission line sections. Each transmission line represents a layer 
of homogeneous refractive index, as indicated in Figure 3.5. 27 
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Figure 3.5. Equivalent representation of the waveguide structure for determination 
of extended impedance boundary conditions. 
Zi,i is found by repeated evaluation of the input impedance equation starting 
at the cladding and working toward the expansion region. At the interface between 
layer i and layer (i -1), the input impedance looking towards layer (i -1) is given by 
+ jZi tan kids 
Zin,i  Gs  (3.29) tan Zi + zo_i) tan xiai 
Using the definition of Zi for TE modes from (3.22), 
jaw,"  x(i-l) tan kids
Zan'i  TE  (3.30)
kt  K(t -i)  ki tan kids 
From (3.25), the constant cri_i TE  is found as 
jwito  ki tan kids
cri-i TE  kt  (3.31)
+ IC(i -i) tan kidi 
The constant 0(1+1) is found in a similar manner with i + 1 replacing i  1 
and using the proper sign in (3.29) - (3.31). The extended impedance boundary 
conditions are then given by (3.23b). Determination of Zio for TM modes follows a 
similar procedure. 
3.3.2  Extended Boundary Conditions Using the Matrix Method 
The input impedance, Zin, into each section of equivalent transmission line can also 
be determined with the transfer matrix method described in Section 3.1. To find the 28 
H
input impedance, the ratio of the transverse components of and ifr is taken at the 
desired interface, as specified in (3.22) or (3.26). For example, the matrix equation 
for TE modes at the interface between layer i and layer (i -1) (refer to equation (3.9)) 
is
 
E  Eyi
 A4.71  m-1 m.1 1 
s--1  2  (3.32) 
witc,Hzs  wpoHz,  P21 
From (3.22) and (3.25) 
jUttoHzi(X) 
(3.33a) Eyi(X) 
P2 
(3.33b) 
This value of cri_i is used in the extended impedance boundary condition (3.23b) at 
the left edge of the expansion region. At the right edge, the matrix equation relates 
the field components in layer i to those  on the cover side of the waveguide. The 
procedure for TM modes is similar. 
Unlike the cascaded transmission line representation, the  use of the matrix 
method for determining the extended boundary conditions directly facilitates calcu­
lation of the mode profile since the magnitude of the transverse field in each region of 
the waveguide can easily be found using matrix equations similar to (3.9) and (3.10). 
3.3.3  Numerical Results 
The IBMOM with extended boundary conditions has been applied to analyze the 
generic waveguide coupler of Figure 3.4a with parameters no = n2 = 1.5, n1 = n3 = 
1.8, d1 = 0.3A and d2 = 0.5Ao. Results of the effective mode indices  are summa­
rized in Table 3.2, which also includes comparison to the IBMOM without extended 
boundary conditions. As can be seen from Table 3.2, the use of extended impedance 
boundary conditions offers a significant improvement in the  rate of convergence. 
With only three expansion functions, the solution is accurate to four decimal places, 
and five expansion functions provide accuracy to eight decimal places. The IBMOM 
without extended impedance boundary conditions requires 24 expansion functions 29 
Table 3.2. Performance of the IBMOM in Analysis of a Waveguide Coupler with
and without Extended Boundary Conditions 
Effective Index TE0  Effective Index TEl 
Extended  Extended 
Basis  IBMOM  IBMOM IBMOM  IBMOM 
1  1.720642576  1.793357109
  1.744883851
 
2  1.720642576  1.793495347  1.699989712  1.744893006
 
3  1.723509514  1.798101671  1.699989712  1.786575014
 
4  1.723509514  1.798101671  1.766101042
  1.786575014
 
5  1.793790542  1.798119585
  1.766101042  1.786599165
 
6  1.793790542  1.798119585  1.779306574  1.786599165
 
7  1.795308738  1.798119587
  1.779306574  1.786599167
 
8  1.795308738  1.798119587  1.785573582  1.786599167
 
exact  1.798119587  1.798119587  1.786599167  1.786599167
 
Effective Index TMo  Effective Index TM2 
Extended  Extended 
Basis  IBMOM  IBMOM IBMOM  IBMOM 
1  1.643230310  1.718398119  1.643554554 
2  1.643230310  1.718842704  1.606876465  1.643617207 
3  1.643606389  1.726249411  1.606876465  1.706740842 
4  1.643606389  1.726251348  1.665473102  1.706743981 
5  1.717742187  1.726303228  1.665473102  1.706818821 
6  1.717742187  1.726303229  1.695582889  1.706818822 
7  1.717757814  1.726303236  1.695582889  1.706818834 
8  1.717757814  1.726303236  1.701629667  1.706818834 
exact  1.726303236  1.726303236
  1.706818834  1.706818834
 30 
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Figure 3.6. Extraordinary refractive index profile for a waveguide fabricated using 
both diffusion and proton exchange (TIPE). 
for a solution accurate to four decimal places, and more than 50 expansion functions 
for accuracy to eight decimal places. 
Another example that demonstrates the use of extended boundary conditions 
in the IBMOM involves the analysis of a waveguide structure with both diffused 
and step index regions such as the anisotropic lithium niobate waveguide structures 
described in [40]. The authors report a fabrication technique which utilizes both Ti 
indiffusion and proton exchange (PE). Ideally, the diffused region has a Gaussian 
refractive index profile and the PE region has a step (constant) refractive index [41]. 
To demonstrate the performance of the extended boundary condition technique, the 
waveguide to be analyzed is also given an SiO2 buffer layer, as described in [42] and 
[43]. The extraordinary refractive index profile, ne(x), is shown in Figure 3.6 and has 
the following parameters and dimensions:  n, = 2.2, np = 2.32, nb = 1.45, /2, = 1.0, 
An = 0.022, dp = Login, db  = 1.0pm, and effective diffusion depth d9 = 4.2pm. 
Expansion is carried out in the Gaussian region, which is truncated at 2d9. 
Figure 3.7 shows the improvement in the rate of convergence of the effective index 
of the first two TE modes with extended impedance boundary conditions. Note that 
the TEi mode approximation is initially closer to the exact solution than the TE0. 
This is because the TE0 mode for this structure is mainly confined  to the PE layer, 
as shown in Figure 3.8, while expansion is carried out in the Gaussian region. 31 
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Chapter 4
 
Modeling of ARROW Structures
 
4.1  The ARROW Structure 
The anti-resonant reflecting optical waveguide (ARROW) [16]  [28] is a leaky struc­
ture that may be configured to support one dominant low-loss leaky mode and yet 
retain a core region large enough for relatively efficient coupling to a single mode 
fiber for interconnection to sources, detectors, etc. The refractive index profile of a 
typical ARROW is shown in Figure 4.1. 
At the cover/core interface of the structure, light is guided by total internal 
reflection, as for a standard dielectric waveguide. At the substrate side of the  core 
region, the ARROW utilizes the anti-resonance of two interference claddings to cre­
ate a high reflectance (typically greater than 0.99). The high reflection condition 
corresponds to the anti-resonance of a Fabry-Perot resonator, where resonances are 
points of high transmittivity. While the resonances may have relatively narrow peaks, 
the anti-resonances are quite broad and have maxima when the phase change of the 
light in the resonator is an odd multiple of ir/2. To maximize the reflectance, it 
is desirable to have a substrate with high refractive index, as demonstrated in [22]. 
Therefore, the ARROW is easily implemented as a silicon or gallium arsenide (GaAs) 
based structure. 
Figures 4.2a and 4.26 show dispersion and attenuation  curves for an ARROW 
utilized by Vadekar et al. [26] in a micro-mechanical interferometric pressure sensor. 
The physical parameters for this waveguide at the wavelength 0.6328Am are: ns 
3.5  j0.018, 722nd et. = 1.446, nisi ct. = 2.03  j5.8 x 10_8, noire = 1.446, nc = 1.0, 
d2nd	 cl. = 2.578pm, disc d. = 0.1134pm, dcore = 5.0pm. 
These curves are typical of many ARROW structures and show graphically the 33 
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Figure 4.1. Refractive index profile of an ARROW structure. 
regions of resonance in the Fabry-Perot cavities. The resonances are dispersionless 
(the flat regions on the dispersion curves, Figure 4.2a) and have high attenuation cor­
responding to high transmittivity through the cladding layers. For a given structure, 
the thickness of the core region is one of the primary factors determining mode sepa­
ration, that is, the attenuation of the higher-order modes. If the core is too thick the 
higher order leaky modes have lower attenuation and the structure no longer retains 
single mode behavior. 
One disadvantage of the ARROW structure is that fabrication tolerances  are 
relatively stringent. The anti-resonance condition of a Fabry-Perot cavitiy is strongly 
influenced by the materials surrounding the resonant layer. As discussed in [23], a 
small change in refractive index between the  core and second cladding layer can 
greatly increase attenuation. The ARROW finds use in a variety of applications [24] 
- [27], therefore, processing difficulties are evidently not insurmountable. 
4.2  Modeling the ARROW Structure 
To illustrate the conditions under which high reflection occurs, it is useful to repre­
sent the ARROW as a series of cascaded transmission lines [20]. The phase condi­34 
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Figure 4.2. Dispersion and attenuation curves for a typical ARROW structure. 
tion at the anti-resonances, that is, at odd multiples of it /2, corresponds to a A/4 
transformation of the input impedance of a section of transmission line. This input 
impedance is given by 
Z2 Zin = 2-	 (4.1)
ZL, 
The increase in reflectance caused by each interference cladding layer may be shown 
graphically using a Smith Chart as follows. The Smith Chart is entered at the point 
corresponding to the impedance of the substrate material, that is, ZL, = Zub, which 
is normalized with respect to the characteristic impedance of the second  cladding 35 
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Figure 4.3. Equivalent representation of an ARROW structure for analysis using 
cascaded transmission lines. 
layer, Zsub/Z2, in Figure 4.4a. This point is transformed one quarter wavelength, 
A/4, corresponding to the thickness of the second cladding layer, to the inverse point, 
Z2/Zoub. The input impedance of this section, Zino., is found by renormalizing the 
Smith Chart with respect to Zl, the characteristic impedance of the first cladding 
layer, and is given by 
Z22nd  clad. Zin,2 =  ZL  new  (4.2)
Zsub 
A second quarter-wave transformation  occurs in the first cladding layer with 
refractive index n1 and thickness d1, as shown in Figure 4.46. The input impedance 
Zifl,2 is renormalized with respect to the characteristic impedance of the core, Zoore = 
Z2, giving the input impedance 
Z2.st  clad.  Zsub 4.st clad. Zin,1 = 
1 
(4.3)
ZE,  new  Z2nd dad. 
at the core/first cladding layer interface as shown in Figure 4.4c. 
Using equations (3.22) and (3.26), it is found that Zsub < Z1st clad. << Z2nd clad.. 
Therefore, Zin 1 = 0 and reflection close to 100% is possible since the magnitude of 
reflection coefficient K is given by 
I ZL  Zo
IKI =  ZL 
(4.4) 36 
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Figure 4.4. The anti-resonant reflecting principle illustrated using the Smith Chart. 37 
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4.3 A Numerical Example 
As stated in Section 3.3, the use of extended impedance boundary conditions can 
greatly improve the rate of convergence of the IBMOM when used in the analysis of 
structures which have abrupt stepwise changes in refractive index. The ARROW is 
such a structure. In this section, the IBMOM with and without extended impedance 
boundary conditions is compared to the matrix method in the analysis of an ARROW 
structure. 
The structure to be analyzed is shown in Figure 4.1 and has been described 
in [20], [21], and [28].  Physical parameters include ns = n1 = 3.5, ncore = n2 = 
1.45, ne = 1.0, d1 = 0.1019pm, d2 = 2.0pm, and As = 1.3pm. 
In the IBMOM analysis, the transverse field solutions  in the cladding regions 
are replaced by equivalent impedance boundary conditions, as shown in Figure 4.5, 
and expansion is carried out in the remaining layers. Because of the radical changes 
in refractive index, expansion of the transverse field is difficult using continuous 38 
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Figure 4.6. The ARROW structure with an extended impedance boundary condi­
tion. 
expansion functions such as the Legendre polynomials. 
With the use of extended impedance boundary conditions in the IBMOM, the 
layers which contain discontinuities in refractive index are replaced by equivalent 
impedance boundary conditions and expansion is carried out in the remaining single 
index or continuously graded index region, as indicated in Figure 4.6. The trans­
verse wave impedance is computed at the edges of the expansion region and used to 
determine the values of TR in equations (2.1a) and (2.1b). 
Figures 4.7a and 4.7b show the effective index, filko, and attenuation, derived 
from alko, as the thickness of the core layer is varied. Figures 4.7a and 4.7b clearly 
show the advantage of using extended impedance boundary conditions in the IBMOM 
for structures which have large stepwise changes in refractive index. The curves 
generated by the IBMOM without extended boundary conditions are based on 30 
expansion functions. The curves computed using extended boundary conditions are 
based on 10 expansion functions and are much more accurate, particularly for the 
high loss roots. 39 
4.4  Conclusion 
ARROW structures can provide a core region sufficiently thick to allow efficient 
coupling to a fiber and still retain essentially single mode operation. They are easily 
implemented using silicon substrates and may be fabricated using common process 
techniques and materials. While the fabrication tolerances are low, they are not 
insurmountable as evidenced by their use in several applications. 40 
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Chapter 5
 
Application: Design of an Optical Waveguide Sensor
 
5.1  Chemical Sensors 
Dielectric waveguides may be used  as sensors to detect chemical concentrations 
and/or refractive indices of materials placed in the evanescent field of the wave­
guide. Waveguide chemical sensors find use in a wide range of applications such as 
detection of harmful gases (methane, CO2, SO2) [44]  - [46], monitoring pollutants 
and other compounds in water [47], pH detection [48], and, in the broad field of im­
munological assay, detecting the concentration of certain chemicals and biochemicals 
in blood [47] - [51]. Both optical fibers and planar or channel waveguides are used 
in such sensing applications. 
Optical waveguide sensors have significant advantages over other types of sensors. 
These include the following: 
electrical isolation of the sensing system. This enhances safety and accuracy 
in areas where high electric or magnetic fields are present, such as electrical 
utility installations. 
small size, permitting the use of a very small quantity of analyte. 
low cost production techniques. The use of common optoelectronic components 
such as fibers, laser diodes, and integrated detectors reduces cost and enables 
production of disposable sensors. 
ease of integration into OEICs. 
versatility. Optical waveguide sensors may be placed in inaccessible areas and 
easily connected via fiber links to remote detectors without the use of repeaters. 42 
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Figure 5.1. A Mach-Zehnder Interferometer. 
simplified detection techniques. In the case of immunological assay, for exam­
ple, waveguides replace the time-consuming chemical method which  requires 
mixing of reagents with the analyte, waiting for a delayed chemical reaction 
to occur (perhaps over a span of hours), and using the resulting compound  to 
determine the analyte concentration [52]. 
5.1.1  Methods of Sensing 
Optical waveguide sensors are often called evanescent wave sensors because the mea­
surand (analyte) is placed in the evanescent field of the waveguide, causing changes 
in the propagation characteristics of light that passes through the waveguide. Phase 
and absorption characteristics may change, and TE modes may be affected differ­
ently than TM modes (birefringence). Any of these electrical changes may be used in 
sensing. In the most commonly used planar optical waveguide sensors, absorption or 
phase shift is observed, giving an indication of either the concentration or refractive 
index of the analyte. 
Absorption-based sensors require detection of changes in intensity in a lightwave 
passing through the waveguide. Loss mechanisms other than those due to the analyte, 
such as bulk absorption and scattering in the waveguide itself, must be accounted 
for by either direct or differential measurement of the  change in intensity.  Such 43 
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sensors may require a relatively long 'interaction length,' that is, region of interaction 
between the evanescent field and the analyte. They are generally not as sensitive 
to small changes in concentration or refractive index as sensors which detect phase 
change [53]. 
A phase change can be detected in sensors using an interferometric configuration. 
One commonly used type is the Mach-Zehnder interferometer, shown in Figure 5.1, 
in which incoming light is split evenly between a sensing arm and a reference arm 
of equal length. The substance to be measured is deposited on the surface of the 
sensing arm along a specified interaction length, L. The effective index of the light 
passing through the sensing arm is changed by the presence of the analyte. The light 
from both arms is recombined at the output and is measured by a photodetector. 
The intensity change that is detected when the analyte is present gives an indication 
of the phase difference between the two arms, and therefore an indication of the 
refractive index of the analyte. This type of sensor is very sensitive to changes in 
effective index, however, the range of operation may be limited because the output 
is resolvable to a phase change of only 180 degrees. 
Boiarski et al. [47] have demonstrated the design of a biorefractometer, a de­
vice designed to measure refractive index changes of certain chemicals contained in 
blood. Their sensor utilizes a Mach-Zehnder interferometer whose surface is covered 44 
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Figure 5.3. Sensivity of standard dielectric waveguide refractometer. 
by a flow cell, a device fixed to the surface of the waveguide through which liquids 
of varying refractive index may be pumped. The sensitivity of the device is demon­
strated by its detection of the concentration of a saltwater mixture with refractive 
index ranging from that of water, n = 1.333, to an upper limit of n = 1.384. A pla­
nar device similar to the sensor developed by Boiraski's group has been simulated. 
The refractive index profile of the simulated structure is shown in Figure 5.2. This 
research group used a thin SiO2 cover layer over the reference arm for protection of 
the guiding layer. A thicker protective layer would additionally give a constant index 
reference layer isolated from environmental factors and from the analyte. 
The finite width of the channel waveguides used by Boiarski's group (4 pm) 
implies that the interaction length L required for a phase change of r will be longer 
than that of an equivalent planar model. The finite width may be accounted for 
in the effective index calculation using the Effective Index Method (EIM) described 
in [54], [55]. The use of a planar model modified by the Effective Index Method is 
quite accurate in cases where one cross-sectional dimension of the waveguide is much 
larger than the other. In the present case, the phase change per millimeter calculated 
using the planar model and using the planar model modified by the EIM differed by 
only 1.1 ° /mm or 2.4% between the two methods. The use of a planar model in this 45 
case is relatively accurate and is computationally more efficient than methods which 
directly solve the two-dimensional problem. 
Simulation results, generated using the matrix method, are shown in Figure 5.3. 
An interaction length of 4mm results in a phase change of approximately 7r between 
refractive indices of 1.333 and 1.383. The results are comparable to those presented 
in [47]. 
5.1.2  Sensitivity Enhancement 
The sensitivity of a dielectric waveguide sensor is defined as the change in output 
characteristics (absorption or phase) compared to a change in analyte characteristic 
(absorption or refractive index). This is equivalent to an increase in the slope of the 
curve shown in Figure 5.3. An increase in the sensitivity of a dielectric waveguide 
sensor may be accomplished by an increase in the refractive index difference between 
the core and the analyte region [45], [46], [50], [56], [57]. 
The increase in sensitivity can be explained using the ray optics model for prop­
agation of light through a planar dielectric waveguide. Consider a single-layer wave­
guide with homogeneous core, substrate, and cover regions. The propagation of light 
through the waveguide can be modeled in terms of light rays that reflect off the cover 
and the substrate interfaces at discrete angles, Om, which correspond to each guided 
mode (see Figure 5.4a) The higher the refractive index difference between the core 
and the cover, the higher the effective index, given by finako  = rif sin Om, where ni 
is the refractive index in the guiding region and the subscript m refers to mode m 
of the waveguide. An increase in 18Iko will give an increase in 0, as shown in Figure 
5.4b. A larger number of ray reflections will occur for a given interaction length L, 
which increases sensitivity of the waveguide sensor. 
The larger the refractive index difference between guiding region and analyte, 
the thinner the guiding region required for single-mode  operation.  This may be 
a disadvantage when, for example, the input and output connections to a planar 
waveguide sensor are made via a single mode fiber. 46 
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The sensitivity of a dielectric waveguide sensor can be enhanced by adding a thin 
overlay of material with a refractive index higher than that of the guiding region. 
The overlay increases the difference in refractive index between the waveguide and 
the analyte. This method was developed by Culshaw  et al.  for use in a D-fiber 
methane sensor where the geometry and refractive index of the waveguide were fixed, 
yet sensitivity enhancement was desired [45], [46], [57]. One  disadvantage of this 
method is that it may produce a more asymmetric field profile in the guiding region 
because the overlay shifts the main lobe of the transverse field closer to the guiding 
region/cover interface. 
5.2 A Silicon-based ARROW Chemical Sensor 
Silicon-based optical waveguides typically require a thick buffer layer to minimize 
leakage loss into the silicon substrate,  as described in Section 2.2.3.  The use of 
...,, 
an anti-resonant reflecting optical waveguide (ARROW) structure in conjunction 
with a thin high-index overlay is proposed to obtain a large guiding region and to 
circumvent the use of a thick buffer layer. Because the ARROW is an inherently 47 
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Figure 5.5. Refractive index profile of the ARROW sensor. 
leaky structure with large stepwise changes in refractive index, use of the complex 
IBMOM with extended boundary conditions can facilitate design and analysis, as 
will be demonstrated in the following sections. 
The ARROW structure used in this sensor application was designed according 
to the steps detailed in [17]. The refractive index profile of this structure is shown in 
Figure 5.5. The physical parameters for the sensor are as follows: n3 = 3.5, n2 = 1.6, 
ni = 2.3, noo = 1.6, no = 2.3, d2 = 2.574pm, di = 0.095pm, d,o  = 5.0pm, 
do  = 0.020pm. The sensor was designed to function at the 0.6328pm wavelength of 
a helium neon laser. The thin overlay at the cover interface is used for sensitivity 
enhancement, as discussed in Section 5.1.2. The sensor design allows fabrication 
using common materials ranging in refractive index from 1.6, that of SiON, for 
example, to 2.3, which is commonly fabricated from TiO2. The precisely defined 
dimensions and range of refractive indices indicate the use of a processing technique 
such as chemical vapor deposition which enables deposition of layers as thin as 20A 
and may be used with the materials given above. 
Design trade-offs for the sensor include enhanced sensitivity resulting from a 
thicker overlay versus distortion of the dominant field and reduced mode separation. 
Likewise, a higher index overlay creates enhanced sensitivity, however, depending on 48 
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Figure 5.6. Sensivity of an ARROW refractometer for various overlay thicknesses. 
the materials used for the overlay, an increase in material absorption may occur as 
demonstrated in [28]. 
The sensitivity of the ARROW sensor used as a refractometer is presented in 
Figure 5.6, which shows the phase change per millimeter with no overlay and for four 
different overlay thicknesses. It can be seen that the sensitivity of the refractometer 
may be easily altered by use of various overlay thicknesses. Figures 5.7a and 5.7b 
show the change in effective index and attenuation of the ARROW sensor with a 
cover layer of air, nc = 1.0, and with a cover layer of Si02, ne = 1.45. It may be seen 
that the mode separation does not suffer even over this extreme range of refractive 
indices. 
A one centimeter interaction length is minimally required to achieve the mode 
separation shown in Figure 5.7b. Therefore, the sensor was designed to show a phase 
change of approximately r over the desired refractive index range for L = 10mm. As 
shown in Figure 5.6, this would indicate an overlay thickness of 180A. 
The field distortion in the core region caused by the refractive index of theoverlay 
is minimal as shown in Figures 5.8a and 5.8b. 49 
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5.3  Conclusion 
The design of a silicon-based ARROW waveguide sensor has been demonstrated for 
use as a refractometer. An analyte placed in the evanescent field of the sensor will 
cause a change in effective index of a mode and thus a change in phase of the light 
passing through the sensor. The sensor is designed in a Mach-Zehnder configuration 
to measure the phase change caused by the presence of the analyte. The structure 
is designed to be implemented using common materials and processing techniques, 
and with a sufficiently thick core region for efficient coupling to a single mode fiber. 
The reference arm of the interferometer is covered with  a thick layer of Si02 for 
protection and for environmental isolation. 
The sensor shows a phase change of approximately r for a change in refractive 
index of 0.05 with a 10mm interaction length. An overlay of 180A with n = 2.3 is 
used to fine tune the sensitivity. It is shown that the ARROW retains its essentially 
single mode operation over the range of refractive indices which it was designed to 
detect. 50 
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Chapter 6 
Experimental Results: Measurements of Graded-Index Silicon-based
 
Planar Dielectric Waveguides
 
6.1  Problem Statement 
Experimental work has been done at Oregon State University involving the fabrica­
tion and testing of inhomogeneous silicon oxynitride (SiON) dielectrics grown with 
a computer-controlled plasma enhanced chemical vapor deposition (PECVD) sys­
tem. These dielectrics have been used in rugate filters, alternating current thin film 
electroluminescent (ACTFEL) devices, and superlattice structures [58], [59]. It was 
decided to investigate experimentally the use of graded-index dielectrics in silicon-
based planar optical waveguides as another application of inhomogeneous dielectrics. 
An intentional grading of the refractive index profile provides an additional engineer­
ing design parameter which could prove useful in, for example, tailoring the wavefront 
of a guided mode in an optical waveguide. 
The experiment consisted of two main sections: 1) fabrication of SiON graded-
index planar waveguides with silicon substrates; 2) measurement of important prop­
agation characteristics and comparison to theoretical values. The second section is 
the focus of this work [60]. 
To conduct the measurements, it was necessary to construct experimental test 
stages and to provide a means of coupling laser light into the waveguides. The 
effective indices of structures with a set of refractive index profiles to approximate a 
linear profile (Figure 6.1) were then measured. The measured effective indices were 
compared to theoretical values calculated using the impedance boundary method of 
moments with extended boundary conditions, discussed in Section 3.3. The effects of 
leakage loss and material loss (absorption) were considered in the calculations. These 52 
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two parameters represent potentially significant deviations from the ideal for SiON 
waveguides. The loss per unit length was measured and the probable loss mechanisms 
considered.  Following a brief description of waveguide design and fabrication in 
Section 6.2, the measurements and calculations are presented in detail in Sections 
6.3 and 6.4. 53 
6.2  Waveguide Design and Fabrication 
Homogeneous SiON optical waveguides and thin films produced by PECVD have 
been fabricated and characterized in previous research efforts,  e.g. [61] - [64]. Some 
of the relevant design parameters and measurement results are presented in Table 6.1. 
While the waveguides have relatively high loss, the wide range of refractive indices 
possible with SiON and the advantages gained by low temperature processing have 
motivated research of these structures. 
For the current experiment involving inhomogeneous dielectrics, waveguide fab­
rication using the material/processing combination of SiON and PECVD was chosen 
for the following reasons: 
1) Nearly continuously-graded refractive index profiles are possible. 
As stated above, SiON can be produced with a wide range of refractive index 
values. By varying the mole fraction of oxygen and nitrogen, the refractive index of 
SiON can vary from approximately 1.46 (that of silicon dioxide, Si02) to 2.00 (that 
of silicon nitride, Si3N4). In this experiment the deposition of the SiON film was 
accomplished using three gases: silane, SiH4, nitrogen, N2, and nitrous oxide,  N20. 
The flow rate of N20 was varied to effect the change in the ratio ofoxygen and nitro­
gen that produced a change in refractive index. Utilizing computer-controlled mass 
flow controllers (MFCs) in the PECVD system, the flow rate of N20  can be varied 
precisely, and a desired series of constant index layers  as thin as 20 angstroms may 
be deposited. Therefore, using the combination of SiON and a computer-controlled 
PECVD system, it is possible to produce dielectrics with reasonable approximations 
of a continuously graded refractive index. 
2) PECVD is a low temperature processing technique. 
The relatively low temperature operation of the PECVD system is advantageous, 
especially when used to produce components that  are integrated into existing cir­
cuitry. Heating a previously processed circuit component may cause diffusion which 
alters the geometry or the dopant density of the component and may cause degra­
dation of performance [66]. 54 
Table 6.1. SiON Waveguides Produced by PECVD, Measured at A, = 0.6328pm 
Ref.  Substrate 
Buffer 
Layer 
Refractive 
Index 
Guiding Layer 
Thickness 
Measured 
Loss (TEo) 
[61]  silicon  2pm SiO2  1.7-2.0  1.75 t  .1pm-.5pm  5-7.5 dB 
[61]  quartz *  /  1.7-2.0  1.72 t  .1pm-.5pm  1.5-3 dB 
[62]  quartz  /  1.7-1.8  1.80 t  .72-1.35pm  2.48-9.34 dB 
[63]  silicon  12 pm SiO2  1.47  5pm  2.0 dB 
[65] **  silicon  2 pm SiO2  1.671  .85 pm  10 dB 
* substrate fused quartz, sample annealed with CO2 laser 
** film grown by sputtering 
t n with lowest measured loss 
In the chemical vapor deposition (CVD) technique , reactant gas molecules enter 
the processing chamber at a controlled rate. The chamber is kept at low pressure 
to enable precise control of materials in the chamber. Gas molecules deposited on 
the surface of the substrate chemically react with the substrate molecules when 
sufficient energy is introduced. In the commonly used low pressure chemical vapor 
deposition (LPCVD) system, heat is used as the reaction activation energy, typically 
greater than 800°C. In the PECVD system a glow discharge gives sufficient energy 
to the reactant gases to allow a lower substrate temperature of around 300°C. The 
glow discharge is created when an rf field is generated between two electrodes in 
the chamber. The substrate is placed on the bottom electrode. A block diagram 
of the PECVD system is shown in Figure 6.2. The rf field ionizes the low-pressure 
gases in the chamber and creates the glow discharge. Free electrons in the discharge 
cause further ionization of reactant molecules, imparting them with enough energy 
to adsorb on the film surface. The energetic reactant particles migrate easily along 
the waveguide surface, leading to good surface coverage [66]. 
For the current project, several step index and graded-index SiON planar di­55 
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Figure 6.2. The PECVD system. 
electric waveguides were fabricated on silicon substrates using the PECVD system. 
Graded refractive index profiles approximated linear and selfocus  functions with 
varying numbers of layers. Examples of various linear profiles  are shown in Figure 
6.1. Four of the waveguides were intended to approximate a linear refractive index 
profile using five, nine, 57, and 111 layers, respectively. As  mentioned previously, 
these were the ones utilized in this experiment. 
As seen in Figure 6.1, the thickness of each homogeneous  layer in the guiding 
region was constant, but varied from guide to guide such that  the total thickness 
of the guiding region was approximately  For example, in the five layer guide, 
each layer had a thickness of 0.2Am, while in the 57 layer guide each layer was 
approximately 0.017pm. The refractive index profile of each waveguide ranged from 
approximately 1.5 to a maximum of 1.8 and back down to 1.5. 
Two different SiO2 buffer layers were used in this project. One had a thickness of 
3ktm and was grown via PECVD. It was used in the five layer guide only. The other 
buffer layer was thermally oxidized SiO2, prefabricated by Hewlett-Packard with  a 56 
The Relationship between Coupling Angle
 
and Effective Index is given by:
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Figure 6.3. Coupling angle measurement geometry. 
thickness of approximately 3.5pm. Sufficient buffer layer thickness was ensured using 
calculations presented in Section 6.3.3. 
6.3  Determination of Effective Index 
To couple light into a planar waveguide through, for example, the cover/film inter­
face, the phase velocity in the direction of propagation,  vpz, must be the same on 
both sides of the interface [67]. Recall that # is the component of the wavevector 
in the direction of propagation in a medium with nko. Therefore, continuity of vpz 
implies f3, (the phase constant in the waveguide) = &over = rick sin 07, where Om is 
given in Figure 6.3. This condition, called phase matching, is not physically possible 
since Om > ncko for guided modes. 
When light is incident on a periodic structure such as a diffraction grating on 
the surface of a waveguide, it undergoes a spatial phase shift. The lightwave that 
reaches the surface of the guiding layer is a superposition of Fourier components with 
phase variation (2r /A0) sin 0 + 2r v/A, where Ao is the freespace wavelength, v is an 57 
integer, and A is the spatial period of the grating [68], [69]. With the substitution 
ko = 27r/ A0, this simplifies to /3 = ko sin Om, + vAolco/A. Components of the incident 
light for which #1ko = neff, that is, which correspond to  a guided mode of the 
structure, will be strongly coupled into the waveguide. The specific coupling angles 
Om that satisfy the phase matching condition are given by the relation [67): 
neff + 
VA° 
= sm em,  v = ±1,2,3,...  (6.1) A 
Measurement of the coupling angles Om therefore provides a method for determining 
effective indices of each guided mode of the waveguide (see Figure 6.3). 
6.3.1  Grating Couplers 
To implement the phase matching condition given in (6.1), and thus provide a means 
for coupling laser light into the waveguide, gratings were designed as per [70] - [74]. 
The grating couplers were square periodic for best coupling efficiency [70]  with a 
spatial period of 0.5pm. Each covered an 80x8Opm area, designed to be similar in 
size to the focused laser spot size of approximately 100pm. Grating coupler design 
was not optimized as per [70] because of the difficulty in producing the gratings and 
because it was found that enough light was coupled into the waveguide with the 
original coupler design. 
The gratings were fabricated at the University of Oregon using electron beam 
lithography. A modified JEOL 840A electron microscope was used [75]. A layer of 
polymethyl methacrylate (PMMA) was spin-coated on the surface of the waveguide. 
PMMA is similar to photoresist, except that its solubility changes when it is exposed 
to an electron beam. The structure was exposed to the e-beam at a dosage of 
260pC/cm2 at 40kV. The PMMA was developed in a solution of MIBK:IPA = 1:3 
for 80 seconds, then in IPA for 15 seconds, and finally was blow-dried with nitrogen 
gas. This procedure left a PMMA layer on the waveguide except where the e-beam 
had exposed the grating pattern (Figure 6.4). 58 
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Figure 6.4. Steps used in electron beam lithography. 
6.3.2  Coupling Angle Measurement 
The four waveguides with approximately linearly varying refractive index profiles 
were provided with grating couplers. When light was coupled in, it became apparent 
that only two of the waveguides were usable: the five layer guide and the 57 layer 
guide. Processing defects interfered with meaningful measurements of the other two 
waveguides. 
A helium neon laser, A, = 0.6328pm, was used as the light source for the coupling 
angle and loss measurements. The laser light was passed through a polarizer and a 
focusing lens to the waveguide surface. The waveguide was mounted on a rotating 
XYZ stage to optimize coupling of the laser light,  as shown in Figure 6.5.  Light 
was coupled into the v = 1 mode, and the angles at which laser light was most 
efficiently coupled into each guided mode of the waveguide were measured. These 
were determined by noting the angles for which the scattered light streak associated 
with each guided mode was brightest. The angle measurement error is approximately 
±0.25°. Angle measurement results are shown in Table 6.2. 59 
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Figure 6.5. Coupling angle measurement stage. 
6.3.3  Theoretical Analysis 
The theoretical coupling angles were found from effective indices computed using 
the IBMOM with extended boundary conditions, Section 3.3. The refractive index 
profiles shown in Figure (6.1) were used in the input data file and calculations carried 
out for a wavelength of 0.6328pm. As a first approximation, the effective indices for 
the lossless guides were calculated and were found to be in close agreement with 
measured values, as shown in Table 6.2. 
Leakage loss was next considered in the calculation. Plots of the effective index 
and leakage loss for varying thicknesses of the buffer layer are shown in Figures 6.6a 
and 6.6b.  It can be seen that the effective index does not change significantly for 
buffer layers with thickness larger than approximately 2pm The buffer layers used in 
the five- and 57-layer waveguides have a thickness of 3pm and 3.5pm, respectively. 
Therefore, the theoretical coupling angles given in Table 6.2 should not change no­
ticeably due to leakage loss. 
To calculate the effects of material absorption, a loss of 10 dB/cm was assumed 60 
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Figure 6.6. Effect of buffer layer thickness on a) effective index, b) leakage loss. 
for each guided mode, and the propagation constant,  y, was calculated. As for the 
leaky case, the effective index did not change significantly with the addition of an 
extinction coefficient.  The values of -ylko for lossless, leaky, and lossy  cases are 
presented in Table 6.3. 
6.4  Determination of Loss 
Light that is coupled into a guided mode and propagates in, for example,  the z 
direction, will experience a reduction in intensity with increasing distance z due to 
the loss mechanisms described in Section 2.2.  It is assumed that the amount of 
light lost due to scattering at any given position in the waveguide is  a constant 61 
Table 6.2. Coupling Angle Measurement Results 
5 Layer Waveguide  57 Layer Waveguide 
Mode  Theoretical  Experimental  Theoretical  Experimental 
O(°)  neff  8(°)  neff  ON  neff  OM  neff 
TE0  26.0  1.704  25.5  1.70  25.7  1.700  25.5  1.70 
TEi  18.0  1.574  18.5  1.58  17.4  1.565  17.5  1.57 
TE2  12.9  1.488  n/a  n/a  12.0  1.474  10.0  1.44 
TM°  25.6  1.698  25.5  1.70  25.4  1.694  25.5  1.70 
TMi  17.9  1.573  17.5  1.57  17.3  1.564  17.5  1.57 
TM2  12.6  1.483  n/a  11.9  1.473  10.0  1.44 
Table 6.3. Comparison of Propagation Constants with Various  Loss Mechanisms 
Included 
Loss less  10 dB/cm Material Loss  Leakage Loss
Mode 
Re {k}  Re lid  lin tid  Re 10  im {JO 
TE0  1.7041947  1.7041947  1.177914e-5  1.7041947  _ 
TEi  1.5744165  1.5744165  1.147992e-5  1.5744165 
TE2  1.4881279  1.4881279  8.583321e-6  1.4881279  2.601785e-9 62 
fraction of the total intensity at that point. Therefore, measurement of the intensity 
of the scattered light streak associated with each guided mode at the surface of the 
waveguide provides a way of monitoring the loss per unit length. 
There are several standard techniques used for measuring loss in optical wave­
guides; most involve measurement of the scattered light streak. The most commonly 
used methods are discussed briefly and the one selected for use in this experiment is 
described in detail. The loss measurement methods include: 
Compensated prism method. In this technique, light is coupled into the waveguide 
by a grating coupler or prism, while another prism couples the scattered light out of 
the waveguide at several positions along the streak. The reduction in the intensity 
of the light streak is related to the loss per unit length in the waveguide by 
ln(Pi/P2) 
anp  (6.2) Z2 - zi 
Because the coupling efficiency of the movable prism may vary from measurement 
position to measurement position, the light at the end of the waveguide  is also 
measured as a reference either with a third prism [76] or is directly end-coupled [77]. 
Scanning probe method. Many researchers use a probe positioned perpendicularly 
to the surface of the waveguide to monitor the reduction in intensity of the scattered 
light streak at different positions. Care is taken in this method to ensure that the 
probe is held at a constant height above the waveguide as it traverses the length of 
the light streak, although a probe with a large diameter face reduces the effects of 
height variation. The various types of probes used include fiber optic cables [78], [79], 
fiber bundles [80], cylindrical and rectangular glass probes, [81], and photomultiplier 
tubes [82]. 
Cutback, other endface measurement. Another way to measure loss is to cut 
the waveguide into increasingly shorter lengths, polish the endface and measure the 
change in intensity for each length [67]. A similar method involves producing wave­
guides of increasingly shorter length. 
Thermal detection. Because some of the light energy coupled into a waveguide 
is absorbed or scattered, a thermal gradient exists in the waveguide and surrounding 63 
media. The gradient will be proportional to loss per unit length in the waveguide. 
Direct measurement of the thermal gradient is possible using a probe containing 
mercury as a direct contact scattered light energy absorber [83]. Photothermal de­
tection (PTD) may also be used by directing a probe beam along the surface of the 
waveguide and noting the distance it is refracted as the intensity of the scattered 
light streak changes [84], [85]. 
Photographic intensity. The relative intensity of the streak may also be mea­
sured by photographing it and analyzing the film density of the negatives using a 
densitometer [86]. 
Because of the difficulty in producing waveguides at Oregon State University, the 
cutback method was not considered as an option. Equipment limitations eliminated 
photography and the prism techniques. It was decided to use the scanning probe 
technique with a large diameter fiber. A fiber with a 400 micron diameter was used 
to capture as wide a swath of the scattered light as possible. The large probe made 
it possible to reduce the effects of lateral or vertical shifts in the translational stage 
on which the fiber probe was mounted [81]. 
6.4.1  Loss Measurement Configuration 
A translational stage was mounted on the rotating XYZ stage shown in the experi­
mental set-up in Figure 6.5 such that its face was parallel to the waveguide. A fiber 
holder large enough to accept a 400pm fiber was fabricated and mounted perpendic­
ularly to both the face of the translational stage and the surface of the waveguide 
(see Figure 6.7). The translational stage was moved along the light streak in small, 
calibrated increments, either 0.2mm or 0.5mm. The fiber was kept at a fixed distance 
just above the surface of the waveguide. The coupling from the light streak to the 
fiber was maximized at each measurement position by moving the fiber in the lateral 
direction across the streak. 
To increase the sensitivity of the measurement, the laser light was run through 
a chopper before it was coupled into the waveguide. The chop* reference was fed 64 
Figure 6.7. Loss measurement stage. 
into an EG&G Princeton Applied Research (PARC) model 124A lock-in amplifier. 
The output of the fiber probe was directed into a silicon PIN photodetector. The 
photodetector was connected to a PARC model 126 low noise preamplifier whose 
output was also fed to the lock-in amplifier. The phase of the output of the pho­
todetector was compared to the reference from the chopper enabling a reduction in 
average noise level. 
Extensive testing of the tolerance of the measurement system was done. The 
results are summarized in Figures 6.8 a-d.  Figure 6.8a shows the loss per unit 
length measured in the five-layer waveguide when fiber probes of various sizes were 
used. Figure 6.8b shows the loss measured when light was coupled into each of four 
different gratings on the surface of the waveguide. Figure 6.8c demonstrates the 
effect of changing the position of the probe relative to the surface of the waveguide, 
and Figure 6.8d indicates repeatibility of the loss measurement when the stage is 
dismantled and then reassembled. 65 
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Figure 6.8. Testing the loss measurement stage for repeatability of measurements. 
6.4.2  Loss Measurement Results 
To determine the loss per unit length, measurements were taken every 0.2 mm along 
the five-layer and the 57-layer waveguides using the 400pm fiber.  The results for 
the lowest-order TE modes are shown in Figure 6.9a. Linear regression of the data 
shows a loss of approximately 11 to 13.4 dB/cm. The loss  measurement results for 
the TE0 and TM0 modes of the 57-layer guide are shown in Figure 6.9b, with a 
loss of approximately 11dB/cm for both modes. While these losses are quite high, 
comparison with Table 6.1 shows that they are not unreasonable for waveguides 
produced by PECVD, especially for a first attempt. 66 
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Figure 6.9. Loss measurement results for a) the TE0 mode of the 5 layer and the 
57 layer waveguides, b) the TE0 and TM0 modes of the 57 layer waveguide. 67 
6.4.3  Probable Loss Mechanisms 
Much has been written about possible loss mechanisms in SiON and  Si3N4 planar 
waveguides and thin films produced by PECVD, LPCVD, and other processing tech­
niques [61] - [65], [77], [87]  [89]. Certain phenomena are unique to PECVD and will 
be highlighted in the following discussion, but many are common to all processing 
techniques utilizing these materials. Published data compiled in Table 6.1 show that 
losses between 2 dB/cm and 10 dB/cm are the best that could be achieved using 
PECVD for various SiON waveguides. In the literature the most commonly discussed 
loss phenomena are: 
Absorption by Silicon Impurities  .  Most researchers working with SiON films 
produced by PECVD report that impurities introduced during processing are a se­
rious problem [61], [63], [64], [87].  Impurities can be introduced from a number 
of sources during processing, as discussed in Section 2.2.2. The low temperature 
operation of the PECVD system makes it especially susceptable to homogeneous nu­
cleation, also described in the above mentioned section. Excess silicon arising from 
an improper mixture of silane and the other reactants can also lead to absorption 
[61], [87]. Because the bandgap  energy of silicon is lower than the energy of the 
laser light at the wavelength 0.6328 pm, strong absorption may occur when silicon 
impurities are deposited during processing. 
Scattering by Impurities, Defects, and Inclusions. Impurities created by homo­
geneous nucleation and other mechanisms may be physically large relative to the 
incident wavelength, and may therefore cause significant scattering [66]. The causes 
and effects of this loss mechanism are addressed in Section 2.2.2 and Appendix B. 
Researchers ([62], [63], [87], and [90]) report scattering to be a significant loss mech­
anism. Bossi et al. [62] report loss proportional to A-2, indicative of scattering from 
cylindrical inclusions and defects rather than Rayleigh scattering which is propor­
tional to A-4. In a similar vein, Bruno et al. [63] speculate that crystal formation and 
consequent grain boundary scattering are likely to be significant loss  mechanisms. 
Bossi et al. also cite refractive index inhomogeneties of larger order than those which 68 
cause Rayleigh scattering as potential scattering mechanisms. 
Surface Roughness. As discussed in Appendix B, surface roughness  can cause 
scattering, and hence, loss. References [61] and [79] also address this issue. Surface 
scattering can occur at either of the cladding-film interfaces, or at interfaces between 
film layers. Lam [61] reports significantly lower loss when smoother fused quartz 
substrates are used instead of silicon, although some of the loss reduction in this 
case may be due to the elimination of substrate leakage (see Table 6.1). Bruno [63] 
reports that when even more highly polished crystalline quartz substrates are used, 
another significant reduction in loss occurs. Lam and Dutta et al. [79]  use CO2 laser 
annealing to reflow and smooth the surface of the waveguide, ideally without altering 
the bulk characteristics. Both groups ([61] and [79]) demonstrate that this technique 
is effective in loss reduction. 
Leakage Loss. Optical waveguides produced on silicon substrates are inherently 
leaky structures, as discussed in Section 2.2.3. Stutius and Streiffer [87], Lam [61], 
DeBrabander [82], Borland [89], and Zelmon [77] have all done experimental work to 
determine the effects of buffer layer thickness on leakage loss in silicon-based planar 
waveguides. With sufficient buffer layer thickness, this loss mechanism can effectively 
be eliminated. According to theoretical calculations, Section 6.3.3, leakage should 
not have been a significant problem in the waveguides under consideration. 
Comments on Thermal Annealing. Many researchers, for example, [63] and [91], 
report that loss can be reduced by thermal annealing. As stated above, annealing 
reduces surface roughness, but it also releases N-H and Si-H bonds that occur during 
processing and cause absorption at wavelengths of 1.4 and 1.52 pm. Published data 
show that thermal annealing enabled a reduction in loss of several dB/cm. However, 
use of thermal annealing negates the low temperature processing advantage of the 
PECVD technique. 69 
6.5  Suggestions for Further Work
 
Many techniques are available to potentially reduce the loss in the SiON waveguides 
produced by PECVD at Oregon State University. Specific suggestions  include: 
1) Improve processing procedures. Reduction of silicon impurities and homoge­
neous nucleation is of prime importance. This may be possible by following these 
steps for critical runs: a) clean the processing chamber, b) do three or four short 
processing runs, c) pump the chamber down over night, d) do test run. Additionally, 
it should be ensured that there are no leaks in the system. Dynamic pumping may be 
used, where the system is pumped under N2 flow to dislodge water vapor on chamber 
walls. 
2) Reduction of surface roughness. Roughness has been previously measured to 
be approximately 40 nm. Several techniques may reduce roughness, including: 
Use of rapid thermal annealing (RTA) in a manner similar to CO2 anneal­
ing. Hopefully the RTA would reflow and smooth the surface while minimally 
altering the bulk structure of the waveguide. 
Use of thermally grown Si02 buffer layers, rather than those fabricated using 
PECVD. Surface inhomogeniety can occur when the PECVD system is used 
to create films thicker than optimal, i.e.  films thicker than licm. The 3pm 
buffer layer used in the five layer guide may have contributed to this type of 
roughness. 
Use of positive acting PMMA in grating fabrication would eliminate another 
possible source of surface roughness. 70 
Chapter 7
 
Summary and Suggestions for Future Work
 
7.1  Summary 
Three computational techniques have been presented for use in the design, model­
ing, and analysis of lossy planar optical waveguide structures. The transfer matrix 
method [1], [2], and the impedance boundary method of moments (IBMOM) [13] 
were reviewed and extended to the complex domain for inclusion of loss terms. The 
third method represents an improvement of the IBMOM when used in the analysis of 
planar structures with large stepwise changes in refractive index. This method uti­
lizes extended impedance boundary conditions in the IBMOM technique. Examples 
were presented showing the increased convergence rate in the analysis of waveguide 
structures with discontinuous guiding region refractive index profiles when the IB­
MOM with extended impedance boundary conditions was used. 
Various loss mechanisms relevant to dielectric waveguides were presented. The 
potential for increased absorption loss due to silicon impurities was discussed. The 
leaky nature of silicon-based waveguides  was also discussed.  The anti-resonant 
reflecting optical waveguide (ARROW) was presented  as a silicon-based structure 
which does not require a thick buffer layer to minimize leakage loss. 
The IBMOM with extended impedance boundary conditions was used in the 
analysis of ARROW structures and results compared to the matrix method and the 
IBMOM. Two applications of the original IBMOM with extended impedance bound­
ary conditions were presented. In the first, the method was applied to the design 
of a chemical sensor. The silicon-based ARROW device was designed to measure 
the refractive index of certain chemical substances with a high degree of accuracy. 
In a second application, graded index SiON waveguides fabricated at Oregon State 71 
University were characterized and compared to the theoretical model.  Excellent 
agreement between the theoretical and measured coupling angles  was shown. 
7.2  Suggestions for Future Work 
One of the significant advantages of the IBMOM is knowledge of the number of 
guided modes before a search for roots of the characteristic equation is undertaken. 
Currently no method exists for determining cut-off wavenumbers using the IBMOM 
when it is extended to the complex case. The effect of the attenuation constant on 
the range in which to search for propagation constants is not clear. Determination 
of the appropriate search range would increase the versatility of the IBMOM. 
Further work in the sensor area could include fabrication and testing of the 
ARROW refractometer. To date, ARROW structures have not been fabricated at 
Oregon State University. Additionally, the design of ARROW-based biochemical 
sensors using antibody/antigen chemical reactions for immunological assay, such as 
those given in [47] - [51], is recommended as a practical outgrowth of the refractome­
ter design. 
Specific suggestions for improving the quality of SiON waveguides fabricated at 
Oregon State University were detailed in Section 6.5. The issue of loss reduction 
was also addressed. Suggestions included improvement of PECVD processing tech­
niques to minimize impurities in the waveguide films. Methods for reducing surface 
roughness were also proposed, such as utilization of positive-acting PMMA in grat­
ing fabrication and an investigation into the use of rapid thermal annealing (RTA) 
to reflow and smooth the surface without significantly altering the refractive index 
profile. 72 
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Appendix A
 
The Propagation Constant
 
The propagation constant is defined in two different ways in the literature, depending 
upon whether an engineering or a physics (optics) convention is used. Using the engi­
neering convention, the solution to the Helmholtz equation corresponding to a plane 
wave propagating in the positive z direction is given by xF(z) = Tx exp (jkz) = 
11fx exp (--yz), where the time dependence ei4.4 is assumed [92].  The propagation 
constant is given by -y = jk = a + jfi, where (3 is the phase constant and a is the 
attenuation constant. 
Two possible differences may exist in the definition of the propagation constant 
between the engineering and physics conventions. One involves the sign convention 
of the time dependence and the other is the definition of the attenuation constant. 
(Additionally, in physics the square root of negative one is typically designated using 
i rather than j.) 
Traditionally in physics-related literature, the solution to the Helmholtz equation 
for a wave traveling in the positive z direction is given with a sign convention opposite 
to that in engineering, 111(z) = Alixo exp (+ikz) = Tx° exp (+i-yz). Here the time 
dependence e-`wt is assumed. However, in modern physics texts the sign convention 
used is often the same as the engineering convention.  The propagation constant is 
generally given by -y =  is /2 for the traditional sign convention, or y = a/2 
in the modern physics convention, where a/2 is called the attenuation constant. 
The reason for the different definitions of the attenuation constant is very prac­
tical and involves the method used to measure loss in each of the two disciplines, 
engineering and physics (optics). The notation used in engineering is designed to 
correspond to transmission line theory. Transmission lines are operated at relatively 85 
low frequencies where it is easy to measure voltages or currents in order to determine 
loss. Therefore, in engineering, a is defined by [93] 
V2 = Vi e-«L  (A.1) 
where V1 and V2 are the voltage amplitudes at two points separated by distance L, 
and a is given in units of Nepers per unit length. Equation (A.1) also holds for 
currents. In waveguides, electric and magnetic field components replace V and I 
in the solution of the Helmholtz equation and V is replaced by 1E1 or 1H1 in the 
definition of a. 
At optical frequencies, it is common to measure the intensity, I of light using a 
photodetector. The output of a photodetector is proportional to the square of the 
electric field. This leads to the physics definition of the attenuation constant [30]: 
=  (A.2) 
Again, a is given in units of Nepers per unit length. To convert either  a from 
Nepers (Np) to decibels (dB), the relationships 
1E1 1 Loss (dB/unit length) = adB,enpin. =  1 20 logio  (A.3)
1E21 
Loss (dB/unit length) = adB,physics = 
1 
10 logio  (A.4) 
and logio e = 0.4343 are used. The results are 
adB, engin.  = (20)(0.4343) aNp = 8.686 aNp  (A.5) 
adB, physics  (10)(0.4343) aNp = 4.343 aNp.  (A.6) 
For a given loss in dB/unit length, adB, engin. = adB, physics or aNp, engin. 
2CeNp, physics. Therefore, the definitions describe the same loss. 
In this thesis, the convention used for the propagation constant will follow the 
modern physics convention with W = W  exp (--yz) but will use j instead of i in 
the representation of complex numbers. Therefore,  y = Q  ja/2 (a in Nepers) is 
defined as in (A.2). 86 
Appendix B
 
Absorption and Scattering Mechanisms in a Dielectric
 
Various mechanisms that contribute to absorption and scattering loss in a dielectric 
will be detailed below. 
B.1  Absorption 
As discussed in Section 2.2.1, material absorption depends  on both the electronic 
properties of the material and on the wavelength of the incident field. The primary 
causes of absorption in dielectric waveguides will be detailed in the following sections. 
B.1.1  Vibrational Absorption 
When an alternating electric field is incident on a material, the field may period­
ically displace certain types of bound atoms. Atoms that are susceptable to this 
type of displacement include semiconductor crystal lattice atoms, the atoms of some 
amorphous materials whose structure is not too different from the crystalline form 
(e.g. SiC, a tetrahedrally bonded semiconductor in both amorphous and crystalline 
form) [31], and ionically bonded atoms in insulating materials. As the atoms vi­
brate, they influence each other due to the binding force that exists between them. 
The resulting vibrational modes either propagate through the crystal (phonons) or 
are localized. Localized vibrations occur in particular in materials where the crystal 
lattice does not cover a large area, for example, when a crystalline impurity exists in 
an amorphous material. 
The way the atoms interact in this situation is similar to that of several masses 
connected together by springs, where the binding force between the atoms is anal­
ogous to the restoring force of a spring. Each vibrating atom can be thought of as 87 
an oscillator with a resonant frequency which depends on the mass, m, of the atom 
and the 'restoring force', n, as with a resonant mass/spring system. The resonant 
frequency is given by: 
IFC 
wo =  (B.1) m 
for monatomic materials and 
1 1 
Li.10 =  (B.2) (

ml  m2 
for diatomic materials [30]. 
When the frequency of the incident electric field is the  same as that of the 
resonant frequency of the lattice or ionic structure, energy is strongly absorbed from 
the field by the material to maintain oscillations. This results in an increase in the 
extinction coefficient of the material. 
Impurity ions also resonate and cause absorption due to localized vibrational 
modes. The OH- ion causes a substantial loss at infrared frequencies, in particular 
for materials such as Si02, SiON, and Si3N4 where impurity hydrogen is deposited 
if water vapor is present during processing [29]. 
B.1.2  Interband Transitions 
Insulators such as SiO2 lack free electrons at lower optical frequencies and therefore 
the strongest absorption peaks are due to vibrations. But other absorption peaks do 
occur at higher frequencies due to electronic interband transitions in the constituent 
atoms. 
When the photon energy in a guided mode is  near the bandgap energy of the 
material, Eg, interband transitions can occur. In this case an electron in the valence 
band is excited by a photon of energy 4, to the conduction band (and a hole of cor­
responding energy is excited to the valence band). The total momentum of electrons 
and photons must remain constant (conservation of momentum), so the transitions 
occur differently for direct bandgap materials than for indirect bandgap materials. 
See Figure B.1. 88 
k 
a  b 
Figure B.1. Energy diagram for: a) direct interband transitions, b) indirect transi­
tions. hWpe refers to a phonon emitted and &opa refers to a phonon absorbed. After 
Bhattacharya [32]. 
For a direct bandgap material, a photon with energy greater than or equal to 
Eg may excite an electron from the valence band to  a higher energy state in the 
conduction band. Direct transitions can occur between any of the valence bands and 
any of the conduction bands in materials with multiple bands as long as momentum 
is conserved (i.e. there is no change in the k direction), although certain transitions 
are more energetiCally favorable. For materials with parabolic bands, the final energy 
of an electron in a direct transition is given by [32] 
h2e2 
Ek, = Ek  Eg 
h2k2 
(B.3) 2 me  2 mh 
Here Ek is the initial energy and Eg is the bandgap energy. The last two terms 
on the right side of (B.3) are the energy supplied by the photon that is in excess of 
the bandgap energy in the conduction and valence band, respectively. The effective 
mass of an electron being excited to the conduction band is given by me, mh is the 
effective mass of a hole being excited down to the valence band, and the k's  are 
the magnitudes of the initial and final wavevectors, as shown in Figure B.1 a. Since 
the wavevector of a photon is very small, k'  k and momentum is conserved. The 
energy of the incident photon is hc,., = Ek  Ek. 
For an indirect bandgap material such as silicon, band-to-band transitions must 
be phonon assisted; see Figure B.1b. Phonons are the propagating lattice vibrations 89 
described in the previous section and are able to produce a large change in momen­
tum. Phonon energy tztop can either be emitted or absorbed in this type of transition, 
therefore the energy equation becomes 
Ekt = Ek + hw T hwp  (B.4) 
where hcop is the energy of the phonon, the negative sign refers  to phonon energy 
emitted, and the plus sign refers to phonon energy absorbed. 
Both direct and indirect electronic transitions can occur within the same mate­
rial. For instance, at room temperature the indirect bandgap energy of silicon is 1.12 
eV and its phonon energy is 0.063 eV. Therefore, the lowest energy transitions occur 
at 1.12 ± 0.063 eV. At about 3.4 eV a direct transition is possible and will tend to 
occur for energy levels in this range; see Figure B.1b. 
B.2  Scattering 
Volume scattering and surface scattering are discussed, and a brief discussion of 
scattering theory are presented. 
B.2.1  Volume Scattering 
Three important types of volume scattering are: 
1) Impurity scattering. Impurities in the bulk of the waveguide can be introduced 
during processing by many sources: the processing chamber walls if the chamber 
is not cleaned well; ambient particles in the chamber, especially if the vacuum is 
insufficient; gas flow interactions; the surface of the substrate if it is not cleaned 
well; or the bulk of the substrate it is heavily doped. One particular problem with 
waveguides grown using PECVD is called homogeneous nucleation. Since the PECVD 
system operates at a fairly low temperature, vapor phase particles that collide are 
able to bond and form large particles which fall onto the waveguide surface [66]. 
2) Rayleigh scattering. When the dielectric material used is amorphous (such 
as SiO2 or SiON), the molecules have random position. A random grouping of 90 
molecules may cause a localized change in refractive index which acts as a scattering 
center. Rayleigh scattering occurs mainly at shorter wavelengths (A < 1.6pm) and 
the absorption coefficient associated with it has an w4 dependence [29], [33]. 
3) Defect scattering. Random flaws in processing can cause film imperfections 
which can scatter the incident light. One type of imperfection that affects amorphous 
materials such as SiON is crystal formation. In this case a small crystalline structure 
is formed and the grain boundary acts as a scattering center [63], [62]. 
B.2.2  Surface Scattering 
When the rough surface of a waveguide is decomposed into its spatial Fourier com­
ponents, each of these components can act as a mode-coupling structure (discussed 
below in the scattering theory section). Rough interfaces between the guiding  re-
gion(s) and the cladding can cause mode-coupling from a guided mode to other 
guided modes or radiation modes. 
Rough interfaces are caused by nonideal processing. Certain processing tech­
niques such as sputtering, where ions are accelerated into the surface of the substrate, 
cause rougher surfaces than techniques such as evaporation or diffusion. 
One way to decrease surface roughness is to anneal the waveguide. The wave­
guide is heated to a very hot temperature (400° C - 1200° C depending on the 
materials and the application) allowing the surface to reflow and smooth out. 
B.2.3  Scattering Theory 
Scattering centers are the inhomogeneities which cause volume scattering, and the 
components of the rough surfaces which are involved in surface scattering. The 
scattering center alters the phase constant of an incident guided mode, diffracting 
light into or out of a mode much like a grating coupler. According to mode-coupling 
theory [33], [4], if one of the 'couplers' has a spatial frequency of L = Kz/27 in the 
direction of propagation, energy can be coupled into a guided mode whose phase 91 
constant differs from that of the original guided mode by lfz, that is 
Kz =102  ,811- (B.5) 
If the spatial frequency does not satisfy these conditions, the guided mode can 
be coupled into radiation modes or continue on in the original guided mode [4]. 
Two conditions maximize both volume and surface scattering [4], [30]: 
1) A large change in refractive index between the guiding medium and the scat­
tering center. The larger the difference, the larger the mode-coupling coefficients 
(given by mode-coupling theory), and the greater the amount of energy that can be 
coupled out of the guided mode. 
2) Scattering centers that  are on the order of the wavelength of light of the 
guided mode. Maximum coupling efficiency is achieved when the spatial period of 
the coupler is on the order of the incident wavelength. 