Abstract-A stepped-frequency (SF) waveform is effective in achieving high-range resolution (HRR) in modern radars. In this paper, we determine various fundamental limits of the SF waveform regarding the ambiguity, stability, and accuracy of stationary target profiling and the velocity compensation accuracy for moving targets. The investigation reveals that by using the information contained in both the phase and envelope of the echo signal, SF radars can achieve HRR profiles without ambiguity under a looser criterion and can compensate the range shift caused by a target's radial velocity. The results of this paper can aid in SF waveform design and in the development of processing algorithms for HRR profiling and velocity compensation.
I. INTRODUCTION
S TEPPED-FREQUENCY (SF) waveforms are among the most popular waveforms used to achieve wide or ultra-wide bandwidth in radar applications [1] - [4] . Because of their effectiveness in achieving high-range resolution (HRR), SF waveforms are widely used for remote sensing (synthetic aperture radar (SAR) [5] or inverse synthetic aperture radar (ISAR) [6] ), ground penetration [7] , through-wall sensing [8] , [9] , and noncooperative target recognition (NTR) [10] , [11] .
In SF radar, an identical baseband waveform is modulated by linearly shifted carrier frequencies and transmitted successively (see Fig. 1 ), which makes different scatterer range has different phase variation slope [1] . Then the radar can achieve a wide synthetic bandwidth and a high range resolution. In this procedure, two key factors require special attention [1] . The first factor is the range ambiguity and profiling error that occur while observing stationary targets, and the second factor is velocity estimation and compensation for moving target profiling. In most conventional SF radar researches or applications, the phase variation between successive echo pulses (inter-pulse phase variation) is the main or even the only concern. But the information contained in the baseband waveforms are usually ignored or insufficiently utilized.
For stationary targets, the SF pulses can be seen as a discrete sampler of targets' frequency domain response. In this sense, the alias in range, which is also called range ambiguity, is a common The authors are with the Department of Electronic Engineering, Tsinghua University, Beijing, 100084, China (e-mail: yiminliu@tsinghua.edu.cn).
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Digital Object Identifier 10.1109/TSP.2014.2337279 problem in HRR profiling. Pioneering researchers of SF waveforms introduced an unambiguous criterion, which was generally maintained in subsequent researches and developments. As the entire synthesized bandwidth ( , where is the number of pulses in one burst and is the carrier frequency shift step) and range resolution ( , where is the speed of light) are obtained from a burst of pulses with different carrier frequencies, a larger is usually preferred because of the resulting decrease in pulses required per burst and the resulting increase in data rate or azimuth sampling rate [2] , [12] . The unambiguous criterion is an inequality between and the baseband pulse width (For pulse compression waveforms, refers to the compressed pulse width). Because the reciprocal of determines the baseband or instantaneous bandwidth of the SF radar [1] , [2] , the unambiguous criterion provides constraints for the synthesized bandwidth (or range solution) for a given baseband bandwidth and pulse number. Moreover, the unambiguous criterion also provides constraints for the required pulse number (or baseband bandwidth) once the desired range resolution and baseband bandwidth (or pulse number) are given. In the derivation of the unambiguous criterion, the baseband envelope was only used to indicate the energy spread of the echo [2] . In recent researches and developments, the unambiguous criterion was found to be too strict when linear frequency modulation (LFM) was used as the baseband waveform [13] , [14] . However, explicit discussions of different baseband waveforms are lacking in the literature.
For moving targets, the radial velocity will introduce both linear and quadratic phase variation between successive pulses [1] , [15] . The linear phase variation will linearly couple with that caused by the target range. And the quadratic phase variation will bring model mismatch for HRR profiling [1] , [2] . Then a range shift and dispersion will arise in the HRR profile (HRRP) [1] , [2] , which may reduce the range resolution and the performance of the radar imaging or NTR. As a result, velocity estimation and compensation in SF radars have drawn much attention [15] - [19] . Some compensation methods are based on analyzing the quadratic phase term due to the radial velocity [17] , [18] . These methods exhibit good performance for dispersion compensation. However, range shift compensation requires much higher accuracy for velocity estimation, resulting in an insufficient accuracy to compensate for the range shift, which may make accurate radar imaging or NTR impossible. Other methods can successfully compensate for the range shift [16] , [19] , but modification of the waveforms is needed, thus limiting their applications. A method provided in [15] can achieve sufficient accuracy for range shift compensation without waveform modification, but only LFM was considered as the baseband waveform, and no general results were provided.
In this paper, we construct a signal model which contains both inter-pulse (e.g., frequency step size and phase variation) and baseband (e.g., complex envelope) features. Then we consider HRR profiling and velocity compensation as an estimation problem. The model stability measure (e.g., condition number [20] , [21] ) and estimation error bounds (e.g., Cramer-Rao lower bounds (CRLBs) [22] - [24] ) are usually adopted to evaluate the performance of radar waveforms or to aid in system design. By deriving theoretical performance limits, we investigate the HRR profiling and velocity compensation potentials of classical and commonly used SF waveforms. These potentials have generally been overlooked in SF waveform researches and developments. However, considering these potentials can help us improve the capability of radars, for example, in HRR profiling, or resolve problems that often arise in applications such as range shift compensation. The received signal consisting of SF pulses can be formulated as linear combinations of echoes from scatterers located at different ranges. Our analysis is based on the received echoes rather than signal metrics (e.g., the pulse width or phase variation relationship between pulses), and hence, the results characterize the fundamental limits of HRR profiling and velocity compensation. The main contributions of this paper are as follows:
1) We provide a new criterion for the relationship between baseband waveforms and for unambiguous HRR profiling. This new criterion is based on the frequency domain characteristics of the baseband waveforms and is thus suitable for a greater variety of situations rather than being limited to only certain types of baseband waveforms. Moreover, the new criterion is much looser than the traditional constraint for many commonly used baseband waveforms. 2) We determine the upper and lower bounds of the profiling error. The upper bound can be viewed as a metric for the stability of the HRR profiling, and the lower bound can be used to evaluate the potential for profiling accuracy. These bounds are determined by the frequency spectrum of the baseband waveform and are straightforward and easy to apply. 3) We evaluate the lower bound of the velocity estimation and range shift compensation error. The bound shows that for moderate signal-to-noise ratios (SNRs) and unmodified waveforms, the velocity estimation is sufficiently accurate to compensate for the range shift caused by target motion. This result reveals that the range and velocity can be decoupled with only one burst of SF pulses and that the "range-velocity coupling" problem, which exists in many SF radars, can be successfully solved. The rest of this paper is organized as follows. Section II formulates the signal model of echoes from scatterers that arises as the radar transmits and receives SF waveforms. In Section III, a new unambiguous criterion on the relationship between baseband waveforms and for HRR profiling is provided. The upper and lower bounds of the profiling error, which can be considered as metrics for the profiling stability and profiling accuracy, respectively, are both given in Section IV. In Section V, the lower bound of the velocity estimation and range compensation accuracy for moving targets is derived. Discussions and numerical results are provided in Section VI. The conclusions of this paper are drawn in the last section.
II. SIGNAL MODEL
In this section, signal models for both stationary and moving targets are constructed respectively for SF radar. Unlike most existing works, baseband waveforms of the SF are introduced and play an important role in these new models. The important and frequently used notations are listed in Table I .
A. Stationary Targets
In this subsection, we first provide the expression of echoes from a stationary ideal unit point scatterer, then discretize the scattering range profile of the observed targets to a parameter vector. Thirdly, we form the model as a linearly combination of echoes from scatterers with different ranges. Finally, we write the signal model in matrix form. Fig. 1 shows a brief sketch of an SF radar. The SF pulse burst is created by transmitting identical baseband waveforms modulated by different carrier frequencies, which shift linearly with a uniform step size, . The carrier frequency of the th pulse is , where and is the initial carrier frequency. The baseband waveform is defined as , and hence, the entire transmitting pulse train is (1) where is the pulse repetition interval (PRI). For one stationary ideal unit scatterer located at range , the echo is (dismissing attenuation and dispersion during propagation) (2) where is the receiver noise. Echoes from each pulse are down-converted to the baseband with the corresponding carrier frequency, as (3) Fig. 2 . A demonstration of radar HRR profiling using SF waveforms. The range extent of the observed scene is from to and indicates the complex scattering amplitude at range . where is the unit step function, is the baseband receiver noise and the echoes from scatterers farther than are ignored.
We divide the total range into a number of range slices, and the extent of each range slice is . It is assumed that the observed scene starts from the th range slice and lasts for range slices, where and are non-negative and positive integers, respectively. See Fig. 2 .
It has been demonstrated that the range resolution of an SF pulse train is [2] . Using the range resolution as the sampling interval, the HRRP, which is the scattering character of the observed range extent, can be discretized as a vector, , where is the transpose operator. It should be noticed that the viability of the sampling interval used here is based on the "correct" retrieval of the scattering character, whose condition will be investigated in Section III. The quantity represents the complex scattering amplitude of the scatterer located at the range , where is the th entry of the vector.
As a summation of the echoes from each scatterer in the observed range, the echo pulse train can be represented via (4) After the down-converting step, the received baseband signal is (5) The received baseband signal is then sampled at the time instant , for the th pulse. As each of the pulses has baseband samples, the total sampling points of the received baseband signal can be arranged as an data matrix . The th row of is associated with the sample series in the th pulse repetition interval. We denote as the th, th entry of a matrix, where is the th sample of the th pulse's baseband echo: (6) We define as the th column vector of , so . Using a column vector stack of , we can rewrite (6) in matrix form, as (7) where is the additive noise vector, the echo vector and is an observing matrix: (8) where and .
B. Moving Targets
In this subsection, we will provide the signal model for targets whose relative radial velocity to the radar antenna is non-zero. The derivation is carried out from changing the target range from constant to time-varying. And at the end, a modification of (7) will be derived as the signal model for moving targets. For a radial velocity ( implies that the target is departing from the radar, and vice versa.), the distance between the radar antenna and the target at time is (see Fig. 2 ). Thus, the echo from a single unit scatterer moving at a radial velocity is (9) After a down-converting step, the received baseband signal of the moving scatterer is (10) The baseband samples are rearranged to form an echo vector whose definition is similar to that of : (11) In (11), describes the additional phases introduced by the scatterers' radial velocity. The matrix is an diagonal matrix, where (12) Matrix is a modification of , and (13) It should be noticed that in the derivation of this subsection, the radial velocities of targets in the observed scene are assumed to be the same. As stated in the conclusion, the multiple velocities cases will be considered in future studies.
III. NEW UNAMBIGUOUS CRITERION FOR HRR PROFILING
In this section, a new unambiguous criterion of SF radar waveform for HRR profiling will be provided. The HRR profiling can be viewed as a procedure for estimating the complex scattering amplitude of all scatterers in the observed range extent or, in other words, for obtaining an estimate of .
The signal models (7) and (11) derived in the last section, for stationary and moving targets, respectively, imply that the received baseband signal vector or is a linear combination of the columns in or . Unambiguity is a requirement that HRR profiling must meet [2] . For purposes of estimation, unambiguous profiling implies that the estimate of is unique. From (7) and (11), a unique estimate of can be achieved under the condition that the observing matrices or are of full column rank [25] . Hence, we will derive a new unambiguous criterion for SF waveforms by analyzing the requirements on waveform characteristics to ensure that the observing matrices are full column rank.
First, the complicated original observing matrix is transformed and permuted to a simple and clear block diagonal matrix, through a series of orthogonal transforms. The manipulation can equivalently reduce the condition of the original observing matrix being full-column rank to the conditions of the transformed-and-permuted observing matrix's non-zero diagonal blocks be full column rank. Then the columns of the diagonal blocks are transformed into frequency domain by Fourier transforms. Finally, the new unambiguous criterion is proven through analyzing the linear independence of those columns in frequency domain.
For moving targets, if the radial velocity is known or estimated (which will be discussed in Section V), the distortions in the observing matrix caused by can be compensated. Hence, our discussion in this section will focus on the stationary target scenario and the corresponding observing matrix .
As defined in the last section, is an matrix. It is difficult to directly evaluate the column rank for such a large matrix; hence, some preprocessing of the signal model is preferred.
From (14) to (24), a series of orthogonal transforms will be carried out to make the observing matrix a block diagonal matrix, which makes the signal model easier to analyze. We first multiply each side of (7) by an matrix : (14) where is the inverse operator, is a block diagonal matrix:
and is the discrete Fourier transform (DFT) matrix, where According to (8) ,
can be expressed as a block matrix associated with blocks:
The th, th block is an diagonal matrix, and its th diagonal entry is (17) Matrix is an association of several diagonal blocks, and most of their entries are zero. Now we can permute these non-zero entries to make the signal model clearer. By swapping the rows and columns of , one can obtain a transformedand-permuted observing matrix , as (18) where and are row and column swapping matrices, respectively:
It can easily be shown that and are orthogonal matrices. By substituting the above definitions into (18), we obtain
The th diagonal block is an matrix, and
The transformed-and-permuted observing matrix is block diagonal. Complying with the permutation of , the HRRP vector and the transformed echo vector must be permuted to establish the equation. Equation (14) can be rewritten as (23) where is the Hermitian operator. Let us define a permuted HRRP vector , a transformed-and-permuted echo vector and a transformed-and-permuted noise vector . Then, has entries, similar to , but its th entry is the th entry of . Likewise, has entries, similar to , but the th entry of is the th entry of . According to the above definitions, it can be deduced from (14) that (24) Equation (24) is the modified signal model. Because and are all orthogonal matrices, (24) is equivalent to (7), and the column rank of is the same as that of . Thus, the condition for to be full column rank is equal to that for . As is a block diagonal matrix, it is full column rank if and only if each of its blocks, , is full column rank. According to (17) and (22), we find that , the th column of , is the sampled baseband waveform , multiplied by a coefficient , with a sampling interval . Matrix is full column rank if and only if are linearly independent.
Theorem 3.1 (The New Unambiguous Criterion): If the baseband sampling rate is sufficiently high, the sufficient condition for to be linearly independent and the HRR profiling to be unambiguous is (25) where is the Fourier transform of the baseband waveform . Proof: The Fourier transform of (where is the Dirac function) is (26) If the sampling rate is sufficiently high, the summation in (26) can be approximated by integration, and (27) Because the Fourier transform is invertible, the linear independency of is equal to that of . The sufficient condition for to be linearly independent is as follows:
( is the set of complex numbers) with at least one nonzero entry, there exists satisfying (28) We define and ; then, can be rewritten as (29) In (29), is a periodic function whose repetition interval is .
and (31) where is defined on the period . According to the definition of and with at least one nonzero entry, , satisfying
Hence, if ; then, , and the defined in (32) can satisfy
Thus, Theorem 3.1 has been proven. If the baseband waveform is band-limited, all of the information contained in the echoes can be acquired if is greater than the bandwidth of the baseband waveform. In addition, the high sampling rate required by the approximation in (27) can be obtained by interpolation. Thus, the very high sampling rate assumed in the proof is unnecessary in real systems. Moreover, according to the above discussion, (25) can be seen as the new ambiguous criterion for HRR profiling for SF waveforms. More discussion regarding this new criterion can be found in Section VI.A.
IV. THE UPPER AND LOWER BOUNDS OF THE PROFILING ERROR
In the previous section, the uniqueness of HRR profiling was discussed. The new unambiguous criterion Theorem 3.1 provides the condition guaranteeing that the estimation of is unique. However, in real radar applications, the noise vector is nonzero and will lead to estimation errors. In this section, we focus on the upper and lower bounds of the HRR profiling error. These bounds can be used to evaluate the profiling stability and accuracy and can aid in the design of SF waveforms.
A. The Upper Bounds of the Profiling Error
Theorem 3.1 gives the sufficient condition that the observing matrix is full column rank and hence leads to a unique or unambiguous estimation of the HRRP. However, in real radar applications, the noise vector is nonzero and may have different kinds of distributions. Improper waveform design can cause large errors during profiling. In this subsection, we will provide a metric for SF waveforms, which bounds the largest profiling error without assumptions of noise distribution and can aid in evaluating the HRR profiling stability of the waveform.
To derive the upper bounds of the profiling error, we first prove two lemmas. The first one gives a relationship between the profiling error's upper bounds and the observing matrix's condition number. The second one gives a upper bond of the condition number, which is related to the discrete time Fourier transform of entries of the observing matrix. Finally, we associate the two lemmas to provide the upper bounds of the profiling error as a function of the baseband waveforms' power spectrum.
As and the swapping operator in (19)- (20) are orthogonal, the computational stability of the signal model (24) is equal to that of the original model (7). Moreover, is a block diagonal matrix, and therefore, (24) is equal to a group of independent equations:
In (34), the vectors and are equally divided into pieces, where and denote the th piece. The estimation of can be performed individually with these equations, each of which has parameters to estimate. The overall profiling stability corresponds to the worst case of these equations in (34).
Before we investigate the upper bound, two lemmas are first introduced.
Lemma 4.1: Supposing that matrix is full column rank and , there exists the following inequality:
where is the Euclidian norm and and are the maximum and minimum eigenvalues of a matrix, respectively.
Proof: Because is the Euclidian norm, the vector satisfies the following inequality [25] Let us define
The approximation employed in (44) is based on the fact that for most SF radars, the delay extent of the observed scene is far greater than the time extent of its compressed baseband waveform, which means that , if . Because , we have ; thus,
Then (40) can be deduced by substituting (45) into (39) and using Lemma 4.1. Thus, Theorem 4.3 is proven.
Via Theorem 4.3, we can determine an upper bound for the profiling error, using the frequency shift step and the amplitude spectrum of the baseband waveform, . Moreover, Theorem 4.3 implies that a smaller , a flatter and a wider bandwidth for are preferred from the perspective of profiling stability.
B. The Lower Bounds of the Profiling Error
In this subsection, we consider the lower error bounds for the HRR profiling of stationary targets, which can be used to evaluate the profiling accuracy. The CRLB is adopted here, and an upper bound and an approximation value of the CRLB are provided.
We first derive the form of the Fisher information matrix (FIM) of , and then quantify the CRLB by the sum of the reciprocals of FIM's eigenvalues. Finally, we give the upper bound and the approximation.
In Section II, HRR profiling was formulated as an estimation problem. The mean square error (MSE) values of an unbiased estimate have a lower bound given by the CRLB [27] : (46) where and are the FIM and the CRLB corresponding to . Supposing that the noise in (7) is additional white Gaussian noise (AWGN), the FIM can be written as (47) where is the noise power. If the new unambiguous criterion is satisfied, is full column rank, and the FIM, , is an full rank Hermitian matrix. However, the dimensions of (47) are too large to achieve a succinct evaluation of the profiling accuracy. By substituting (18) Solving the optimization problem in (52), we can obtain the upper bound of the CRLB:
The upper bound of the CRLB gives the worst case. In (53), is the signal power of each transmitted pulse, which can be regarded as constant when comparing between different baseband waveforms. Then, the upper bound is determined by . The smaller the value of , the lower the upper bound of the CRLB.
In addition we can provide another useful approximation of the CRLB of the profiling error. If the new unambiguous criterion is satisfied, then (54) where (55) (54) can be directly implied from theorem 4.1 in [28] . Using (49), (50), (54) and (55), we can obtain an approximation of the profiling CRLB; we will provide some illustrations for this in Section VI.
V. ERROR BOUNDS OF VELOCITY COMPENSATION FOR MOVING TARGETS
A target's radial velocity is a factor that may cause a collapse in the HRR profiling. The radial velocity can be successfully compensated for as long as is correctly estimated [15] . The target radial velocity will cause range dispersion and range shifts in the HRRPs. The compensation for the range shift requires a more accurate velocity estimation than that for range dispersion, which makes this a difficult problem in many SF applications. The range shift compensation residual cannot be less than one high-resolution range cell unless the velocity estimation error is smaller than [15] . In this section, we will investigate the lower bound (CRLB) of the velocity estimate's MSE, to reveal the potential of SF waveforms to compensate for the range shift, with echoes in only one pulse burst. We first combine the target's velocity and the HRRP as a new parameter vector, and then formulate the new parameter vector's FIM. Among the diagonal entries of the FIM's inverse, only one entry, which corresponds to the velocity, is our concern. So we adopt the Schur complement [25] for a simplification of the matrix inversion.
The signal model constructed for a moving target in Subsection II.B is adopted here. The target's radial velocity is combined with the range profile to form the parameter vector to estimate, . Then, the MSE matrix of satisfies the information inequality [27] : (56) where is the FIM for the parameter vector and implies that is semi-definite. Equation (56) implies that the MSE of the velocity estimate is bounded by (57) Supposing that the noise is AWGN, then the logarithmic likelihood function is (58) where is a constant.
Then, the FIM
Because the signal model (11) is linearly Gaussian, the FIM can be simplified as [27] (60) 
According to the Schur complement [25] , the inverse of the FIM can be achieved through (64) where is an vector. Defining as the identity matrix, the CRLB of the velocity estimate error is (65) where is an diagonal matrix and (66) A corresponding derivation can be found in the Appendix. An intuitive explanation of (65) can be given as follows: is the projection matrix for the orthogonal complement of the column space of . Note that is in the column space of . Matrix is a diagonal matrix, and if its diagonal entries are equal to each other, is also in 's column space. Then, approaches , and the radial velocity cannot be compensated for. Fortunately, the actual will provide torsion to vector , causing it to have components that are orthogonal to the column space. The CRLB are determined by these orthogonal components and the noise power .
For range shift compensation, the compensation residual (normalized by the waveform's range resolution, ) is linearly proportional to the velocity estimation error, [15] . Then, we can derive the CRLB of the range shift compensation residual by multiplying by .
where is a diagonal matrix and (68)
It should be noted that for moving targets, the CRLB of the profiling error can be determined as (69) However, if the velocity is not correctly compensated for, there will still exist distortions that make the definition of less straightforward. Moreover, the explanation given by (69) is not sufficiently intuitive; thus, a further derivation of the profiling error for moving targets is omitted in this work. 
VI. DISCUSSION
In this section, we provide a discussion and some simulations to demonstrate the foregoing results. Two types of common baseband waveforms will be discussed, and their performances will be compared. For stationary targets, the ambiguity of HRR profiling, profiling stability and accuracy will be compared. For moving targets, we will give a simplified evaluation of the CRLB of the velocity estimation error and hence reveal the potential of range shift compensation without waveform modification.
A. HRR Profiling for the Stationary Targets
The derivation of the traditional unambiguous criterion is based on the fact that the aliases in HRRPs can be suppressed when they are located outside of the mainlobe of the received baseband signal. Hence, it is required that [2] (70) where is mainlobe width (the time distance between the two first zeros) of . This argument is based on the assumption that the amplitudes outside the mainlobe of the baseband envelope approximate to zero or, for pulse compression waveforms, that the compressed sidelobes can be sufficiently attenuated by a windowing technique. (For pulse compression waveforms, such as LFMs, corresponds to the delay distances between the first zeros of the compressed waveforms.) An illustration is provided in Fig. 4 .
Two algorithms introduced by [13] and [14] showed that the traditional criterion is overly strict when the baseband waveform is an LFM. These two algorithms are constructed from different perspectives. One is based on frequency domain splicing, and the other is based on a least squares estimation. However, both algorithms can generate unambiguous HRRPs if , which coincides with the new ambiguous criterion introduced in this paper. However, only an LFM was considered in those works.
In this subsection, we will show that Theorem 3.1 is suitable not only for LFM baseband waveforms, but also for monotone waveforms. These demonstrations can help indicate the applicability of the new unambiguous criterion for different kinds of baseband waveforms.
LFM Pulses: LFM pulses are usually used as the baseband waveform for SF remote sensing radars [29] . For LFM pulses, , where is the baseband bandwidth and is the uncompressed pulse width, in other words, the time duration of one transmitted pulse. The frequency spectrum of the LFM pulse has a complex expression, but in general, can be considered as a rectangle that extends from to . Then, according to the new criterion, unambiguous HRR profiling can be guaranteed when
Monotone Pulses: Monotone pulses are very popular in SF radar applications as the baseband waveform [2] . The frequency spectrum of a monotone pulse with pulse width is
The first zero of is located at . Under the new criterion, an unambiguous HRRP can be achieved when (73) Equation (73) matches well with the assertion in [14] , which was derived from the solutions of a group of inequalities. Furthermore, the restriction on is looser than that derived from the traditional criterion [2] . In the following discussion, we use an LFM pulse and a monotone pulse as baseband waveforms to demonstrate the criterion and bounds derived in this paper. The bandwidths and pulse widths of the baseband waveforms are defined as follows: the baseband bandwidth of the LFM pulse is , meaning that the first zeros of its amplitude spectrum are located at . Correspondingly, the pulse width of the monotone pulse is , meaning that the first zeros of its spectrum are located at , as with the LFM pulse. Fig. 5 provides an illustration of the spectrum.
For both LFM and monotone baseband waveforms, Fig. 6 shows the condition numbers and their corresponding upper bounds given by Theorem 4.3 as the frequency shift step varies from to (or from to ). This figure provides a simple evaluation of the profiling stability. The solid lines represent the true condition numbers, and the dashed lines denote the corresponding upper bounds. It can be seen that for LFM, the condition number remains stable when and the observing matrix can be regarded as full column rank, thus satisfying the new unambiguous criterion. When is larger than , both the condition numbers and their upper bounds grow dramatically, which can be regarded as a manifestation of a lack of column rank and possible ambiguous profiling.
For monotone baseband waveforms, the condition number remains quite low while , and the number grows when . The condition number reaches its first peak at and subsequent peaks at , which means that for monotone baseband waveforms, the observing matrix experiences a lack of column rank when approaches . Additionally, the profiling stability decreases faster than that of the LFM when . Comparing the two kinds of baseband waveforms when they have the same first zeros in the frequency domain, it can be seen that the monotone pulse exhibits very good performance when , from the perspective of profiling stability. However, the LFM maintains acceptable performance when the new unambiguous criterion is satisfied . In the following discussion, the frequency shift step is restricted to be less than or to prevent the observing matrix from being singular, which would render the CRLBs meaningless.
The CRLBs of the HRR profiling error are illustrated in Fig. 7 . In this simulation, the noise is assumed to be AWGN. Simulations were performed for both LFM and monotone baseband waveforms. The observed range intervals were set to or ; in other words, , 32 or 128, respectively. We provide results for different values of because the dimensions of the FIMs may influence the calculation of the CRLBs. The solid lines indicate the CRLBs of the LFM, and the dashed lines represent those of the monotone. All of these CRLBs are normalized by the reciprocal of the SNR and . The normalization helps us to focus on the waveforms and to exclude the inessentials. Lines for different values of are indicated via different kinds of markers. For the LFM, the CRLBs remain relatively low when the new unambiguous criterion is satisfied . Due to the flat spectrum, the differences in the CRLBs for the LFM under different values of are fairly small. The details are shown in Fig. 8 , where it is clear that the difference is less than 0.1 dB for the same value of . For the monotone pulse, the CRLBs increase as becomes larger. The CRLBs are nearly equal to each other when and remain relatively low. However, the bounds increase as approaches (the critical point at which the profiling becomes ambiguous). When approaches , the observing matrix becomes singular, and the inverse of becomes unstable, which enhances the differences between the CRLBs for different values of .
We verified the upper bounds of the CRLBs of the profiling error. Simulations were conducted for both LFM and monotone baseband waveforms. The frequency shift step was varied from to (or from to ), and results for both and are provided. The CRLBs and their upper bounds for a monotone pulse are given in Fig. 9 . The solid lines represent the CRLBs for and . The dashed line indicates the upper bound. From  Figs. 8 and 9 , we can conclude that the upper bound of the profiling CRLB given by (53) is satisfactory when the unambiguous criterion is satisfied and can thus be used as a metric to evaluate the SF waveforms' profiling accuracy.
In (54) and (55), we provide an approximation for the CRLB of the profiling error. The approximation can be calculated from a discrete Fourier transform of the autocorrelation function of the sampled baseband waveform, where the sampling interval is . Fig. 10 shows the relative errors of the approximation (the differences between the approximation and the true values, divided by the true values at each point). The solid lines indicate the results of LFM baseband waveforms, and the dashed lines represent those of the monotone waveforms. It can be seen that for LFM, the approximation is very accurate when . The approximation errors are near 1% or less. For the monotone pulse, the approximation is also quite good, except when approaches , the critical point of the profiling ambiguity.
B. Velocity Compensation for Moving Targets
The CRLBs for the velocity estimation error and the range shift compensation residual are given by (65) and (67), respectively. However, the dimensions of are too large for expedient evaluation. In this subsection, we provide a simplification of the expression for the range shift compensation CRLBs and numerical simulation results of the range shift compensation CRLBs for both LFM and monotone baseband waveforms.
In (13), we find that the complex envelope of the received baseband echo is distorted by the target radial velocity. However, this kind of distortion is usually "small" in most cases (especially compared with the range shift and dispersion) and can be compensated for by range alignment methods, which are usually adopted in ISAR [2] . Thus, it can be supposed that the impact of the target radial velocity on the complex envelope of the received baseband echo is negligible, and the projection matrix in (67) can be approximated by , with
Now, we analyze the range shift compensation CRLB. To focus our discussion, it is supposed that only one ideal unit scatterer exists in the observed range, which means that while the other entries are zero. Then, For most SF waveform parameters, it is found that on the right side of (84), the first term is dominant. This finding provides an intuitive explanation of why the SF waveform can compensate for the range shift caused by target motion: The linear inter-pulse phase variations caused by the velocity and range are combined in the echo signal, which leads to a "range-velocity coupling" problem. For this reason, a small velocity usually leads to a significant spurious change in the target's range [1] . However, such a significant range change should have been accompanied by a significant variation in the envelope delay, which is mainly determined by the target's real range. Then, envelope delay of received echo cannot match the spurious range which is shifted by . The vector extracts the information contained in the envelope and can aid in the compensation for the range shift. This characteristic has generally been ignored in previous SF radar designs, which makes the range shift very difficult to compensate for unless additional data are introduced. Fig. 11 shows an illustration of the range shift compensation CRLB,
. We compare the range shift compensation CRLBs for both LFM and monotone cases. In this simulation, the carrier frequency GHz, the number of pulses in one SF burst , the bandwidth of the LFM pulses MHz, and the pulse width of the monotone pulses , which maintains the relationship between and as shown in Fig. 5 . The value of is varied from to (from to ), and the range shift compensation CRLB is shown in the figure.
Some velocity compensation methods are based on quadratic phase terms [17] , [18] . The accuracy limits of these methods can be determined by calculating the CRLB of the estimation error of the quadratic phase coefficient [30] , [31] . In the calculation, we find that these accuracy limits vary from 250 to 25000 in this case (due to the large range of the vertical axis, these results are omitted in Fig. 11 ), which implies that after using the information contained in the echo signal's envelope, the velocity estimation and range compensation can be much more accurate than those achieved by quadratic-phase-term-based methods.
The range shift compensation CRLB shown in Fig. 11 is normalized by the SNR, which is defined as the ratio of the match filtered peak signal power and the average noise power in a single pulse. The horizontal black dotted line marked by diamonds indicates the point at which the MSE of the range shift compensation is 1. When the range shift compensation CRLB is less than 1, the standard deviation of the range shift compensation residual has the potential to be less than one resolution range cell [15] . This performance can be achieved under the condition that the SNR is 0 dB while . Furthermore, the range shift compensation can be much Fig. 11 . The normalized range shift compensation CRLB for LFM and monotone baseband waveforms. The range shift compensation CRLB is normalized by the SNR, and the horizontal black dotted line marked by diamonds indicates the point at which the MSE of the range shift compensation is 1.
more accurate under higher SNR conditions. For most HRR profiling applications, the SNR is much higher than 0 dB, which means that the range shift in the HRR profiling of moving targets can efficiently be compensated for.
VII. CONCLUSION
In this paper, we develop a comprehensive signal model of SF waveforms for both stationary and moving targets. With this model, for stationary targets, we derive a new unambiguous criterion for HRR profiling: a sufficient condition requiring the observing matrix to be full column rank. The new criterion is much looser than the classical one and indicates that an SF radar can achieve the same range resolution with fewer pulses or that the radar can provide higher data rates (or azimuth sampling rates) without increasing the instantaneous bandwidth. The upper and lower bounds of the profiling error are determined to evaluate the profiling stability and accuracy of SF waveforms. For moving targets, we provide the CRLB of the range shift compensation residual. Through numerical results, it is determined that the velocity estimation can be sufficiently accurate to compensate for the range shift caused by target motion, which had previously been regarded as very difficult. In general, the above benefits achieved in our work were obtained through the use of information contained not only in the received signal's inter-pulse phase variation but also in the baseband complex envelope. However, there are still several problems that require further study, such as efficient HRR profiling or velocity estimation algorithms for different kinds of SF waveforms and the velocity compensation accuracy of multiple targets with different radial velocities.
APPENDIX
In (60), the FIM is formulated as a block matrix. The upperleft block is (86) In (86), (87) where ( is defined as in (66)), and according to (13) , (88) However, the quantity is very small which causes to approach zero. Thus, matrix can be rewritten as In the above derivations, we used and . Using the definitions of and , we have and
In the above derivation, we use . Then,
and (94) Thus, (65) has been derived.
