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Abstract
We consider a class of smooth mixing flows Tα,γ on T2 with one degenerated
fixed point x0 ∈ T
2 of power type γ ∈ (−1, 0) (Kochergin flows). We prove
that for a Gδ dense set of α ∈ T, a prime number theorem for T
α,γ holds
along a full upper density subsequence. In particular it follows that for every
x ∈ T2 \ {x0}, the prime orbit {T
α,γ
±p x}p prime is dense in T
2.
We also show that there exists a class of smooth weakly mixing flows on
T2 for which a prime number theorem holds. In fact we show that there exists
a dense set of smooth functions (in the uniform topology) for which prime
number theorem holds quantitatively (with an error term log−AN).
1 Introduction
We study distribution of prime orbits in the class of smooth flows on T2. Our
main focus are so called Kochergin flows on T2, i.e. smooth flows on T2 with at least
one (degenerated) fixed point. As shown by Kochergin [19], such flows are always
mixing. Kochergin flows belong to the broader class of multivalued Hamiltonian
flows on surfaces. The latter class is a representative of so called parabolic dynamical
systems. Ergodic and mixing properties of multivalued Hamiltonian flows have been
studied since 1970’s and they are by now well understood [19, 21, 1, 18, 8, 10,
34, 35, 5, 30]. Multivalued hamiltonian flows always have a finite (non-empty) set
of singularities (fixed points) and the dynamics depends strongly on the nature
of the singularities. In this paper we will focus on the simplest case, when the
surface is the two-dimensional torus and there is only one fixed point (singularity)
of power type (Kochergin flows). In this case the orbits (except the singularity) look
qualitatively the same as the orbits of a linear flow on T2. However the presence
of the fixed point, which acts as a stopping point, changes ergodic properties of the
flow drastically. Every Kochergin flow has a unique irrational frequency α associated
to it and by a result of Kochergin, [19], for any (irrational) α the corresponding
Kochergin flow is mixing. Moreover, under a diophantine condition on α, mixing
is quantitative (polynomial) [8] and in fact for sufficiently strong singularity the
spectrum is countable Lebesgue [9]. In particular the dynamics of Kochergin flows
has similar features to the dynamics of horocycle flows and is therefore characteristic
for parabolic dynamics.
1
2We will be also interested in the case where there are no fixed points for the flow.
In this case, [6], the setting is reduced to reparametrizations of linear flows on T2.
Such flows belong to the class of elliptic dynamical systems. Indeed, they are always
rigid [16], and hence never mixing. Moreover, if the rotation vector is diophantine,
they are smoothly conjugated to the original linear flow (the reparametrization is
trivial), [22]. On the other hand non-trivial dynamical behavior is possible for
liouvillean reparametrizations. As shown by Sklover, [32] (see also [7]), such flows
might be weakly mixing. One of the main focus of the paper are weakly mixing
liouvillean reparametrizations of linear flows.
We will be interested in distribution of prime orbits for Kochergin flows (with one
singularity) and for weakly mixing reparametrizations of linear flows. We emphasize
that we will study prime orbits of every point; the behavior of prime orbits for a.e.
points is understood for many (density zero) subsets of Z and for general dynamical
systems, [4], [39]. More precisely, for a (topological) dynamical system (X, T ),
ψ ∈ C(X) and x ∈ X we study expressions of the form (p always denotes prime
numbers),
1
N
∑
p≤N
ψ(T px) log p.
Following [15], we say that (X, T ) satisfies a prime number theorem if for every
ψ ∈ C(X) and x ∈ X the above expression has a limit as N → +∞. We will
say that (X, T ) satisfies a PNT along a subsequence if for every x ∈ X there exists
(Nk) such that the above limit exists for every ψ as Nk → +∞. Recall that PNT is
known for restricted classes of dynamical systems. By the work of Vinogradov [36] it
follows that irrational rotations satisfy a PNT. This has been generalized by Green-
Tao [14] to nilsystems (recall that nilsystems always have a non-trivial Kronecker
factor). Moreover, there are classes of symbolic systems for which a PNT holds
[3, 25, 27, 13, 11]. Recently, [15], the authors showed that uniquely ergodic analytic
Anzai skew products satisfy a PNT. We emphasize that there is no example of a
smooth weakly mixing dynamical system for which a PNT holds (all examples above
are either symbolic or have a non-trivial Kronecker factor). One of the main reasons
for which it is hard to establish a PNT for (weakly) mixing systems is the following:
the main method of establishing a PNT is studying so called type I and type II
sums, [36, 14, 31]. In particular this requires a strong quantitative understanding of
joinings which is usually beyond reach for (weakly) mixing systems (see eg. [31]). A
method recently developed in [15] does not use type I and type II sums, but instead
relies on strong approximation of the system by a sequence of periodic systems,
which is however usually not possible for mixing systems.
We now pass to the description of our main result which deals with Kochergin
flows. As mentioned above, Kochergin flows belong to the class of parabolic dynam-
ical systems in which one usually has good equidistribution properties at all points
(when looking at full orbits of the Z or R actions). However, not much is known
when one samples the orbits at sparse (density zero) subsets of Z (or R) even for
the most classical examples, i.e. horocycle flows. Recall that Shah conjectured, [33],
that the orbits of horocycle flows equdistribute when sampled at polynomial times,
3i.e. {nβ}n∈N. A special case of Shah’s conjecture, in particular with β < β0 < 2,
was proven in [38] (see also [12]). Even less is known when one wants to study the
orbits sampled at prime times (which is the main interest of this paper). In [31] the
authors studied the orbits of horocycle flows at prime times and showed that prime
orbits visit every set of diameter > 1/10). However, it is an open question, whether
prime orbits of horocycle flows are equidistributed. In fact, it is not known if the
orbits are dense. To the best of our knowledge the above short list summarizes all
results on distribution of sparse orbits for parabolic dynamical systems. In fact, it is
not even known if there exists a mixing system (even weakly mixing) which satisfies
a PNT.
Our main result establishes a PNT along a subsequence for a class of mixing
Kochergin flows on T2:
Theorem 1.1. There exists a Gδ dense set D of irrationals such that for every
α ∈ D the corresponding Kochergin flow (T α,γt ) with one fixed point at x0 with
exponent γ satisfies: there exists and a subsequence (Nk) of full upper density such
that for every ψ ∈ C(T2), for every x ∈ T2 \ {x0},
max
z∈{+,−}
∣∣∣ ∑
p<Nk
ψ(T α,γz·p (x)) log p−
∫ Nk
0
ψ(T α,γz·t (x))dt
∣∣∣ = o(Nk).
Let µ denote the area measure preserved by (T α,γt ). In Proposition 2.8 we also
show that for every x ∈ T2 \ {x0},
min
z∈{+,−}
∣∣∣
∫ Nk
0
ψ(T α,γz·t (x))dt−Nk
∫
T2
ψ dµ
∣∣∣ = o(Nk).
for every ψ ∈ C(T).
As a corollary we get1:
Corollary 1.2. For every x ∈ T2 \ {x0} the orbit
{T α,γp (x)}p∈[0,Nk]
is equidistributed (and in particular dense) with respect to µ on T2.
Recall that by [19], Kochergin flows are mixing for every irrational α. Therefore,
our result seems to be the first for which a PNT along a subsequence holds for mixing
systems. We also emphasize, that in most cases where a PNT was established, it was
in fact shown for a special class of functions (like characters for irrational rotations)
and one then obtains the general case of continuous functions by approximation. In
our case there is no natural class of functions (due to mixing) and so the result is
established for every continuous function.
The main number theoretical input is understanding distribution of polynomial
(quadratic) phases over primes in short intervals. Recall that Matomäki and Shao,
1If a < 0, then p ∈ [0, a] means −p ∈ [a, 0].
4[26], obtained such results for all intervals [N,N + H ], where H ≥ N2/3+ǫ. In the
proof of Theorem 1.1 it is crucial to get below the threshold of 2/3 (for quadratic
polynomials). Such a result was recently obtained in [15], where the authors show
cancelations in all intervals of size H ≥ N2/3−η (with η > 0 small enough). This
result allows us to construct (using Proposition 5.1) the set D from Theorem 1.1.
We finally mention that in the current form Theorem 1.1 is non-quantitative.
One of the main reasons for that is that the result in [15] (see Proposition 5.1) is
non-quantitative.
We also study prime orbits for weakly mixing (non-mixing) reparametrizations
of linear flows on T2 (with no fixed points). Our second main result establishes a
quantitative PNT for some weakly mixing systems on the torus:
Theorem 1.3. For every A > 0 there exists a class CA of C
∞, uniquely ergodic and
weakly mixing flows on T2 such that for every T = (Tt) ∈ CA the following holds:
for every ψ in a dense set (in the uniform topology) and every x ∈ T2,
∣∣∣∑
p≤N
ψ(Tpx) log p−N
∫
T2
ψdµ
∣∣∣≪A,ψ N · log−AN,
where µ is the unique T -invariant measure. Therefore a PNT holds for T .
Our argument for Theorem 1.3 relies on the elliptic (periodic) structure of the
system along with results on distribution of primes in arithmetic progressions in
short intervals to large moduli. One of the main number theoretic input is the
Bombieri-Vinogradov theorem.
It seems to the best of our knowledge that there is no known example of a
mixing dynamical system for which a PNT holds. Therefore the following problem
is natural:
Problem 1.4. Find an example of a mixing system which satisfies a prime number
theorem.
Outline of the paper: In Section 2 we introduce the basic concepts for the
paper, i.e. special flows, reparametrizations and we also restate Theorems 1.1 and
1.3 in the language of special flows (see Theorems 2.7 and 2.3). In Section 3 we
recall important results on distribution of primes in short intervals. We first prove
Theorem 2.3 in Section 4. The proof of Theorem 2.7 is done in Section 5.
Acknowledgements: The author would like to thank Maksym Radziwiłł for his
important remarks and sugguestions on Section 2.3. The research of the author was
partially supported by the NSF grant DMS-1956310.
52 Smooth flows on T2 and their special representa-
tion
2.1 Special flows
For T ∈ Aut(X, µ, d) and g ∈ L1(X, µ), g > 0 we define the special flow T g (over
T and under the roof function g) acting on Xg = {(x, s) : x ∈ X, 0 ≤ s < g(x)} by
Tt(x, s) := (x+N(x, s, t)α, s+ t− SN(x,s,t)(g)(x)),
where N(x, s, t) ∈ Z is unique satisfying s+ t−SN(x,s,t)(g)(x) ∈ [0, g(T
N(x,s,t)x) and
where
Sn(g)(x) =
∑
0≤i<n
g(T ix),
for n ≥ 0 and Sn(g)(x) = S−n(g)(T
nx) for n < 0. Note that T g preserves the
measure µg := µ× LebR restricted to X
g. We will also consider the product metric
dg((x, s), (y, s′)) = d(x, y) + |s − s′|. If it is clear from the context, we will denote
dg by d.
2.2 Reparametrizations of linear flows on T2
In this section we will introduce the class of smooth and weakly mixing flows on
T2 for which Theorem 1.3 holds. The class will be given by reparametrizations (or
time-changes) of linear flows on T2. In fact, [6], any fixed point free flow on T2 is a
reparametrization of some linear flow. Below we define the notion of reparametriz-
ation. We will do it only for the case of linear flows on T2, although the definitions
are still valid for any abstract measure preserving flow.
Let α ∈ R \Q and let Lαt (x) = x+ (tα, t) be a linear flow on T
2 in direction α.
Then (Lαt ) is uniquely ergodic and preserves the Lebesgue measure on T
2 (which we
denote Leb2). Let v ∈ C
∞(T2), v > 0. We define the cocycle
v(t, x) :=
∫ t
0
v(Lαs x)ds. (1)
Let u = u(t, x) be unique such that∫ u
0
v(Lαsx)ds = t
(one can show that such unique u exists). We then define the reparametrization of
(Lαt ) given by v:
T α,vt (x) := L
α
u(t,x)(x).
Note that (T α,vt ) has the same orbits as (L
α
t ). Moreover, (T
α,v
t ) is uniquely ergodic
with the measure µ given by dµ =
(
v∫
T2 vdLeb2
)
dLeb2. We additionally assume that∫
T2
vdLeb2 = 1. We say that v is a quasi-coboundary if
v(t, x)− t = h(x)− h(Lαt x),
6for some measurable h : T2 → R. We say that v is a smooth quasi coboundary, if h
is smooth. If w ∈ C∞(T2) is another time change, then v and w are cohomologous,
if
v(t, x)− w(t, x) = h(x)− h(Lαt x).
If v and w are cohomologous, then (T α,vt ) and (T
α,w
t ) are isomorphic with the iso-
morphism given by S(x) = T α,wh(x)(x).
2.3 Theorem 1.3
We will now specify the class CA from Theorem 1.3. First we need some proper-
ties on distribution of primes in residue classes to large moduli.
2.3.1 Primes in residue classes to large moduli
The set P always denotes the set of prime numbers. The main result of this
section is:
Lemma 2.1. Fix A > 10. For any q, r ∈ P with r ≥ eA
10
and q ∈ [1
2
er
A−3
, er
A−3
],
there exists a set S(q, r) ⊂ P ∩ [1
2
eq
A−3
, eq
A−3
] such that:
P0. |S(q, r)| ≥ e
qA
−3
6rqA−3
P1. ℓ ≡ r mod q, for ℓ ∈ S(q, r).
P2. For every ℓ ∈ S(q, r) and all x satisfying ℓ ≤ x1/2+1/100,
max
a<ℓ
∣∣∣ ∑
p≤x
p≡a mod ℓ
log p−
x
ℓ
∣∣∣ ≤ 2Cx
ℓ logA x
.
Proof. First, as a consequence of the Bombieri-Vinogradov theorem, [2],[37], we
have: for every A > 0 there exists C > 10 such that
∑
1≤q≤x1/2−1000
max
(a,q)=1
sup
y<x
∣∣∣ ∑
p≤y
p≡a mod q
log p−
y
ϕ(q)
∣∣∣ ≤ Cx
log10A x
. (2)
Let
E(x, q) := max
(a,q)=1
sup
y<x
∣∣∣ ∑
p≤y
p≡a mod q
log p−
y
ϕ(q)
∣∣∣
and let
ZN(x) :=
{
N/2 ≤ q ≤ N, q is prime : E(x, q) ≤
Cx
N log2A x
}
7It follows from (2) and the prime number theorem that
|ZN(x)| ≥ [π(N)− π(N/2)]−
N
log8A x
. (3)
Let x1 = N
1/2+1/100 and xn = 2xn−1. Notice that if q ∈ ZN(xn)), then
max
(a,q)=1
sup
xn/2<y<xn
∣∣∣ ∑
p≤y
p≡a mod q
log p−
y
ϕ(q)
∣∣∣ ≤ Cx
N log2A x
.
In particular, if q ∈∈
⋂
n ZN(xn), then by the definition of xn, for every x ≥ N
1/2+100,
max
(a,q)=1
∣∣∣ ∑
p≤x
p≡a mod q
log p−
x
ϕ(q)
∣∣∣ ≤ 2Cx
N log2A x
. (4)
Notice that
⋃
n∈N
∣∣∣[N/2, N ]∩P ∩ZN (xn)c
∣∣∣ ≤ N ·∑
n≥1
1
log8A xn
≤ N ·
∑
n≥1
1
log8A x1 + n8A
≤
20N
log4AN
.
Therefore and by the prime number theorem,
∣∣∣ ⋂
n∈N
ZN (xn)
∣∣∣ ≥ N
2 logN
−
20N
log4N
. (5)
Let q, r be given as in the statement and let N := [eq
A−3
]. Define K(q, r) :=
{p ∈ [N/2, N ] : p ≡ r mod q}. By the Siegel-Walfisz theorem,
|K(q, r)| ≥
N
3r logN
.
Define S(q, r) := [
⋂
n ZN(xn)]∩K(q, r). Then by (5) and the bound on r, |S(q, r)| ≥
N
3r logN
− 20N
log4N
≥ N
6r logN
and so P0 holds. Notice that P1 immediately follows
from S(q, r) ⊂ K(q, r), and P2 immediately follows from S(q, r) ⊂
⋂
n ZN(xn) and
(4).
2.3.2 Statement of Theorem 1.3.
For α ∈ R \Q, let (qn) denote the sequence of denominators of α. With Lemma
2.1, we have the following lemma:
Lemma 2.2. For every A > 0 there exists an uncountable set CA such that for
every α ∈ CA the sequence (qn) satisfies: there exists n0 such that for every n ≥ n0,
H1. qn is a prime number;
8H2. qn+1 ∈
[
1
2
eq
A−3
n , eq
A−3
n
]
;
H3. For every n ≥ n0 and every x ∈ N satisfying x
1/2+1/100 ≥ qn, we have
max
a<qn
∣∣∣ ∑
p≤x
p≡a mod qn
log p−
N
qn
∣∣∣ ≤ 2Cx
qn log
A x
,
for some constant C > 0.
Proof. Recall that qn+1 = anqn + qn−1. Inductively, having defined qn and qn−1, the
only restriction that we have in defining qn+1 is qn+1 ≡ qn−1 mod qn (see P1.). We
pick an so that the corresponding qn+1 satisfies qn+1 ∈ S(qn, qn−1). Then H1. and
H2. follow from P0. and the definition of S(qn, qn−1), and H3. follows immediately
from P2.. Moreover, by the bound on the cardinality of S(qn, qn−1), the set CA is
uncountable.
Let e(x) = e2πix. For w ∈ C∞(T2), let w =
∑
(k,ℓ)∈Z2 ak,ℓe(kx+ ℓy). For α ∈ CA,
let
C
α
A :={
v ∈ C∞ : v(x, y) = 1+Re
(∑
n
∑
m
aqn,me(qnx+my)
)
, where |aqn,0| ∈ [q
−2/3
n+1 , q
−1/2
n+1 ]
}
and
CA =
⋃
α∈CA
C
α
A .
Let v ∈ CA and let (T
v
t ) be the reparametrization of (L
α
t ) given by v. Let Cobv ⊂
C1(T2) denote the set of smooth quasi-coboundaries for the automorphism T v1 .
We can now restate Theorem 1.3 as follows:
Theorem 2.3. Let v ∈ CA. Then (T
v
t ,T
2, µ) is weakly mixing and for any ψ ∈ Cobv
and every (x, y) ∈ T2,
∣∣∣∑
p≤N
ψ(T vp (x, y)) log p−N
∫
T2
ψ dµ
∣∣∣≪A,ψ N log−AN.
We will prove the above theorem in Section 4.
Remark 2.4. It follows from unique ergodicity that the space Cobv is dense in
C1(T2) in the uniform topology. Indeed, it is enough to notice that for every mean
zero g ∈ C1(T 2)
1
n
∑
n≤N
(Sn(g ◦ T
v
1 )− Sn(g)) = −g +
1
N
∑
n≤N
g ◦ (T v1 )
n.
Now the LHS is a coboundary and the RHS is uniformly close to −g by unique
ergodicity.
9We have the following lemma (see (1)).
Lemma 2.5. Let v ∈ CA. Let f(x) := v(1, (x, 0)). Then f ∈ C
∞(T) and f(x) =
1 +Re(
∑
n bqne(qnx)), where
|bqn | = |aqn,0| ∈ [q
−2/3
n+1 , q
−1/2
n+1 ].
Proof. Note that f(x) =
∫ 1
0
v(Lαs (x, 0))ds =
∫ 1
0
v(x, s)ds. We have
∫ 1
0
v(x, s)ds = 1 +
∑
n
∑
m
aqn,m
∫ 1
0
Re
(
e(qnx+ms)
)
ds.
It remains to notice that form 6= 0,
∫ 1
0
Re
(
e(qnx+ms)
)
ds = 0 and
∫ 1
0
Re
(
e(qnx)
)
ds =
Re
(
e(qnx)
)
. This finishes the proof.
2.4 Special representation of Kochergin flows
We will study Kochergin flows T α,γ via their special representation. As the
orbits are qualitatively orbits of the linear flow in direction (α, 1), it is natural to
take T × {0} as a section for the flow. Assume WLOG that the singularity lies on
the orbit of (0, 0). Notice that the first return map is just an irrational rotation
by α (except the segment joining (0, 0) with x0). Moreover, the first return map
f is smooth except 0 ∈ T at which it blows up to infinity – the closer the orbit
passes to the singularity, the longer it takes to come back. In particular, as shown
by Kochergin [19], the roof function f satisfies: for γ ∈ (−1, 0) and i = 0, 1, 2
lim
x→0+
∂if(x)
x−i+γ
= Ai and lim
x→0−
∂if(x)
(1− x)−i+γ
= Bi, (6)
where ∂0f = f and A0, A2, B0, B1, B2 > 0 and A1 < 0. We say that f ∈ C
2(T\ {0})
satisfying (6) has power singularity with exponent γ. We will denote the special flow
corresponding to the Kochergin flow by T α,γ or T α since the roof function f and
hence also γ is fixed.
Remark 2.6. From the above representation it follows that every point on T2, except
points on the segment joining x0 with (α, 1), has a unique representative in the special
representation. Moreover, fix a point q 6= x0 on the segment from x0 to (α, 1). Then
every point T αt q with t larger than the return time of q to the transversal has a unique
representative in the special representation.
Let ψ ∈ C(T2) and let ψ∞ := ψ(x0) be the value of ψ at the fixed point. Notice
that ψ corresponds to the following function ψ¯ in the special representation:
i. ψ¯ ∈ C(Tf );
ii. ψ¯(y, f(y)) := lims→f(y)− ψ¯(y, s) is equal to ψ¯(y + α, 0).
10
iii. for every ǫ > 0 there exists δ > 0 such that for every (y, r) ∈ {(x, s) ∈ Tf s ≥
1
δ
}, |ψ¯(y, r)− ψ∞| < ǫ.
The second property follows from the fact that the point (y + α, 0) correponds
to (y + α, 0) in the special representation and (y + α, 1) (indetified with (y + α, 0)
on T2) corresponds to (y, f(y)) in the special representation. The third property
follows from the fact that the set (y, r) ∈ {(x, s) ∈ Tf ‖x‖ < δ, s ≥ 1
δ
} corresponds
to a neighborhood of the fixed point x0 ∈ T
2 and so values of ψ converge to ψ∞
when moving towards the fixed point.
Using the special representation of the Kochergin flow (see also Remark 2.6),
Theorem 1.1 is a consequence of the following theorem:
Theorem 2.7. There exists a Gδ dense set D such that for every α ∈ D there exists
c > 0 and a subsequence of denominators (qnk) of α such that for every ψ¯ satisfying
i.-iii., we have: for every (x, s) ∈ Tf , every m ≥ 0 and every Nk ∈ [
qnk+1
log k
, cqnk+1],
max
z∈{+,−}
∣∣∣ ∑
p<Nk
ψ¯(T αz·(p−m)(x, s)) log p−
∫ Nk
0
ψ¯(T αz·t(x, s))dt
∣∣∣ = o(Nk).
We will now show how to deduce Theorem 1.1 from the above theorem.
Theorem 2.7 implies Theorem 1.1. Notice first that the set
⋃
k[
qnk+1
log k
,
qnk+1
10
] ⊂ N has
full upper density. For every point q ∈ T2 for which there exists a unique represent-
ative (xq, sq) ∈ T
f , Theorem 1.1 follows immediately from Theorem 2.7 with m = 0.
So it remains to consider points q ∈ T2 \ {x0} which do not have a represenative.
These are precisely points lying on the seqment joining x0 and (α, 1). Fix any such
q. Let m = mq > 0 be the first return time to the section. Then
∑
p≤Nk
ψ(T αp (q)) =
∑
p≤Nk
ψ(T αp−m(T
α
mq)),
and
∫ Nk
0
ψ(T αt (q)dt =
∫ −m−Nk
−m
ψ(T αt (T
α
mq))dt =
∫ Nk
0
ψ(T αt (T
α
mq))dt+O(m).
Then T αmq ∈ T
2 has a unique representative (xm,q, sm,q) ∈ T
f in the special rep-
resentation so we can use Theorem 2.7 form (xm,q, sm,q) to deduce Theorem 1.1 for
q.
We will also prove the following proposition, which together with Theorem 2.7
implies that prime orbits are equidistributed along the subsequence (Nk).
Proposition 2.8. Let α ∈ D. There exists c > 0 such that for every (x, s) ∈ Tf ,
T ∈ [
qnk+1
log k
, cqnk+1] (where (qnk) is the subsequence from Theorem 2.7),
min
z∈{+,−}
∣∣∣
∫ T
0
ψ¯(T αz·t(x, s))dt− T
∫
Tf
ψ¯ dLebf
∣∣∣ = o(T ). (7)
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3 Distribution of primes in short intervals
We first recall the following result:
Lemma 3.1 ([29]). Let ε > 0 and A > 0 be given. Then for (a, r) = 1, r ≤ (logN)A
and H > N7/12+ǫ,
∑
p∈[N,N+H]
p≡a mod r
log p =
H
ϕ(r)
+ OA,ǫ
( H
ϕ(r)(logN)A
)
This immediately implies the following:
Remark 3.2. Let I ⊂ N be an interval. Then
|
∑
p∈I
log p| ≪ max(|I|, N2/3).
Indeed, if |I| ≥ N7/12+1/100, we use the above lemma. Otherwise we trivially bound
the above sum by N7/12+1/100 logN ≤ N2/3.
In fact we have a stronger estimate:
Lemma 3.3 (Brun-Titchmarsh theorem). Let I ⊂ [0, N ] be an interval with |I| ≥
N1/10. Then ∑
p∈I
log p≪ |I|.
We also have the following lemma (Huxley to small moduli):
Lemma 3.4. Fix ǫ > 0 and A > 4. For every N ∈ N, H ≥ N1/6+ǫ, we have
∑
y≤N
sup
(a,v)=1
∣∣∣ ∑
p∈[y,y+H]
p≡a (mod v)
log p−
H
ϕ(v)
∣∣∣≪A,ǫ HN
logAN
,
uniformly over v ≤ logAN .
Proof. This follows by taking Q = (log x)A in [23, Theorem 1.2] (see also Lemma
8.14 in [15]).
Corollary 3.5. Under the assumptions of the above lemma, there exists z ≤ H such
that
[N
H
]−1∑
j=0
sup
(a,v)=1
∣∣∣ ∑
p∈[z+jH,z+(j+1)H]
p≡a (mod v)
log p−
H
ϕ(v)
∣∣∣≪A,ǫ N
logAN
. (8)
Proof. The proof follows from pigeonhole principle by considering residue classes
mod H .
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For the proof of Theorem 2.7 we will crucially need equidistribution of quadratic
polynomials on primes in short intervals. It is crucial for the paper that the length
of the short interval [N,N +H ] on which we control averages over primes is of order
H ∼ N θ, with θ < 2/3. Recall that [26] obtained such results for θ > 2/3. In a
recent paper, [15], the authors were able to weaken results of [26] below 2/3 (see
Theorem 10.1. and Propositions 10.2 and 10.3). In the result below we use the
results obtained in [15]. We have:
Proposition 3.6 (Proposition 10.2., [15]). Let η ∈ (0, 10−7) be given. There exists
N0 = N0(η) such that for N > H > N
2/3−η > N0 and g(n) = γ1(n−N)+γ2(n−N)
2
the following holds: if for all 0 < r ≤ (logN)B
′
with B′ sufficiently large in terms
of 1/η, there exists an i ∈ {1, 2} such that
‖rγi‖ ≥
(logN)B
′
H i
,
then ∣∣∣ ∑
p∈[N,N+H]
e(g(p)) log p
∣∣∣≪ η2/3H.
As mentioned above, the weakening below 2/3 is crucial for the proof of Theorem
2.7.
4 Proof of Theorem 2.3
4.1 Weak mixing of the reparametrized flow
Let v ∈ CA, f(x) := v(1, (x, 0)). It follows by a result of Katok, [17], that
sufficient conditions (in the language of special flows) for weak mixing of the special
flow (T vt ,T
2, µ) are given by: ∣∣∣α− pnqn
∣∣∣qn
|fˆ(qn)|
→ 0,
and
|fˆ(qn)|∑+∞
k=1 |fˆ(kqn)|
> c > 0.
Notice that the first condition is satisfied for v ∈ CA: the only non-zero frequencies
are coming from denominators of α and by Lemma 2.5,∣∣∣α− pnqn
∣∣∣qn
fˆ(qn)
≤ Cq
2/3
n+1 · q
−1
n+1 · qn → 0,
since α ∈ CA. Moreover, the second condition is also satisfied, as by Lemma 2.5 and
the fact that α ∈ CA,∑
k≥2
|fˆ(kqn)| ≤
∑
k≥qn+1
|fˆ(k)| ≪ q
−1/2
n+2 < fˆ(qn).
Therefore (T vt ) is weakly mixing as claimed.
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4.2 Quantitative rigidity of smooth cocycles over rotations
Let α ∈ CA with the sequence of denominators (qn) and v ∈ CA. Denote f(x) :=
v(1, (x, 0)). Recall that
∫
T
fdLeb1 = 1.
Lemma 4.1. For every x ∈ T and every 0 ≤ k ≤
q
1/2−1/100
n+1
qn
,
∣∣∣Skqn(f)(x)− kqn
∣∣∣≪A q−3n .
Proof. The proof goes by standard Fourier analysis arguments. Note that if fn(x) =
Re(
∑
k>n bqke(qkx)), then by Lemma 2.5,
|Skqn(fn)(x)| ≤ kqn(sup |fn|)≪ q
1/2
n+1q
1/2
n+2 ≪ q
−3
n .
Moreover for 1 ≤ m < n,
|Sqn(bqme(qmx))| ≪ |Sqn(e(qmx))| ≤
∣∣∣e(qnqmα)− 1
e(qmα)− 1
∣∣∣≪ qm+1qm
qn+1
.
Therefore, by cocycle identity, and the bound on k,
|Skqn(bqme(qmx))| ≪
q2m+1
q
−1/2
n+1
.
So
|Skqn(
∑
m<n
bqme(qmx))| ≪ nq
2
nq
−1/2
n+1 ≪ q
−3
n ,
since α ∈ CA Finally, for m = n by cocycle identity and the bound on aqn,
|Skqn(bqne(qnx))| ≤ q
1/2−1/100
n+1 q
−1/2
n+1 ≪A q
−3
n ,
since α ∈ CA.
This finishes the proof.
We have the following corollary:
Corollary 4.2. For every 0 ≤ k ≤
q
1/2−1/100
n+1
qn
, every a < qn and every (x, y) ∈ T
2,
d
(
T vkqn+a(x, y), T
v
a (x, y)
)
≪A q
−2
n .
Proof. Notice that the statement follows by showing that for every (x, y) ∈ T2,
d
(
T vkqn(x, y), (x, y)
)
≪A q
−2
n .
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By the smoothness of the flow, we have
d
(
T vkqn(x, y), (x, y)
)
≪ d
(
T vkqn(x, 0), (x, 0)
)
.
Since f(x) =
∫ 1
0
v(Lαs (x, 0))ds, it follows that Skqn(f)(x) =
∫ kqn
0
v(Lαs (x, 0))ds.
Therefore and by the definition of reparametrization,
T vSkqn (f)(x)(x, 0) = L
α
kqn(x, 0) = (x+ kqnα, 0).
By the bound on k, ‖kqnα‖ ≪ q
−1/2
n+1 ≤ q
−10
n . This together with Lemma 4.1 and
smoothness of the flow (T vt ) finishes the proof.
4.3 Proof of Theorem 2.3
Since v ∈ CA and α ∈ CA are now fixed, we will denote the corresponding flow
simply by (Tt). We will WLOG assume that ψ ∈ Cobv satisfies
∫
T2
ψ dµ = 0. This
in particular means that
1
M
∑
n≤M
ψ(Tn(x, y)) = Oψ(1), (9)
for every M ∈ N.
Let N ∈ N and let n ∈ N be unique such that
q3−1/10n ≤ N < q
3−1/10
n+1 .
We will consider two cases:
Case 1. N ∈ [q
3−1/10
n , q
1/2−1/100
n+1 ]. In this case, we write
∑
p≤N
ψ(Tp(x, y)) log p =
∑
a<qn
∑
p≤N
p≡a mod qn
ψ(Tp(x, y)) log p.
By Corollary 4.2, it follows that for such p ≤ N , p ≡ a mod qn,
d(Tp(x, y), Ta(x, y))≪A q
−2
n .
Therefore, since ψ ∈ C1(T2) and by the prime number theorem,
∑
a<qn
∑
p≤N
p≡a mod qn
ψ(Tp(x, y)) log p =
∑
a<qn
ψ(Ta(x, y)) ·
( ∑
p≤N
p≡a mod qn
log p
)
+
OA(N · q
−2
n ).
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Since α ∈ CA, and N ≥ q
3−1/10
n , by H3 in Lemma 2.2 (with x = N),
∑
p≤N
p≡a mod qn
log p =
N
qn
+OA(N · q
−1
n · log
−AN).
Therefore,
∑
p≤N
ψ(Tp(x, y)) log p = Nq
−1
n
∑
a<qn
ψ(Ta(x, y)) + OA(N · q
−2
n ) + OA(N · log
−AN).
Note that by (9) it follows that
q−1n
∑
a<qn
ψ(Ta(x, y))≪ψ q
−1
n .
Therefore and using qn > log
A qn+1 > log
AN , we get
∑
p≤N
ψ(Tp(x, y)) log p = OA(N · log
−AN).
This finishes the proof in this case.
Case 2. N ∈ [q
1/2−1/100
n+1 , q
3−1/10
n+1 ]. Let H := N
1/6+ǫ0 , so that (3 − 1/10) · (1/6 +
ǫ0) < 1/2− 1/100. Note that since α ∈ CA, e
qA
−3
n ≤ 2qn+1 and so
qn ≪ log
A3 qn+1 ≪ log
A3 N.
We will use Corollary 3.5 for ǫ0 and A
4 and v = qn. We divide the interval [0, N ]
into intervals Ij = [z + jH, z + (j + 1)H), j ≤
[
N
H
]
− 1, where z < H comes from
Corollary 3.5. We will WLOG assume that z = 0 (the argument in the general case
follows analogous steps). We will say that Ij is good if
sup
(a,qn)=1
∣∣∣ ∑
p≤Ij
p≡a mod qn
log p−
H
qn
∣∣∣≪A4,ǫ0 H
logA
2
N
,
otherwise Ij is not good. Notice that by Corollary 3.5 the cardinality of non-good
intervals is bounded above by N
H logA
2
N
. Therefore and by Lemma 3.3,
∑
j not good
∑
p∈Ij
ψ(T px) log p≪
N
logA
2
N
,
and therefore we can focus only on good intervals. For good Ij = [bj , cj], let (xj , yj) =
Tbj (x, y). Then
16
∑
p∈Ij
ψ(Tp(x, y)) log p =
∑
p∈Ij
ψ(Tp−bj (xj , yj)) log p.
Note that p−bj ≤ H ≤ N
1/6+ǫ0 ≤ q
1/2−1/100
n+1 . Therefore, by Corollary 4.2 if p−bj ≡ a
mod qn, then
d
(
Tp−bj(xj , yj), Ta(xj , yj)
)
≪A q
−2
n .
Therefore, using that ψ ∈ C1(T2) and since Ij is good,∑
p∈Ij
ψ(Tp−bj(xj , yj)) log p =
∑
a<qn
∑
p∈Ij
p≡a mod qn
ψ(Tp−bj(xj , yj)) log p =
H
qn
∑
a<qn
ψ(Ta(xj , yj)) + O(Hqn log
−A2 N) + O(Hq−1n ).
By (9), it follows that 1
qn
∑
a<qn
ψ(Ta(xj , yj)) ≪ψ q
−1
n . Therefore, and since qn ≫
logA
3
qn+1 ≫ log
A3 N ,
∑
p∈Ij
ψ(Tp−bj(xj , yj)) log p =
H
logAN
.
Summing over good Ij finishes the proof.
5 Proof of Theorem 2.7 and Proposition 2.8
5.1 Distribution of polynomial phases over primes
In this section we study polynomial phases over primes in short intervals. We
have the following proposition:
Proposition 5.1. For any q ∈ N there exists H0(q) ∈ N, B = B(q) ∈ N and
θ(q) > 0 such that for any H > H0(q), any N ≥ H satisfying N
2/3−θ(q) ≤ H
there exists a collection of disjoint intervals {Ii}
v
i=1 of equal length covering T with
1
2q2
< |Ii| <
2
q2
such that for any interval J ⊂ T with 1
2q2
< |J | < 2
q2
and any
γ1, γ2 ∈ (0, 1) with γ2 satisfying
‖rγ2‖ ≥
(logN)B
H2
for every 0 < r ≤ (logN)B (10)
the following holds:
1
H
∑
p∈[N,N+H]
χI×J(γ1(p−N), γ2(p−N)
2) log p =
λ(J)
[ 1
H
∑
p∈[N,N+H]
χI(γ1(p−N)) log p
]
+O(q−6).
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Proof. Let d denote the metric on T. For A ⊂ T, let Vδ(A) := {x ∈ T : d(A, x) < δ}
be the δ neighborhood of A. Let I, J ⊂ T be intervals with 1
2q2
< |I|, |J | < 2
q2
.
Let f−I , f
+
I , f
−
J , f
+
J ∈ C(T) be positive functions bounded above by 1 such that for
K ∈ {I, J}, f−K ≤ χK ≤ f
+
K and moreover,
f−K(x) = χK(x), for x ∈ T \ Vq−9(K
c),
and f−K(x) = 0 for x /∈ K. Similarly,
f+K(x) = χK(x), for x ∈ K,
and f+K(x) = 0 for x /∈ Vq−9(K). For i ∈ {−,+}, let f
i(x, y) := f iI(x) · f
i
J(y). Then
∑
p∈[N,N+H]
χI×J(γ1(p−N), γ2(p−N)
2) log p ≥
∑
p∈[N,N+H]
f−(γ1(p−N), γ2(p−N)
2) log p
and
∑
p∈[N,N+H]
χI×J(γ1(p−N), γ2(p−N)
2) log p ≤
∑
p∈[N,N+H]
f+(γ1(p−N), γ2(p−N)
2) log p.
Let i ∈ {−,+} and K ∈ {I, J}. Since f iK ∈ C(T), there exists m(q) > q such
that for every x ∈ T,
∣∣∣f iK(x)−
∑
|ai,K |<m(q)
cai,Keai,K (x)
∣∣∣ < q−9. (11)
Therefore, ∑
p∈[N,N+H]
f i(γ1(p−N), γ2(p−N)
2) log p =
∑
p∈[N,N+H]
[( ∑
|ai,I |<m(q)
cai,Ieai,I (γ1(p−N))
)
·
( ∑
|ai,J |<m(q)
cai,J eai,J (γ2(p−N)
2)
)
log p
]
+
O
(
q−9
∑
p∈[N,N+H]
log p
)
We split the first term according to the value of ai,J :
∑
|ai,J |<m(q)
∑
|ai,I |<m(q)
∑
p∈[N,N+H]
cai,I cai,Je
(
ai,Jγ2(p−N)
2 + ai,Iγ1(p−N)
)
log p. (12)
We use Proposition 3.6 with η := m(q)−24 > 0. It implies that if H ≥ H ′(q),
N ≥ H ≥ N2/3−η and ai,J 6= 0 satisfies
‖rai,Jγ2‖ ≥
(logN)B
′
H2
for every 0 < r ≤ (logN)B
′
, (13)
18
then ∣∣∣ ∑
p∈[N,N+H]
e(ai,Jγ2(p−N)
2 + ai,Iγ1(p−N)) log p
∣∣∣≪ m(q)−16H.
So if every 0 6= |ai,J | < m(q) satisfies (13), then (12) is, by summing the above,
equal to
λ(J)
∑
|ai,I |<m(q)
∑
p∈[N,N+H]
cai,Ieai,I (γ1(p−N)) log p+O(m(q)
−14H) =
λ(J)
∑
p∈[N,N+H]
f iI(γ1(p−N)) + O
(
q−9
∑
p∈[N,N+H]
log p
)
.
where in the last equality we used (11) and m(q) > q. Notice moreover, that since
2/3− η > 7/12+ 1/20, it follows by Lemma 3.1 that the last term above is equal to
O(q−9H). If we define θ(q) = η, H0(q) := max(e
m(q)100 , H ′(q)) and B(q) = B′ + 1,
then (10) implies that (13) holds for every 0 6= |ai,J | < m(q). Hence the above shows
that∑
p∈[N,N+H]
f i(γ1(p−N), γ2(p−N)
2) log p = λ(J)
∑
p∈[N,N+H]
f iI(γ1(p−N)) log p+O(q
−9H).
Note also that the above holds for every I ⊂ T. We will now use pigeonhole
principle to show that there exists a collection of disjoint intervals {Ii}
v
i=1 of equal
length ∈ [ 1
2q2
, 2
q2
] such that
∣∣∣ ∑
p∈[N,N+H]
f+Ii (γ1(p−N)) log p−
∑
p∈[N,N+H]
f−Ii (γ1(p−N)) log p
∣∣∣ = O(q−6H).
Notice that since f+I ≥ χI ≥ f
−
I , the above statement immediately implies the
proposition. Let I = [ai, bi). Then the above difference is bounded above by
∑
p∈[N,N+H]
[
χVq−9 (ai)(γ1(p−N)) + χVq−9 (bi)(γ1(p−N))
]
log p. (14)
For any 0 ≤ ℓ ≤ q
9
2q2
= q7/2, we now consider a collection of intervals
{[ j
q2
+ ℓ2q−9,
j
q2
+ (ℓ+ 1)2q−9
)}
0≤j≤q2−1
.
Notice that for every ℓ 6= ℓ′ any two such collections consist of pairwise disjoint
intervals and the union over all ℓ ≤ q7/2 covers T. So by pigeonhole principle there
exists ℓ0 ≤ q
7/2 such that (using also Lemma 3.1 to count the number of primes in
[N,N +H ])
∣∣∣{p ∈ [N,N +H ] : γ1(p−N) ∈ ⋃
j≤q2−1
[ j
q2
+ ℓ02q
−9,
j
q2
+ (ℓ0 + 1)2q
−9
)
}
∣∣∣ ≤
2q22q−9H(logH)−1 = 4q−7H(logH)−1. (15)
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Consider the midpoints {cj}j≤q2−1 of the intervals
[
j
q2
+ ℓ02q
−9, j
q2
+ (ℓ0 + 1)2q
−9
)
.
They partition T. Let now {Ij}j≤q2−1 be the collection of intervals given by this
partition, i.e. Ij = [cj, cj+1). Note that by definition, |Ij| ∈ (
1
2q2
, 2
q2
). Moreover the
intervals are pairwise disjoint and cover T. It remains to notice that by (15), (14)
is bounded by
logN · 4q−7H(logH)−1 = O(q−7H),
as H ≥ N2/3−θ(q) > N1/2. This finishes the proof.
5.2 Definition of the Gδ dense set.
In this section we define the Gδ dense set of irrationals for which we will show
Theorem 2.7. Roughly speaking, we will require that along a subsequence of denom-
inators, we have that qn+1 is much larger than qn, so that we can apply Proposition
5.1 with N = q
1/2
n+1 and q = qn.
Let α ∈ T and let (ai)i∈N denote the continued fraction expansion of α. Let
moreover (qi)i∈N be the sequence of denominators of α, i.e. the sequence given by
q0 = q1 = 1 and
qn+1 = anqn + qn−1.
We say that α ∈ D if there exists a subsequence (nk) such that for every k ∈ N, we
have
qnk+1 · [log(qnk+1)]
− 100
θ(qnk
) ≥ max
(
eqnk ,
(
H0(qnk)
)2
, q
100
θ(qnk
)
nk
)
, (16)
where H0(qnk) and θ(qnk) are given by Proposition 5.1. The above condition ex-
presses the fact that qnk+1 is large enough to guarantee that we can apply Propos-
ition 5.1. It follows (see eg. [24]) that for any fixed ’rate’ the set of α for which a
subsequence of denominators grows with this rate is a Gδ dense set. We therefore
have:
Lemma 5.2. The set D is a Gδ dense set.
5.3 Ergodic sums estimates
Let α ∈ T with the sequence of denominators (qn)n∈N. We first recall the follow-
ing:
Lemma 5.3. Let g ∈ BV(T). Then
sup
x∈T
∣∣∣SM(g)(x)−M
∫
T
g dLeb
∣∣∣ = o(M).
Proof. The proof is classical and is a consequence of the Denjoy-Koksma inequality:
∣∣∣Sqn(g)(x)− qn
∫
T
g dLeb
∣∣∣ = O(V ar(g));
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and the Ostrovski expansion, i.e. we write M =
∑
s≤k bkqk, bk ≤
qk+1
qk
and use
cocycle identity to write
|SM(f)(x)−M
∫
T
fdLeb| = O(Var(g)) ·
∑
s≤k
bk.
It remains to notice that ∑
s≤k
bk = o(M).
Assume now that f ∈ C2(T \ {0}) has power singularity with exponent γ. For
x ∈ T and n ∈ N let xn,min := min0≤i≤n ‖x+ iα‖. We have the following lemma (see
Lemma 4.1 and Sublemma 1 in [9]):
Lemma 5.4. There exists C ′ > 0 such that for every n ∈ N and x ∈ T, we have
∣∣∣Sqn(f)(x)− qn
∫
T
f dLeb
∣∣∣ ≤ C ′xγqn,min, (17)
|Sqn(f
′)(x)− f ′(xqn,min)| ≤ C
′q−1+γn (18)
and
|Sqn(f
′′)(x)− f ′′(xqn,min)| ≤ C
′q−2+γn . (19)
Proof. (17) follows from Lemma 4.1. in [9] and (18),(19) follow from Sublemma 1
in [9].
From the above lemma we get:
Lemma 5.5. There exists C > 0, such that for M ∈ [qn, qn+1], we have
∣∣∣SM(f)(x)−M
∫
T
fdLeb
∣∣∣ ≤ C · 2nqn + C · n ·
( 1
q1+γn
M1+γq−γn+1 + x
γ
M,min
)
.
Proof. We argue by induction on n.For n = 1 it is enough to take C > 10C ′
sufficiently large. By enlarging C we can assume that C > 2−γ+1C ′. Assume the
above holds for any z ≤ n and any r = M ∈ [qz, qz+1] and let M ∈ [qn+1, qn+2].
Then M = kqn+1 + r, r < qn+1 and k ≤
M
qn+1
. Let r ∈ [qz, qz+1], z < n+ 1. Then
SM(f)(x) = Skqn+1(f)(x) + Sr(f)(x+ kqn+1α).
By definition, (x + kqn+1α)r,min ≥ xM,min. Therefore and by the inductive as-
sumption,
|Sr(f)(x+kqn+1α)− r
∫
T
f dLeb| ≤ C ·2zqz+C · z ·
( 1
q1+γz
r1+γq−γz+1+x
γ
M,min
)
. (20)
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Since z < n + 1, r < qz+1, we have
1
q1+γz
r1+γq−γz+1 < qn+1 (21)
Moreover, by (17) and the cocycle identity,
∣∣∣Skqn+1(f)(x)− kqn+1
∫
T
f dLeb
∣∣∣ =
∣∣∣
k−1∑
i=0
(Sqn+1(f)(x+ iqn+1α)− qn+1
∫
T
f dLeb)
∣∣∣ ≤
C ′
k−1∑
i=0
(x+ iqn+1α)
γ
qn+1,min
.
Notice that since k ≤ M
qn+1
≤ qn+2
qn+1
, the spacing between the points {x + iqn+1α}i<k
is at least 1
2qn+2
and therefore the above sum is bounded above by
C ′xγM,min + C
′(2qn+2)
−γ
k−1∑
i=0
iγ ≤ C ′xγM,min + 2
−γ+1C ′k1+γq−γn+2.
Then using that k ≤ M
qn+1
and (20), (21), we get
∣∣∣SM(f)(x)−M
∫
T
f dLeb
∣∣∣ ≤
C · 2nqn + C · n · (qn+1 + x
γ
M,min) + C
′xγM,min + 2
−γ+1C ′
( M
qn+1
)1+γ
q−γn+2 ≤
C2n+1qn+1 + C · (n+ 1) ·
(( M
qn+1
)1+γ
q−γn+2 + x
γ
M,min
)
This finishes the proof.
Remark 5.6. Notice that if M ≤ qn+1, then∣∣∣SM(f)(x)−M
∫
T
fdLeb
∣∣∣ ≤ C · 2nqn + C · n ·
( 1
q1+γn
M1+γq−γn+1 + x
γ
M,min
)
.
Indeed, ifM ∈ [qn, qn+1] then it is immediate from the above lemma. IfM ∈ [qz, qz+1]
with z < n, then we use the above lemma for z and
1
q1+γz
r1+γq−γz+1 < qn.
Lemma 5.7. Fix n ∈ N and let 2 ≤ k ≤ q
3/4
n+1/qn be such that
{x+ iα}i<kqn ∩
[
−
1
L
,
1
L
]
= ∅, (22)
for some L < qn+1/4. Then
Skqn(f)(x) = kSqn(f)(x)+
(
kSqn(f)(x)
)2[Sqn(f ′)(x)(qnα)
(Sqn(f)(x))
2
]
+O
(L3q3nk3
q2n+1
+
kL2q2n
qn+1
)
.
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Proof. Assume WLOG that qnα < 0. Notice that by cocycle identity
Skqn(f)(x)− kSqn(f)x =
k−1∑
ℓ=0
(
Sqn(f)(x+ ℓqnα)− Sqn(f)(x)
)
.
The spacing between the points {x + ℓqnα}ℓ<k is ‖qnα‖ <
1
qn+1
. So using (22) and
L < qn+1/4, it follows that for every ℓ < k, 0 /∈ [x + ℓqnα, x]. Therefore, the sum
above is for some θℓ ∈ [x+ ℓqnα, x], ℓ < k, equal to
k−1∑
ℓ=0
(
Sqn(f
′)(x)(ℓqnα) + Sqn(f
′′)(θℓ)‖ℓqnα‖
2
)
.
Notice that by (19) in Lemma 5.4 and by (22) it follows that for every ℓ < k,
|Sqn(f
′′)(θℓ)|‖ℓqnα‖
2 ≪ L3q3n ·
k2
q2n+1
.
Therefore, and by (18) in Lemma 5.4 (bounding the derivative by L
2q2n
qn+1
),
Skqn(f)(x)− kSqn(f)x =
[∑
ℓ<k
ℓ
]
Sqn(f
′(x))(qnα) + O
(L3q3nk3
q2n+1
)
=
k2Sqn(f
′(x))(qnα) + O
(L3q3nk3
q2n+1
)
+O
(
(k2 −
∑
ℓ<k
k) ·
L2q2n
qn+1
)
=
k2Sqn(f
′(x))(qnα) + O
(L3q3nk3
q2n+1
)
+O
(kL2q2n
qn+1
)
.
This finishes the proof.
Remark 5.8. Notice that the error term in the above lemma being small implies
that (at least) k < q
2/3
n+1. This is the main reason why we need Proposition 5.1 for
intervals [N,N +H ] with H < N2/3−ǫ.
Finally, we have the following lemma:
Lemma 5.9. For n ∈ N let qn+1 ≥ e
qn and let xn ∈ T be any point such that
Sqn(f
′)(xn) = 0. Then
{x ∈ T : |Sqn(f
′)(x)| < q
−1/10
n+1 } ⊂
⋃
i<qn
[−2q
−1/10
n+1 + xn + iα, 2q
−1/10
n+1 + xn + iα]
Proof. Consider the partition of T given by points {−iα}i<qn and let I = [a, b) be
any interval in this partition. Then Sqn(f
′)(·) is differentiable on I: by defintion,
0 /∈ I + iα for i < qn. Moreover, Sqn(f
′)(·) is monotone on I (see (19)) and
23
limx→a+ Sqn(f
′)(x) = −∞ = − limx→b− Sqn(f
′)(x). Hence there exists a unique
point xI ∈ I such that Sqn(f
′)(xI) = 0. We will show that
min(‖xI − a‖, ‖xI − b‖)≫ q
−1
n . (23)
Indeed, note that by (18),
0 = |Sqn(f
′)(xI)| ≥ |f
′((xI)qn,min)| − Cq
−1+γ
n .
Moreover, (xI)qn,min = min(‖xI − a‖, ‖xI − b‖) and so (see (6)),
8q−1+γn ≥ |f
′((xI)qn,min)| ≫ min(‖xI − a‖, ‖xI − b‖)
−1+γ
This gives (23). So it follows that for any θ ∈ [− 1
qn+1
+ xI , xI +
1
qn+1
],
|Sj(f
′′)(θ)| ≪ q2−γn for every j < qn. (24)
Indeed, by (6) it follows that f ′′ = g′′ + f ′′+, where g
′′ is bounded and f ′′+ > 0. Then
by (19) (for f ′′+) and the above
|Sj(f
′′)(θ)| ≤ Sj(f
′′
+)(θ) + O(j)≪ Sqn(f
′′
+)(θ) + O(j)≪ q
2−γ
n .
Note that for any x ∈ I, and some θx ∈ [x, xI ],
|Sqn(f
′)(x)| = |Sqn(f
′)(x)− Sqn(f
′)(xI)| = Sqn(f
′′)(θI)|x− xI |.
We have xqn,min ≤
2
qn
(the qn- orbit of every point is
1
qn
dense) and therefore by the
two above (and (19)),
|Sqn(f
′)(x)| ≥ C
( 2
qn
)−2+γ
|x− xI | ≥ |x− xI |.
From this it follows that for any I,
{x ∈ T : |Sqn(f
′)(x)| < q
−1/10
n+1 } ∩ I ⊂ [−q
−1/10
n+1 + xI , xI + q
−1/10
n+1 ]. (25)
It remains therefore to show that for every J in the partition, there exists j < qn,
such that
[−q
−1/10
n+1 + xJ , xJ + q
−1/10
n+1 ] ⊂ [−2q
−1/10
n+1 + xI + jα, xI + jα + 2q
−1/10
n+1 ]. (26)
Let j < qn be unique such that xI + jα ∈ J (existence of j follows from (23) and
‖qnα‖ ≤
2
qn+1
≤ 2
eqn
). Then by (24) and qn+1 > e
qn, for some θ ∈ [xI , xI + qnα],
|Sqn(f
′)(xI + jα)| = |Sqn(f
′)(xI + jα)− Sqn(f
′)(xI)| =
|Sj(f
′)(xI + qnα)− Sj(f
′)(xI)| ≤ |Sj(f
′′)(θ)|
1
qn+1
≤ q
−1/20
n+1 .
So by (25) for J ,
xI + jα ∈ [−q
−1/10
n+1 + xJ , xJ + q
−1/10
n+1 ].
This immediately gives (26).
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5.4 Proof of Proposition 2.8
In this section we assume that a function ψ¯ satisfying i.-iii. is fixed. For simplicity
of notations we denote it by ψ. Let (qn) denote the sequence of denominators of
α ∈ D. Let (nk) be the subsequence constructed in (16). The only property of (nk)
that we use in this section is that qnk+1 ≥ e
qnk .
We start with the following lemma:
Lemma 5.10. There exists c > 0 such that for every z ∈ {+,−} every t ∈
[
qnk+1
lognk
, cqnk+1] and every x ∈ T for which (x, s) ∈ T
f satisfies
{Tz·w(x, s)}w≤t ∩ {(y, r) ∈ T
f : ‖y‖ <
1
4
q−1nk+1} = ∅, (27)
we have
max
(
|N(x, s, z · t)− z · t|, |z · t− SN(x,s,z·t)(f)(x)|
)
= o(t). (28)
Proof. Let c := infT f
16
. Assume WLOG that (27) holds with z = + and t ∈
[
qnk+1
lognk
, cqnk+1]. If it is the case for z = −, we proceed analogously. Note that
for fixed (x, s) and sufficiently large t, (infT f)N(x, s, t) ≤ SN(x,s,t)(f)(x) ≤ t + s ≤
2t ≤ 2cqnk+1 and so N(x, s, t) ≤ qnk+1/8. Therefore by (17) and (27),
|t− SN(x,s,t(f)(x)| ≤ |s|+ f(x+N(x, s, t)α) = O(q
1+γ
nk+1
) = o(t).
Moreover, by (27), it follows that xN(x,s,t),min ≥
1
4qnk+1
) and since N(x, s, t) ≤
qnk+1/8, by Lemma 5.5 and Remark 5.6, (recall that −1 < γ < 0),
|SN(x,s,t)(f)(x)−N(x, s, t)| ≤
C2nkqnk + C · (nk + 1) ·
((N(x, s, t)
qnk
)1+γ
q−γnk+1 + x
γ
N(x,s,t),min
)
= o(t),
by the bound on t in the statement of the lemma since as shown above,
(infT f)N(x, s, t) ≤ 2t (and moreover, qnk+1 ≥ e
qnk ). The two above inequalities
finish the proof.
We have one more simple lemma:
Lemma 5.11. There exists c > 0 such that for every (x, s) ∈ Tf and every suffi-
ciently large k (depending on (x, s)),
{
w : |w| < cqnk+1, Tw(x, s) ∈ {(y, r) ∈ T
f : ‖y‖ <
1
4
q−1nk+1}
}
is an interval2 which is a subset of one of [−cqnk+1, 0) or (0, cqnk+1].
2Might be empty.
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Proof. Let c := infT f
16
. Recall that the first coordinate of Tw(x, s) is equal to x +
N(x, s, w)α. Moreover,
(inf
T
f)|N(x, s, w)| ≤ |SN(x,s,w)(f)(x)| ≤ |w|+ s ≤ s + cqnk+1 ≤ 2cqnk+1,
(s is fixed and nk → +∞). Therefore,
|N(x, s, w)| < qnk+1/8 (29)
Note that every connected component of
{Tw(x, s)}|w|≤cqnk+1 ∩ {(y, r) ∈ T
f : ‖y‖ <
1
4
q−1nk+1}
starts by visiting [−1
4
q−1nk+1,
1
4
q−1nk+1]. Note that for any i1, i2 ∈ [−
qnk+1
4
,
qnk+1
4
],
‖(x+ i1α)− (x+ i2α)‖ = ‖(i1 − i2)α‖ >
1
2qnk+1
since |i1 − i2| ≤ qnk+1/2 < qnk+1. Therefore and by the bound on N(x, s, w) (see
(29)) the above orbit visits the set [− 1
4qnk+1
, 1
4qnk+1
] at most once. Hence indeed the
intersection is one interval (might be empty).
Proposition 5.12. If (27) holds for t = T and z ∈ {+,−}, then (7) holds for T
(with the same z).
Before we prove the above proposition, let us see how it immediately implies
Proposition 2.8.
Proof of Proposition 2.8. Let c be smaller from the two constants in Lemma 5.10
and Lemma 5.11. Fix t ∈ [
qnk+1
lognk
, cqnk+1]. By Lemma 5.11, one of the semi-orbits
{Tw(x, s)}w≤cqnk+1 or {T−w(x, s)}w≤cqnk+1 is disjoint with {(y, r) ∈ T
f : ‖y‖ <
1
4
q−1nk+1}. So (27) holds either for z = + or −. Then statement then follows by
Proposition 5.12.
Proof of Proposition 5.12. We can WLOG assume that
∫
Tf
ψ dLebf = 0.
∫ T
0
ψ(T αt (x, s))dt =
∫ T
0
ψ(T αt (x, 0))dt+O(s),
and since s is fixed, it is enough to estimate the integral on the RHS. Note that
∫ T
0
ψ(T αt (x, 0))dt =
∫ SN(x,0,T )(f)(x)
0
ψ(T αt (x, 0))dt+
∫ T
SN(x,0,T )(f)(x)
ψ(T αt (x, 0))dt.
(30)
By Lemma 5.10, 0 ≤ T−SN(x,0,T )(f)(x) ≤ f(x+N(x, 0, T )α)≪ f(
1
qnk+1
) = o(T )
and hence the second summand is negligible.
26
For δ > 0, let Xδ := {(x, s) ∈ T
f : ‖x‖ > δ} and let F (x, δ) := {t ≤
SN(x,0,T )(f)(x) : T
α
t (x, 0) ∈ Xδ}. We claim that for every ǫ > 0 there exists δ > 0
and Tδ > 0 such that for T ≥ Tδ,
|F (x, δ)| ≥ (1− ǫ)SN(x,0,T )(f)(x). (31)
Indeed, consider the function f¯(x) = χ(δ,1−δ) · f(x). Then notice that
|F (x, δ)| ≥
N(x,0,T )∑
i=0
f¯(x+ iα)
Then by Lemma 5.3,
N(x,s,T )∑
i=0
f¯(x+ iα) = N(x, s, T )
∫
T
f¯dLeb + o
(
N(x, s, T )
)
.
Note that for every ǫ > 0 there exists δ such that
∫
T
f¯dLeb ≥ 1− ǫ/4. Moreover, by
Lemma 5.10,
N(x, s, T ) ≥ T − o(T ) ≥ (1− ǫ/4)SN(x,s,T )(f)(x).
In particular it follows by (31) that it is enough to estimate the integral
∫ SN(x,s,T )(f)(x)
0
ψ(T αt (x, s))dt
restricted to the set F (x, δ). Let Z(x) :=
∫ f(x)
0
ψ(Tt(x, 0))dt. Then the integral∫ SN(x,0,T )(f)(x)
0
ψ(T αt (x, 0))dt restricted to the set F (x, δ) us equal to
N(x,0,T )−1∑
i=0
Z · χ[δ,1−δ](x+ iα).
It now remains to notice that the function Z · χ[δ,1−δ] is of bounded variation, and
so by Lemma 5.3,
N(x,0,T )−1∑
i=0
Z · χ[δ,1−δ](x+ iα) = o(N(x, 0, T )),
and N(x, 0, T ) ≤ 2T by Lemma 5.10. This finishes the proof.
5.5 Proof of Theorem 2.7
In this section we assume that α ∈ D and f has power singularity with exponent
γ (see (6)). Let (qnk) be the sequence coming from the fact that α ∈ D. In this
section we assume that the function ψ¯ satisfying i.-iii. is fixed. For simplicity of
notations we denote it by ψ.
To simplify notation we drop α and γ from the notation for (T α,γt ). We start
with the following lemma:
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Lemma 5.13. Let δ > 0 be such that −γ(1 + δ) < 1. Then for
x /∈
qnk−1⋃
i=0
([
−
1
q1+δnk
,
1
q1+δnk
]
− iα
)
,
and any ℓ < 2qnk , we have
∫ Sqnk (f)(x)
0
ψ(Tt+ℓ(x, 0)) = o(Sqnk (f)(x)).
Proof. Let Tℓ(x, 0) = (x+ nℓα, sℓ). Then
|Sqnk (f)(x)− Sqnk (f)(x+ nℓα)| = |Snℓ(f)(x)− Snℓ(f)(x+ qnkα)|.
By the assumption on x and since qnk+1 ≥ e
qnk ,
|Snℓ(f)(x)− Snℓ(f)(x+ qnkα)| =
1
qnk+1
|Snℓ(f
′)(θ)|
for some θ ∈ [x, x+ qnkα], where (since ‖qnkα‖ < e
−qnk ),
θ /∈
qnk−1⋃
i=0
([
−
1
2q1+δnk
,
1
2q1+δnk
]
− iα
)
.
Since nℓ ≤ 2qnk , |Snℓ(f
′)(θ)| ≪ qnkf(θqnk ,min) ≤ q
4
nk
(the last inequality by the
restriction on θ above). Therefore,
|Sqnk (f)(x)− Sqnk (f)(x+ nℓα)| = o(1),
and so it is enough to estimate the integral
∫ Sqnk (f)(x+nℓα)
0
ψ(Tt(x+ nℓα, sα)).
This now follows the same steps as estimating the first integral in (30).
We restate Theorem 2.7 to shorten the notation:
Proposition 5.14. There exists c > 0 such that for Nk ∈ [
qnk+1
log k
, cqnk+1], for every
z ∈ {+,−} and m ≥ 0,
∣∣∣ ∑
p≤Nk
ψ(Tz·(p−m)(x, s)) log p−
∫ Nk
0
ψ(Tz·t(x, s))dt
∣∣∣ = o(Nk), (32)
for every (x, s) ∈ Tf .
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Proof. Assume WLOG that
∫
Tf
ψ dLeb = 0. We will show (32) for z = +, the proof
in case z = − is symmetric and follows analogous lines. Note that
∑
p≤Nk
ψ(Tp−m(x, s)) log p =
∑
p−m∈[0,Nk]
ψ(Tp−m(x, s)) log p+O(m logNk),
and since m ≥ 0 is fixed, it is enough to estimate the first sum. Let δ > 0 be such
that −γ(1 + δ) < 1 (such δ exists since γ ∈ (−1, 0)). Let
Ia :=
qnk−1⋃
i=0
([
−
1
q1+δnk
,
1
q1+δnk
]
− iα
)
, (33)
and Ib := T \ Ia. Let I
f
a := {(y, s) ∈ T
f : y ∈ Ia} and analogously we define I
f
b .
We split the interval [0, Nk] into two disjoint subsets:
A := {t ∈ [0, Nk] : Tt(x, s) ∈ I
f
a }
and
B := {t ∈ [0, Nk] : Tt(x, s) ∈ I
f
b }.
We assume WLOG that qnkα < 0 the reasoning in the other case is analogous. Let
t0 ∈ [0, Nk] be the smallest for which Tt0(x, s) ∈ I
f
a and let t1 ∈ [t0, Nk] be the
smallest for which Tt1(x, s) /∈ I
f
a . Let
A0 :=
{
t ∈ [0, Nk] : Tt(x, s) ∈
[
−
1
4qnk+1
,
1
4qnk+1
]f
, s ≥ k
}
.
We have the following:
CLAIM:
P1. A = [t0, t1) and B = [0, t0) ∪ [t1, Nk];
P2. A0 is an interval;
P3. A \ A0 is a union of at most two intervals and |A \ A0| = o(Nk).
Before we prove the CLAIM let us show how it implies the proposition.
We then naturally split the integrals in (32) into integrals over A0, A \ A0 and
B. Notice that by P3. and Remark 3.2 (m is fixed),
|
∑
p−m∈A\A0
ψ(Tp−m(x, s)) log p| ≪ |
∑
p−m∈A\A0
log p| = o(Nk)
and also |
∫
A\A0
ψ(Tt(x, s))dt| = o(Nk). Therefore it remains to estimate the terms in
(32) over A0 andB. By definition of A0 and iii. in the definition of ψ, for every t ∈ A0
for which the vertical coordinate of Tt(x, s) is ≥ logNk, ψ(Tt(x, s)) = ψ∞ + o(1).
Moreover, since A0 is an interval, the measure of t ∈ A0 (cardinality of p−m ∈ A0)
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for which the vertical coordinate of Tt(x, s) (of Tp−m(x, s)) is ≤ logNk is bounded
above by O(logNk). Hence
∑
p−m∈A0
ψ(Tp−m(x, s)) log p = (ψ∞ + o(1)
) ∑
p−m∈A0
log p +O(log2Nk)
and ∫
A0
ψ(T α,γt (x, s))dt = (ψ∞ + o(1)
)
|A0|+O(logNk).
If |A0| ≤ N
9/10
k , then the above sum over primes above is o(Nk) and the integral is
also of order o(Nk). On the other hand if the interval A0 satisfies A0 ≥ N
9/10
k , then
by Lemma 3.1, the above sum over primes is equal to ψ∞|A0|+ o(Nk). Therefore,
∣∣∣ ∑
p−m∈A0
ψ(Tp(x, s)) log p−
∫
A0
ψ(Tt(x, s))dt
∣∣∣ = o(Nk),
and hence it remains to estimate (32) over the set B = [0, t0)∪ [t1, Nk]. If the length
of [0, t0) or [t1, Nk] is less than
Nk
log log k
, then analogously to the above reasoning, both
the sum and the integral are of order o(Nk) and hence such interval is negligible.
Therefore it remains to prove the following: let I ∈ {[0, t0), [t1, Nk]} be such that
|I| ≥ Nk
log log k
, then
∣∣∣ ∑
p−m∈I
ψ(Tp−m(x, s)) log p−
∫
I
ψ(Tt(x, s))dt
∣∣∣ = o(|I|). (34)
We will argue with I = [t1, Nk), the estimates for I = [0, t0] are analogous (and
slightly less technical since we start at 0). By definition, Tt1(x, s) = (x˜, 0) (it is the
first time we are outside Ifa ). Let L := q
2/3−θ(qnk )
nk+1
. Since k is fixed in what follows,
we denote θ = θ(qnk).
For 0 ≤ u ≤ Nk
L
, consider the intervals
Wu := [t1 + SuLqnk (f)(x˜), t1 + S(u+1)Lqnk (f)(x˜)).
Notice that by cocycle identity,
|Wu| = SLqnk (f)(x˜+ uLqnkα) ≥ (infT
f)Lqnk ≥ q
2/3−θ
nk+1
. (35)
Let S me maximal such that
⋃
u<SWs ⊂ I. Since for t ∈ I, Tt(x, s) ∈ I
f
b , it follows
that for every u < S,
(x˜+ uLqnkα)Lqnk ,min /∈
[
−
1
q1+δnk
,
1
q1+δnk
]
.
This by (17) and splitting into sums of length qnk implies that for u < S, we have
|Wu| ≤ SLqnk (f)(x˜+ uLqnkα) ≤ Lqnk + C · Lq
−γ(1+δ)
nk
≤ q
2/3−θ/2
nk+1
, (36)
30
since by (16), Lqn = q
2/3−θ
n+1 qn ≤
1
2
q
2/3−θ
n+1 and Lq
−γ(1+δ)
nk ≤ q
2/3−θ
nk+1
q
−γ(1+δ)
nk ≤
1
2
q
2/3−θ/2
nk+1
.
Therefore, ∣∣∣I \
( ⋃
u<S
Wu
)∣∣∣ < q2/3nk+1,
and hence the contribution of the interval I \
(⋃
u<SWu
)
is negligible (i.e. o(|I|)) in
(34), see Remark 3.2). Let Wu = [au, bu). Then, by the definition of Wu, Tau(x, s) =
(x˜+ uLqnkα, 0).
Note that since qnkα < 0, the points {x˜+ uLqnkα}u≤S satisfy x˜ > x˜+ Lqnkα >
. . . > x˜+SLqnkα and the spacing between them is Lqnkα (which is of order q
−1/3−θ
nk+1
).
For u ≤ S, we will estimate
∑
p−m∈[au,bu)
ψ(Tp−m−au(Taux, s)) log p. (37)
Let zk be any point such that Sqnk (f
′)(zk) = 0 and define:
Zk :=
⋃
i<qnk
[−2q−1/10nk+1 + zk + iα, 2q
−1/10
nk+1
+ zk + iα]
(this is the set where the derivative is small, see Lemma 5.9). Let u ∈ S ′ iff
Tau(x, s) ∈ Zk or Tbu(x, s) ∈ Zk. By the above remark on the order and spacing
between the points {x˜+ uLqnkα}u<S it follows that
|S ′| ≪ q
1/3+θ
nk+1
q
−1/10
nk+1
.
Therefore, by (36) and Remark 3.2 it follows that
∑
u∈S′
∑
p−m∈[au,bu)
ψ(Tp−m−au(Taux, s)) log p≪
∑
u∈S′
∑
p−m∈[au,bu)
log p≪
q
1/3+θ
nk+1
q
−1/10
nk+1
q
2/3
nk+1
= o(Nk),
the last inequality since Nk ≥
qnk+1
log k
. Similarly,
∑
u∈S′
∫
[au,bu)
ψ(Tt(x, s)) dLeb = o(Nk).
Therefore it is enough to estimate (37) for u ∈ [0, S) \ S ′. Let xu := x˜ + uLqnkα.
For such u by the definition of Zk and Lemma 5.9 we know that
|Sqnk (f
′)(xu)| ≥ q
−1/10
nk+1
. (38)
Let
γ1 :=
[
Sqnk (f)(xu)
]−1
. (39)
31
Note that by definition, (xu, 0) = Tau(x, s) ∈ I
f
b . Therefore, in particular (see the
definition of Ia) it follows that (xu)qnk ,min ≥ q
−1−δ
nk
. So by (17),
Sqnk (f)(xu) ≤ qnk + Cq
γ(−1−δ)
nk
∈ [
qnk
2
, 2qnk ], (40)
since we have chosen δ to satisfy −γ(1 + δ) < 1. Moreover, by (18),
|Sqnk (f
′)(xu)| ≤ q
3
nk
. (41)
By (16) and (35) it follows that H := |bu − au| = |Ws| ≥ H0(qnk) and moreover,
a2/3−θu ≤ N
2/3−θ
k ≤ q
2/3−θ
nk+1
≤ H.
So the assumptions of Proposition 5.1 are satisfied with N = au and H = bu − au.
Let {Ii}
v
i=1 be the disjoint collection of intervals coming from Proposition 5.1 for
q = qnk , N = au and H = bu − au (and assume that ci is the midpoint of Ii). Fix
i ≤ v and take all p−m ∈ [au, bu) such that
γ1(p−m− au) mod 1 ∈ Ii. (42)
Since |Ii| ≤
2
q2
and by (40), we get that there exists Mi,p ∈ N such that
∣∣∣(p−m− au)−Mi,pSqnk (f)(xu)− c˜i
∣∣∣≪ q−1nk , (43)
where c˜i := Sqnk (f)(xu) · ci. Since ci is the midpoint of Ii and all the inter-
vals {Ii}
v
i=1 have equal length ∈ [
1
2q2nk
, 2
q2nk
], it follows that {c˜i}
v
i=1 are equispaced
∈ [0, Sqnk (f)(xu)] and by (40),
c˜i = iξv with 0 < ξv ≪ q
−1
nk
. (44)
By (43), (36) and (40),
Mi,p ≤
2(bu − au) + Sqnk (f)(xu)
Sqnk (f)(xu)
≪
|Wu|
qnk
+ 1≪
q
2/3−θ/2
nk+1
qnk
.
If j ≤ q
2/3
nk+1
, j = kjqnk + rj with 0 ≤ rj < qnk , then
‖(xu + jα)− (xu + rjα)‖ ≤ j‖qnkα‖ ≤ q
−1/3
nk+1
.
Since (xu, 0) ∈ I
f
b it follows that xu /∈ Ia (see (33)) and therefore
{xu + jα}j<q2/3nk+1
∩
[
−
1
2
q−1−δnk ,
1
2
q−1−δnk
]
= ∅. (45)
Let
γ¯ :=
[Sqnk (f ′)(xu)(qnα)
(Sqnk (f)(xu))
2
]
.
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Then by (41),
|γ¯| ≤
q3nk
qnk+1
(
≤ q−6nk
)
(46)
By Lemma 5.7 with L = 1
2
q1+δnk (see (45)), we get
Mi,pSqnk (f)(xu) = SMi,pqnk (f)(xu)−
(
Mi,pSqnk (f)(xu)
)2
γ¯+
O
(
L3q3nkM
3
i,pq
−2
nk+1
+Mi,pL
2q2nkq
−1
nk+1
)
.
Note that by the bound on Mi,p and by (16), we get
L3q3nkM
3
i,pq
−2
nk+1
≪ q10nkq
−3θ
nk+1
≪ q−2nk
and
Mi,pL
2q2nkq
−1
nk+1
≪ q6nkq
−1/3
nk+1
≤ q−2nk .
Therefore, by (43) and using γ¯ ≤ q−6nk , we get∣∣∣(p−m− as)− c˜i − SMi,pqnk (f)(xu)− (p−m− as)2γ¯
∣∣∣≪ q−1nk .
Let now {Jh}
w
h=1 be a disjoint collection of intervals of equal length ∈ [
1
2q2nk
, 2
q2nk
]
covering T (with midpoints dh). Define γ2 :=
γ¯
Sqnk
(f)(xu)
. Let h and p (which we
already assume satisfies (42)) satisfy
(p−m− au)
2γ2 mod 1 ∈ Jh. (47)
Using (40) implies that, for some Rh,i,p ∈ N
|(p−m− au)
2γ¯ − d˜i −Rh,i,pSqnk (f)(xu)| ≪ q
−1
nk
,
where (analogously to {c˜i}) d˜h := Sqnk (f)(xu) · dh. Since dh is the midpoint of Jh
and all the intervals {Jh}
w
h=1 have equal length ∈ [
1
2q2nk
, 2
q2nk
], it follows that {d˜h}
w
h=1
are equispaced ∈ [0, Sqnk (f)(xu)] and by (40),
dh = hζw with 0 < ζw ≪ q
−1
nk
. (48)
Moreover, by the definition of γ¯ (see also (46)) and (36) and (16)
|Rh,i,p| ≪ q
−1
nk
+
d˜i
Sqnk (f)(xu)
+
(bu − au)
2q3nk
qnk+1
≪ 2 + q
1/3−θ
nk+1
q3nk ≤ q
1/3−θ/2
nk+1
.
Therefore, for p satisfying (42) and (47),
∣∣∣(p−m− au)− c˜i − d˜h − SMi,pqnk (f)(xu)− Rh,i,pSqnk (f)(xu)
∣∣∣≪ q−1nk .
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By the bound on Rh,i,p and Mi,p, (45) and (18),∣∣∣Rh,i,pSqnk (f)(xu)− SRh,i,pqnk (f)(xu +Mi,pqnkα)
∣∣∣ ≤
Rh,i,p−1∑
u=0
|Sqnk (f)(xu)− Sqnk (f)(xu + (Mi,p + u)qnkα)| ≤
Rh,i,pq
3
nk
Mi,p +Ri,p
qnk+1
≪ q−θnk+1q
3
nk
≪ q−1nk ,
the last inequality by (16). Therefore and by cocycle identity it follows that for p
satisfying (42) and (47),
∣∣∣(p−m− au)− c˜i − d˜h − S(Rh,i,p+Mi,p)qnk (f)(xu)
∣∣∣≪ q−1nk
Hence for such p,
Tp−m−au(Taux, s) = Tp−m−au(xu, 0) = Tc˜i+d˜h+O(q−1nk )
(
xu + (Rh,i,p +Mi,p)qnkα, 0
)
Since Rh,i,p +Mi,p < q
3/4
nk+1
,
‖(Rh,i,p +Mi,p)qnkα‖ ≪ q
1/4
nk+1
≤ q−3nk ,
the last inequality by (16). Therefore, by the continuity of ψ (see conditions i. and
ii. in the definition of ψ¯) for p satisfying (42) and (47),
|ψ(Tp−m−au(Taux, s))− ψ(Tc˜i+d˜h(xu, 0))| = o(1).
Hence and by (42) and (47),
∑
p−m∈[au,bu)
ψ(Tp−m−au(Taux, s)) log p =
v∑
i=1
w∑
h=1
ψ(Tc˜i+d˜h(xu, 0))
[ ∑
p−m∈[au,bu)
χIi×Jh(γ1(p−m− au), γ2(p−m− au)
2)
]
+
o(
∑
p−m∈[au,bu)
log p).
By Lemma 3.1 the last term is o(|Wu|) and hence can be neglected.
Notice that by (40), (41) and (38),
|γ2| =
∣∣∣ γ¯
Sqnk (f)(xu)
∣∣∣ =
∣∣∣Sqnk (f
′)(xu)‖qnkα‖
(Sqnk (f)(xu))
3
∣∣∣ ∈ [4q−3nk q−1−1/10nk+1 , 2q−1nk+1]
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and so, for every 0 6= r ≤ logB Nk (recall that Nk ≤ qnk+1)
‖rγ2‖ = r|γ2| ≥
4 logB qnk+1
q3nkq
1+1/10
nk+1
≥
1
|Wu|2
,
the last inequality by the bound on |Wu| (see (35)). So by Proposition 5.1 (recall
that m is fixed),
∑
p−m∈[au,bu)
χIi×Jh(γ1(p−m− au), γ2(p−m− au)
2) =
λ(Jh)
∑
p−m∈[au,bu)
χIi(γ1(p−m− au)) + O(|Wu|q
−6
nk
)
Let Bi :=
∑
p−m∈[au,bu)
χIi(γ1(p−m− au)) log p.
Then (recall that |Ii|, |Jh| ≥
1
2q2nk
, and so v · w ≤ 4q2nk)
∑
p−m∈[au,bu)
ψ(Tp−m−au(Taux, s)) log p = λ(Jh)
v∑
i=1
Bi
w∑
h=1
ψ(Tc˜i+d˜h(xu, 0))+O(|Wu|q
−2
nk
).
Note that by (48), | ˜dh+1 − d˜h| = ζw ≤ q
−1
nk
. Since ψ is continuous along the flow
direction (see i. and ii.), we have
∣∣∣λ(Jh)
w∑
h=1
ψ(Td˜h+c˜i(xu, 0))−
1
d˜w
∫ d˜w
0
ψ(Tt+c˜i(xu, 0)dt
∣∣∣ = o(1).
Moreover, ∣∣∣ 1
d˜w
∫ d˜w
0
ψ(Tt+c˜i(xu, 0)dt
∣∣∣ = o(1).
Indeed, notice that d˜w ∈ [Sqnk (f)(xu)−q
−1/2
nk , Sqnk (f)(xu)]. Therefore, up to an error
of order o(1), the above integral is equal to
∣∣∣ 1
Sqnk (f)(xu)
∫ Sqnk (f)(xu)
0
ψ(Tt+c˜i(xu, 0)dt
∣∣∣.
The statement then follows by Lemma 5.13 and (40) (recall that xu ∈ Ib). Therefore
and by Lemma 3.1,
λ(J1)
v∑
i=1
Bi
w∑
h=1
ψ(Tc˜i+d˜h(xu, 0)) = o(
v∑
i=1
Bi) = o(
∑
p−m∈[au,bu)
log p) = o(|Wu|).
This shows that (37) is o(|Wu|) = o(bu − au). Summing over u, we get
|
∑
p−m∈I
ψ(Tp−m(x, s)) log p| = o(|I|).
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Note that since I ⊂ B, it follows that
{Tw(x, s)}w∈I ⊂ I
f
b
equivalently, for w ∈ [0, |I|],
Tw(Tu1(x, s)) /∈ I
f
a (49)
where I = [u1, u2]. In particular, let Tu1(x, s) = (x˜, s˜). Then (49) implies that (27)
is satisfied with z = +. So by Proposition 5.12,
∣∣∣
∫
I
ψ(Tt(x, s))dt
∣∣∣ =
∣∣∣
∫ |I|
0
ψ(Tt(x˜, s˜)dt
∣∣∣ = o(|I|).
This finishes the proof of (34) and hence also the proof of the main theorem. So it
remains to prove the CLAIM.
Proof of the CLAIM. Assume WLOG that qnkα < 0. We first prove P1. Note
that Tt(x, s) ∈ I
f
a is equivalent to x + N(x, s, t)α ∈ Ia. The function N(x, s, ·) is
a locally constant jump function (with jump size 1). Let t0 be the first such that
x + N(x, s, t0)α ∈ Ia. By the definition of Ia (it is a tower) and t0, this means
x + N(x, s, t0)α ∈
[
− 1
q1+δnk
, 1
q1+δnk
]
− (qnk − 1)α. Then, since Ia is a tower, for every
j ≤ qnk − 1, x+N(x, s, t0)α+ jα ∈ Ia. If x+N(x, s, t0)α+ rqnkα ∈ Ia, equivalently
x + N(x, s, t0)α + rqnkα ∈
[
− 1
q1+δnk
, 1
q1+δnk
]
− (qnk − 1)α, then for every j ≤ qnk − 1,
x+N(x, s, t0)α + (rqnk + j)α ∈ Ia.
Notice that each return to
[
− 1
q1+δnk
, 1
q1+δnk
]
− (qnk − 1)α shifts the point by qnkα.
Since SN(x,s,Nk) ≤ (infT f)Nk ≤ qnk+1/3, it follows that after leaving
[
− 1
q1+δnk
, 1
q1+δnk
]
−
(qnk−1)α, we will not (by shifting over qnkα) return to it before time SN(x,s,Nk)(f)(x).
Hence indeed the set A is an interval. Analogously we show that B is an interval.
This finishes the proof of P1.
For P2., we analogously notice that Tt(x, s) ∈ [−
1
4qnk+1
, 1
4qnk+1
]f , implies that
x+N(x, s, t)α ∈ [− 1
4qnk+1
, 1
4qnk+1
]. Note that there is at most one r < qnk+1/2 such
that x+ rα ∈ [− 1
4qnk+1
, 1
4qnk+1
]. Indeed:
‖(x+ rα)− (x+ r′α)‖ ≥ ‖qnkα‖ ≥
1
qnk+1
.
Since N(x, s,Nk) ≤ qnk+1/3, it follows that there is at most one value N ≤ qnk+1/3
for which x+Nα ∈ [− 1
4qnk+1
, 1
4qnk+1
]. This finishes the proof of P2.
Note that the first part of P3. is an immediate consequence of P1. and P2. So
it remains to show that |A \ A0| = o(Nk). Let
χk(x) = χIa(x)− χ[− 1
4qnk+1
, 1
4qnk+1
](x),
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and let fk(x) := χk(x) ·f(x). By the definition of the special flow and A and A0 one
needs to show that
|SN(x,s,Nk)(fk)(x)| = o(Nk).
Note that (infT f)N(x, s,Nk) ≤ SN(x,s,Nk)(f)(x) ≤ Nk+s ≤ cqnk+1+s ≤ (infT f)qnk+1
(by decreasing c if necessary). Therefore, by Remark 5.63
|SN(x,s,Nk)(fk)(x)| ≤ C2
nqn + C · n ·
1
q1+γnk
qnk+1 + C · n · q
−γ
nk+1
= o(Nk),
since Nk ≥
qnk+1
lognk
. This finishes the proof of the CLAIM.
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