Gene-gene interactions are often regarded as playing significant roles in influencing variabilities of complex traits. Although much research has been devoted to this area, till date a comprehensive statistical model that adequately addresses the highly dependent structures associated with the interactions between the genes, multiple loci of every gene, various and unknown number of sub-populations that the subjects arise from, seem to be lacking.
INTRODUCTION

Importance of studying gene-gene interaction
Genome-wide association studies (GWAS) seek to associate complex diseases with genetic traits by isolating individual single nucleotide polymorphisms (SNPs) and investigating its association with given phenotypes. However, for complex phenotypes, such investigations have succeeded in explaining only small proportions of genetic inheritances; see Larson & Schaid (2013) and the references therein. Since it is well-known that some genes interact with one another in complex networks, and that such interactions may influence genetic variations of complex traits (see Bonetta (2010) , Moore (2003) , Howard, Koppelman, Xu, Zheng, Postma, Meyers & Bleecker (2002) , Li & Cui (2012) , Moore & Williams (2002) , Sima, Xu, Li, Luo, Liu & You (2012) ), it is hence anticipated that the want of significant success of GWAS may perhaps be a consequence of ignoring the gene-gene interactions (see Cordell (2009) 
Statistical definition of gene-gene interaction
According to Fisher (1918) (see also Kempthorne (1954) ) gene-gene interactions can be statistically defined as deviations from additive marginal effects of individual genes. As discussed in detail by Cordell (2002) and Wang, Elston & Zhu (2010) , statistical and biological interpretations of interaction need not be compatible with each other. The latter authors suggest that if biological interaction is quantified, then that should be based on statistical concepts of interaction.
Gene-level versus SNP-level interaction
Gene-gene interaction may also be defined via SNP-SNP interactions, with the understanding that interaction between any two genes are in fact caused by interactions between their respective SNPs.
But for large number of SNPs, linear model based statistical analyses of such models become computationally burdensome because of the very large number of marginal and pairwise interaction effects to be incorporated in the linear model. Larson & Schaid (2013) built a gene-gene additive interaction model for case-control association study and proposed tests of significances of the marginal and the interaction effects of the genes with respect to their model. Specifically, they modeled gene-gene interactions using a kernel regression approach, which they integrate within a classical generalized linear mixed model (GLMM) framework with binary responses; in particular they considered the logit model. Yi, Kaklamani & Pasche (2011) proposed a Bayesian logit model where gene-gene interactions are composed of SNP-SNP interactions.
An important advantage of the Bayesian model of Yi et al. (2011) over the classical model of Larson & Schaid (2013) is that detection of the disease producing loci (DPL) is possible with the detailed SNP-based Bayesian model, while in the kernel based classical gene-gene interaction model, information about the individual loci are lost since construction of the kernels required inner products associated with the SNP-level genotype data. However, the model of Yi et al. (2011) precludes incorporation of a large number of SNPs, as already explained above; within a limited set of SNPs, attempt to detect DPL need not be very reliable.
These issues are expected to prevail in all the relevant statistical interaction models hitherto considered, pointing towards the following trade-off: dimension reduction by working at the genelevel makes computation feasible, but at the cost of useful SNP-level information, while working at SNP-level promises all the necessary information but at the cost of enormous computational burden.
1.4 Association of the trade-offs to the additive modeling strategy for both gene and SNP levels The aforementioned difficulties in the forms of trade-offs can be traced back to additive modeling strategies. Indeed, the traditional linear model is constituted of very large number of terms comprising marginal and interaction effects at the SNP level. Attempts to summarize the model in terms of gene-level necessarily calls for sacrifice of useful SNP-level information, while principal components analysis for dimension reduction make genetic interpretation difficult.
The linear modeling strategy can also be called in question on the ground of oversimplicity.
Since gene-gene interactions involve very complex physical interplay between products of genes (not between the genes themselves) ), simple linear models seem to be far from adequate. Moreover, in linear models the main effects and the interaction effects are estimated from the genotype data and then onwards assumed to be non-random covariates. More holistic approaches should be concerned with postulating highly structured joint distributions of the complex genotype data.
Population stratification effect on gene-gene interaction
A further drawback of the existing interaction models is that they often ignore multiple subpopulations that the genotype data usually arise from. Indeed, for different sub-populations, the genes (or SNPs) may interact differently, which adds further complexity to the complicated gene product-gene product physical interactions. Bhattacharjee, Wang, Ciampa, Kraft, Chanock, Yu & Chatterjee (2010) empirically demonstrate that methods ignoring population sub-structures can incur severe bias leading to large-scale false positives. There is a further challenging issue to be considered. Since the number of sub-populations is not usually known, one must coherently and carefully account for the uncertainty associated with the unknown number of sub-populations.
The criticisms of the interaction models existing in the literature motivated us to propose a new and general Bayesian model for gene-gene interactions and novel Bayesian hypotheses testing procedures and associated methodologies to investigate the effects of genes on case-control. In what follows we make the assumption that environmental effects are not present in the study. We shall address the issue of environmental effects in our future research.
In Section 2 we present a brief overview of our contributions in this paper.
OVERVIEW OF CONTRIBUTIONS OF THIS PAPER
A general Bayesian semiparametric model incorporating all relevant sources of uncertainties
In an effort to overcome the shortcomings of the current approaches detailed above, in this paper we propose a novel Bayesian semiparametric gene-gene interaction model in a case-control association study framework. For each gene and a given case-control status, we model all the SNPs simultaneously in a mixture framework; the mixtures are assumed to be independent for different genes and over case-control status, with possibly different, but unknown number of components. The mixtures represent genotypic distributions of unknown number of ethnic sub-populations which are expected to be different for different genes and case-control status.
2.1.1.
Dirichlet process based mixtures with unknown number of components More specifically, for each gene and case-control status we model the subjects as samples from a mixture with unknown number of components, where the parameters of the mixture components are assumed to be samples from a Dirichlet process. We incorporate gene-gene dependence by modeling the parameters of the Dirichlet processes as a hierarchical matrix-normal distribution.
Any number of loci permissible and information on every SNP retained
In our mixture modeling framework we jointly model genotype data of all the loci, without summarizing their information. Hence, ours is a gene-level model constituted of the joint distribution of SNP-level genotypes. The dependence structure between the loci is highly relevant for modeling linkage disequilibrium (LD). Thus, our model retains infomation regarding each and every locus, while accounting for LD effects as well. Moreover, when multiple causal SNPs are present in the genes, our gene-level model is expected to enjoy improved power and increased chance of significant findings (see Wu, Kraft, Epstein, Taylor, Chanock, Hunter & Lin (2010) ).
Quite importantly, we devise a very fast and efficient parallel computing algorithm that renders our model computationally very efficient even if a large number of loci are considered. Indeed, in spite of thousands of loci for each gene, our methodology takes just about an hour for the necessary Bayesian computations.
General, non-linear, structured gene-gene dependence
Our model is more general than existing ones in that we do not consider a linear structure for the marginal and interaction effects, but a general dependence structure between the genes and also between case-control. The rationale behind imposing a dependence structure between case and control is provided in Section 3.3.1.
Learning about the number of sub-populations
Quite importantly, for every given gene and case-control status, our model also attempts to learn about the number of sub-populations the subjects arose from.
Computational efficiency
A further attractive feature of our model is that the Dirichlet process based mixtures associated with each gene and case-control status are conditionally independent of each other given the interaction structure, and thus renders our model extremely amenable to parallel computation. Indeed, for fitting our model we construct a parallelisable Markov Chain Monte Carlo (MCMC) methodology that updates the mixtures simultaneously in parallel processors using a fast and efficient Gibbs sampling procedure developed by Dihidar (2011) and Mukhopadhyay, Roy & Bhattacharya (2012) for the Dirichlet process based mixture model originally proposed by Bhattacharya (2008) ; see also Majumdar, Bhattacharya, Basu & Ghosh (2013) for the specialization of the mixture model and the associated computations in the context of genetics.
The interaction parameters are then updated in a single block using the fast and efficient Transformation based MCMC (TMCMC) methodology proposed and developed by Dutta & Bhattacharya (2014) . It is important to remark that TMCMC updates high-dimensional parameters in a single block using suitable deterministic transformations of arbitrary low-dimensional/one-dimensional random variables defined on some relevant support, and thus drastically reduces dimension, which, in turn, very significantly reduces computational burden and improves acceptance rate.
Novel Bayesian hypothesis testing procedure for testing genetic effects
Using an appropriate clustering metric and also an appropriate divergence measure based on the Euclidean distance, we formulate appropriate Bayesian hypotheses to investigate the effect of genes on case-control. For specific investigations regarding gene-gene interactions when genetic effects turn out to be significant, we devise Bayesian hypothesis testing methods with respect to the gene-gene interaction parameters of the matrix-normal distribution.
Learning about DPL
Not only does our model learn about individual genetic effects, gene-gene interactions and the number of sub-populations, as we demonstrate with a biologically realistic simulation study, it is capable of identifying close neighborhoods of the DPL, even in the presence of LD.
Validation of our model and methodologies with biologically realistic simulation studies
We apply our Bayesian model and methodologies to two case-control type genotype data sets simulated from a population genetics model; one data set is generated by incorporating the effect of genes (marginal and gene-gene interaction) within the data-generating model under realistic patterns of LD, and the other data set is generated without any genetic factor; only environmental factors are allowed. Our model and methodologies successfully identified the presence of both marginal and gene-gene interaction effects in the first case and absence of genetic effects in the second case. Moreover, in the relevant first simulation study, even under the presence of LD, we could identify the loci, in the closed neighborhoods of which lie the actual DPLs.
The rest of our paper is structured as follows. In Section 3 we introduce our proposed Bayesian semiparametric model, and in Section 4 we propose a fast and efficient parallel MCMC methodology for fitting our model. In Section 5 we propose and develop a novel Bayesian hypothesis procedure for detecting the roles of genes in case-control studies. We validate our model and methodologies with biologically realistic simulated data sets in Section 6. We summarize our work and make concluding remarks in Section 7.
A NEW BAYESIAN SEMIPARAMETRIC MODEL FOR GENE-GENE INTERACTIONS
Before we introduce our proposed model, we first detail the type of genotype and phenotype data that we are interested in.
Genotype data
For s = 1, 2 denoting the two chromosomes, let x s ijkr = 1 and x s ijkr = 0 indicate the presence and absence of the minor allele of the i-th individual, j-th gene, r-th locus, and the k-th group (either control or case), for k = 0, 1, with k = 1 denoting case; i = 1, . . . , N k ; r = 1, . . . , L j and j = 1, . . . , J.
In this paper, we shall concern ourselves with data sets of the aforementioned type. However, for our model, which we introduce below, it is obvious that data sets consisting of only minor allele counts at each locus contains exactly the same information as the above described data type.
Mixture models driven by Dirichlet processes
Given any (j, k), let x ijkr = (x 1 ijkr , x 2 ijkr ), and X ijk = (x ijk1 , x ijk2 , . . . , x ijkL j ). We assume that for every triplet (i, j, k), X ijk are independently distributed with mixture probability mass function with a maximum of M components, given by
where f (·|p mjkr ) is the probability mass function of independent Bernoulli distributions, given by
Using allocation variables z ijk , with probability distribution
for i = 1, . . . , N k and m = 1, . . . , M , (3.1) can be represented as
We may assume appropriate Dirichlet distribution priors on (π 1jk , . . . , π M jk ) for j = 1, . . . , J; k = 0, 1. However, as investigated in Majumdar et al. (2013) , the Dirichlet distribution often yields very small values of the probabilities π mjk , thereby tending to underestimate the true number of mixture components. On the other hand, setting π mjk = 1/M exhibited much better performance.
Therefore, in this work, we set π mjk = 1/M , for m = 1, . . . , M , and for all (j, k).
Letting p mjk = p mjk1 , p mjk2 , . . . , p mjkL j , we further assume that 6) where DP (α jk G 0,jk ) stands for Dirichlet process with expected probability measure G 0,jk having precision parameter α jk . We assume that under G 0,jk , for m = 1, . . . , M and r = 1, . . . , L j ,
Thus, given a particular pair (j, k), our mixture model has the same structure as adopted by Majumdar et al. (2013) for inference on population structure. Discreteness of Dirichlet processes cause coincidences between the parameter vectors of P M jk = p 1jk , p 2jk , . . . , p M jk with positive probability, so that, with positive probability, the actual number of mixture components in (3.1) falls below M , the maximum number of components, the mixing probabilities taking the Majumdar et al. (2013) , Mukhopadhyay et al. (2011 ), Mukhopadhyay et al. (2012 , Bhattacharya (2008) , for the details. In fact, we marginalize over G jk to arrive at the well-known Polya urn distribution of P M jk : It is important to remark that the mixtures associated with different pairs (j, k), are independent. This entails that, after coincidences among the mixture components, the pairs (j, k) come to be associated with different mixtures, with different numbers of components. This is reasonable, because, assuming a given sub-population, for any two individuals from the sub-population with the same gene indexed by j but with different case-control status, the distributions of the genotypes of the two individuals are likely to be affected by the case-control status; hence (j, k = 0) and (j, k = 1) must correspond to different mixtures. For any two genes indexed by j and j , (j, k) and (j , k) may also correspond to different mixtures because of the differences in the genotype distributions of two different genes for any individual from any given sub-population.
Following Majumdar et al. (2013) , Mukhopadhyay et al. (2012) , Mukhopadhyay et al. (2011 ), Bhattacharya (2008 , we set M = 30 in our applications. It follows from Antoniak (1974) that the expected number of distinct parameter vectors in the set p 1jk , p 2jk , . . . , p M jk is approximately
. When prior information regarding the true number of mixture components is lacking, it may be reasonable to specify the expected number of distinct components to be close to half of the maximum number of components possible, namely, close to M/2. With M = 30, we fix α jk = 10, so that about 14 distinct mixture components in (3.1) are to be expected a priori.
Apart from this choice, we also considered the possibilities α jk = 1, α jk ∼ Gamma (0.1, 0.1), that is, the gamma distribution with mean 1 and variance 10, and α jk ∼ Gamma (1, 0.1) (so that the mean and variance are 10 and 100, respectively); however, the choice α jk = 10 for all (j, k) outperformed the other choices with regard to capturing the true number of mixture components.
Hence, in this paper, we report all our results associated with M = 30 and α jk = 10.
3.3 Induction of gene-gene, SNP-SNP dependence and dependence between case-control groups through appropriate modeling of the parameters of G 0,jk 3.3.1.
A brief discussion on the dependence structure associated with case and control
Since case and control status are usually considered independent, the rationale behind inducing a dependence structure between them in our model begs some explanation. Firstly, note that consideration of a general dependence structure in the form of a covariance matrix is always advisable; in the case of independence the posterior of the covariance matrix is expected to concentrate around some diagonal matrix.
Secondly, in our specific problem, note that given any two subjects i 1 and i 2 arising from the same sub-population (so that z i 1 j1 = z i 2 j0 ), given that a minor allele is present in the i 2 -th unaffected individual associated with the r-th locus of the j-th gene (that is, x s i 2 j0r = 1), and assuming that the r-th locus is a disease producing locus, the probability that the i 1 -th individual will also have the minor allele in that locus of that gene, is expected to be higher than the probability of the same event given that the minor allele is absent in that locus of that gene of the first individual.
Probabilistically, we expect that for any s ∈ {0, 1},
In other words, given that case and control arise from the same sub-population for a given gene, which happens with positive probability, dependence is to be expected if the gene is suspected to contain disease producing loci.
3.3.2.
Modeling the parameters of G 0,jk We model the Beta parameters ν 1jkr and ν 2jkr of (3.7) such that dependence is induced between SNPs within each gene and between genes, and between case-control.
Specifically, for r = 1, . . . , L j , and for every (j, k), we model ν 1jkr and ν 2jkr as the following:
Note that λ jk is shared by every locus of the j-th gene and k-th case-control status. Since we put a matrix-normal prior on λ = {λ jk ; j = 1, . . . , J, k = 0, 1} (see Section 3.3.4 for details); the randomness induces dependence between the loci, thus accounting for the LD effects. Moreover, the SNPs associated with different genes are also dependent through the dependence structure between the genes imposed by the matrix-normal prior.
3.3.3. Modeling strategy and priors for u jr and v jr In (3.9) and (3.10), for j = 1, . . . , J, we set u jr = u r and v jr = v r for r = 1, . . . , L, where L = max{L j ; j = 1, . . . , J}. We further
Not only does the above modeling strategy reduce the number of parameters to be updated for model-fitting -since the genes share many u r and v r which are random this creates additional dependence between the genes. The standard normal prior turned out to be quite adequate. In fact, since these parameters are in addition with λ jk and since we assume a hierarchical matrix-normal prior for λ (to be descirbed below), Gaussian priors on u r and v r with other means and variances are unlikely to yield significantly different results, thus pointing towards in-built prior robustness in our modeling strategy.
Matrix normal prior for λ
We consider the following model for λ:
Re-writing the 2J-dimensional vector λ as a J × 2 matrix Λ, (3.14) can be represented as a matrix normal distribution with mean matrix µ J×2 , left covariance matrix A and right covariance matrix Σ, having probability density function
We note that the k-th column of Λ, which we denote by Λ col,k , follows the multivariate normal distribution: (3.16) where µ col,k is the k-th column of µ. The covariance matrix between Λ col,k 1 and Λ col,k 2 is given
Similarly, the j-th row of Λ, which we denote by Λ row,j s , has the following multivariate normal distribution:
µ row,j being the j-th row of µ. Also,
In our applications we chose µ = 0.
The essence of the matrix normal structure is to offer a dependence structure between the genes and between case-control status. Given case-control status k, the dependence structure associated with the genes is provided by A, while the matrix Σ induces dependence between case and control status, given any particular gene.
Priors on A and Σ We assume that
where IW (ξ, A) stands for Inverse-Wishart distribution with degrees of freedom ξ (≥ J) and positive definite scale matrix A. The density function is given by
We further assume that
where the degrees of freedom ζ satisfies ζ (≥ 2) and Σ 0 is a 2 × 2 positive definite matrix; the density function is given by
For our applications, we set ξ = J + 2 and ζ = 4. These choices are the minimum vaues such that the prior expectations of A and Σ are well-defined. 
(3.25)
With these, we specify the (j 1 , j 2 )-th element of A 0 as
For the specification of Σ 0 , we first consider
Then, letting N = min{N 0 , N 1 }, we specify the (k 1 , k 2 )-th element of Σ as
A PARALLEL MCMC ALGORITHM FOR MODEL FITTING
Recall that the mixtures associated with gene j ∈ {1, . . . , J} and case-control status k ∈ {0, 1} are conditionally independent of each other, given the interaction parameters. This allows us to update the mixture components in separate parallel processors, conditionally on the interaction parameters. Once the mixture components are updated, we update the interaction parameters using a specialized form of TMCMC, in a single processor. The details of updating the mixture components in parallel are as follows.
(1) Split the pairs {(j, k) : j = 1, . . . , J; k = 0, 1} in the available parallel processors.
(2) During each MCMC iteration, for each (j, k) in each available parallel processor, do the following (i) For i = 1, . . . , N k , update the allocation variables z ijk by simulating from the full conditional distribution of z ijk , given by
Also let C jk = {c 1jk , . . . , c M jk } denote the configuration vector, where c mjk = if and only if p mjk = p * jk .
Now let τ (m)
jk denote the number of distinct elements in
Then update c mjk using Gibbs steps, where the full conditional distribution of c mjk is given by
In (4.3) and (4.4), n 1mjr and n 2mjr denote the number of "a" and "A" alleles, respectively, at the r-th locus of the j-th gene associated with the m-th mixture component. In
The function β(·, ·) in the above equations is the Beta function such that for any
; Γ(·) being the Gamma function.
(iii) Let n * 1 jr = m:c mjk = n 1mjr and n * 2 jr = m:c mjk = n 2mjr . Then, for = 1, . . . , τ jk ; r = 1, . . . , L j ; j = 1, . . . , J and k = 0, 1, update p * jkr by simulating from its full conditional distribution, given by
(4.5) (3) During each MCMC iteration, update the interaction parameters {(u r , v r ); r = 1, . . . , L}, Λ, A and Σ in a single processor using TMCMC, conditionally on the remaining parameters.
The details of updating the interaction parameters are provided in Section 4.1.
4.1 Updating the interaction parameters using a mixture of additive and additive-multiplicative
TMCMC
We now provide details on updating the parameters {(u r , v r ); r = 1, . . . , L}, Λ, A and Σ. Note, however, that since A and Σ are positive definite matrices, directly updating these matrices is not straightforward, since the MCMC proposals need not preserve positive definiteness and checking positive definiteness, which is required while evaluating the acceptance ratio, is not straightforward for high dimensional matrices. Therefore, we resort to Cholesky decompositions, A = C 1 C 1 and Σ = C 2 C 2 , where C 1 and C 2 are lower triangular matrices. Thus, instead of updating A and Σ directly, we can update the elements of C 1 and C 2 , with the only constraint that the diagonal elements are positive.
Before we provide the problem-specific details, let us first recall the main ideas of additive, multiplicative, and additive-multiplicative TMCMC; for details see Dutta & Bhattacharya (2014) and Dey & Bhattacharya (2014) .
4.1.1. Additive TMCMC Suppose that we are simulating from a d dimensional space (usually
, and suppose we are currently at a point x = (x 1 , . . . , x d ). Let us define d random variables
+1 with probability p i ;
−1 with probability 1 − p i .
(4.6)
The additive TMCMC uses moves of the following type:
is an arbitrary density with support R + , the positive part of the real line, and for any set A, I A denotes the indicator function of A. We define
to be the additive transformation of x corresponding to the 'move-type' b. In our applications, we shall assume that p i = 1/2 for i = 1, . . . , d.
Thus, a single is simulated from q
(1) (·)I { >0} , which is then either added to, or subracted from each of the d co-ordinates of x with probability 1/2. Assuming that the target distribution is proportional to π, the new move T
b (x, ), corresponding to the move-type b, is accepted with probability 
+1 with probability p i ; 0 with probability q i ;
−1 with probability 1
b (x, ), the multiplicative transformation (x, ) → (x * , ) associated with the move-type b.
b (x, ) = (x 1 , x 2 ) and the Jacobian is 2 , for
b (x, ) = (x 1 , x 2 / ), (x 1 / , x 2 ), and (x 1 , x 2 ), respectively, and in all these three instances, |J(b, )| = 1. For b = (1, 0) and b = (0, 1), T b (x, ) = (x 1 / , x 2 ) and (x 1 , x 2 / ), respectively, and the Jacobian is | | −1 in both these cases.
In general, the Jacobian for multiplicative TMCMC is given by
For our purpose, we assume that p i = q i = 1/3; i = 1, . . . , d. Then assuming that the target distribution is proportional to π, the new move T
b (x, ) is accepted with probability
4.1.3. Additive-Multiplicative TMCMC Dutta & Bhattacharya (2014) described another TMCMC algorithm that uses the additive transformation for some co-ordinates of x and the multiplicative transformation for the remaining co-ordinates. Dutta & Bhattacharya (2014) refer to this as additive-multiplicative TMCMC. Let the target density π be supported on R d . Then, if the additive transformation is used for the i-th co-ordinate, we update x i to x i + b i 1 , where b i is defined by (4.6), and ∼ g (1) . On the other hand, if for any co-ordinate x j , the multiplicative transformation is used, then we simulate b j following (4.8), simulate 2 ∼ g (2) , and update x j to either x j 2 or x j / 2 accordingly as b j = +1 or −1. If b j = 0, then we leave x j unchanged. The new proposal is accepted with probability having the same form as (4.9). Note that unlike the cases of additive TMCMC and multiplicative TMCMC, which use a single to update all the d co-ordinates of x, here we need two 's: 1 and 2 , to update the d co-ordinates.
4.1.4.
Mixture of additive and additive-multiplicative TMCMC for updating the interaction parameters Note that additive TMCMC is expected to make shorter jumps, which maintain high acceptance rate, while multiplicative TMCMC makes longer jumps on the average, which improves mixing behaviour of the underlying Markov chain. Hence, it is expected that a mixture of additive and multiplicative TMCMC should outperform the two individual TMCMC strategies. Dey & Bhattacharya (2014) demonstrate with simulation studies that this is indeed the case.
For our purpose, we consider a mixture of additive and additive-multiplicative TMCMC, gving equal weight to both, for updating the interaction parameters. In the additive-multiplicative TM-CMC we update {(u r , v r ) ; r = 1, . . . , L}, Λ, and the diagonal elements of the lower triangular matrices C 1 and C 2 , using the additive transformation, while using the multiplicative transformation to update the off-diagonal elements of C 1 and C 2 .
Implementation of mixture TMCMC with equal mixing weights involves, for each iteration of TMCMC, simulating a random number R ∼ U (0, 1); if R < 1/2, additive TMCMC is to be employed. Otherwise, additive-multiplicative TMCMC must be implemented. The acceptance ratio (without the Jacobian) is obtained by evaluating
at the proposed and the old values of the interaction parameters, conditionally on the remaining parameters. In the above, π(Λ), π(C 1 C 1 ) and π(C 2 C 2 ) are given by (3.15), (3.21) and (3.23),
respectively.
In our applications we chose ∼ g (1) ≡ N (0, 1)I { >0} for additive transformations and η ∼ g (2) ≡ N (0, 1)I {|η|<1} for multiplicative transformations. It is also important to mention that in our applications of additive transformation, we considered the positive scaling factors ϕ 1 , . . . , ϕ d , so that the transformation takes the form
For {(u r , v r ); r = 1, . . . , L} and Λ, chosing all the scale factors to be 0.01 and choosing the relevant scale factors to be 0.05 in the cases of C 1 and C 2 yielded reasonable convergence.
A schematic representation of our model and the parallel processing algorithm is provided in Figure 4 .1.
DETECTION OF THE ROLES OF GENES IN CASE-CONTROL STUDIES
Formulation of a Bayesian hypothesis testing procedure
In order to investigate if genes have any effect on case-control, it is pertinent to test where
If h 0j and h 1j are not significantly different, then it is plausible to conclude that the role of genes is not significant in the case-control study.
In a nutshell, testing the hypothesis requires some appropriate divergence measure between h 0j and h 1j ; if d(h 0j , h 1j ) denotes the divergence, then H 0 is to be rejected for appropriately large posterior probability of max 1≤j≤J d(h 0j , h 1j ) being small.
Hellinger distance for hypothesis testing and associated computational challenge
An appropriate divergence measure between any two probability distributions f 1 and f 2 over the same domain Y is the Hellinger distance given by
where BC(f 1 , f 2 ) is the Bhattacharyya coefficient (Bhattacharyya (1943) ), given, in the discrete case, by
It is well-known that d(f 1 , f 2 ) defined as (5.5), is a metric.
In our situation, h 0j and h 1j are distributions of L j -variate binary random variables, so that the support is {0, 1} L j . For large L j , this renders the BC coefficient (5.6) infeasible to compute.
Indeed, in our applications, L j is of the order of thousands, and this compels us to seek alternatives to the Hellinger metric.
Computationally efficient alternative based on clustering ideas
Ideas on clusterings of the mixture distributions h 0j and h 1j provides us with a novel and computationally efficient procedure of testing H 0 . Briefly, we assess discrepancies between the two mixture distributions h 0j and h 1j by studying the divergence between the two clusterings of
Significantly large divergence between the two clusterings clearly leads to rejection of H 0 . An appropriate metric for studying divergence between clusterings is described next.
5.3.1. Choice of the clustering metric Ghosh, Dihidar & Samanta (2009) proposed the following distanced(I, II) between clusterings I and II:
where the minimization is over all permutations (j 1 , j 2 , . . . , j K 2 ) of (1, 2, . . . , K 2 ). Here K 1 and K 2 denote the number of clusters of clusterings I and II respectively;ñ ij is the number of units belonging to the i-th cluster of I and j-th cluster of II, andñ 00 = ñ ij is the total number of units. Ghosh et al. (2009) prove that d(I, II) is a valid metric.
However, computation of (5.7) can be computationally burdensome since minimization of all possible clusterings is required. Mukhopadhyay et al. (2011) overcome this problem by proposing the following approximation to (5.7):
The advantages ofd(I, II) are manyfold. It is simple to compute, provides very accurate approximation to (5.7); moreover, after much investigation Mukhopadhyay et al. (2011) conjectured that d(I, II) is also a valid metric. Therefore, for our purpose, we shall work withd(I, II) instead of d(I, II).
5.3.2.
Shortcoming of the clustering metric for hypothesis testing Significantly large divergence between clusterings of P M jk=0 and P M jk=1 indicate rejection of H 0 . However, insignificant clustering distance between P M jk=0 and P M jk=1 need not necessarily provide strong enough evidence in favour of H 0 . As a simple example, let us consider two different parameter vectors {θ 1 , θ 1 , θ 2 } and {ϑ 1 , ϑ 1 , ϑ 2 }. Although these two vectors have the same clustering {{1, 2}, {3}}, the parameter vectors themselves may be significantly different. Therefore, whenever the clustering distance is insignifcant, it is important to check whether or not the parameter vectors being compared, are significantly different. We next propose a divergence based on the Euclidean distance between two vectors for this purpose.
Divergence based on Euclidean metric in conjunction with the clustering metric for hypothesis testing
Note that when two clusterings being compared are different, the traditional Euclidean distance does not adequately account for different number of clusters in each clustering and invariance of clusterings with respect to permutations of its components (see Mukhopadhyay et al. (2011) ).
In other words, it is not reasonable to conduct the tests solely based on the Euclidean distance, avoiding the clustering metric altogether. However, when two clusterings are the same, minimizing the Euclidean distance over all possible permutations of the clusters, provides a sensible measure of divergence. In other words, for any two vectors
Euclidean space, where K > 1, we propose the following divergence measure:
11) the minimization being over all possible permutations (j 1 , j 2 , . . . , j K ) of (1, 2, . . . , K). The above divergence is non-negative, symmetric in that
, and is invariant with respect to permutations of the clusters. However, the divergence measure need not satisfy the triangular inequality, so that (5.11) need not be a valid metric. We refer to d E,min as a pseudo-metric. Note that the maximum or the average over all possible permutations is not appropriateeven when the two vectors being compared are the same, taking maximum or average over the permutations results in non-zero divergence.
5.4.1. Strategy for avoiding minimization over permutations Since the number of possible permutations can be quite large, computation of d E,min can be burdensome in the extreme for large number of MCMC iterations. Hence, we consider the following strategy for actual testing of hypothesis using d E,min when the null has been accepted by the clustering based test.
We first test the hypothesis using the simple Euclidean metric d E after attaching significant weightage to the null hypothesis. Since d E ≥ d E,min , acceptance of the null hypothesis with respect to d E implies acceptance of the null with respect to d E,min . The strategy of providing preference to the null is justifiable on the ground that the clustering metric has already provided partial evidence in favour of the null that at least the clusterings are not significantly different. In Section 5.5 we provide details on the method of imposing larger weightage to the null.
If the null hypothesis is accepted with respect to d E , then we have clearly been able to avoid minimization over permutations. If, on the other hand, the null is rejected when tested with d E , then one must re-test the null using d E,min , which would involve dealing with permutations. But since the null has significant weightage, such an event is not very likely.
5.4.2.
Computation of the simple Euclidean metric in our case after logit transformation In our case, in order to compute the simple Euclidean distance, we first compute the averages
Then, we compute the Euclidean distance between the vectors
We denote the Euclidean distance associated with the j-th gene by d E,j = d E,j logit P M jk=0 , logit P M jk=1 , and denote max
Formal Bayesian hypothesis testing procedure integrating the above developments
With the clustering metricd provided in (5.8), let us define
With this, we re-formulate our original hypothesis as
for reasonably small choice of ε (> 0). Choices of ε are expected to be problem specific. In Section 6.1.2, we discuss in detail the choices of ε in our application.
Recall that the "0 − 1 − c" loss function (see, for example, Schervish (1995) Since usually there is no clear-cut way of specifying c, we shall generally select the default value c = 1, reducing the "0 − 1 − c" loss function to the well-known "0 − 1" loss function.
However, whenever H 0 is accepted based on the "0 − 1" loss and the clustering metric, for re-confirmation of H 0 using the Euclidean metric based significance test, we shall select c much larger than 1. This is because, as already pointed out in Section 5.4.1, it makes sense to provide greater protection to the null hypothesis given that the clustering test has already provided partial support to H 0 , indicating that at least the clusterings are not significantly different.
Note that, under the "0 − 1" loss, H 0 is to be accepted if its posterior probability exceeds 1/2, while under the "0 − 1 − c" loss, the threshold posterior probability is 1/(1 + c). In our applications with the "0 − 1 − c" loss, we shall set c = 19 so that 1/(1 + c) = 0.05. This choice is motivated by the 5% level of significance of classical significance tests. Some other choices will also be briefly touched upon.
If H 0 is accepted based on our clustering metric and re-confirmed by the significance test based on the Euclidean metric, then we may conclude that there is no significant evidence to claim that the genes, individually, or in interaction with the other genes, are important factors in the case-control study.
On the other hand, if for some gene j, H 0j : h 0j = h 1j is rejected in favour of H 1j : h 0j = h 1j
(we re-formulate the j-th hypothesis as
ε in conjunction with the Euclidean distance based significance test), then the j-th gene plays a significant role in the study. If, on the other hand, H 0j is accepted, then it is possible that the j-th gene is not individually influential, but some interaction effect involving the j-th gene may be significant. To check which interactions are significant (we may check this even if H 0j is rejected, since the j-th gene may be marginally significant as well as interactive with the other genes), one may conduct the tests H 0,j,j * : |A jj * | < ε versus H 1,j,j * : |A jj * | ≥ ε, for j * = j, A jj * being the (j, j * )-th element of A. Acceptance of H 1,j,j * for some (or many) j * = j, indicates which of the genes interact with the j-th gene to contribute significantly to the underlying case-control study.
SIMULATION STUDIES
We evaluate our model and methodologies on data sets generated from the GENS2 software designed by Pinelli, Scala, Amato, Cocozza & Miele (2012) . In a nutshell, the software creates large, biologically realistic data sets having realistic LD patterns, where risks of complex diseases are influenced by known gene-gene and gene-environment interactions. In particular, two genes are considered by the software. For complete details, see Pinelli et al. (2012) . We consider two simulation studies -in the first simulation study we generate a data set concerning gene-gene interaction, fit our model to the data set, and test the relevant hypotheses. We show that our model and methodology successfully captures the relevant information regarding the effects of the individual genes, gene-gene interaction, and the number of sub-populations. Quite importantly, we also show that, in spite of LD, our model succeeds in capturing the close neighborhoods of the actual disease producing loci of the genes.
In the second simulation study we generate a data set where disease risk is influenced only by environment, thus, devoid of any genetic effect. Application of our model and methods to this data set again successfully captures the correct information, clearly indicating lack of genetic influence. That is, we chose one of the 5 data sets with these probabilities and selected a row randomly from the chosen data set; we repeated this procedure 100 times without replacing the rows. In our final data set thus obtained, there were 41 cases and 59 controls.
6.1.2.
Specifications of the thresholds ε's using null distributions Before testing the relevant hypotheses, it is important to discuss how to choose the thresholds ε's associated with the hypotheses. Our idea is to study the null distribution of the distance measures, using which we specify the thresholds. In more detail, we simulate a genotype data set using our own Bayesian semiparametric model, considering two genes, the genes consisting of L 1 = 1084 and L 2 = 1206
SNPs, respectively, as in the original data set obtained from GENS2. We also set N 1 + N 2 = 100.
To guarantee that there is no interaction between the genes, we set A to be the identity matrix. We also set Σ to be the identity matrix. For each gene j, and for control status k = 0, we simulate P M jk=0 using the Polya urn scheme, and set P M jk=1 = P M jk=0 , independently for j = 1, 2; this ensures that for each gene, case and control are associated with exactly the same mixture, and that the genes are unrelated to each other. We set M = 30 as before, but choice of α jk requires care in this situation. Fitting our model to the data generated from the GENS2 software showed that about 5 distinct mixture components are highly probable for each (j, k). Since our past research on our Dirichlet process based mixture model (Bhattacharya (2008) , Mukhopadhyay et al. (2011 ), Mukhopadhyay et al. (2012 , Majumdar et al. (2013) ) revealed that it is a reliable representative of the true number of components, we assume that approximately 5 components are to be expected for each (j, k). As such, we set α jk = 1.5 so that α jk log 1 + M α jk ≈ 5 is (approximately) the expected number of components. We set α jk = 1.5 for generating the data from our model as well as for fitting our model to this generated data. Also note that, although we set A and Σ to be identity matrices while generating the data, we fit our model to the data using the general set-up described in Sections 3.3.4, 3.3.5 and 3.3.6.
Hence, this data set generated from our model, and the subsequent fitting our model to the data set is expected to yield posterior distributions of the relevant quantities which can serve as benchmark distributions under the null hypotheses. We generate posterior samples using the same parallel MCMC algorithm detailed in Section 4.
We specify ε's as F −1 (0.55), where F is the distribution function of the relevant benchmark posterior distribution. The reason for choosing F −1 (0.55) instead of the median is to ensure that the correct null hypothesis is accepted under the "0 − 1" loss. Indeed, for the median, the posterior probability of the true null is 0.5, while under the "0 − 1" loss, the true null will be accepted if its posterior probability exceeds 1/2.
6.1.3.
Results of fitting our model We implemented our parallel MCMC algorithm on a machine with i7 processors, splitting the mixture updating mechanisms in 4 parallel processors, and updating the interaction parameters in a single processor. Our code is written in C in conjunction with the Message Passing Interface (MPI) protocol for parallelisation.
The total time taken to implement 30, 000 MCMC iterations, where the first 10, 000 are discarded as burn-in, is just about an hour. Informal convergence assessment with trace plots indicated reasonably good mixing. (P 30,j,0 , P 30,j,1 ),d 1 =d (P 30,1,0 , P 30,1,1 )
andd 2 =d (P 30,2,0 , P 30,2,1 ), respectively. The diagrams show that in all the three cases, regions that are significantly bounded away from zero have high posterior probabilities compared to those closer to zero. For the purpose of formal Bayesian hypothesis, following the discussion in Section 6.1.2, we set ε = 0.233. Then the posterior probability P (d * < ε|Data), empirically obtained from 20, 000 MCMC samples, turned out to be 0.230. With c = 1 in the "0 − 1 − c" loss (so that the popular "0 − 1" loss is obtained), this is far less than the threshold posterior probability 1/2.
That is, under the "0 − 1" loss, our Bayesian test of hypothesis clearly suggests significant overall genetic influence.
It now remains to investigate individual and interaction effects of the genes. The empirical posterior probabilities P d 1 < ε|Data and P d 2 < ε|Data turned out to be 0.242 and 0.280, respectively, where we obtained ε = 0.2. Under the "0 − 1" loss, our tests thus suggest significant individual genetic effects. Finally, we check if the true number of sub-populations have been correctly captured by our model and methodologies. Figure 6 .3 shows that although we started out with a maximum of M = 30 components for each (j, k); j = 1, 2; k = 0, 1, the posterior distribution of the number of components in all the four pairs of (j, k) have correctly concentrated around 5, the true number of components. Once again, this is highly encouraging.
6.1.4. Detection of disease producing loci The GENS2 software yields the positions of the DPL. In our case, there is one disease producing locus for each of the two genes, the respective positions given by rs13266634 and rs7903146, for the first and second genes. However, due to the effect of LD incorporated by GENS2, these DPL themeselves need not be well-informed by the generated data; instead, close neighbors of these loci may seem to have significant disease 
with j = 2 (panel (c)). In all the cases, M = 30. producing influence. We propose a graphical method to single out these "pseudo-loci", some neighbors of which can be expected to be actual DPL. The details are as follows. The red, horizontal lines in the diagrams represent the cut-off value such that the points above the horizontal line are those with the highest 2% Euclidean distances. In panel (a) of Figure 6 .4, the flagged point, which is also associated with the maximum Euclidean distance, corresponds to SNP position rs3802178, which has index 488 with respect to the serial numbers of the loci. Although the actual DPL is rs13266634, its serial number 486 shows that this is indeed a close neighbor of rs3802178. Realistically, it is appropriate to report all the SNP positions associated with the points on or above the red, horizontal line, as possible neighbors of actual DPL.
In panel (b) of Figure 6 .4, the actual DPL rs7903146 has serial number 504. The set of points on or above the red, horizontal line contains rs6585197, having serial number 506. That is, our set of suspicious DPL in the second gene again contains a close neighbor of the actual DPL.
That is, for both the genes our model and methodologies successfully identify close neighbors of the actual DPL, in spite of the LD effect and large number of loci in each gene. Given that we assumed no knowledge of the true model while fitting the data, this is highly encouraging.
Second simulation study: no genetic effect
In this study, exactly in the same way as in the first simulation study, we simulated a mixture data set consisting of 5 sub-populations with mixing proportions (0.1, 0.4, 0.2, 0.15, 0.15) (the same set used in the first simulation study); the only difference with the first simulation study being that here environmental factor is the only effect considered. Needless to mention, there is no genetic effect, individual or interaction. In a total of 100 individuals simulated, there were 49 affected and 51 unaffected individuals. For specification of the thresholds ε's, we employ the same method proposed in Section 6.1.2. We implement our model with the parallel MCMC algorithm in exactly the same way as in the first simulation study, and obtained 30, 000 iterations with the first 10, 000 discarded as burn-in.
The posterior empirical probabilities P (d * < ε 1 |Data), P (d 1 < ε 2 |Data) and P (d 2 < ε 3 |Data),
where ε 1 = 0.233, ε 2 = ε 3 = 0.2, turned out to be 0.554, 0.511, and 0.502, respectively. Note that, under the "0 − 1" loss, the evidence associated with d * favours the hypothesis of no genetic effect; the evidence is particularly strong because the posterior probability P (d * < ε 1 |Data) almost exactly matches the corresponding posterior probability under the true null hypothesis of no genetic effect. The same argument clarifies that the other two posterior probabilities P (d 1 < ε 2 |Data) and P (d 2 < ε 3 |Data) also provide reasonably strong evidence against the hypothesis of genetic influence.
To re-confirm the null hypotheses, we now resort to our tests based on the Euclidean metric.
Following the method proposed in Section 6.1.2 we obtained the thresholds ε E = 17.410, ε E,1 = 16.250 and ε E,2 = 16.307, for evaluating the relevant posterior probabilities, P (d * E < ε E |Data), P (d E,1 < ε E,1 |Data) and P (d E,1 < ε E,2 |Data). These probabilities are evaluated to be approximately 0.118, 0.156, and 0.256, respectively. For c = 19 associated with the "0 − 1 − c" loss, so that 1/(1 + c) = 0.05, the above hypotheses are clearly accepted at 5% level of significance, ensuring that the genes are not responsible for the case-control status. In fact, more generally, for c ≥ 9, implying that 1/(1 + c) ≤ 0.1, the above posterior probabilities ensure acceptance of the hypotheses at levels of significances not exceeding 10%.
Moreover, as in the first simulation study, even in this case the true number of sub-populations has been well-captured by our model (figures not displayed due to issues related to space).
Hence, all our results, under both the simulation studies, are very much in keeping with the underlying true genetic information used for generating the data sets.
SUMMARY AND CONCLUSION
In this paper we have proposed a novel Bayesian semiparametric model for learning about genegene interactions from case-control genotype data in the presence of (unknown) population stratification. As per our knowledge, we are the first to propose a general model that attempts to take into account most sources of uncertainties associated with gene-gene interaction. Unlike all the models in the literature on gene-gene or SNP-SNP interaction, we do not consider the interaction terms as covariates, incorporated linearly in the model.
Our model treats each gene as a functional unit, while at the same time also models SNP-SNP interactions, within and between the genes. Such a strategy seems to be quite useful and important in the sense that all information regarding individual loci are retained even when modeling the genes as functional units. Such a strategy may be difficult to envisage in the context of linear models, since modeling genes as functional units usually requires summarization over the SNPs which results in losing information regarding SNP-SNP interactions, while attempts to model the SNP-SNP interactions have the potential to cause extreme computational burden.
In our modeling framework, we avoid computational burden by creating a highly efficient parallel MCMC algorithm, by taking advantage of the conditional independence structure built within our Bayesian model. Our parallel algorithm is aptly supported by a combination of highly efficient Gibbs sampling method and the recently developed fast and efficient TMCMC methodology. As such, even with thousands of loci, it took just about an hour to implement 30, 000 iterations of our parallel MCMC sampler.
In order to test for gene-gene interaction we proposed a novel and detailed Bayesian hypothesis testing procedure which combines ideas based on clustering and relevant modifications of the Euclidean distance. Such a tetsing methodology is perhaps interesting in its own right, apart from this context-specific gene-gene interaction problem. Not only this, we have proposed a graphical method to segregate the DPL from the rest of the loci. We validated our model and methodologies on realistic biological data sets. In particular, we showed that our ideas successfully identified gene-gene interaction when the data are generated in the presence of such interactions. In the absence of genetic interaction, our model and methodologies again correctly established the lack of gene-gene interaction. Moreover, population stratification has been clearly identified by our model. Thus, our proposed model and methodologies seem to be highly encouraging. Even more interesting seems to be the ability of our model and methods to flag the disease producing loci. Indeed, even in the presence of strong LD effects, our methods could identify the close neighbors of the actual disease producing loci, among thousands of loci.
In this paper we have focused exclusively on gene-gene interaction. Our next stage of research will be to incorporate gene-environment interactions in our model, and to test the effects of geneenvironment interactions and well as gene-gene interactions on case-control.
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