Abstract. In the Michael Herman Memorial Volume, we stated and proved rather simple invariant manifold theorems, having many old and new applications. This is the final state of the Lipschitzian part of the theory: the results are put into a more general famework and new properties are established. Both the hypotheses and the proofs of all our statements are quite simple. Smoothness will be treated (as previously) in a forthcoming book.
Introduction
This is the last state of an attempt to generalize, compact and (hopefully) clarify a nonneglectible part of both the local classification theory for smooth dynamical systems [1, 2, 15, 16] and the theory of invariant manifolds [8, 9, 10, 11, 12, 13] by reducing the former to the latter [3, 4, 5, 7] and the latter to very little [5, 6] . The present article is devoted to the Lipschitzian part of this "very little", which holds in arbitrary complete metric spaces: we purify the main results of [5] in that respect (section 2), extend them to correspondences and, chiefly, complete them (section 3). Paragraph 3.4 provides a viewpoint on normal hyperbolicity where perturbative theorems are replaced by a result with simple hypotheses and content, easier to apply when studying bifurcations [5] . It might prove useful in situations [14] where invariant manifolds are not obvious even for the normal forms, which may nevertheless have "almost invariant" manifolds around which the theorem applies.
1. Preliminaries and hypotheses 1.1. Elementary facts about metric spaces Distances will be denoted by d and norms by | · |. Given two metric spaces X and Y , the distance on X × Y defined by d (x, y), (x , y ) := max{d(x, x ), d(y, y )} will be called the product space distance. We shall use the following obvious result: LEMMA 1.1. Let , X be metric spaces with X complete, and let × X be endowed with the product space distance. If the Lipschitz constant of A : × X → X is less than 1, then:
(i) for each λ ∈ , the map x → A(λ, x) of X into itself has a unique fixed point (λ)
(ii) the map : → X so defined satisfies Lip ≤ Lip A. 
Proof As (i) is classical, let us prove (ii). The identity (λ)
=
1.2.
Correspondences A correspondence of a set Z into a set Z 1 is a subset of Z × Z 1 (the graph of the correspondence), viewed as the map h : z → {z 1 ∈ Z 1 : (z, z 1 ) ∈ } of Z into P(Z 1 ). For W ⊂ Z , we let
The inverse correspondence of h is the correspondence h −1 of Z 1 into Z whose graph is the image of by the bijection (z, z 1 ) → (z 1 , z) of Z × Z 1 onto Z 1 × Z . Clearly, the relations z 1 ∈ h(z) and z ∈ h −1 (z 1 ) are equivalent.
If Z 1 = Z , a fixed point of h (or h −1 ) is a point z ∈ Z satisfying z ∈ h(z). An orbit of h is a sequence (z n ) n∈N in Z satisfying z n+1 ∈ h(z n ) for all n. Thus, an orbit of h −1 is a sequence (z n ) in Z satisfying z n ∈ h(z n+1 ) for all n.
Of course, a map of Z into Z 1 is a correspondence h such that h(z) contains exactly one point z 1 for each z, provided we write h(z) = z 1 instead of {z 1 }; such a map h is a bijection if and only if the correspondence h −1 (defined for any h : Z → Z 1 ) is a map, clearly the usual inverse of h.
1.3.
About the hypotheses of [5] Let us recall the first two hypotheses of [5] : given a complete metric space X and a complete subspace Y of a metric space E, endow X × E and Z = X × Y with the product space distance and consider a Lipschitzian map h = ( f, g) : Z → X × E with the following properties: 1.
There is a positive constant ρ such that we have d g(x, y), g(x, y ) ≥ ρ d(y, y ) for all x ∈ X and y, y ∈ Y . Thus, each g x : y → g(x, y) is injective.
2.
We have Y ⊂ g x (Y ) for all x ∈ X , hence the formula G(x, y 1 ) := g −1 x (y 1 ) defines a Lipschitzian map G : Z → Y .
It follows that the formula
The Lipschitzian core of some invariant manifold theorems 3 terms z 0 of sequences (z n ) n∈N = (x n , y n ) n∈N in Z satisfying x n+1 = f (x n , y n ) and y n+1 = g(x n , y n ) for all n or, equivalently, ∀n ∈ N y n = G(x n , y n+1 ) and x n+1 = F(x n , y n+1 ) .
Similarly, Theorem 1.3.1 in [5] was about the set W u of those z ∈ Z such that there exists a sequence (z n ) in Z with z 0 = z and h(z n+1 ) = z n for all n or, equivalently, ∀n ∈ N y n+1 = G(x n+1 , y n ) and x n = F(x n+1 , y n ) .
Note that (1)- (2) involve only the restriction h| h −1 (Z ) and that our hypotheses imply that := graph h| h −1 (Z ) is the set of those (x, y), (x 1 , y 1 ) ∈ Z 2 which satisfy (x, y 1 ) ∈ Z , x 1 = F(x, y 1 ) and y = G(x, y 1 ). Thus, we can forget about E. As we shall see, we can also forget that h| h −1 (Z ) is a map and just consider a correspondence. This approach, close to that of Richard McGehee and Evelyn A. Sander in [10] , makes hypotheses and proofs simpler and more symmetric, even if the statements are a little more demanding.
Statement of the hypotheses
In the rest of the article, we denote by Z the product X × Y of two complete metric spaces, endowed with the product space distance, and by h a correspondence of Z into itself whose graph has the following properties: 1.
The map (x, y), (x 1 , y 1 ) → (x, y 1 ) is a bijection of onto Z . In other words, there exist two functions F : Z → X and G : Z → Y such that is defined by the equations x 1 = F(x, y 1 ) and y = G(x, y 1 ).
2.
The functions F and G are Lipschitzian and the product of their Lipschitz constants is less than 1. If κ 0 := Lip F and λ 0 := (Lip G) −1 , this reads 0 ≤ κ 0 < λ 0 ≤ ∞.
Pseudo-stable and pseudo-unstable manifolds 2.1. Main results For κ ≥ 1, let S κ be the set of those sequences (z n ) n∈N in Z such that, for some (and therefore every) a ∈ Z , we have sup n∈N κ −n d(a, z n ) < ∞. The following result is proven in paragraph 2.2:
0 having the following properties: (i) Its graph W s is, for every κ ≥ 1 with κ 0 < κ < λ 0 , the set of those z ∈ Z such that there exists an orbit (z n ) ∈ S κ of h with z 0 = z.
(ii) We have h −1 (W s ) = W s , the correspondence h s : z → W s ∩ h(z) is an everywhere defined Lipschitzian map of W s into itself with Lip h s ≤ κ 0 , and the sequences (z n ) considered in (i) are of the form z n = h n s (z).
(iii) When Y is bounded, W s is the set of those z ∈ Z for which there exists an orbit (z n ) of h with z 0 = z. COROLLARY 2.2. For κ 0 < 1, the correspondence h determines a Lipschitzian function ψ : Y → X with Lip ψ ≤ κ 0 having the following properties:
(i) Its "graph" W u := ψ(y), y : y ∈ Y is, for κ ≥ 1 and λ
0 , the set of those z ∈ Z such that there exists an orbit (z n ) ∈ S κ of h −1 with z 0 = z. 
M. Chaperon
(ii) We have † h(W u ) = W u , the correspondence h − u : z → W u ∩h −1 (z) is an everywhere defined Lipschitzian map of W u into itself with Lip h − u ≤ λ −1 0 , and the sequences (z n ) in (i) are of the form z n = (h − u ) n (z).
(iii) When X is bounded, W u is the set of those z ∈ Z for which there exists an orbit (z n ) of h −1 with z 0 = z.
Proof We cannot apply directly Theorem 2.1 to h −1 , but we can apply it to
The dual correspondence of h This is the correspondence h * of Y × X into itself obtained from h −1 by exchanging X and Y : its graph is the set of those (y 1 , x 1 ), (y, x) ∈ (Y × X ) 2 which satisfy y = G(x, y 1 ) and x 1 = F(x, y 1 ).
NOTES . [5] . We give it at length because it is simple and will be the model of the other proofs.
Proof of (i) We should show that the z 0 terms of sequences z = (z n ) n∈N = (x n , y n ) n∈N belonging to S κ and satisfying z n+1 ∈ h(z n ) for all n or, equivalently ∀n ∈ N y n = G(x n , y n+1 ) and x n+1 = F(x n , y n+1 )
form the graph of a function ϕ : X → Y with Lip ϕ ≤ λ
We can write S κ = X × T κ in the natural way, i.e. express each z ∈ S κ as (x 0 , u) with u := (y 0 , (z n ) n∈N * ) ∈ T κ . Clearly, (3) is satisfied by z = (x 0 , u) ∈ S κ if and only if
where
We now solve this fixed point problem in the usual way:
LEMMA 2.1. The space T κ is made into a complete metric space by the distance
, and A restricts to a map A κ : S κ → T κ which satisfies Lip A κ ≤ c κ := max κ 0 κ −1 , κλ
is equipped with the product space distance. Therefore, (a) the solutions of (4) in S κ form the graph u = κ (x 0 ) of a Lipschitzian map κ with Lip κ ≤ Lip A κ ≤ c κ † Caution: in the situation of paragraph 1.3, the h considered here is h| h −1 (Z ) .
Prepared using etds.cls
The Lipschitzian core of some invariant manifold theorems
5
(b) hence the z 0 terms of sequences z ∈ S κ satisfying (3) form the graph of a Lipschitzian function ϕ κ : X → Y with Lip ϕ κ ≤ κ −1 c κ .
Proof To show that d κ is a distance on T κ , we just have to prove that it does not take any infinite value: given a = (b, c) ∈ Z , denote by a the element of T κ for which all the x n 's equal b and all the y n 's equal c; for u, u ∈ T κ , we clearly have
, which is bounded by the very definition of T κ . We omit the completely standard proof that T κ is complete for d κ . Let us prove the inclusion A(S κ ) ⊂ T κ and the inequality Lip A κ ≤ c κ :
Now, the inclusions S κ ⊂ S ν for 1 ≤ κ ≤ ν imply that, for max{κ 0 , 1} < κ < λ 0 , the value of each κ (x) is independent from κ; therefore, so is ϕ = ϕ κ , hence
since we have κ 0 λ −1 0 < 1. This completes the proof of (i).
Proof of (ii) Given z = (x, y) ∈ W s , there is a unique orbit (z n ) ∈ S κ with z 0 = z of h, given by y, (z n ) n>0 = κ (x). As (u n ) := (z n+1 ) ∈ S κ is an orbit of h, we have u 0 ∈ W s and therefore z 1 ∈ h(z) ∩ W s = h s (z). Moreover, for z ∈ h s (z), there exists an orbit (z n ) ∈ S κ of h satisfying z 0 = z , and therefore the sequence (z n ) := z, (z n−1 ) n>0 ∈ S κ satisfies z 0 = z and is an orbit of h, hence (z n ) = (z n ) and in particular z = z 1 , which shows that h s is a map. For z = x, ϕ(x) and z = x , ϕ(x ) in W s , the inequality Lip ϕ ≤ λ
Proof of (iii)
CLAIM . When Y is bounded, every orbit (z n ) of h lies in S κ for max{1, κ 0 } < κ < λ 0 .
Indeed, denoting by D the diameter of Y , the inequalities
REMARK . If Z is bounded, then S κ = Z N for every κ ≥ 1, all the distances d κ with κ > 1 are complete and generate the product topology, but they are not equivalent. More generally, under the hypotheses of Theorem 2.1 (resp. Corollary 2.2), if G(x, y 1 ) (resp. F(x, y 1 )) is a function G 1 (resp. F 1 ) of y 1 (resp. x) alone, then ϕ (resp. ψ) is a constant: the unique fixed point of the contraction G 1 (resp. F 1 ). (ii) For z ∈ W s , we have d h s (z), p ≤ κ 0 d(z, p) and, therefore, h n s (z) tends to p exponentially fast when n → ∞.
and, therefore, (h − u ) n (z) tends to p exponentially fast when n → ∞.
. As H is a strict contraction, the fixed point p exists and is unique. It clearly belongs to W s ∩ W u (just consider the constant sequence z n = p). Moreover, for a = (b, c) ∈ W s ∩ W u , we have that c = ϕ(b) because a lies in W s , hence b = ψ ϕ(b) since a lies in W u . As we have Lip ψ • ϕ < 1, such a b is unique and a = p.
(ii)-(iii) follow from the inequalities Lip h s ≤ κ 0 and Lip h − u ≤ λ −1 0 . REMARK . Theorem 2.3 is nicer than Theorem 1.3.2 in [5] : besides being more general, it requires no additional hypothesis and has a simpler proof. Note that the existence of the fixed point p is not part of the hypotheses but follows from them. This is, in a trivial case, the spirit of the theory. † A situation that could not be considered in [5] , see 1.3.
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The Lipschitzian core of some invariant manifold theorems 7 EXAMPLE 2 (HYPERBOLIC FIXED POINTS) Let h be a local C 1 map of a Banach manifold M into itself, leaving a point p ∈ M fixed. Set E := T p M, assume the differential A := T p h : E → E hyperbolic, meaning that its spectrum (i.e. that of the complexified operator) does not meet the unit circle. Then, there is a unique decomposition E = E s ⊕ E u into A-invariant closed subspaces such that the spectrum of A s := A| E s (resp. A u := A| E u ) lies in the interior (resp. exterior) of the unit disk. Thus, we can identify E to E s × E u , the operator A to A s × A u , choose equivalent norms on E s and E u so that we have |A s | < 1 and |A −1 u | < 1, and endow E with the product space norm. Finally, using a local chart tangent to the identity, we may assume that (M, p) = (E, 0). For small enough ε > 0, if we take for X (resp. Y ) the closed ball of radius ε centred at 0 in E s (resp. E u ) the hypotheses 1-2 in 1.3 are satisfied (with E := E u ) and therefore so are the hypotheses 1-2 in 1.4, and it is easily checked that so are the hypotheses of Theorem 2.3. Thus, our results contain the Lipschitzian part of the stable and unstable manifold theorems, including local uniqueness since they apply for every small ε.
EXAMPLE 3 (PSEUDO-STABLE AND PSEUDO-UNSTABLE MANIFOLDS)
With the notation of Example 2, we do not suppose A hyperbolic, but assume that its spectrum does not meet the circle of radius λ centred at 0 for some λ > 0 different from 1. As before, we may assume that (M, p) = (E, 0) and identify E to the product E s × E u of two Banach spaces so that A = A s × A u with |A s | < λ and |A −1 u | < λ −1 . Pseudo-stable manifolds Assume λ > 1. If ε > 0 is small enough, the hypotheses of Theorem 2.1 are satisfied (with
where ρ ε is the retraction † of E onto the closed ball of radius ε centred at 0 ∈ E defined by ρ ε (z) = z for |z| ≤ ε and ρ ε (z) = ε|z| −1 z otherwise. The Lipschitz manifold W s contains p (consider the constant sequence z n = p) and therefore is invariant by h near p; this local "pseudo-stable" manifold is far from unique and, to get it C 1 , in which case T p W s = E s , a smoother extension is needed [5] . Note that there is also (Corollary 2.5 and [4]) a locally unique "λ-unstable" h-invariant manifold W u ( p) with T p W u ( p) = E u , as smooth as h.
Pseudo-unstable manifolds For λ < 1, if ε > 0 is small enough, the hypotheses of Corollary 2.2 are satisfied (with X = E s , Y = E u ) byh ε . The Lipschitz manifold W u contains p and therefore is invariant by h near p; this local "pseudo-unstable" manifold is not unique and, to get it C 1 , in which case T p W u = E u , a smoother extension is needed. There is also (Theorem 2.4 and [4]) a locally unique "λ-stable" h-invariant manifold W s ( p) with T p W s ( p) = E s , as smooth as h. (i) For κ 0 < λ < λ 0 , its graph W s ( p) is the set of those z ∈ Z such that there exists an orbit (z n ) ∈ S λ ( p) of h with z 0 = z. Moreover, we have that
with Lip h p,s ≤ κ 0 , and the sequences in (i) are of the form z n = h n p,s (z). In particular, they belong to S κ 0 ( p).
Proof Replace S κ by S λ ( p) in the proof of Theorem 2.1 and W s by W s ( p) in the proof of Theorem 2.3 (i). Theorem 2.4 is a particular case of Theorem 3.2.
Applying this result to the dual correspondence (see 2.1), we get COROLLARY 2.5 (λ-UNSTABLE MANIFOLDS) For λ 0 > 1 (hypothesis of Theorem 2.1), if p is a fixed point of h, there is a map ψ p : Y → X with Lip ψ p ≤ κ 0 possessing the following properties:
0 , and the sequences considered in (i) are of the form z n = (h − p,u ) n (z). In particular, they belong to S λ 
For λ < 1, every sequence in S λ ( p) converges to p, and Theorem 2.4 does rely on the existence of the fixed point p. However, we shall now see that there is something like Theorem 2.4 in general.
3. Shadowing, stable foliations, normal hyperbolicity 3.1. Shadowing For ε > 0, an ε-pseudo-orbit of h is a sequence p = (q n , r n ) n∈N in Z such that the sequences ε −n d F(q n , r n+1 ), q n+1 and ε −n d G(q n , r n+1 ), r n are bounded.
EXAMPLES . An orbit of h is an ε-pseudo-orbit of h for all ε. Therefore, Theorem 3.1 will contain Theorem 2.4.
A constant sequence is an ε-pseudo-orbit for all ε ≥ 1. Therefore, Theorem 3.1 will contain Theorem 2.1.
When h is a map, the sequence p = (q n , r n ) n∈N is an ε-pseudo-orbit of h if and only if the sequence p = ( p n ) n∈N = (q n , r n ) n∈N defined by r n := G(q n , r n+1 ) is an ε-pseudo-orbit in a more usual sense, i.e. satisfies sup n ε −n d h( p n ), p n+1 < ∞. If h is Lipschitzian, this amounts to saying that p itself is an ε-pseudo-orbit in a more usual sense.
For every sequence p = ( p n ) n∈N in Z and κ > 0, denote by S κ (p) the set of those sequences z = (z n ) n∈N in Z such that κ −n d(z n , p n ) is bounded. † See the footnote p. 4.
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The Lipschitzian core of some invariant manifold theorems 9 THEOREM 3.1. Let p = ( p n ) n∈N be an ε-pseudo-orbit of h with 0 < ε < λ 0 . Then:
0 whose graph W s (p), for κ ≥ ε and κ 0 < κ < λ 0 , is the set of those z = (x, y) ∈ Z such that there exists an orbit z ∈ S κ (p) of h with z 0 = z. This orbit z is determined by x and does not depend on the choice of κ. Moreover, every other orbit
0 whose graph W s (p k ), for κ ≥ ε and κ 0 < κ < λ 0 , is the set of those z ∈ Z such that there is an orbit z ∈ S κ (p k ) of h with z 0 = z. Moreover, we have
(vi) When h is a (partially defined) map, then, of course, h s,p k is the restriction of h and,
Proof (i) Again, the proof is as in 2.2, replacing S κ by S κ (p):
-The analogue T κ (p) of T κ is made into a complete metric space by the distance
-Thus, by Lemma 1.1, the orbits z ∈ S κ (p) of h form the graph of a map p,κ of X into T κ (p) with Lip p,κ ≤ c κ .
-The inclusions T κ (p) ⊂ T λ (p) for κ ≤ λ imply that p,κ (x) has the same value p (x) for all κ ≥ ε with κ 0 < κ < λ 0 ; as in 2.2, this implies that the y 0 component
as q is an ε -pseudo-orbit for every ε , the Lipschitz constant of p = q as a map 10 M. Chaperon into T κ (q) is at most c κ for κ 0 < κ < λ 0 . It follows that, for n ∈ N * , the Lipschitz constant of its x n component is at most κ n c κ = max κ n−1 κ 0 , κ n+1 λ −1 0 for κ 0 < κ < λ 0 and therefore † at most κ n 0 , yielding the estimates
-This implies the estimates d(y n , y n ) ≤ λ
just notice that, with the notation of (ii), y n = ϕ p n (x n ) and y n = ϕ p n (x n ) with Lip ϕ p n ≤ λ
NOTES . For
The title shadowing refers to the fact that an orbit z ∈ S κ (p) of h shadows p in the sense of detective stories (and perhaps not very efficiently for κ > 1). For κ 0 < 1, there is a privileged z shadowing p: (ii) We havep k = h − u (p k+1 ) and thereforep k+1 ∈ h(p k ) for all k.
(iii) The sequencep := (p k ) k∈N , called the shadow of p, is the shadow of every orbit z ∈ S κ (p) of h, and
(iv) Every orbit z ∈ S κ (p) of h belongs to S κ 0 (p). In particular, if p is an orbit (any orbit) of h, the distance d( p n , W u ) tends to zero exponentially fast ‡ when n → ∞.
(v) If h is a (partially defined) map and p an orbit of h, then, for each k, the pointp k is determined by p k and may be called the shadow of p k . The Lipschitzian core of some invariant manifold theorems 11 3.2. Stable foliations A semi-conjugacy of a map f : E → E to a map f : E → E is a map g : E → E such that f • g = g • f , in which case we also say that g semiconjugates f to f . Proof For ζ ∈ Z and κ 0 < κ < λ 0 , setting p := h n (ζ ) n∈N , we have z ∈ W s (ζ ) if and only if the sequence z := h n (z) n∈N lies in S κ (p). Therefore, (ii)-(iii) follow at once from Theorem 3.1. For z ∈ W s , we have that S κ (z) = S κ , hence (i).
Proof of (iv) To prove µ 0 ≥ λ 0 , denote by g the second component of h. For x ∈ X , the map g x : y → g(x, y) is a bijection and g −1 x = G x : y → G(x, y). Therefore, we do
0 . If Y is bounded and has at least two elements, we must have 1 ≤ Lip g x ≤ µ 0 and 1 ≤ Lip G x ≤ λ
To establish the rest, we first need an estimate: † Assuming #Y ≥ 2! 12 M. Chaperon CLAIM . For all orbits (z n ) = (x n , y n ) and (z n ) = (x n , y n ) of h, we have
Indeed, for all n, we have
which yields (6) for n = 0. Given n > 0, assuming that (6) holds for n − 1, we do get
For the same reason, we do have
We can now show that(ζ, x) → ϕ ζ (x) is locally Hölderian, of exponent at least α. Since we have Lip ϕ ζ ≤ κ 0 for every ζ , it is enough to prove the following CLAIM . Setting z n = (x n , y n ) := h n x, ϕ ζ (x) , z n = (x n , y n ) := h n x, ϕ ζ (x) , ζ n = (ξ n , η n ) := h n ζ ) and ζ n = (ξ n , η n ) := h n ζ ), the equality x 0 = x 0 = x and (6) yield
For ζ = ζ , the unique critical point
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this proves our claim with
Proof of (v) (a) For κ ≥ 1 and λ
0 , W u is the set of those z ∈ Z such that there exists a sequence z ∈ S κ with z 0 = z and z n = h(z n+1 ) for all n, and z is unique, given by z n = (h − u ) n (z), hence in particular z = h • h u (z). As z := h(z), (z n−1 ) n>0 then belongs to S κ and satisfies z n = h(z n+1 ) for all n, we have z 0 ∈ W u and 
It follows that there is a positive ε ≤ δ/2 such that, for d(ζ, ζ 0 ) ≤ ε, we have
NOTES . The acceptable Hölder exponents α might well be those with κ 0 µ α 0 < λ 0 (see paragraph 3.3.3 in [5] ), but we have been unable to prove it. Anyway, the pseudo-unstable foliation is not transversally Lipschitzian in general.
For κ 0 < 1, the inequality Lip ψ ≤ κ 0 implies that the bijection ψ(y), y → y of W u onto Y is isometric. Viewing it as an identification, π s becomes a semi-conjugacy of h to the Lipschitzian map h u of Y into itself. If h is Lipschitzian, then, even for κ 0 ≥ 1, there is a locally Hölderian semi-conjugacy of h to a locally Hölderian map of Y into itself: choosing any b ∈ X , the map z → ϕ z (b) semi-conjugates h to the map y → ϕ h(b,y) (b) of Y into itself, which is independent from b up to locally bi-Hölderian conjugacy: we do have (ii) There exists a locally bi-Hölderian conjugacy g : Z → W s × W u of h to h s × h u .
Proof The map h satisfies the hypotheses of both Theorem 3.3 (iv) and Corollary 3.4 (iv), which yield (i) and locally Hölderian semi-conjugacies π s : Z → W u and π u : Z → W s of h to h u and h s respectively. 
. Thus, W s is the stable manifold of h (at W c ).
(iv) Similarly, h − u , viewed as the map of Z u × Z c into itself which to (y, θ ) associates the last two components of h − u ψ(θ, y), θ, y in reverse order, satisfies the hypotheses of Theorem 3.3 (iv) with X :
u and ψ := ψ u . Thus, there exists a localy Hölderian retraction π u of W u onto W c , the unstable fibration of h, possessing the following properties:
Z s × Z c with Lip ψ p ≤ κ s , and ( p, y) → ψ p (y) is locally Hölderian.
(c) For every z ∈ W u , denoting byz ∈ W c the shadow π u (z) of z, we have
≤ max {1, κ s } λ −n s for all positive integers n and therefore
. Thus, W u is the unstable manifold of h (at W c ).
If, moreover, Z c is bounded, so is W c ; therefore, the Lipschitz constants of h c and h −1 c must be at least 1, hence λ u ≤ Lip(h −1 c )
(ii) A point (x, θ, y) ∈ Z lies in W c if and only if y = ϕ(x, θ ) and x = ψ(θ, y), i.e.
x = ψ θ, ϕ(x, θ ) and y = ϕ(x, θ ).
As we have Lip ϕ < 1, the Lipschitz constant of (θ, x) → ψ(θ, ϕ(x, θ )) is at most Lip ψ and, by Lemma 1.1, the unique fixed point ψ s (θ ) of x → ψ θ, ϕ(x, θ ) is a Lipschitzian function of θ satisfying Lip ψ s ≤ Lip ψ. Therefore, (7) is equivalent to x = ψ s (θ ) and y = ψ u (θ) := ϕ ψ s (θ), θ , and the inequality Lip ψ s < 1 does yield Lip ψ u ≤ Lip ϕ.
(iii)-(iv) We prove (iii), which implies (iv) by passing to the dual correspondence h * . As Lip ϕ and Lip ψ s are less than 1, the projection W s → X s × X c is a bijective isometry and the Lipschitz contant of h s , viewed as a map of X s × X c into itself, being the same as before, is at most κ s . Moreover, if F u and (G u , H u ) denote the maps F, G associated to h in the decomposition Z = X s × (X c × X u ), the graph of the new h s is defined by x 1 = F u x, θ 1 , ϕ(x 1 , θ 1 ) and θ = G u x, θ 1 , ϕ(x 1 , θ 1 ) ; applying Lemma 1.1 to the first equation, we see that it is equivalent to x 1 = F(x, θ 1 ) with Lip F ≤ Lip F u ≤ κ u ; therefore, the second equation
u . The rest is obvious.
A classical example of normal hyperbolicity This is the case where h is a C 1 map of a Banach manifold M into itself, leaving invariant a compact submanifold W without boundary, inducing a diffeomorphism h c of W onto itself, and such that the restriction A of T h to the vector bundle T M| W has the following properties: (b) These two vector bundles admit trivialisations with fibers E s and E u respectively, hence an identification of N to the product E s × W × E u . In this identification, A| N is of the form (x, θ, y) → A s (θ )x, h c (θ ), A u (θ )y , where each A u (θ ) : E s → E s and each A s (θ) : E u → E u is continuous and linear.
(c) The A u (θ)'s are invertible and, for a suitable choice of norms defining the topologies of E s , E u and of a riemannian metric on W , we have
Choose any connection on M near W . For small enough ε > 0, denoting by ε B s and ε B u the closed balls of radius ε centred at 0 in E s and E u respectively, the map (x, θ, y) → exp θ (x, y) of the tube N ε := ε B s × W × ε B u into M is an embedding, tangent to the identity along W = {0} × W × {0}. Thus, if ε is small enough, we may view h near W as a slight perturbation N ε → ε B s × W × E u of A| N ε , and it is quite easy to verify that h and every map C 1 -close enough to it satisfy our hypotheses with Z s := ε B s , Z c := W and Z u := ε B u . The key is that h and every map C 0 -close enough to it satisfy hypothesis 2 in 1.3. Theorem 3.6 yields a stable manifold W s and an unstable manifold W u for h (at W ), but also for every map C 1 -close enough to h (at W c = W s ∩ W u ). These invariant manifolds W s , W u , W c are easily seen to depend continuously on the map considered.
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NOTES . This normal hyperbolicity hypothesis is called absolute normal hyperbolicity in [11] . The triviality hypothesis on N s,s and N u,u is not restrictive, as twisted bundles can be embedded into trivial ones and maps extended accordingly.
Invariance of the bundles N s,s and N u,u is not necessary: what is really needed is that the bundles N s := T W ⊕ W N s,s and N u := T W ⊕ W N u,u be invariant, and the hypothesis can be formulated using the quotients N s /T W and N u /T W . However, it implies that there do exist invariant bundles N s,s and N u,u . (ii) Its graph is the set of those (z, w) ∈ Z 2 satisfying sup n∈Z d h n 1 (z), h n (w) < ∞.
Appendix
(iii) The map χ is a locally bi-Hölderian conjugacy and we have d
Proof First, two preliminary lemmas:
LEMMA A.1. Let f and f 1 be bijections of a metric space E onto a metric space E .
In particular, when f is a bi-Lipschitzian map, the inequalities
Lipschitzian, we have
(ii) For x, x ∈ E, we have Proof Let f, g be the components of h and f , g those of
; exchanging the roles of g and G, we get
To prove d ∞ (ϕ, ϕ ) < ∞, notice that, for max{1, κ 0 , κ 0 } < κ < min{λ 0 , λ 0 }, the maps A κ , A κ :
Proof of Theorem A.1 (i)-(ii) If χ : E → E is a semi-conjugacy of h 1 to h with d ∞ (χ, Id) < ∞, then, for all z ∈ E, setting z n := h n (z), n ∈ Z, the two-sided sequence w n := h n • χ(z) = χ • h n 1 (z) satisfies w n+1 = h(w n ) and sup n d(z n , w n ) < ∞ or, equivalently, if w n = (u n , v n ), sup n∈Z d(z n , w n ) < ∞ and, for all n ∈ Z, u n = F(u n−1 , v n ) and v n = G(u n , v n+1 ) .
The following lemma implies that there is exactly one sequence (w n ) n∈Z satisfying (8) for each z, hence (ii) and the uniqueness of χ :
LEMMA A.3. For each z ∈ Z , setting z n = (x n , y n ) := h n 1 (z) and z := (z n ) n∈Z , the map B of Z Z into itself which to w = (
is equipped with the complete distance d 1 . Proof By Lemma A.2, the maps
For all w = (u n , v n ) n∈Z ∈ S 1 (z) and n ∈ Z, as x n = F 1 (x n−1 , y n ) and y n = G 1 (x n , y n+1 ), we have
and, similarly,
hence B S 1 (z) ⊂ S 1 (z). The inequality Lip B z ≤ max{κ 0 , λ
0 } follows at once from the fact that, for all w, w ∈ S 1 (x) and n ∈ Z, we have
Existence of the semi-conjugacy χ For each z ∈ E, let w = (z) be the unique fixed point of B z , and let χ (z) := w 0 . As, clearly, (w n+k ) n∈N = (z k ) for all k, we have
showing that the only possible χ is indeed a semi-conjugacy. It does satisfy d ∞ (χ , Id) < ∞, as (9)-(10) yield
Proof of Theorem A.1 (iii) Exchanging h and h 1 in (ii), we see that the graph {w = χ (z)} of χ is the "graph" {z = χ 1 (w)} of a map with d ∞ (χ 1 , Id) < ∞; of course, χ 1 = χ −1 and χ is a conjugacy. To prove that it is bi-Hölderian, we just have to show that χ is locally Hölderian, as the argument will apply to χ 1 = χ −1 . If C = 0, then χ = Id. Otherwise, the idea is the same as for Theorem 3.3 (iv), using the following estimates:
CLAIM . If (w n ) n∈Z = (u n , v n ) n∈Z and (w n ) n∈Z = (u n , v n ) n∈Z are orbits of h, we have
Indeed, we shall prove by induction on n ∈ N the estimates
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The Lipschitzian core of some invariant manifold theorems 21 which imply at once (12) for k = 0, as they yield (13) is obvious. Assuming it true for some n ∈ N, we have
(the penultimate inequality by the induction hypothesis and the last equality to avoid the usual absurdity). Therefore, the first inequality (13) yields
proving the first inequality (13) for n := n + 1; the same proof yields the second inequality.
CLAIM . We have
We establish the first inequality. As Y is unbounded, for x ∈ X , Lemma A.1 (ii) applies to f := G x : y → G(x, y), f 1 := G 1x and f −1 1 := g 1x , where g 1 is the second component of
We can now prove that χ is locally Hölderian. For z, z ∈ E, setting z n := h n 1 (z), w n := h n χ(z) , z n := h n 1 (z ), w n := h n χ (z ) for all n ∈ Z, the estimates (12) yield
Now, as w n = χ (z n ) and
As in the proof of Theorem 3.3 (iv), it follows that, for 0 NOTE . Another proof of Theorem A.1 consists in establishing Corollary A.1 directly (the only simplification with respect to the previous proof of Theorem A.1 is that Lemma A.2 and (12) become obvious) and applying it to each factor of the product maps provided by Theorem 3.5 (for this, the last part of Lemma A.2 is needed). The conjugacy χ in Theorem A.1 is then obtained by composing three maps, and it is not so easy to see that it does satisfy d ∞ (χ, Id) < ∞. Proof With the notation of Example 3, apply Theorem A.1 to h 1 := A and h := h ε for small ε.
COROLLARY A.3 (ANOSOV) Given A ∈ GL k (Z), letĀ be the automorphism of the k-torus T k induced by A. If A is hyperbolic, then every C 1 -diffeomorphismh : T k → T k which is C 1 -close enough toĀ is conjugate toĀ by a bi-Hölderian map.
Proof Ifh is C 0 -close enough toĀ, it is homotopic toĀ and therefore can be lifted to a diffeomorphism h : R k → R k of the form h = A + R for a Z k -periodic C 1 map R : R k → R k . Endowing the stable and unstable subspaces E s and E u of A with suitable norms as in example 2 and identifying R k = E s ⊕ E u to E s × E u , we can see that the hypotheses of Theorem 2.3 are satisfied by h 1 := A (with X = E s , Y = E u , F 1 (x, y) := A s x and G 1 (x, y) := A −1 u y), and by h if Lip R is small enough. As R is bounded, we can then apply Theorem A.1 and get a locally bi-Hölderian conjugacy χ of A to h, which induces a bi-Hölderian conjugacyχ ofĀ toh because χ(z + m) = χ (z) + m for all z ∈ R k and m ∈ Z k , an obvious consequence of Theorem A.1 (ii): indeed, χ(z) is the only w ∈ Z with sup n∈Z d h n (w), A n z < ∞, and the identity h n (w + m) = h n (w) + A n m implies that sup n∈Z d h n (w + m), A n (z + m) = sup n∈Z d h n (w), A n z . 1 , π 2 ) = π 1 and G 1 • (π 1 , π 2 • h 1 ) = π 2 . For ζ ∈ F , we therefore have The fixed point χ of C h 1 ,h semi-conjugates h 1 to h. Similarly, the fixed point χ 1 of C h,h 1 semiconjugates h to h 1 . To see that χ 1 • χ = χ • χ 1 = Id, just notice that χ • χ 1 semi-conjugates h to itself and therefore is the fixed point Id of C h,h , and that χ 1 • χ semi-conjugates h 1 to itself and therefore is the fixed point Id of C h 1 ,h 1 .
Of course, this yields the existence, uniqueness and continuity of χ and χ −1 in Theorem A.1, but it was more fun to use the Perron-Irwin approach everywhere-besides, our starting point [3] was the observation that χ semi-conjugates h to h 1 if and only if its graph is invariant by h × h 1 .
