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We investigate the mean–field equilibrium solutions for a two–species immiscible Bose–Einstein
condensate confined by a harmonic confinement with additional linear perturbations. We observe
a range of equilibrium density structures, including ‘ball and shell’ formations and axially/radially
separated states, with a marked sensitivity to the potential perturbations and the relative atom
number in each species. Incorporation of linear trap perturbations, albeit weak, are found to be
essential to match the range of equilibrium density profiles observed in a recent 87Rb–133Cs BoseE-
instein condensate experiment [D. J. McCarron et al., Phys. Rev. A, 84, 011603(R) (2011)]. Our
analysis of this experiment demonstrates that sensitivity to linear trap perturbations is likely to be
important factor in interpreting the results of similar experiments in the future.
PACS numbers: 03.75.Mn, 03.75.Hh
I. INTRODUCTION
Since the successful realization of an atomic Bose–
Einstein condensate (BEC) composed of two different
hyperfine spin states of 87Rb [1], experimental and the-
oretical work has advanced greatly in the field of two–
component BECs. These have been produced using dif-
ferent atomic species [2–5], different isotopes of the same
atom [6], and a single isotope in two different hyper-
fine spin states [1, 7, 9–13]. Spinor condensates, which
have at least three components with internal spin degrees
of freedom, are also generating much current interest
(see [14] for a review). A key feature of two–species BECs
is their potential to exhibit miscible or immiscible be-
haviour depending on the inter-species interactions. Im-
miscibility, where repulsion between species favours their
spatial separation, has been observed [5–7, 13]. In re-
cent years, many static and dynamical properties of two-
species BECs have been analysed. These include ground
state structures [15–27], modulation instabilities [28–33],
dark–bright solitons [34–37], vortices [8, 38], and the role
of finite temperature [39–43]. In the limit of zero temper-
ature, the mean-field of a single or two-component con-
densate is described by the Gross-Pitaevskii equation, in
either single or coupled form, respectively. For immisci-
ble two-component condensates under cylindrically sym-
metric trapping, the mean-field ground state has been
shown to exist in a phase separated structure [15, 16]
where one component lies at the trap centre with the
other lying at the periphery. This symmetry can be bro-
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ken to give rise to two separated side–by–side conden-
sates [19, 22–24, 27].
The aim of this paper is to study how relatively mi-
nor experimentally-relevant asymmetric trap perturba-
tions can modify the equilibrium density structures that
arise in an otherwise harmonically trapped immiscible
two–species BEC. Under the conditions probed, the re-
sulting structures are expected to be dominated by the
presence of the condensates appearing in each compo-
nent, and so we perform our analysis using zero temper-
ature mean–field theory.
Since the trap perturbations present in any particu-
lar experiment will vary with technical details, as a case
study we focus on the 87Rb–133Cs (referred to as Rb and
Cs hereinafter) system, for which a recent experiment [5]
revealed three regimes of density structures, depending
on the relative atom numbers in each species. We show
that, although under harmonic potentials alone, the equi-
librium solutions do not fully match the experimental re-
sults, the dramatic effects arising from the incorporation
of additional weak linear shifts to the potentials leads to
the bulk features of the experimental observations being
recovered, even within our simplified model.
In Sec. II, we briefly review the three density struc-
ture regimes observed experimentally and the coupled
mean-field Gross–Pitaevskii equations, also presenting
the equilibrium density profiles in unperturbed harmonic
traps (which fail to match the experimental results). Sec-
tion III examines the effects of adding perturbing linear
potentials to the harmonic traps, in both the axial and a
transverse direction, and demonstrates how this modifies
the obtained structures, such that the observed features
can be recovered (for suitably-identified experimentally-
relevant values of these perturbing potentials). Conclu-
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2sions and additional relevant remarks are given in Sec-
tion IV and an Appendix.
II. MOTIVATION AND THEORY
A. Experimental motivation
A recent Rb–Cs two-species BEC experiment [5] re-
vealed distinct regimes of density distributions depending
on the relative atom numbers in each species. This exper-
imental method relies on sympathetic cooling of Cs atoms
via evaporatively-cooled Rb atoms, confined in a levi-
tated crossed dipole trap [48]. While large inelastic three
body losses [49] between the species is an obstacle to
achieving high phase space densities for this mixture, this
was to a degree overcome by tilting the dipole trap (using
an applied magnetic field gradient). Two species conden-
sates were produced with up to ∼ 2× 104 atoms of each
species. The intraspecies and interspecies s–wave scat-
tering lengths in the experiment were aRb = 100 a0 [51],
aCs = 280 a0 [52] and aRbCs = 650 a0 [53]. In modelling
the experiment we describe the optical dipole trap as a
cylindrically-symmetric harmonic potential,
Vi (x, y, z) =
1
2
mi
[
ω2⊥(i)(x
2 + y2) + ω2z(i)z
2
]
,
where i = Rb, Cs. The trap frequencies are ω⊥(Rb) =
2pi × 32.2 Hz, ω⊥(Cs) = 2pi × 40.2 Hz in the transverse
directions and ωz(Rb) = 2pi × 3.89 Hz, ωz(Cs) = 2pi ×
4.55 Hz in the axial direction.
While the trapping is dominantly harmonic accord-
ing to Eq. (1), weak perturbations existed in the experi-
ment which must be accounted for. The above-mentioned
magnetic tilt, which differs slightly between the species,
is applied in one of the transverse directions and re-
sults in a shift in relative trap centres by up to 3 mi-
crons transversely. Additionally, the small difference in
magnetic moment-to-mass ratio for each species, coupled
with minute unavoidable misalignments of the dipole trap
beams with respect to the magnetic potential, may result
in offsets between the trap centres of up to 2 µm in all di-
rections. Further trap perturbations, such as differential
gravitational sag, are also present.
In the experiment, it was observed that the density
profiles fell into three distinct regimes depending on rel-
ative atom numbers of the species. This is summarised in
Fig. 1 (a) where the three regimes are labelled Region I
(triangles), II (squares) and III (circles). We consider one
representative set of atom numbers from each structural
regime:
(i) NRb = 840, NCs = 8570
(ii) NRb = 3680, NCs = 8510
(iii) NRb = 15100, NCs = 6470
These test cases are indicated by the filled symbols in
Fig. 1 (a). The corresponding experimental images of
the axial density profile are presented in Fig. 1 (b) and
serve to illustrate the different structures obtained in
each regime. For Regions I and III, one of two possi-
ble symmetric cases is obtained: the Rb sits in the cen-
tre for Region I while the Rb is spatially split by the
Cs in Region III. In Region II, the condensates adopt
asymmetric density profiles, sitting side-by-side along the
weaker axial direction of the trap. The experimental
images have undergone time–of–flight expansion and in-
clude broad thermal density profiles, and so our analysis
is limited to the qualitative structural form only (dis-
cussed in Sec. IV).
B. Mean-field theory of two-species BECs
In the limit of near–zero temperatures, the mean-field
of a two–species BEC is well-described by a set of coupled
Gross–Pitaevskii equations (CGPEs) [15],
ih¯
∂ψRb
∂t
=
(
− h¯
2
2mRb
∇2 + VRb + gRb |ψRb|2 + gRbCs |ψCs|2 − µRb
)
ψRb (1)
ih¯
∂ψCs
∂t
=
(
− h¯
2
2mCs
∇2 + VCs + gCs |ψCs|2 + gRbCs |ψRb|2 − µCs
)
ψCs, (2)
where ψRb (x, y, z) and ψCs (x, y, z) are the mean–
field wavefunctions for each condensate. Each wave-
function is normalized to its number of atoms, i.e.∫ |ψi|2 dx dy dz = Ni (i = Rb, Cs). The atomic
masses and chemical potentials are denoted by mi and
µi. The intraspecies interaction strengths are given by
gi = 4pih¯
2ai/mi and the interspecies interaction strength
is gRbCs = 2pih¯
2aRbCs/MRbCs where MRbCs is the re-
duced mass [16].
As discussed in [16], the two components can ei-
ther overlap (miscible) or phase–separate (immiscible)
depending on the relative strength of interactions be-
tween the two species. For a homogeneous system, im-
miscibility requires the interaction strengths to satisfy
3FIG. 1. (Color online) (a) Experimental data for the 87Rb–133Cs BEC experiment of Ref. [5]. Depending on relative atom
numbers, three distinct structures are observed, represented here through triangles, squares and circles (Regions I, II and
III). (b) Experimental integrated axial density profiles corresponding to the filled symbols in (a), observed after time-of-flight
expansion [50] and rescaled to the optical depth (OD) maximum. (c) Mean-field cylindrically symmetric ground state density
profiles corresponding to the atom numbers in (b). (d) Integrated axial ground state profiles under an axial linear potential
δz = 0.9 µm and a transverse linear potential δx = 1.0 µm. (Solid) red curve — Rb; (dashed) blue curve — Cs.
g212 > g11g22 [15, 45]. While phase separation is sup-
pressed in an inhomogeneous systems due to quantum
pressure effects [46], the Rb–Cs system strongly satisfies
the immiscibility criteria and lies deep within the immis-
cible regime.
We obtain the 3D stationary states of the BEC mix-
ture by solving the CGPEs using the method of steep-
est descent [47] which amounts to simultaneously prop-
agating (1) and (2) in imaginary time. As the ini-
tial trial solution we employ the independent Thomas-
Fermi (TF) density profiles for each condensate [45].
We employ harmonic oscillator units where time, length
and energy are expressed in units of 1/ω¯Rb = 10 ms,
lRb =
√
h¯/mRbω¯Rb ' 0.54 µm and h¯ω¯Rb, respectively,
where ω¯i = (ω
2
⊥(i)ωz(i))
1/3. We typically present 1D den-
sity profiles n1D(z), where the density has been column-
integrated in both transverse directions.
An added complexity of the mean-field model of two-
species condensates is the occurrence, for certain pa-
rameter regimes, of metastable steady state solutions
which can be very close in energy to the true ground
state. These solutions arise from different configurations
of the two density profiles. We find that the steady
state solution obtained by imaginary time propagation
is strongly dependent on the initial state employed, with
the Thomas-Fermi initial states we employ consistently
leading to the lowest energy solution, i.e. the ground
state. We demonstrate the existence and behaviour of
these metastable solutions in Appendix A, and discuss
their presence in relation to our overall results in Sec.
IV. All other results in this work relate to the ground
state of the system.
C. Accounting for trap perturbations
Given the dominance of the harmonic component of
the trapping potential, one may on first inspection an-
ticipate that the ground states under the harmonic trap-
ping of Eq. (1) would closely match the experimental pro-
files. Figure 1 (c) presents the 1D density profiles of this
ground state solution. As would be expected, the solu-
tions maintain axial symmetry about z = 0. For all three
cases, we observe an axial structure where the Cs cloud
resides at the trap centre with the Rb cloud split either
side of it. The only effect of changing the atom numbers
is that relative amplitude of the condensates change. Our
results agree qualitatively with the experimental obser-
vations only for Region III, but not those obtained in
Regions I and II. In Region I, the experimental profiles
have the reverse structure to our numerical solutions i.e.
a central Cs condensate surrounded by Rb, whereas the
experimental images for Region II are asymmetric in z.
The preference in our numerical results for Cs to be cen-
trally positioned is consistent with previous theoretical
4studies where the component with higher atomic mass
resides centrally [16, 25, 26, 43].
This dynamical system has a substantial total parame-
ter space; even with a restriction to cylindrical symmetry
one is left with eight dimensionless parameters that can
in principle be independently varied. Many of the param-
eters will, in practice, be fixed in any given experimental
configuration. Hence, for example, in the experimental
configuration described in [5], it is not possible for the
distributions of Rb and Cs to be simply exchanged by
changing the particle numbers (the most easily accessi-
ble handle to change the system’s location in parameter
space). This means, for example that the disagreement of
Figs. 1 (b)(i) and (c)(i) is unlikely to be due to incorrect
atom counting.
It is the subject of this paper to study if and how
weak anharmonic (spatial) perturbations in the trapping
potential may modify the ground state density structures
of the system. We consider the most simple form of per-
turbation, a linearly varying perturbation. We apply this
perturbation to one species only (Rb) such that the po-
tential experienced by the Rb atoms becomes,
V ′Rb(x, y, z) = VRb(x, y, z) + αzz + αxx (3)
where αz and αx are the gradients in the axial and one
transverse direction respectively. The main effect of the
linear potential is to shift the trap minimum of VRb such
that the trap minima for both species no longer coincide,
but rather become offset by the distance,
δz =
αz
mRbω2z(Rb)
and δx =
αx
mRbω2x(Rb)
. (4)
ron,D.J. / Ch We will parametrize the trap perturbations
via these distance offsets rather than the linear potential
gradients αx and αz. We have verified through numer-
ical simulations that we obtain the same results if the
harmonic trap centres are instead offset in space, with-
out the addition of linear potentials.
We show that the inclusion of appropriate linear trap
perturbations enables us to obtain density structures
whose structures match the experimental observations,
as shown in Figure 1 (d).
III. RESULTS: ROLE OF LINEAR TRAP
PERTURBATIONS
For the three sets of atom numbers introduced in
Sec. II, we now describe how the ground state solutions
are modified by the weak linear trap perturbations to
the harmonic trapping potential, according to Eq. (3). A
summary of these results is shown in Fig. 2 for offsets of
δx = 0 and 1.0 µm, and δz = 0 and 0.9 µm (all combina-
tions thereof). The resulting ground state solutions are
found to depend rather sensitively on these displacements
and the values chosen have been found to provide the
best qualitative agreement with the experimental results,
while remaining well within the experimental bounds for
the trap perturbations detailed in Sec. II. This is the
result of a wider analysis of the parameter space of δx
and δz, where key qualitative effects will be described in
the text. For clarity of how the clouds are distributed
in space, we present these results as 2D density profiles
in the x-z plane, where the density has been integrated
in the y direction. The 2D profiles presented here for
δx = δy = 0 correspond to the 1D density profiles pre-
sented in Fig. 1 (c).
Before discussing the individual behaviours for each
regime, there are some general comments to make.
Firstly, for δx 6= 0 and δz 6= 0, the symmetry in the ax-
ial and transverse direction, respectively, become broken
thus allowing, in principle, for asymmetric density distri-
butions. For the fully symmetric potential δx = δz = 0
the ground state features the Cs cloud sitting centrally,
surrounded in z by Rb clouds. As δz is increased beyond
some critical value, one expects the structure to change
to a fully asymmetric structure where the Cs and Rb
clouds sit side-by-side in the axial direction. Similarly,
as δx is increased past some critical value, one expects
the ground state to favour the Rb and Cs clouds sitting
side-by-side in the x-direction. We next discuss the spe-
cific results for each region in turn.
A. Region I
As the transverse offset δx is initially increased from
zero, the density structure maintains the same general
form (Cs surrounded by two Rb clouds) but with the den-
sity profiles becoming skewed transversely (not shown).
For transverse offsets δx >∼ 0.3 µm, the ground state den-
sity suddenly shifts to a transversely side-by-side struc-
ture, such as that shown for δx = 1 µm, δz = 0 in Fig. 2.
On the other hand, as the axial offset δz is increased,
the initial structure initially remains but all three clouds
become slightly skewed in the z direction. However, for
δz >∼ 0.4 µm the structure suddenly shifts to being axially
side-by side, such as that shown for δx = 0, δz = 0.9 µm
in Fig. 2. In the presence of transverse and axial offsets
larger than these critical values, e.g. δx = 1 µm and
δz = 0.9µm, the ground state features the Cs and Rb in
the transversely side-by-side structure, with both slightly
skewed in z. Importantly, the corresponding 1D density
profile shown in Fig. 1 (d) now bears the same quali-
tative structure as the experiment results with the Rb
sitting centrally and inducing a weak depression in the
integrated Cs density. We rule here that it appears to be
crucial that δz < δx for such features to form and that
the ground state for δz = δx = 1µm is actually axially
asymmetric.
5FIG. 2. (Color online) Integrated 2D density profiles of the
ground state as a function of the axial (horizontal) and trans-
verse (vertical) offset from top to bottom (a) NRb = 840
and NCs = 8570, (b) NRb = 3680 and NCs = 8510, and
(c) NRb = 15100 and NCs = 6470. Red (black) — Rb; Blue
(grey) — Cs.
B. Region II
For this case, a transverse offset of δx = 1 µm does
not give rise to a transverse side-by-side ground state;
the system remains in a three peak configuration with
Rb clouds either side of the central Cs cloud. A larger
transverse perturbation δx ' 1.5 µm is required to in-
duce a shift to a transverse side-by-side state. In the
axial direction, an offset of δz ' 0.5 µm is sufficient to
give rise to axially side-by-side density profiles similar to
Region I. The combination of offsets in both directions
leaves the condensates in an axially asymmetric configu-
ration as with no transverse displacement. The ground
state density profiles for this set of atom numbers is more
sensitive to the addition of axial linear potentials to the
harmonic trap in comparison to the transverse ones. The
corresponding 1D density profile shown in Fig. 1 (d) now
features the side-by-side structure observed in the corre-
sponding experimental image.
C. Region III
Here, the ground state always remains in a three–peak
configuration for small offsets. Under the addition of
transverse offset the Rb cloud is no longer split into two
un-connected sections but rather joins on one side of the
Cs cloud. Under the addition of the axial offset the am-
plitudes of the Rb peaks becomes asymmetric. A blend
of both of these affects is seen when a combination of
the small offsets due to the additional linear potentials in
both the transverse and axial directions is used. Side–by–
side density profiles can be obtained in the transverse and
axial directions for much larger offsets (which are beyond
bounds for the experiment in particular) of δx ' 2.0 µm
and δz ' 4.0 µm, respectively. The corresponding 1D
density profile shown in Fig. 1 (d) has a similar struc-
ture to the original, fully symmetric result but with an
increased central density for Rb and a skewed axial pro-
file. As such, it maintains the same qualitative structure
to the corresponding experiment image.
D. Overall behaviour
To summarise the above results, the combination of
offsets δx = 1 and δz = 0.9 µm leads to the optimum com-
parison to the experimental results, in which the mean-
field ground state recovers the three density structures
observed experimentally. In Region I, the central den-
sity dip in the Cs profile is more pronounced in the ex-
perimental observations, e.g. Fig. 1 (b)(i), than in the
theoretical results. An inherent feature of solving the
coupled Gross-Pitaevskii equations for immiscible two-
species BEC is a sensitivity to the initial trial wavefunc-
tion. This is further discussed within Appendix A and
complimentary results are presented in Ref. [27]. All of
our results presented so far have been based on TF ini-
tial trial wavefunctions, as described in Sec. II. By their
nature, the TF profiles tend to be broadly distributed in
space, which favours a broader overall density distribu-
tion in the final static solution. We find that employing
an initial distribution for the Rb cloud which is tightly lo-
calized at the origin yields static solutions which retains
the same features as before but with a more prominent
density dip in the adjacent Cs cloud, in closer agreement
with the experimental profiles for Region I.
We have also looked at introducing trap offsets in our
6initial conditions only (without permanent trap shifts)
whereby the TF initial conditions for each species are
initially offset along the z and/or x–axis. Similarly to
the use of the linear potential, this initial offset could
be tailored to reproduce the experimental results to a
comparable degree of accuracy.
We have additionally simulated the expansion of the
static solutions following the sudden removal of all trap-
ping potentials. This expansion is performed in the ex-
periments prior to imaging. Our analysis showed that
expansion does not affect the structures formed. The
overall phase separation features appeared to be captured
very well under the assumption made here that the pro-
files observed in the experiments are the true equilibrium
profiles and that these profiles are dominated by their
respective condensate component, with thermal clouds
simply modifying these profiles by the addition of char-
acteristic thermal tails.
IV. DISCUSSION
We investigated the 87Rb–133Cs ground state density
profiles corresponding to the parameters of a recent ex-
periment [D. J. McCarron et al., Phys. Rev. A 84,
011603 (2011)]. This was conducted within the simplest
possible zero–temperature mean–field theory consisting
of two coupled Gross–Pitaevskii equations. Density pro-
files obtained in perfectly symmetric traps were found
not to match the experimental results. Analysing the
experiment more carefully, we proceeded to add weak
perturbations to the harmonic trap (in the form of linear
potentials) in the axial and one transverse direction ac-
counting for anticipated experimental offsets (of around
1 µm) in the trap centres for the two species. Even weak
trap perturbations can give rise to dramatically different
density profiles. Importantly, this allows us to obtain
the observed asymmetric experimental profiles. In par-
ticular we found that the axial shift needed to be slightly
smaller than the transverse one for such features to be
numerically obtained. By tailoring the size of the pertur-
bations, we found our simulations to qualitatively match
structural regimes seen experimentally when focusing on
condensate phase separation features (and overlooking
the experimental existence of thermal tails which is not
accounted for in our model).
The analysis presented in this work was based on equi-
librium density profiles. While we demonstrated good
overall agreement with the experimentally-reported pro-
files, we also found that a change in the initial condi-
tions of the simulations, e.g. one of the components be-
ing more tightly localised in the centre, could affect the
final equilibrated profiles, as numerous metastable states
(of comparable, but not identical, energies) exist for each
configuration. Such a situation could for example arise
in the early stages of coupled growth under some param-
eter regimes. In the experiments, as the two species were
sympathetically cooled, the initial number of condensate
atoms within each species (or the sequence by which
growth proceeded) was not accurately known. Moreover,
the density profiles were typically measured after a vari-
able hold time, without necessarily guaranteeing that the
structures observed were indeed true equilibrium states
(as opposed to some long-lived metastable steady-states),
for which a detailed analysis of growth dynamics would
have been required. Preliminary investigation of cou-
pled Gross–Pitaevskii equations with phenomenological
damping undertaken by us indeed revealed different fea-
tures during growth, depending on both initial conditions
and growth parameters; more importantly, however, such
simulations showed that after sufficient evolution time,
the condensate in one or the other species disappeared,
a feature which is in qualitative agreement with the ex-
periments, which detected only one condensate (of ei-
ther species) in some measurements. The study of cou-
pled two-component condensate growth is an interesting
topic that will be studied in more detail in future work.
Similar non-equilibrium conclusions have been reached
by another group [54] using such equations additionally
modified by the presence of stochastic noise mimicking
thermal fluctuations, which additionally allows for the
appearance of spontaneous structures during growth.
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Appendix A: Sensitivity to Initial Conditions
In this appendix, we illustrate how the trapped im-
miscible two-species condensates can possess a family of
stationary states of similar energy that can be accessed
through varying the initial conditions for imaginary-time
convergence of the CGPEs. For simplicity we focus on
a generic 1D two-species system described by 1D CG-
PEs, in which the transverse wavefunctions are assumed
to be the ground Gaussian harmonic oscillator states of
width l⊥(i) =
√
h¯/mω⊥(i) (i = 1, 2). The 1D inter-
actions, denoted by U , are given by Uii = gii/2pil
2
⊥(i),
U12 = g12/pi
(
l2⊥(i) + l
2
⊥(i)
)
and µ1D (i) = µi − h¯ω⊥(i).
Similarly to [19], we take N = N1 = N2, ω1 = ω2,
m1 = m2 and U22 = 1.01U11, U12 = 1.52U11. The two
traps are co-centred in space.
We firstly consider initial conditions which are the (i)
Gaussian ground harmonic oscillator state, (ii) Thomas-
Fermi (TF) solution, and (iii) homogeneous (uniform
density) state, for each species. The converged stationary
states, following imaginary time propagation, are shown
in Fig. 3. Sensitivity to the initial condition is evi-
dent. The TF and homogeneous initial conditions favour
7FIG. 3. (color online) 1D density profiles of stationary states
of the 1D CGPEs with N = N1 = N2, ω1 = ω2, m1 = m2
and U22 = 1.01U11, U12 = 1.52U11. Columns correspond to
Gaussian, TF and homogeneous initial conditions for imagi-
nary time propagation. (a) U11 = 6, N = 200. (b) U11 = 6,
N = 2000. (c) U11 = 1, N = 200. Solid blue curve – species
1; Dashed red curve – species 2.
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FIG. 4. Number of density domains ndomain in the obtained
stationary state as a function of the width of the Gaussian
initial condition ζ (with ζ = 1 corresponding to the Gaussian
ground harmonic oscillator state), for the system parameters
of Fig. 3(b).
a stationary state with a few density domains, while the
Gaussian-derived stationary state contains many more
domains. This effect increases with the non-linearity, i.e.
increasing atom number and/or interaction strength. For
weak non-linearity (low atom number, weak interactions)
this effect becomes washed out and all initial conditions
lead to the ground stationary state. Where sensitivity to
initial condition does occur, the TF-derived state is the
ground (lowest energy) state while the Gaussian-derived
solution has the greatest energy. The difference in ener-
gies is small, typically less than 10%.
The formation of states with an increased number of
domains is attributed to a modulational instability of the
condensates during imaginary-time propagation. This in-
stability is highly sensitive to the spatial extent of the
initial conditions. To illustrate this we consider a Gaus-
sian initial condition of width ζ`, where ` denotes the
axial harmonic oscillator length. We introduce the pa-
rameter ndomain giving the number of density domains
in the stationary solution. In Fig. 4(a) we plot ndomain
as a function of the Gaussian width ζ (for the system pa-
rameters of Fig. 3(b)). For a wide Gaussian initial state
(ζ ≥ 25), we obtain a stationary state with 3 domains
- one species in the trap centre surrounded by the other
species. As ζ is reduced, ndomain increases exponentially,
appearing to diverge as ζ → 0.
In 3D the stationary states obtained are also sensi-
tive to initial conditions. Although the sensitivity is less
than in 1D, we can use the initial conditions as a handle
to match the experimental density profiles. For example,
recall Fig. 1 (c)(i), a stationary (ground) state (derived
using TF initial conditions) in which the Rb sits either
side of the central Cs cloud. If we instead use a very nar-
row Gaussian profile for the Rb initial condition (retain-
ing the TF profile for Cs) we can numerically converge to
an excited stationary state which features the Rb sitting
at the trap centre and a small density dip in the ambient
Cs cloud, in qualitative agreement with the correspond-
ing experimental profile (without the inclusion of trap
perturbations). This initial condition could correspond
to the physical situation where a TF-like Cs condensate
is pre-formed after which the Rb atoms begin to con-
dense in a small narrow region at the center of the traps,
creating an initially very localised condensate at the trap
center.
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