Statistical inference of neutrino oscillation parameters is typically carried out using the unified approach of Feldman and Cousins. This approach relies on a Neyman construction of the frequentist confidence interval and is computationally inefficient as it is typically done in a grid-based fashion over the entire parameter space. In this letter, we propose an alternative probabilistic approach using Gaussian processes to construct confidence intervals iteratively. We show that in the neutrino oscillation context, one can obtain confidence intervals 10 times faster in two dimensions and 5 times faster in one dimension, while maintaining an accuracy above 99.5%.
Neutrino oscillations demonstrate that neutrinos have mass and that the neutrino mass eigenstates are different from their flavor eigenstates. The transformation of the mass eigenstates (ν 1 , ν 2 , ν 3 ) into the flavor eigenstates (ν e , ν µ , ν τ ) is described by the 3 × 3 unitary matrix U P M N S [1] , which is parameterized by three mixing angles θ 12 , θ 23 and θ 13 , and a CP violation phase δ CP . The probability of oscillations between different neutrino flavor states of given energy E ν over a propagation distance L depends on the U P M N S parameters and the difference of the squared masses of the eigenstates, ∆m 2 32 and ∆m 2 21 . The mixing angles θ 12 and θ 13 along with the squaredmass splitting ∆m 2 12 have been measured to relatively high accuracy by several experiments, for example, [2] [3] [4] . One can then infer the remaining parameters, θ 23 , δ CP , and ∆m 2 32 , by measuring the probabilities P (ν µ → ν µ ) and P (ν µ → ν e ). Of particular interest are: (1) the sign of ∆m 2 32 , positive indicating a "Normal Hierarchy" (NH) and negative indicating a "Inverted Hierarchy" (IH) of neutrino mass states; (2) whether δ CP = 0, π, indicating Charge-Parity (CP) violation in the lepton sector; (3) whether the mixing angle is in fact maximal, i.e θ 23 = 45
• . The neutrino mass hierarchy has important implications for current and future neutrino experiments [5] involved in measuring the absolute neutrino mass and investigating the possible Majorana nature of the neutrino. Leptonic CP-violation could be important to deduce the origin of the predominance of matter in the universe.
Measurements of neutrino oscillation parameters along with their associated uncertainties typically use a classical frequentist approach. Under the assumption of a PMNS model parameterized as above, the Poisson likelihood given observed data is calculated. Maximizing the likelihood function over the parameter space provides best-guess estimates of the parameters. Confidence intervals are obtained by including points in the parameter space where the null hypothesis of the model cannot be rejected at a chosen level, α. The Neyman-Pearson lemma prescribes a ratio between the likelihood function at a given point and the maximum likelihood over all points as a test statistic, also known as the likelihood ratio test (LRT) statistic.
The analytical result by Wilks [7] states that the probability distribution of the LRT statistic asymptotically converges to a χ 2 distribution, from which the p-value can be computed easily. In neutrino oscillation experiments, however, that result does not hold because of the small sample size in neutrino data and physical boundaries on oscillation parameters. Consequently, the LRT statistic distribution sufficiently diverges from the Wilks' limit and varies across the parameter space, as shown in Fig. 2 .
Therefore, one has to fall back on the original Neyman construction, wherein one has to explicitly simulate the distribution of the LRT statistic at each point in the parameter space and then compute the p-value. As outlined in the unified approach of Feldman and Cousins [8] , this construction is known for providing intervals with the right coverage. However, without a priori guidance on the variation of p-values in the parameter space, one needs to explore the parameter space in a grid-like fashion, where at each point a large number of pseudoexperiments are performed. While firmly grounded in statistical theory [9] and widely used in neutrino experiments, for example in Refs. [10] [11] [12] , the FeldmanCousins approach is computationally burdensome, which in some cases, such as in Ref. [10] , is even infeasible for multi-dimensional confidence intervals.
In this letter, we propose a principled probabilistic algorithm using a Gaussian process (GP) model to construct confidence intervals iteratively. In contrast to the typical grid-based search, the algorithm tries to identify a set of points in parameter space that lie near the boundary of the desired confidence interval, foregoing the computational cost of evaluating the p-value at points further out. The method is rooted in the framework of Bayesian optimization [13] , which was originally designed to find the extremal points of an objective function that is unknown a priori.
By way of illustration, we set up a toy long-baseline neutrino oscillation experiment in order to construct confidence intervals for the oscillation parameters. A flux distribution of ν µ s is modeled as a Landau function over neutrino energies, E ν ∈ (0.5, 4.5) GeV with the location parameter at 2 GeV. The normalisation uncertainty is taken to be 10% and is applied as a nuisance parameter. 1. An illustration of a toy neutrino oscillation experiment setup with the νµ → νe channel on the left and the νµ → νµ on the right. Predictions for different oscillation parameters are compared to mock observations in order to find maximum likelihood estimates. The likelihood of observed data is maximized using the extended likelihood function [6] . The fit is performed in both channels simultaneously. The ν µ distribution is then oscillated into ν e s using the PMNS model for a toy baseline of 810km through the Earth. Corrections from matter interactions [14] are applied assuming a constant matter density of 2.84 g/cm 3 . The setup is similar to NOvA [11] , an accelerator-based long-baseline experiment at Fermilab. The oscillated ν e s are then "observed" with a toy interaction cross-section distribution, similar in shape to Ref. [15] ; the crosssection increases as a function of neutrino energy from 0 GeV up to 1 GeV and decreases slowly until a maximum neutrino energy of 4.5 GeV. A 10% normalisation uncertainty is applied on the cross-section as another nuisance parameter. Finally, we scale up the expected ν e distribution to get the expected event counts, in energy bins of 0.5 GeV between the flux range, similar to observations from NOvA [11] . The expected distribution is computed from scratch for each set of oscillation and nuisance parameters in the toy experiment as shown in Fig. 1 . A similar setup is used for the ν µ → ν µ channel. However, in order to expedite the computation, the 2-flavor oscillation probability approximation is used. The reactor mixing angle, θ 13 and the solar parameters, θ 12 and ∆m 2 12 are fixed at the values given in [16] . We then use this setup to construct confidence intervals for various neutrino oscillation parameters with the standard Feldman-Cousins construction and our Gaussian process based construction.
A Gaussian process (GP) is a stochastic process where any finite sub-collection of random variables have a joint Gaussian distribution [17] . A GP can be considered as a distribution in the function space; each random realization f has function values f ( x) at given points x. To completely define a GP, we need to specify its mean, µ( x) = E(f ( x)) and covariance, described by a kernel function, κ(
] for any pair of x 1 and x 2 . A common choice of κ is the squared exponential function κ(
2 ) with a length-scale l. This is particularly useful in modeling smooth functions because it is infinitely differentiable with the length scale characterizing the extent of correlation between values of f over x. The length scale l can be chosen by maximizing the likelihood of observed data marginalized over the function space. GPs have gained traction in high energy physics due to their flexibility in modeling functions whose parameteric dependence is unknown apriori. For example, such a non-parametric approach has proven useful in modeling smooth dijet backgrounds in searches for new physics [18] and in ill-posed unfolding problems [19] .
In our context, θ are values of oscillation parameters such as δ cp and θ 23 whereas µ( θ) are the p-values at θ.
We choose a GP with a zero mean to model the a priori unknown function µ( θ). The predictive posterior distribution of unobserved p-values at θ u conditional on obtained p-values y( θ o ) at points θ o is then given by
where K oo , K ou , K uo , K uu denote the covariance matrices between points θ o and θ u . Since the p-values y( θ o ) are determined by simulating the LRT statistic distribution through a finite number of pseudo-experiments, they have independent statistical errors σ( θ o ). To model the statistical error in the p-value calculation with a given number of pseudo-experiments, we use a binomial proportion confidence interval as outlined in [20] .
In order to construct desired confidence intervals for certain parameters or combination of parameters at level, α, chosen here to be 0.32 and 0.1, denoting 68% and 90% confidence respectively, we first step through the parameter space performing 2000 pseudo-experiments at each point and evaluate the p-values as a baseline for comparison. In our separate construction, we first explore a fraction of the parameter space and evaluate the p-value and its statistical error by performing a small number of pseudo-experiments at each point. We then estimate p-values with the mean values of the GP predictive posterior distribution over all the points in the parameter space as given in Equation (1) .
The GP approximation is conditional on the set of points, θ o , for which the p-value is calculated using pseudo-experiments. In each iteration, we select new points to add to θ o according to an acquisition function:
wherep(θ) is the GP approximated p-value and σp (θ) is the GP variance in Equation (1). The acquisition function a(θ) is small when either the estimated p-valuep(θ) is close to α i or when the GP approximation error σp (θ) is large. As this algorithm proceeds iteratively, it will strike a balance between exploration, finding all the points that have desired significance levels, and exploitation, reducing the uncertainty in the GP model, as illustrated in Fig. 3 .
In this way, the algorithm converges on the set of points that lie on the boundary of the desired confidence interval without having to search across the entire grid of parameter values. Points far from the boundary, which have approximated p-values much greater or less than α, are probabilistically ruled out. At these points, fewer or even no pseudo-experiments are performed, which enables us to construct confidence intervals much faster.
We compare the confidence intervals constructed as above to the baseline where the same number of pseudoexperiments are used at each point in parameter space.
FIG.
3. An illustration of our construction for 68% and 90% intervals for δCP , which consist of points lying underneath the dashed horizontal lines. The variation of p-values is shown in the black dashed curve, while the GP approximation and its uncertainty is shown in the red curve and the shaded red band respectively. From a few initial points with high variance, shown in light blue, the GP model learns a rough approximation of the true variation (top). Based on the approximation, more pseudo-experiments are performed at points around the interval boundary, shown in dark blue, and the GP approximation is improved (bottom).
We do this separately for just δ CP and the 2-dim confidence intervals for sin 2 θ 23 and δ CP , under different assumptions of mass hierarchy. |∆m 2 32 | is treated as a nuisance parameter in both cases while sin 2 θ 23 is treated as another in the 1-dim case. The likelihood function is integrated over the nuisance parameters assuming a flat prior in the range (2, 3) ×10 −3 eV 2 for |∆m 2 32 | and (0.3, 0.7) for sin 2 θ 23 , similar to [10] . The prior on the nuisance parameters for the systematic uncertainties in the toy model is assumed to be a standard normal distribution. A mock observation in both oscillation channels with parameters as measured by NOvA in [11] is used from which the intervals are estimated. The results of our algorithm after 20% and 10% of baseline computation are shown in Fig. 4 and 5. They demonstrate that the confidence intervals obtained in both the 1-dim and 2-dim cases closely match those from a grid search application of the unified approach.
FIG. 5. The significance of rejection for each value of δCP is shown for both the Normal Hierarchy (blue) and Inverted Hierarchy (red). The dashed horizontal lines denote the 68% and 90% confidence boundaries with the confidence interval for δCP consisting of all points that fall underneath them. The dashed curves denote the construction based on a grid search across the 2-dim parameter space while the solid curves denote the GP approximation based result after 5 iterations.
We can evaluate the performance of our method by how well the GP approximation is able to predict whether each point in parameter space lies within the desired confidence interval in each iteration. We can calculate the classification accuracy of all points in the parameter space and see how it improves over the iterations. By doing this for 200 different mock observations in the oscillation channels, we are able to show median accuracies of 100% in the 1-dim case with a construction that is 5 times faster for both hierarchies. In the 2-dim case, the median accuracies are greater than 99.5% with a construction that is 10 times faster for both hierarchies as shown in Fig. 6 . This is a significant improvement over the current approach wherein experiments have to devote enormous computational resources in order to estimate uncertainties in neutrino oscillation parameters [21] . This could also prove useful in estimating confidence intervals from a combined fit of neutrino oscillation results from different experiments when the respective likelihood functions are available. While we design the GP based construction in the neutrino oscillation context, the GP approximation does not have a particular parametric form. The same idea can therefore be applied to many other scenarios where the confidence interval estimation for a continuous parameter over a bounded region normally proceeds via the unified approach.
