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By including elements of the density matrix formalism, the semiclassical ensemble Monte Carlo method
for carrier transport is extended to incorporate incoherent tunneling, known to play an important role in
quantum cascade lasers (QCLs). In particular, this effect dominates electron transport across thick injection
barriers, which are frequently used in terahertz QCL designs. A self-consistent model for quantum mechanical
dephasing is implemented, eliminating the need for empirical simulation parameters. Our modeling approach
is validated against available experimental data for different types of terahertz QCL designs.
I. INTRODUCTION
Advanced carrier transport modeling techniques for
semiconductor devices evaluate the relevant processes,
such as different scattering mechanisms, directly based
on the corresponding Hamiltonians. Consequently, these
approaches do not require specific experimental or em-
pirical input, but only rely on well known material pa-
rameters. Especially for the modeling of advanced semi-
conductor nanodevices, theoretical methods beyond the
standard drift-diffusion model are required. Various the-
oretical approaches with different levels of complexity
are available, such as the ensemble Monte Carlo (EMC)
method1 or the nonequilibrium Green’s function (NEGF)
approach.2–5
Here, we focus on the modeling of quantum cascade
lasers (QCLs).6 These devices are highly interesting from
a scientific point of view as well as with respect to vari-
ous applications, e.g., in metrology and sensing, and are
already commercially available.7 The active region con-
sists of a quantum well structure, where the laser levels
are formed between the quantized electron states in the
conduction band. Thus, the lasing wavelength does not
primarily depend on the material system used, but can
be selected over a wide spectral range by adequate quan-
tum design. In particular, the mid-infrared and terahertz
(THz) regions become accessible, thus complementing
the spectral range covered by conventional semiconduc-
tor lasers.
Modeling provides detailed insight into the complex
interplay of the physical effects involved and allows for
a systematic optimization of QCL designs, e.g., with re-
spect to efficiency, operating temperature and spectral
range. The ideal simulation approach should offer excel-
lent accuracy and versatility, combined with decent com-
putational efficiency to allow for design optimization over
an extended parameter range. Advanced carrier trans-
port modeling techniques not only consider the quantized
energy states due to the electron confinement in growth
direction, but also the in-plane wavevectors which are re-
lated to the kinetic electron energies. In this way, both
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the inter- and intrasubband carrier dynamics can be con-
sidered. EMC has been widely employed for the analy-
sis and design of QCLs, offering a good compromise be-
tween reliability and numerical effort.8–20 However, as a
semiclassical method EMC neglects quantum coherence
effects, most notably tunnel coupling between the two
states spanning the injection barriers and the level broad-
ening of the states.21 Such effects become relevant espe-
cially for thick barriers, where the states involved in the
electron transport have a small energy separation, and
the electron transport is governed by resonant tunneling.
This applies especially to the injection barriers in various
types of THz QCL designs.21,22 Consequently, also quan-
tum transport approaches are frequently used for the sim-
ulation of QCLs, including NEGF23–32 as well as the den-
sity matrix (DM)21,33–35 and related Wigner function36
formalism. The computational load of these approaches
is much higher than for their semiclassical counterparts,
impeding their applicability to complex QCL structures
with many subbands, and to QCL design and optimiza-
tion in general.
Various strategies exist to obtain a simulation ap-
proach which includes the most important quantum ef-
fects and still provides acceptable computational effi-
ciency. Particularly for the DM approach, the in-plane
wavevector dependence is frequently neglected, reducing
the order of the density matrix to the number of con-
sidered subbands.37–41 Another approach is to reduce
the numerical burden of full quantum transport simu-
lation methods by introducing simplifications. In partic-
ular, for NEGF various approximations have been devel-
oped which greatly simplify the evaluation of the scat-
tering self-energies. This includes the constant k approx-
imation which assumes that the scattering self-energies
are independent of the in-plane wavevector,27,28,31 and
the multi-scattering Bu¨ttiker probe model where the
lesser self-energies are replaced by a quasi-equilibrium
expression.42 An opposite strategy is to start with a semi-
classical method such as EMC and extend it to include
quantum effects relevant for the carrier transport. An
example is the consideration of collisional broadening
in EMC.43,44 Furthermore, the DM formalism has been
combined with EMC to describe the incoherent tunnel-
ing transport across thick injection barriers.22,45–47 This
2hybrid approach overcomes the main weakness of semi-
classical transport simulations, which treat the carrier
transport through a barrier as instantaneous since elec-
trons scattered into states extending over the barrier see
no resistance.22 For biases where narrow anticrossings oc-
cur, this can result in excessive current spikes, indicating
the breakdown of the semiclassical description.48
In this paper, we extend EMC to include incoher-
ent tunneling transport, building upon the pioneering
work of Callebaut and Hu.22 As in previous related
approaches,22,45–47 we use localized basis states to de-
scribe the incoherent tunneling mechanism. However,
here this effect is not considered by solving the von Neu-
mann and the Boltzmann transport equations in par-
allel, but rather directly built into EMC as an addi-
tional ”scattering-like” mechanism derived from the DM
formalism. This enables a straightforward implementa-
tion into existing EMC codes, without significantly in-
creasing the numerical load. In this way, all the fea-
tures of advanced EMC QCL simulation tools, such as
the consideration of electron-electron scattering beyond
the Hartree approximation and coupling between carrier
transport and optical cavity field,5,49,50 are taken ad-
vantage of. Furthermore, in the resulting DM-EMC ap-
proach the self-consistent character of EMC is preserved
by implementing a self-consistent model for the dephas-
ing rate,46,51,52 thus avoiding the need for empirical pa-
rameters.
II. METHOD
A. Localized states and tunneling
Electron transport across thick barriers, such as the in-
jection barriers in various types of THz QCL designs, is
governed by incoherent tunneling between near-resonant
states.21,22 For these, the use of localized wavefunctions
has proven advantageous, as can be obtained from a tight
binding approach.22,45–47 Rather than determining the
extended eigenstates for the actual potential V as in
semiclassical simulations [see Fig. 1(a)], the active region
structure is divided into modules separated by thick bar-
riers, where each module is described by a separate po-
tential Vtb, as indicated in Fig. 1(b). The wavefunctions
and eigenenergies are then calculated for each module
separately using a Schro¨dinger-Poisson solver. In this
tight-binding framework, the transport within a module
can be implemented into EMC in the usual way by evalu-
ating scattering-induced transport, since quantum coher-
ence effects only appear for transitions across the module
boundaries. We note that this approach can straightfor-
wardly be extended to structures containing more than
one thick barrier per period.38
In our model, an electron state |i,k〉 is characterized
by its subband energy Ei, tight-binding wavefunction
ψi (z) where z denotes the position coordinate along the
growth direction, and in-plane wavevector k. In the
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FIG. 1. Conduction band profile and probability densities
for a four-well THz QCL53 at a bias of 7.6 kV/cm, computed
based on (a) the actual potential V and (b) the tight-binding
potential Vtb. The rectangles denote a single QCL period.
The wavefunctions involved in the electron transport across
the thick barrier are marked by bold lines.
following, we assume decoupling between the confine-
ment in z direction and in-plane motion which strictly
holds for infinite quantum wells,54 implying k indepen-
dent wavefunctions ψi (z). The decoupling approxima-
tion also works reasonably well for finite, not too narrow
quantum wells, and is frequently used for QCL model-
ing to reduce complexity.55 Furthermore, decoupling is
maintained for an elementary treatment of nonparabol-
icity, where an energy dependent effective mass is used to
determine the ψi (z) and Ei, and subsequently, for each
subband i an effective mass m∗i is computed describing
the electron dispersion relation at the corresponding sub-
band bottom.5,54
Tunneling from a state |i,k〉 to states |j,k〉 across a
barrier can be described by a density matrix equation
combined with rate equation terms,33,39
dtρii,k =
∑
(j,k′) 6=(i,k)
rj,k′→i,kρjj,k′ − ri,kρii,k
+
∑
j
iΩij (ρij,k − ρji,k) , (1a)
dtρij,k =
∑
n
i (Ωnjρin,k − Ωinρnj,k)− iωijρij,k − γij,kρij,k.
(1b)
The diagonal density matrix elements ρii,k correspond
3to the electron occupation of state |i,k〉, while the off-
diagonal elements ρij,k are related to the coherences
between states |i,k〉 and |j,k〉. The scattering rates
rj,k′→i,k from all possible states |j,k
′〉 to |i,k〉 corre-
spond in our approach to the conventional EMC scat-
tering rates, and ri,k is the total scattering rate from
state |i,k〉 into all other states,
ri,k =
∑
(j,k′) 6=(i,k)
ri,k→j,k′ . (2)
The modeling of the dephasing rate γij,k is discussed in
Section II B. Furthermore, ωij = (Ei − Ej) /~ denotes
the resonance frequency between states |i,k〉 and |j,k〉,
which is k independent for parabolic subbands with iden-
tical effective mass. With the extended and tight-binding
potentials V and Vtb illustrated in Figs. 1(a) and 1(b),
respectively, the tunnel coupling is approximately de-
scribed by the matrix element 〈i,k|V − Vtb |j,k
′〉. This
expression becomes 0 for k 6= k′ since V and Vtb only
depend on z, and is given by ~Ωij for k = k
′, with
the Rabi frequency Ωij = 〈ψi|V − Vtb |ψj〉 /~. Thus,
in our model given by Eq. (1), incoherent tunneling only
occurs between states with identical k.22,33,56,57 Further-
more, since in our approach this effect is only considered
across thick barriers separating the individual modules,
Ωij is nonzero only for the state doublets spanning these
barriers.39
In the following, interference effects between different
tunneling transitions involving the same subband i to
the left or j to the right of the barrier are neglected,
i.e., only the terms containing Ωij are kept in the sum of
Eq. (1b).58 The stationary solution of Eq. (1) is obtained
by setting dt = 0, which yields
0 =
∑
(j,k′) 6=(i,k)
rj,k′→i,kρjj,k′ − ri,kρii,k
+
∑
j
(ρjj,k − ρii,k) r
t
i→j,k, (3)
with the single-electron tunneling rate from |i,k〉 to |j,k〉
given by
rti→j,k =
2Ω2ijγij,k
ω2ij + γ
2
ij,k
. (4)
Equation (3) is compatible with the EMC framework,
since the tunneling rate given in Eq. (4) can be straight-
forwardly implemented as a pseudo-scattering mecha-
nism. For calculating Ωij , we consider the asymme-
try of the structure with respect to the tunneling bar-
rier, introduced by the module design and the applied
bias, by using the improved formula (~Ωij)
2
= 〈ψi|V −
Vtb |ψj〉 〈ψi|V −V
′
tb |ψj〉. Here, V
′
tb and Vtb are the tight-
binding potentials of the modules to the left and right
of the tunneling barrier, respectively [see Fig. 1(b)].59,60
Pauli blocking is accounted for by considering the final
state occupation probability fj,k in the form of an ad-
ditional factor (1− fj,k) in Eq. (4). This correction can
be implemented into the DM-EMC algorithm by using
the rejection method.61 A time dependent inclusion of
light-matter interaction in Eq. (1) leads to similar terms
as for tunneling, with the Rabi frequency now depending
on the optical field strength. Within the rotating wave
approximation, the photon-induced transition rates can
be derived in a similar way as Eq. (4), again featuring a
Lorentzian energy dependence and k conservation.50,62,63
These rates are then included in Eq. (3) in the same way
as rti→j,k, and a self-consistent evaluation of optical tran-
sitions can be achieved by coupled carrier transport and
optical cavity field simulations.50,63 As for Eq. (4), quan-
tum interference effects between different optical transi-
tions sharing a common level are neglected in the deriva-
tion of the photon-induced transition rates, as well as
interferences between optical and tunneling transitions.
We note that the latter can lead to a splitting of the gain
spectrum into two lobes,37,38,64 which is not included in
the model presented here.
As a consequence of k conservation for tunneling in
Eq. (1), energy is not conserved for state doublets with
ωij 6= 0.
37 Energy conservation can be restored by includ-
ing higher order corrections which give rise to scattering-
assisted tunneling.56,65,66 Since only doublets with small
energy difference ~ |ωij | contribute significantly to the
tunneling transport across the thick barriers, as can
be seen from Eq. (4), the assumption of k conservation
involved in Eq. (4) has been proven to work well for
QCLs.22,33,45
B. Modeling of dephasing rates
The dephasing rates γij,k in Eq. (4) are calculated
based on Ando’s model,51,52,67 which is compatible with
EMC, and thus also with the DM-EMC approach en-
visaged here.46 Ando’s model has already been success-
fully used for QCL simulations based on simplified DM
methods,38,39,66 advanced DM approaches accounting for
the in-plane electron dynamics,35 and NEGF.24,68 In
Ando’s approach, the dephasing rate is given by51,52
γij,k = (γi,k + γj,k)/2 + γ
′
ij,k. (5)
The first term corresponds to the lifetime broadening
already implemented in our EMC approach,19 which is
computed based on the outscattering rate from state
|i,k〉 into other subbands,
γi,k =
∑
j 6=i
∑
k′
ri,k→j,k′ . (6)
We note that Eq. (6) deviates from ri,k defined in Eq. (2)
in that Eq. (6) excludes intrasubband scattering, which
is in Eq. (5) accounted for by the so-called pure dephas-
ing contribution γ′ij,k. For calculating the tunnel reso-
nance linewidth, Eq. (6) contains all scattering mecha-
nisms considered in the rates rj,k′→i,k of Eq. (1), i.e., the
tunneling rate itself is not included in Eq. (6). Equation
4(5) can also be used to calculate the linewidth of optical
transitions, which are described by a density matrix ap-
proach similar to Eq. (1),62 with stationary rate solutions
analogous to Eq. (4).50,63 In this case, the lifetime broad-
ening computed with Eq. (6) considers all scattering con-
tributions with the exception of the stimulated optical
transition rates, but including the tunneling rates given
by Eq. (4). As mentioned in Section IIA, our approach
neglects coherences between optical and tunneling tran-
sitions, which can for example lead to a splitting of the
gain spectrum into two lobes.37,38,64
In Eq. (5), intrasubband contributions to broadening
are accounted for by the pure dephasing rate γ′ij,k, given
by52
γ′ij,k =
π
~
∫∫
d2k′
{
N (k)
〈
|〈ik′|V ′ |ik〉 − 〈jk′|V ′ |jk〉|
2
〉
× δ [ε (k)− ε (k′)± ~ω0]
}
. (7)
Here, ~ denotes the reduced Planck constant, N(k) =
S/ (2π)
2
is the 2D density of states in k space with the
in-plane cross section area S, V ′ denotes the scattering
potential, ε is the kinetic energy, and δ denotes the Dirac
delta function. Furthermore, ~ω0 corresponds to the lon-
gitudinal optical (LO) phonon energy for phonon absorp-
tion (+) and emission (-), and is set to 0 for elastic scat-
tering processes. Lastly, 〈. . . 〉 denotes statistical averag-
ing over the distribution of scatterers. In this approach,
the total broadening is obtained as the sum of each in-
dividual broadening mechanism.51 Equation (7) assumes
parabolic subbands with identical effective masses, but
can be generalized to the nonparabolic case.51,66 Since
we use Eq. (7) for optical as well as tunneling transitions,
we re-emphasize that optical transitions within a module
occur between energy eigenstates, while tunneling is here
described in the localized representation based on eigen-
states of the so-called pseudospin Hamiltonian,69 which
should however not affect the validity of Eq. (7).
For calculating γ′ij,k, we only consider ionized impu-
rity and interface roughness scattering, since contribu-
tions due to electron-electron and LO phonon scattering
have been found to be negligible as the corresponding ma-
trix elements largely cancel in Eq. (7).46 While Ando’s
derivation of Eq. (7) explicitly excludes effects due to
electron-electron interactions,67 it could be theoretically
shown that for transitions between parabolic subbands
with identical effective masses, the lineshape is barely af-
fected by electron-electron interactions beyond intersub-
band electron-electron collisions.70,71 Also the contribu-
tion of LO phonon scattering to pure dephasing in quan-
tum well structures was investigated in detail, and found
negligible even at room temperature.51,72 We have veri-
fied for selected tunneling and optical transitions that the
LO phonon contribution to pure dephasing51,66 is indeed
negligible for the QCL designs considered here, as further
discussed in Section III B. Assuming in-plane isotropy,
we introduce k = |k|, k′ = |k′|, ε = ~2k2/ (2m∗) with
effective mass m∗, ε′ = ~2 (k′)
2
/ (2m∗), and the angle θ
between k and k′. Setting ω0 = 0 for elastic processes,
Eq. (7) then becomes with 〈ik′|V ′ |ik〉 = V ′ (i, k′, k, θ)
γ′ij,k =
Sm∗
4π~3
∫ 2pi
0
dθ
〈
|V ′ (i, k, k, θ)− V ′ (j, k, k, θ)|
2
〉
.
(8)
1. Interface roughness scattering
The matrix element for interface roughness scattering
is with q = k− k′ given by5
〈jk′|V ′ |ik〉 = ±
Vo
S
ψi (z0)ψ
∗
j (z0)
∫
d2r∆(r) exp (iqr) ,
(9)
where z0 denotes the average interface position and ∆ (r)
is the local deviation of the interface as a function of the
in-plane coordinates r = [x, y]. Vo denotes the band off-
set, and the ”+” (”−”) sign corresponds to a barrier
(well) located at z < z0. The interface roughness is typi-
cally described by a Gaussian autocorrelation function73
〈∆(r)∆ (r′)〉 =
1
S
∫
∆(r)∆ (r+ d) d2r
= ∆2 exp
(
−
d2
Λ2
)
(10)
with d = r′− r, where ∆ and Λ denote the average root-
mean-square roughness height and in-plane correlation
length, respectively. Using Eqs. (9) and (10), we obtain
|〈ik′|V ′ |ik〉 − 〈jk′|V ′ |jk〉|
2
=
V 2o
S2
∣∣∣∣
∫
d2r∆(r) exp (iqr)
∣∣∣∣
2 [
|ψi (z0)|
2
− |ψj (z0)|
2
]2
=
V 2o
S
π∆2Λ2 exp
(
−
1
4
Λ2q2
)[
|ψi (z0)|
2
− |ψj (z0)|
2
]2
.
(11)
Additionally summing over all interfaces located at posi-
tions zn, Eq. (8) becomes
γ′ij,k = γ
′
ij,k =
V 2o ∆
2Λ2m∗
2~3
∑
n
[
|ψi (zn)|
2
− |ψj (zn)|
2
]2
×
∫ pi
0
dθ exp
(
−
1
4
Λ2q2
)
, (12)
with q2 = 2k2 (1− cos θ). The integral can be evaluated
analytically,
∫ pi
0
dθ exp
(
−
1
4
Λ2q2
)
= π exp
(
−
1
2
Λ2k2
)
I0
(
1
2
Λ2k2
)
,
where Iν is the modified Bessel function of the first kind.
52. Impurity scattering
The matrix element for impurity scattering is given by
〈jk′|V ′ |ik〉 = −
e2
2ǫqS
∫ ∞
−∞
ψi (z)ψ
∗
j (z) exp (−q |z − z
′|) dz,
(13)
where ǫ is the permittivity, z′ denotes the z component
of the impurity position, and e is the elementary charge.
We then obtain〈
|〈ik′|V ′ |ik〉 − 〈jk′|V ′ |jk〉|
2
〉
=
e4
4ǫ2q2S
fij (q) , (14)
where
fij (q) = Fii (q)− 2Fij (q) + Fjj (q) ,
with
Fij (q) =
∫
dz′ nD (z
′)
[∫ ∞
−∞
|ψi (z)|
2
exp (−q |z − z′|) dz
]
×
[∫ ∞
−∞
|ψj (z)|
2
exp (−q |z − z′|) dz
]
. (15)
Here we have integrated over the doping concentration
nD (z) to include the effect of all ionized impurities.
The pure dephasing rate is with Eq. (8) and q (θ) =
21/2k (1− cos θ)1/2 given by51
γ′ij,k = γ
′
ij,k =
e4m∗
8π~3
∫ pi
0
dθ
fij
[
21/2k (1− cos θ)1/2
]
2k2 (1− cos θ) ǫ2
.
(16)
Screening can for example be considered in the random
phase approximation (RPA), resulting in modified ma-
trix elements.74 Simplifications of the RPA, such as the
single subband screening model, result in a description
of screening in terms of a constant inverse screening
length qs, which is introduced by formally substituting
ǫ→ ǫ (1 + qs/q) in Eqs. (13), (14) and (16).
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III. RESULTS AND DISCUSSION
In the following, we present simulation data obtained
with a DM-EMC approach, developed from our well-
proven semiclassical EMC simulation tool by imple-
menting incoherent tunneling based on localized wave-
functions and a self-consistent pure dephasing model,
as described in Section II. Pauli blocking is consid-
ered for all scattering mechanisms based on a rejec-
tion technique,61 and non-equilibrium phonon distribu-
tions (“hot phonons”) are explicitly taken into account.14
For electron-electron interactions, an advanced model in-
cluding screening effects in random phase approxima-
tion as well as electron spin is used.75 For impurity
scattering, screening is considered based on the modi-
fied single subband model,74,75 and for LO phonon scat-
tering, screening is also taken into account.76 Impor-
tantly, our approach accounts for the coupling of the
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FIG. 2. Conduction band profiles and probability densities
of the investigated (a) four-well and (b) two-well THz QCL
designs at a bias of 10 kV/cm and 13 kV/cm, respectively.
The main upper and lower laser level are marked by thick
lines. The rectangles denote a single QCL period.
carrier transport to the optical intensity evolution, al-
lowing for a self-consistent simulation of photon-induced
electron transport and lasing.18,50,63 Iterative DM-EMC
and Schro¨dinger-Poisson simulations are performed until
the electron transport and lasing field converge to steady
state.
We apply the DM-EMC approach to two different
THz QCL designs, the four-well LO phonon depopu-
lation structure already shown in Fig. 1 where we fo-
cus on the design G951 with a sheet doping density
of 1.2 × 1010 cm−2,53 and a two-well photon-phonon
structure.77 The conduction band diagrams of the two
structures at lasing bias, obtained with a tight-binding
Schro¨dinger-Poisson approach, are shown in Fig. 2.
We routinely consider four QCL modules, assuming
periodic boundary conditions for the first and last one,78
and simulate the coupled evolution of the carrier trans-
port and optical cavity field over 70 ps to ensure conver-
gence to steady state, using an ensemble of 10, 000 elec-
trons. As pointed out in Section I, our main motivation
behind DM-EMC is to increase the reliability and versa-
tility of conventional EMC without sacrificing its relative
computational efficiency. Our Fortran implementation of
DM-EMC requires about 25 minutes on a single thread
of an Intel Xeon X5660 processor with a clock speed of
2.8GHz for both the two- and the four-well design. The
required memory is about 100MB for the two-well and
150MB for the four-well design per bias point, allowing
parallel simulations of many bias points on a high per-
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FIG. 3. Comparison of simulated and experimental current-
voltage characteristics for the four-well THz design at a lattice
temperature of 77K. Shown are simulation results obtained
with EMC and DM-EMC, and experimental data extracted
from Ref. 53.
formance server. This computational load is dominated
by the evaluation of the scattering processes, and thus
comparable to that of conventional EMC simulations.
A. Current-voltage characteristics
In Fig. 3, the DM-EMC result for the current-voltage
characteristics of the four-well THz QCL design is com-
pared to semiclassical EMC results and available exper-
imental data. DM-EMC shows good overall agreement
with experiment. The computed peak current density
is 0.48 kA/cm2 at a bias of 10.5 kV/cm, as compared
to 0.57 kA/cm2 at 9 kV/cm for the experiment. The
slight deviations between simulation and measurement
can partly be attributed to growth deviations of the ex-
perimental structure.53 Furthermore, the exact amount
of cavity loss is somewhat uncertain, since theoretical
values extracted from waveguide modeling deviate sig-
nificantly from experimental results obtained for simi-
lar QCL structures.53 For our simulations, we assume
waveguide and mirror power loss coefficients of 4 cm−1
and 3 cm−1, respectively, and a field confinement factor
close to 1.53,79,80 The peak current density obtained by
EMC in the lasing region is 0.86 kA/cm2, significantly
surpassing the experimental result. Furthermore, EMC
produces a distinct spurious current spike of 1.17 kA/cm2
at 7.6 kV/cm, which is almost four times higher than the
experimental value of 0.31 kA/cm2 at this bias. Such
current spikes are well known artifacts of semiclassical
EMC simulations,11,48,81 emerging at biases in the vicin-
ity of small anticrossings. This scenario typically occurs
for pairs of coupled states extending across thick injec-
tion barriers, which would in the semiclassical picture
enable instantaneous electron tunneling across the bar-
rier without resistance.22 This situation is illustrated in
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FIG. 4. Comparison of simulated and experimental current-
voltage characteristics for the two-well THz design at a lattice
temperature of 10K. Shown are simulation results obtained
with EMC and DM-EMC, and experimental data extracted
from Ref. 77.
Fig. 1(a), where the corresponding extended wavefunc-
tions are marked by bold lines. A suitable description of
the tunneling transport is provided by the density matrix
formalism of Section IIA, combined with the correspond-
ing tight-binding wavefunctions as shown in Fig. 1(b).
Here, tunneling is mediated by the coherent interaction
between the left- and right-localized state, dampened by
dephasing processes which can be modeled as described
in Section II B.
For further validation of DM-EMC, we have applied
this approach to a two-well photon-phonon THz QCL
design. Figure 4 contains the obtained current-voltage
characteristics, along with the corresponding EMC and
experimental results. For the simulation, we have as-
sumed a total resonator loss coefficient of 15 cm−1, and
again a field confinement factor close to 1.77,80 The DM-
EMC result agrees well with the experimental data, with
an additional bump at around 9 kV/cm. Notably, such a
feature has also been observed in NEGF simulations of
this structure at the same bias, where it is attributed to
tunneling through two barriers.31 The EMC simulation
produces too low currents up to a bias of 8 kV/cm and
too high values above, caused by several extended current
spikes which are due to narrow anticrossings of coupled
states extending across the thick injection barrier.
B. Dephasing rates and subband electron distributions
Figure 5(a) contains the pure and total dephasing rates
as a function of kinetic electron energy ε for the coupled
state doublet mediating the tunneling transport across
the injection barrier of the four-well design, marked in
Fig. 1(b) by bold lines. The pure dephasing is obtained
as a sum of the interface roughness and the impurity con-
tribution, Eqs. (12) and (16). The total dephasing rate
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FIG. 5. (a) Pure and total dephasing rate as a function of
kinetic electron energy for the resonant tunneling transition
across the thick barrier of the four-well QCL design at a bias of
7.6 kV/cm and lattice temperature of 77K. (b) Occupation
probability of the involved states, marked by bold lines in
Fig. 1(b).
additionally contains the lifetime broadening contribu-
tion, computed based on the outscattering rate to states
in other subbands.19 The occupation probabilities f (ε)
of the two subbands involved in the tunneling transition
are shown in Fig. 5(b) on a logarithmic scale.
In one-dimensional DM QCL simulation
approaches,37–40,64 the kinetic electron energy is
not explicitly taken into account, and dephasing between
two subbands i and j is often considered by an effective
rate γij = (γi + γj) /2 + γ
′
ij , where γi and γj are the
inverse electron lifetimes in subbands i and j. The
pure dephasing component γ′ij is typically treated as
an empirical or fitting parameter,22,37,38,64,82 but can
also be obtained from Ando’s model in Section II B by
averaging over the inversion between the corresponding
subbands.46,68 Assuming in-plane isotropy, we obtain
with the in-plane wavevector k, the kinetic electron
energy ε = ~2k2/ (2m∗) and k = |k|
γ′ij =
∑
k
γ′ij,k |fi,k − fj,k|∑
k
|fi,k − fj,k|
≈
∫
kdkγ′ij,k |fi,k − fj,k|∫
kdk |fi,k − fj,k|
=
∫
dεγ′ij (ε) |fi (ε)− fj (ε)|∫
dε |fi (ε)− fj (ε)|
. (17)
For the case depicted in Fig. 5, Eq. (17) yields a pure de-
phasing rate γ′ij = 4.62 ps
−1 and a lifetime broadening
contribution of 1.74 ps−1, resulting in γij = 6.36 ps
−1.
Next, we investigate dephasing in the four- and the two-
well QCL design at the lasing biases considered in Fig. 2.
For the pair of tunneling states with the narrowest an-
ticrossing, we obtain γ′ij = 2.04 ps
−1, γij = 2.69 ps
−1
for the four-well structure, and γ′ij = 2.02 ps
−1, γij =
3.82 ps−1 for the two-well design. These obtained values
of γ′ij are consistent with the expected pure dephasing
times
(
γ′ij
)−1
∼ 0.3..1 ps, deduced from measurements
and fits to experimental data.22,37,38,46 For the main las-
ing transition, the dephasing rates are γ′ij = 0.24 ps
−1,
γij = 2.37 ps
−1 for the four-well structure, and γ′ij =
0.75 ps−1, γij = 3.17 ps
−1 for the two-well design, corre-
sponding to full width at half-maximum Lorentzian gain
bandwidths γij/π of 0.76THz and 1.01THz, respectively.
As expected, for the lasing transitions pure dephasing
has a much smaller impact than for the tunneling trans-
port across thick barriers,38 justifying the use of lifetime
broadening approaches to calculate spectral gain band-
widths in QCLs.19 One reason is that the pure dephasing
contribution γ′ij tends to become small if there is a con-
siderable overlap between the corresponding wavefunc-
tions, e.g., for vertical lasing transitions, since then the
matrix elements in Eq. (7) partially cancel.38 With sheet
doping densities of 1.2×1010 cm−2 and 1.5×1010 cm−2 for
the four- and two-well design, respectively, and assuming
typical interface roughness parameters of ∆ = 0.12 nm,
Λ = 10 nm,83 the pure dephasing rates given above are
dominated by impurity scattering, which contributes at
least 70% to γ′ij . Additionally, we have verified that an
inclusion of LO phonons would have modified above val-
ues of γ′ij by less than 4%, justifying the omission of LO
phonon contributions for the evaluation of pure dephas-
ing in such types of QCL designs.46 Instead of computing
the lifetime broadening contribution (γi + γj) /2 from the
inverse electron lifetimes γi and γj in subbands i and j,
respectively, an alternative approach would be to take the
corresponding term (γi,k + γj,k)/2 from Eq. (5), and av-
erage it in the same way as γ′ij,k, by using Eq. (17). This
leads to different results for transitions between subbands
with non-identical electron temperatures or even non-
thermal kinetic energy distributions. However, for the
examples discussed above, both approaches yield similar
values for the total linewidth γij to within 10%.
The electron distributions of the localized tunneling
states shown in Fig. 5(b) are for a bias of 7.6 kV/cm,
where a narrow anticrossing of these states occurs (see
Fig. 1). Here, almost all electrons in this subband dou-
blet are localized to the left of the barrier, which is
the opposite scenario as assumed in the semiclassical
picture, where instantaneous tunneling results in equal
population distributions to the left and the right of the
barrier.22 This observation is consistent with the break-
down of semiclassical EMC at this bias point, leading to
the current spike shown in Fig. 3. In Fig. 6, the sub-
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FIG. 6. Subband electron distributions at lasing bias for the
four-well QCL design at operating temperatures of (a) 10K
and (b) 147K, and for the two-well design at (c) 10K and (d)
125K. The applied bias fields and line coding of the subbands
are as in Fig. 2(a) and (b), respectively.
band electron distributions of the four- and the two-
well design are displayed at lasing bias for low (10K)
and the maximum experimentally achieved (147K and
125K,53,77 respectively) operating temperatures. For the
four-well structure, there are considerably less electrons
in the right-localized tunneling state [the third highest
occupied level in Fig. 6(a) and (b)] than in the closely
aligned left-localized state (the highest occupied level),
similarly as for the case shown in Fig. 5(b). Again, the
current density obtained with EMC at the correspond-
ing bias point of 10 kV/cm in Fig. 3 is too high since
the piling up of electrons behind the thick barrier is not
contained in the semiclassical description. By contrast,
for the two-well design the occupation in both tunneling
states [the two highest occupied levels in Fig. 6(c) and (d)]
is comparable, and the EMC result for the current den-
sity at the corresponding bias of 13 kV/cm in Fig. 4 agrees
well with the DM-EMC simulation. Equivalent electronic
subband temperatures can be extracted from the expec-
tation values of the kinetic electron energy.76,84 These are
in the range of 121K − 145K [Fig. 6(a)], 160K − 199K
[Fig. 6(b)], 116K − 127K [Fig. 6(c)], and 154K − 165K
[Fig. 6(d)], significantly exceeding the lattice temperature
(which corresponds to the operating temperature at low
duty cycles). This is the well known hot electron ef-
fect, which has also been experimentally observed for
resonant phonon THz QCLs.85 We note that the sub-
band electron distributions deviate, in part, significantly
from heated Maxwellian distributions. In particular, the
lower laser level distribution of the two-well structure
[third highest occupied level in Fig. 6(c) and (d)] is highly
non-Maxwellian, since its energetic distance of 33.5meV
to the ground level is below the LO phonon energy of
36meV. Consequently, the LO phonon depopulation
channel is blocked for electrons at the bottom of the
lower laser level. While, as mentioned above, the pil-
ing up of electrons behind thick tunneling barriers can
only be modeled by considering quantum coherence ef-
fects, hot electrons and non-Maxwellian subband carrier
distributions are also adequately described by semiclas-
sical simulations.12,78,84,86,87
IV. CONCLUSION
In conclusion, we have presented a DM-based method
to self-consistently include incoherent tunneling into the
EMC framework for QCL simulations. The resulting
DM-EMC approach maintains the strengths of EMC,
such as its relative computational efficiency and the in-
clusion of intercarrier scattering as well as carrier-light
coupling, while partially curing the main shortcoming of
semiclassical QCL modeling techniques, i.e., the omis-
sion of quantum coherence effects. Out of these, tunnel
coupling between state doublets spanning thick barriers
plays an eminent role. For narrow anticrossings of the
tunneling states, as especially occur in THz QCL designs
with thick injection barriers, a semiclassical treatment
can even break down completely, which manifests itself
in the emergence of an artificial spike in the current-
voltage characteristics. By a self-consistent implemen-
tation of tunnel dephasing based on Ando’s model, we
have in our approach eliminated the need for empiri-
cal dephasing times. We have validated our simulation
scheme against experimental data for a two- and a four-
well THz QCL design, clearly demonstrating the supe-
riority of DM-EMC over conventional EMC for those
structures. The developed approach is not only relevant
for steady-state QCL simulations, but will also be useful
for Maxwell-Bloch-type modeling of the QCL dynamics
where a coupling to steady-state carrier transport simu-
lations can yield the required scattering and dephasing
rates.64,88
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