Abstract. Kronrod extensions to two classes of Gauss and Lobatto integration rules for the evaluation of Cauchy principal value integrals are derived. Since in one frequently occurring case, the Kronrod extension involves evaluating the derivative of the integrand, a new extension is introduced using n + 2 points which requires only values of the integrand. However, this new rule does not exist for all n. and when it does, several significant figures are lost in its use.
1. Introduction. In this paper we shall consider Kronrod extensions (KE) to integration rules based on Gauss and Lobatto points for the evaluation of Cauchy principal value (CPV) integrals of the form fix) vyx) 1 Since the existence theory of KE's for regular integrals insures such extensions for only certain classes of weight functions, w(x), we shall restrict our attention here to the most important class, namely w(x) = (1 -x2y~x/2, where 0 < p < 2 in the Gauss case and -\ < p < 1 in the Lobatto case [9] . (The only other relevant weight functions are the Jacobi weight functions w(x) = (1 -x)a(l + x)& with a = \, -i < ß < : or ß = y -\ < a < f and w(x) = ]/\ -x2 /(I -rx2), -oo < r < 1 [5] .) For our case, w(x) = (1 -x2)M_1/2, the corresponding orthogonal polynomials are the Gegenbauer polynomials C (x) (usually written C£(x)) which have the following normalization [11, p. 174 ] (2) ( w(x)C(x)Cmil(x)dx = 8"mhnil, where (3) hn)i = fT(n + 2p)r(p + {)/ (n + u)n!r(p)r(2p), which implies that C -knflx" + ■ ■ ■, where (4) fc"" = 2«r(« + p)/n!r(u).
Cnti(x) is even (odd) if n is even (odd). Special cases of Cnii(x), perhaps with a different normalization, are Tn(x), the Chebyshev polynomials of the first kind (ju = 0), P"(x), the Legendre polynomials (/t, = j), and Un(x), the Chebyshev polynomials of the second kind (p = 1). The C (x) satisfy the following differential equation (5) (i -x2)c;;(x) -(2p + i)xc";(x) + «(« + 2p)c"M(x) = o, and the recurrence relation (6) (n + l)C"+]Jx) = 2{n + ix)xCn)L(x) -(n + 2p -l)C"_xJx), n = 0,1.
withCOl¡(x)^l,C_xJx) = 0.
We shall now consider integration rules approximating /(/; A) as well as rules approximating //= j\w(x)f(x)dx, since the latter are intimately connected with the former as we shall see. We shall say that an integration rule is of exact precision N (EP -N) if it is exact for all polynomials of degree < N and if there exists a polynomial of degree N + I for which the integration rule is not exact. While in many cases, more exact information about the integration error exists, the value of the EP is sufficient for our purpose.
The «-point Gauss-Gegenbauer integration rule (GGIR) approximating //is given by (7) GG"f= 2 *//(*/). EP = 2n-\, i = i where we have omitted the dependence of wj and x, on p and n. The abscissas x, are the zeros of Cn([x), and the weights w¡, as well as the weights in the next three integration rules, are interpolatory weights to be discussed below. The LobattoGegenbauer integration rule (LGIR) with EP -2n -1 has n + 1 points and is given by M+l (8) LGn+xf= 2 *,/(*,), i = i
where the x, are the zeros of Cn+X ¡l+x = (1 -x2)C"_, +1. The KEGGIR is given by (9) KGGJ= Íu,f(x,)+ 2vif(yl), i=i with EP 3« + 1, n even, 3«+ 2, «odd, 0<p<2,p*l, An-1, p = 0, 4« + 1, p= 1.
The y¡ are the zeros of the Szegö polynomial En+X (x), which we shall treat in Section 2. For the moment we state a result of Szegö [10] that, for 0 < p =£ 2, the y¡ are real, lie in [-1,1], and are separated by the x,. (For ¡x ¥^ 0, the yi lie in (-1,1) .)
The corresponding KELGIR is given by n+\ n (10) KLGn+xf= 2 ",/(*,)+ S«,/U)» i=i i=i
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where the y, are the zeros of E" )l+ ,(x), and 3«. n odd, EP k <p< l.u¥=0, 3« + 1. n even. 4« -1, u. = 0.
As mentioned above, the weights in rules (7)- ( 10) are interpolatory weights defined as follows: Consider the not necessarily monic polynomial
where the z, are the integration points of a particular rule and yN is the leading coefficient of PN(x). The weight a, corresponding to the point zi is given by
This can also be written as a, = QN(z¡)/P'N(z¡), where the 'function of the second kind' QN(t) is defined by
The error ENf'm the interpolatory integration rule may be written as As above, EP = N -1 unless ÔN(A) = 0 which will occur only for a finite number of values of A. Thus, in this approach there is no advantage to Gauss points over any other set of integration points for arbitrary A since, for any set of N distinct points, EP -N -1. However, for those A such that £>V(A) = 0, Gauss rules will be superior as we shall see.
To improve on this situation, we define a second class of interpolatory rules for CPV integrals, where we interpolate at the point x = A in addition to the points z,.zN.
If we define Pv+,(x) = (x -X)PN(x) and z0 = A assumed distinct from z,.zv, we have QNUt)
while for i = 0
By comparing ÊN+X(f; A) with ENf in (14), we conclude that the EP of (19) is 1 +£Pof(14).
If A = Zj, for some/, we can again apply a limiting process to get the following rule, which turns out to have a different structure from (19) in that it involves a derivative. Thus, writing The formulas for RN(f; X) and RN+X(f; X) derived above are not new. See, for example, Section 3.2 in the survey paper by Gautschi [3] and the references cited therein. (Note that Gautschi's formulas refer to f(f(x)/(X -x))dx = -/(/; A).) In Section 3, we shall recover the known Gauss and Lobatto type rules for CPV integrals by specializing PN(x) to the appropriate set of points. In addition we shall derive KE's of these rules. Now, in contrast to the application of KE's to usual GGIR's and LGIR's, it may turn out that in the CPV case the rule RN+x(f;X) based on Gauss or Lobatto points does not involve a derivative, whereas the corresponding KE does, so that the KE has a different structure. This is not a rare situation! In fact, it will invariably occur when we approximate /(/; 0) by a Gauss or Lobatto rule using an even number of points, which implies that the rule is of the form (19), whereas the KE which has x = 0 as one of the integration points will be of the form (28). Furthermore, for w(x) = 1, the most important case, any CPV integral /(/; A) can be reduced to the sum of a regular integral and I(g; 0) for some g closely related to /. Since it is not always convenient to evaluate derivatives, we investigate in Section 4 another possibility for extending 2«i-point Gauss and Lobatto rules by adding 2m + 2 points rather than 2m + 1 points as in the Kronrod case, thus avoiding the point x = 0. We shall define a polynomial È2m+2 (z) closely related to the Szegö polynomial E2m+X i[z), whose zeros are the required integration points. However, it turns out that E2m+2 (x) does not always have 2m + 2 real zeros, and when it does, the ensuing integration rule loses a few significant figures, the number increasing with «. As a byproduct of our investigation we get a partial answer to the question of the existence of KE's for Gauss rules with respect to the Jacobi weight functions w(x) = (1 -x)"(l + x)ß with a = -■£, -i < j8 < §, ß =£ {* and/?= -y -| <a< \,a i-\. While this paper is mostly of a theoretical nature, we believe that the results presented have practical implications for the computation of CPV integrals. The use of Gauss-Kronrod pairs in numerical integration is well established by now [3, Section 2.1.2], [5] , so that the extension to CPV integrals is only natural. There is a considerable literature on numerical evaluation of CPV integrals; see, for example, the survey [8] . Automatic programs have been published by Piessens et al. [7] and in QUADPACK [6] , the latter program also appearing in the NAG library. However, these programs are for a single CPV integral. The Gauss-Kronrod approach is much more efficient when we wish to evaluate /(/; A) for a series of values of A in (-1,1) . Then, provided we choose a Gauss-Kronrod pair with abscissas not too close to the A of interest, we have a useful tool for computing CPV integrals together with error estimates.
where ,"* .
so that in this case
If A is close to one of the integration points, the formulas for RN(f; X) and Pn+\(/' X) are numerically unstable. For a stable way to evaluate R/^(f', A) in the Gauss case, see [3, Section 3.2.3] . Unfortunately, this process does not carry over to the Kronrod extension, so that to preserve accuracy in this case, one must use higher precision arithmetic. For RN+X(f; A), Elliott and Paget [2] give an algorithm similar to that for RN(f; X) for use in the Gauss case. A close inspection of this algorithm reveals that it requires the computation of (f(z,) -f(X))/(z, -A) for all abscissas z,. If this term can be computed accurately for all z,, then the rule RN+l(f; X) can be rewritten in such a way as to require computation of a similar term so that the Kronrod extension is no more unstable than the Gauss rule. Thus, if A is close to Zj for some/, then, referring to (23)-(25), we have that /W/;X)= 2 «/,/(*,)+ ,=i W^'n^x-z,/T he computation of the last term requires the same care as that of (/(*,)-/(X))/(x,-X).
2. The Szegö Polynomials E"+x . In this section, we recall from [9] the properties of the polynomials En+X , which we shall need to give explicit expressions for the weights of the KE's of the Gauss and Lobatto based integration rules for CPV integrals. We shall also need some of these properties to study the related polynomial É2m+2 , which we shall introduce in Section 4.
We have the following representations: As is well known, the Qnti(t) also satisfy the recurrence relation (6) with Q0li(t) = 1(1; t) and Q]ß(t) = 2p[tQ0¡l(t) + A0(J. Furthermore g^ G C'(-l, 1).
The Weights in the Integration Rules for CPV Integrals. By identifying PN(x)
with the appropriate polynomial, we get explicit expressions for the weights b, and d¡ in the rules RN(f;X) and RN+x(f',X) as well as information about the exact precision of these rules. Thus, if we set PN(x) = CnfL(x), the first Gauss-based rule becomes, for X ¥= x,, (41) with its KE (43) for the important case X = 0 and « even = 2 m, we see that since Q2m (0) = 0, the rule in (41) reduces to GG"(f/x), ignoring the fact that we are dealing with a CPV integral. In the corresponding KE, we are not so fortunate inasmuch as u* and of do not vanish for X = 0 because of the 5 component. However, since yj -0 for some / in the KE of an even-point rule, we see that the coefficient of /(0) vanishes so that the KE contains only 2« rather than 2« + 1 points. As for the error, in (41), as we shall see, EP = 2« and this is also the EP of the KE so that nothing is gained in this case. Of course, for arbitrary X, when Q"(X) ^ 0, the KE increases the EP from « -1 to 2«, but as we have indicated above, this could have been achieved by any (« + l)-point extension to any «-point interpolatory rule.
In the Lobatto case, we set PN(x) = C"+X¡t+X(x) = (1 -x2)C"_, ^+,(x) and get a similar set of formulas. Thus, for A ¥= x,,
,._, c\ Hx)C"+Ull+x(x) _ + k"-i.ß+\f -73^-f[x\.x"+x,x\dx, where the w, and x, are as in (8) . In the case X = x, for some j such that C"_,,"+,(*,-) = 0 (X 7fc± 1 since /(/; X) is only defined for X G (-1,1) ), the coefficient otf(Xj) is replaced by Q'l,-\,fi+\(xj)/(l -xj)Cñ-X>ll+x(x¡). For the KE of this rule, PN(x) = C"+ Uli+x(x)Enil+x(x), and we have for X ^ x,,y, The same remarks as above about the error for general X apply here too, in that in (47) EP = n and in (48) EP = 2«. Similarly, the special case X = 0 and « odd leads to the same conclusions as in the Gauss case. We now turn to the rule RN+X(f; X) and its error term EN+X(f; X). In the Gauss case, we have that for X ^ x, Here we have an extension which involves f'(yf) -f'(X), whereas the Gauss formula did not involve/'(X) at all. This is a serious drawback of this extension since it occurs in the frequent case where X = 0 and we use an even Gauss rule (also called symmetric pairing) in which case the KE contains an odd number of points including one at x = 0 = X. In Section 4, we shall suggest an alternate extension which sidesteps this problem. +*,,-..,+1/_1m*)(i-*2k;-i,i+,(*)
Returning to RN+X(f; X), we list now the formulas in the Lobatto case and the corresponding KE's. For X ¥= x¡, we have As for the KE, the three forms are, first for X ¥= x,, y¡,
The EP of (59) is equal to 1 + EP of KLGn+, /.
If X = x where C"_, +I(x ) = 0, the sum üjf(xj)/(xJ -X) + vQf(X) must be replaced by ü /'(3c.) + üjf(Xj), where
Q+i./i+tv^yJ^B.M+tV^y) while if X = y~j, the sum ô,/(jy)/(j^ -X) + v0f(X) must be replaced by v~jf'(y¡) + 6y/(jy). where^
The remarks above about Gauss rules for I( /; 0) with « even apply here for odd «.
4. The Orthogonal Polynomials É2m+2¡ll. In this section we introduce and derive some properties of the polynomial of degree « + 2, « = 2m, Én+2 , which satisfies the orthogonality conditions Monegato [4] has shown that the polynomial £" ('2" defined above is the unique (up to a constant multiplier) polynomial of degree « + 2 satisfying (63). We now investigate the zeros of Enl2 . Since, for n even, EnX2¡¡ is an even function, it suffices to deal with the positive zeros. First we see that at the zeros y, of E»+i+> 4+2,/j'i) = -&nv Furthermore, £" , 2(X(0) = 0, so that ¿"t^ n_as a maximum or minimum at x = 0 depending on the sign of £,',', 2,/0). Since £", 2 ß(0) = as can be verified by tracing the curve of the polynomial of odd degree En+ , Thus, for «? odd, £", 2-il has a maximum at x = 0, while for even m, it has a minimum.
Let us now consider the case 0 < ju < 1. From the results in [9], we see that ä < 0. Now, if m is even, Ëm+2ji has a minimum value of -an¡¡ > 0 at x = 0. If we label the nonnegative zeros of £" + , M as 0 = y0 < yx < • • • < y", < 1, then in every interval (y¡, yi+x), Èn+2)L has an extreme point. Hence, É" + 2)í has a maximum in (j'o' J'i)' a minimum in (yx, y2),..., and, finally, a minimum in (ym-X, ym). In each interval in which Én+2 has a maximum, it has no zeros. If it has a minimum in an interval, it will have no zeros, a double zero, or two zeros there depending on whether the minimum value of En+2fi is positive, zero, or negative. Thus the maximum number of positive zeros is m, so that En+2 has at most « real zeros for m even and 0 < p < 1. On the other hand, if m is odd, En+2fl may have « + 2 real zeros and most probably does inasmuch as änii is small so that £"+2,M is indeed negative at the minimum points. In fact, the zeros of Én+l4í are quite close to the zeros of £"+1(i. For 1 < p < 2, the situation is reversed inasmuch as änfl > 0 [9], so that in every interval in which Én+2ll has a minimum there are no zeros, while when Én+2fL has a maximum there are no zeros, a double zero, or two zeros depending on whether the value of £"+2/J at this maximum is negative, zero, or positive. Thus, for m odd and 1 < p < 2, £"+2" has at most « real zeros, while for m even, E"+2)1 may, and most probably does, have « + 2 real zeros which are quite close to the zeros of £"+ 1<(l.
Before discussing the use of these results in numerical integration, we remark here that Monegato [5] has shown that (68) Élm+1¿x) = £<K+V/2-'/2)(2x2 -1) = (-\)m+iEW+l'»(\ -2x2),
where Ejfc^x) satisfies the orthogonality conditions
and P^"'ß) is the Jacobi polynomial. Our investigation therefore shows that a Kronrod extension to the Gauss-Jacobi integration rule based on the zeros of /MM+I/2.-I/2) or ,M-i/2,i!+i/2) with aii zeros in [_!_ i] cannot exist for m even and 0 < ¡i < 1 and for m odd and 1 < p < 2. For m odd and 0 < p < 1 and for m even and 1 < p < 2, KE's can probably be computed even though the theory is incomplete.
Once we have a situation where we have « + 2 zeros y, of £"+2 , we can use them to derive an extension to GGn f. We have that and x¡, u,, w, are as in (7) and (9). From (19)- (22) = tf ]--J^-t-dx -anßQ"^(t) = t[Qn¿t)En+Ulí(t) -Ôj -änßQnil(t) = Qnil(t)Ë"+2Jt) -tS^.
We are only interested in the case X ¥= x¡, y¡, since otherwise we would use the usual KE's given in Section 3. We notice that, as before, for X = 0, s0 = 0 and we have a case of symmetric pairing. Unfortunately, for the very value X = 0, for which we developed this new formula, there are problems. In Table 1 , we list some values of û and yx, the smallest positive zero of £"+2-/i for p = j, the most prevalent case.
Since the integration rule in (73) can be rewritten, for X = 0, as Table 1 show, this term can lead to the loss of several significant figures, the number increasing with increasing «. Table 1 äniLandyx, the first positive zero of En+2¡í, for ¡i = { andoddm, n = 2m 
XiEn,Li+\\Xi) an-\,ii+\ ' (i -tfK-i++M(E*++M + W++M)) ' and x,, ü,, w, are as in (8) and (10) . From (19)- (22) 
