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ABSTRACT 
Thomas, Michael Andrew, M.S.Egr., Department of Mechanical and Materials 
Engineering, Wright State University, 2011. Framework For Cohesive Model Based 
Multiscale Damage Evolution In A Fatigue Environment. 
 
 
The focus of this research is to develop a framework to track damage evolution in 
a structural model subjected to a fatigue environment.  This framework incorporates a 
micromechanical approach of continuous damage modeling, where damage in a 
homogenized representative microstructure is introduced at the continuum scale through 
the material constitutive matrix. In this research, damage in the representative 
microstructure is simulated utilizing cohesive zone models (CZM) whose properties are a 
function of the magnitude of applied stresses and the resulting separation.  In order to 
minimize the mesh dependence of the cohesive zone model an adaptive meshing 
technique is employed.  A fatigue simulation is performed to demonstrate the capability 
of the framework to predict the initiation and evolution of damage. 
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I. INTRODUCTION 
 
Motivation 
Advances in computational tools and capabilities have made it possible for the 
U.S. Air Force to plan on developing a digital twin for every aircraft platform that will 
also be subjected to the same load spectrum as the physical system.  The digital twin will 
represent the state of the physical aircraft structure in a probabilistic sense with statistical 
definitions representing manufacturing flaws, geometric tolerances, and the damage 
history.  Utilizing the aforementioned information the Probability Distribution Function 
(PDF) of the damage state at any given time can be determined.  The damage state PDF 
can then be utilized to predict the risk of failure in performing future missions, whose 
load profile is obtained from a load spectrum forecasting model. 
The digital twin of the aircraft can provide the risk of failure and the current 
damage state information to an operational model that would perform risk benefit 
analysis and determine if the structure needs to be repaired before its next deployment.  
The operational model would have the damage states and mission capability information 
for all the aircraft in the fleet.  Therefore, it will be capable of automatically prioritizing 
the maintenance of these systems and scheduling future depot visits while maximizing 
the availability of aircraft in the fleet.  This type of environment would minimize the 
operational costs to the U.S. Air Force while ensuring the maximum availability and 
mission capability of the service fleet.  These types of systems will become more and 
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more a necessity for the U.S. Air Force with the ever aging fleet and increased volatility 
in the global arena. 
The ideal scenario where the structures and computational tools communicate to 
inform the various depot’s when they are due for maintenance and which specific 
maintenance tasks will need to be performed on each individual vehicle/system will 
revolutionize the condition based maintenance program.  This is not a far-fetched idea 
and can be achieved through technological advancements in the various aspects of this 
scenario.  A load forecasting module has been developed by Guo, et al. [1] which 
determines the PDF of the applied loads based on the flight characteristics.  This 
information combined with the research performed here will enable the probabilistic life 
prediction capabilities.  The resulting estimates can directly impact the crucial decisions 
concerning aircraft capability and usage for any given future mission.  Figure 1 illustrates 
the broad scope for a probabilistic damage prediction process.  The failure mode effects 
and the criticality analysis of the structural systems, presented in Figure 1, have already 
been developed by Penmetsa, et al. [2]. 
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Figure 1: Vision for Aircraft Risk Assessment. 
 
The purpose of this research is to develop the framework necessary to perform the 
Probabilistic Cohesive Zone Based Structural Analysis and the Probabilistic Damage 
State Predictions, as seen in Figure 1.  As shown in Figure 1, the damage states will be 
modeled using the cohesive traction separation law and the degraded model parameters 
will represent the evolution of damage in the model, due to fatigue. 
 A critical component of structural safety in airframes is the modeling and 
understanding of fatigue.  The modeling and understanding of fatigue allows the engineer 
to make fatigue-based design decisions in the initial development of the airframe.  During 
the sustainment phase it helps the fleet manager to develop inspection intervals, predict 
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component structural life, and the design optimal repair procedure for each vehicle in the 
fleet. 
Fatigue is a complex nonlinear phenomenon that begins with damage nucleation 
at the inclusion sites in metals at the micro scale and ends with crack propagation, at the 
macro scale.  A true representation of the entire physical phenomenon would involve 
multiple simulations of the particle inclusions, their interactions with grain sizes and 
grain boundaries, crack propagation through and along the grain boundaries, and 
eventually macroscopic crack growth.  Each of these simulations would require 
probabilistic modeling to introduce variations in inclusion size, number of inclusions, 
grain sizes, grain orientations, location of inclusions within the grains, and the material 
response of the interface between the particles and the bulk material. 
While implementation of such a process would be ideal for fatigue crack 
propagation [3], the computational and technological limitations would make it 
impractical in the design environment where the structural configuration is still being 
investigated.  Therefore, a lower fidelity model that can provide estimates of fatigue life 
with minimal computational effort can be implemented during the design process.  
Moreover, in the presence of combined thermal, mechanical, and acoustic loading this 
low fidelity model would enable efficient exploration of the design space.  Then, the final 
design can be used for a detailed analysis using the multi-scale stochastic simulation. 
In order to simulate damage of the structural model a micro-macro approach is 
investigated.  Damage evolution in the material is introduced as damage induced 
anisotropy, a change in the material behavior from isotropic material properties to 
anisotropic material properties due to the damage state of the microstructure.  To increase 
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the computational efficiency of the structural model an adaptive meshing approach was 
developed. 
 
Structural Damage Modeling 
There are numerous structural damage models available in the literature to 
simulate fatigue of homogeneous materials utilizing discrete and continuous modeling 
approaches.  The discrete damage modeling approach includes initial cracks, cohesive 
zones, and extended Finite Element Modeling (XFEM) based displacement solutions.  
The continuous damage modeling approach consists of continuum level damage models.  
Continuum damage modeling includes phenomenological models, which comprise of 
damage tensor based methods, and micromechanical models, which incorporate 
multiscale damage modeling approaches.  Multiscale damage modeling approaches 
utilize statistically equivalent representations of the material microstructure. 
 There are three main low fidelity discrete methods available in the literature that 
introduce and track the damage states in a structural system as a function of its load 
history.  The first approach utilizes initial cracks for probabilistic fracture mechanics.  
One method is probabilistic fatigue simulation using stress intensity factors [4].  In this 
approach, the Single Flight Probability Of Failure (SFPOF) [5] which is the probability 
that the structural component will fail in the next flight, given the current damage state, 
i.e. crack size, is obtained using the following equation, 
  (1) 
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Where  is the PDF of crack sizes at T flight hours,  is the PDF of fracture 
toughness,  which is the probability that the maximum stress in the flight 
exceeds the critical stress for a given crack size, ,  and fracture toughness, . 
The estimation of the SFPOF requires knowledge of the crack size, service stress, 
material properties, and the stress intensity factor for the geometry of interest.  The crack 
sizes for a pristine structure are modeled using the concept of Equivalent Initial Flaw Size 
(EIFS) [6] which uses past inspection data to determine the Probability Density Function 
(PDF) of the damage state introduced in the manufacturing process.  This initial damage 
is then evolved based on the  curve and the loading history, both of which are 
random. 
For simple geometries, this entire process can be implemented using analytical 
solutions [7, 8] of the stress intensities of the geometry of interest.  For small deviations 
in solution from the standard analytical solutions there are compounding techniques [9] 
that use the principle of superposition for determining the stress intensities.  However, for 
complex geometries finite element or boundary element methods are required for each 
realization of the crack length.  Penmetsa, et al. [10] have developed a graphical process 
that can capture all this information and present it to the designer to make decisions based 
on the impact and sensitivity of structural changes to the risk of fracture.   
Probabilistic fracture mechanics has been applied to address fatigue failure in a 
wide range of engineering situations such as aerospace structures [11], nuclear reactors 
[12], offshore structures [13], and pipes [14].  In all of these applications, the stress 
intensity and  data were used to propagate cracks.  In these situations the cracks 
were assumed to be present in the structures with the randomness of initial flaws modeled 
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through crack length probability distributions.  These probability distributions are then 
propagated through the structural system utilizing the SFPOF relations [5], first order 
[15] or second order [16] reliability methods, or Monte Carlo based numerical methods 
[17].  Another method for probabilistic fracture mechanics, which is more advanced than 
the first order and second order methods; and more efficient than the Monte Carlo 
simulation method, is a fractal finite element based method proposed by Reddy and Rao 
[18]. 
However, all of these techniques start from an existing crack and cannot 
automatically initiate damage and then propagate it due to the loading conditions.  While 
these processes do provide efficient results for Linear Elastic Fracture Mechanics 
(LEFM) problems; they are not capable of handling nonlinear material behavior.  
Meanwhile, the other discrete approaches, cohesive zone model based fracture and the 
extended finite element (XFEM) based crack propagation models, are capable of 
handling such nonlinearities in the structural analysis. 
The Cohesive Zone Model (CZM) based approaches introduce cohesive elements 
between the traditional finite elements (solid, shell) that represent the bulk material.  The 
responses of the cohesive elements are controlled through the definition of a cohesive 
traction-separation law.  There are several models in the literature to represent a fracture 
process zone utilizing the cohesive traction separation law.  They differ in the functional 
form used to define the curve of the traction-separation law.  Some of the common forms 
of the traction-separation law that are published in the literature are: the bilinear [19], 
polynomial [20], exponential [21], and the trapezoidal [20] of which the most frequently 
and widely used form is the exponential, with some minor variations. 
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The selection of the shape of the traction-separation law for the cohesive zone 
model is an essential part of being able to accurately describe and can affect the 
numerical simulations of the fracture process [20].  All of these models capture the 
increasing traction with normal separation of a crack surface until a peak traction value is 
achieved after which the traction approaches zero with an increase in separation. 
While most of the models in the literature were developed for mode I fracture; 
Park, et al. [22] presented the Park-Paulino-Roesler (PPR) potential based Cohesive Zone 
Model that is derived based on physical field equations for mixed-mode fracture.  The 
gradients of the PPR potential lead directly to a mixed-mode traction separation law that 
can be calibrated to experimental data results based on eight parameters, four parameters 
for each mode.  These eight parameters provide greater control of the shape of the 
Cohesive Zone Model than the other models previously mentioned.  Using the eight 
model parameters, several shapes of the cohesive traction-separation law need to be 
explored to identify the best shape that represents the fracture process for the selected 
material.  Along with the shapes of the cohesive zone model’s traction-separation law, 
the randomness in the parameters that define them also need to be identified.  These 
parameters are typically calibrated using test data that represents the fracture strength of 
the material in question [22]. 
A cohesive zone model introduced by Ural, et al. [23] has the ability to track the 
damage evolution given mixed-mode fracture under cyclic loading conditions.  This 
model introduces a damage variable which is governed by the traction at any given 
separation and the peak traction of the material.  This model allows damage accretion 
(healing) to occur during loading (unloading) when the traction is greater than (less than) 
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a threshold limit, respectively [23].  To account for mixed-mode fracture Ural, et al. [23] 
utilized an effective scalar parameter to define the effective displacement separation. This 
model utilizes four material parameters that define the material traction separation law 
and two material parameters that define rate of mixed-mode damage evolution.  These 
parameters allow for the calibration of the damage evolution to experimental data.  For 
the probabilistic analysis the randomness in the material parameters of the degradation 
model will need to be identified. 
Since the Cohesive Zone Models are capable of propagating the cracks only 
between the elements it is a mesh dependent approach.  This dependency can be 
minimized by using adaptive remeshing [24, 25] or by simply embedding cohesive 
surfaces [26, 27] along all possible element boundaries.  Another approach as proposed 
by Paulino, et al. [28] combines the two enhancements, previously mentioned, to 
incorporate the automatic insertion of cohesive elements within a finite region of the 
structural model.  However, the adaptive remeshing can also lead to a loss in computation 
efficiency, which can be minimized by the utilization of compact topological data 
structures [29, 30].  Even these enhancements, however, cannot completely eliminate the 
mesh dependence of the damage progression.  Therefore, in order to overcome this 
drawback the extended finite element (XFEM) methods were developed to introduce 
Heaviside function based enrichments that model cracks independent of the original 
mesh. 
The extended finite element method models displacement discontinuities in the 
geometries using enrichment functions [31].  There are two classes of enrichment 
functions, one for the cracked surface and the other to model the crack tip singularities.  
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Based on these enrichment functions the displacement fields can be determined; that in 
turn will enable the estimation of the stress intensities for cracked geometries.  Once the 
stress intensities are determined, well known crack growth criteria such as: the hoop 
stress criterion [32], maximum energy release rate criterion [33], or the maximum strain 
energy density criterion [34] are used to advance the crack front.  While this is a mesh 
independent method, it is not the most convenient method to introduce all of the 
uncertainties that are involved in the fracture process.  The convenience of the crack 
propagation is lost as a result of the complexities involved with introducing the random 
strength characteristics due to the intrusive nature of the analysis algorithm. 
The Cohesive Zone Model and Extended Finite Element Model methods 
discussed above have the potential for use as low fidelity discrete damage modeling 
techniques; due to the fact that neither requires a pre-existing flaw, crack.  Both of these 
methods use failure models which are capable of initiating damage depending of the 
stress or strain state of the component due to the loading conditions. 
Next, the continuous model approach, which encompasses the concepts of 
continuum damage mechanics modeling, of structural modeling is investigated.  In a 
broad sense, damage can be characterized into three different scales, the macro, the meso, 
and the micro.  Near visible crack type damage is modeled in the macro scale, while 
atomic dislocations and voids are often modeled at the micro scale.  The concept of 
Continuum Damage Mechanics (CDM) operates on the meso scale level where discrete 
phenomenon are smeared and introduced into the analysis through the material 
constitutive model. 
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There are primarily two types of continuum damage models, the 
phenomenological and micromechanical models.  The phenomenological Continuum 
Damage Mechanics models use scalar, second order, and fourth order damage tensors 
whose parameters are identified through macroscopic experiments [35-38].  However, the 
phenomenological models do not explicitly account for all of the damage mechanisms 
that are representative of the microstructural model.  Whereas, the micromechanical 
models use various homogenization tools to link the representative microstructural 
volume element with the macro structural model [39-43].  The micromechanical models 
are applied on the cycle by cycle basis to introduce the loading history in order to account 
for damage evolution; requiring a micromechanical analysis at each of the integration 
points [49]. 
Both of the models, phenomenological and micromechanical, are capable of 
initiating damage in the structure at any location automatically based on the stress or 
strain magnitude and history.  The key difference between these two models is the 
computational efficiency and resolution of the damage state.  The micromechanical 
model provides good resolution of the damage state, but requires expensive 
Representative Volume Element (RVE) simulations at each of the integration points to 
approximate the true material microstructure [44]. 
On the other hand, the phenomenological model uses parameters to simulate the 
initiation and evolution of the damage state.  These parameters do not typically have a 
direct correlation to the microstructural model response.  This means that the linking of 
the two models to increase efficiency and accuracy is not feasible given the existing 
technology.  Furthermore, these models may have issues with convergence as damage 
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evolves due to the degradation of the material stiffness parameters, which are utilized to 
represent the damage state. 
Another drawback of Continuum Damage Mechanics is that the damage metric 
cannot be set to 1.0 representing complete failure of an element.  In order to avoid 
singularities in the stiffness matrix, the damage metric is often set to a value near 1.0.  
This allows the structure to retain the continuum form as the damage evolves over the 
structure.  This means that this approach does not require automatic element deletion or 
the transition to discrete damage like that found in macro level crack modeling. 
All of the models, that have been discussed, are capable of simulating damage 
initiation and evolution with varying degrees of efficiency and accuracy.  Each of the 
models discussed have a set of parameters that are utilized to represent the damage 
initiation and evolution phenomenon of the fracture process.  However, the parameters 
are specific to their respective models and this makes it difficult to transition from one 
model to another during the simulation.  For this reason only the models with the best 
chance of being integrated into the automated damage evolution framework will be 
investigated further.  These models will be discussed in further detail in the next chapter. 
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II. CONTINUUM DAMAGE MODELING 
 
Literature Review 
 Continuum Damage Modeling consists of two main approaches; 
phenomenological and micromechanical.  The phenomenological approach treats 
elements with certain properties as a homogeneous medium regardless of how those 
properties are affected by damage [45].  The phenomenological approach introduces a 
damage tensor that acts on the material constitutive models to represent the damage 
initiation and propagation in the structure.  While, the micromechanical approach focuses 
on how the damage manifestations affect the structure at the meso scale [45].  The 
micromechanical approach characterizes damage by three different scales; micro, meso, 
and macro.  Atomic dislocations and voids are modeled at the micro scale, while near 
visible crack type damage is modeled at the macro scale.  Whereas, the concepts of 
Continuum Damage Mechanics operates at the meso scale where discrete phenomenon is 
introduced through material constitutive models.   
 There are several Phenomenological methods provided in the literature [35-38].  
These approaches use scalar, second-order, and fourth order damage tensors whose 
parameters are determined by macroscopic experimentation.  The phenomenological 
approach has the capability to account for damage initiation and propagation. This part of 
solid mechanics is the bases for understanding rupture problems of structures; through the 
definition of variables which represent the degradation of material properties prior to the 
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initiation of cracks at the macro scale [46].  These variables have constitutive equations 
for the damage evolution, which may be written in terms of stresses or strains, which are 
used in the structural calculations for the initiation of cracks at the macro level [46].   
The method employed by Cauvin, et al. [45] utilizes the concept of reduction 
factors on the apparent stiffness tensor components of the material being investigated as 
well as various other material properties.  In the case of continued isotropic material 
behavior these reduction factors are introduced to the various material properties and 
result in the following expressions, 
.    (2) 
Where, E, G, K, and ν represent the Young’s modulus, shear modulus, bulk modulus, 
and Poisson’s ratio, respectively.  The Ri parameters represent the various reduction 
factors associated with each of the material properties.  The scalar reduction factors may 
be described by scalar damage parameters, Di, resulting in the following relation, 
.     (3) 
The reduction factors are not entirely independent just as the material parameters are not 
independent; but rather derived from the tensor of the elastic constants, which are limited 
by the material symmetry [45].  However, the damage itself can influence the material 
symmetries.  Should the material become anisotropic due the damage state, the reduction 
factors for each material direction would need to be obtained. 
 For the damage at any given state, the material response can be characterized by a 
fourth-order damage tensor [45].  According to Cauvin, et al. [45], if the relation between 
the damaged and undamaged elastic modulii are found to be linear the expression for the 
damaged elastic modulus, , can then be described by an eighth-order damage tensor, 
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.     (4) 
Where, :: represents the quadruple inner product.  This description of the damaged 
tensor quickly becomes difficult to work with.  This creates severe limitations for the 
physical applications of this method.  However, there are some manipulations that can be 
utilized to minimize this issue. 
Through the introduction of the effective stress, the stress tensor that is required 
for the representative volume element to obtain the equivalent strain produced by the 
actual stress tensor on the damaged volume element [45], this relation can be reduced to 
the form, 
.    (5) 
This brings the relation between the damaged and undamaged elastic modulii from the 
eighth-order tensors back to the fourth-order tensors of R and D, so long that the 
principle of strain equivalence is imposed [45].  This represents the most general 
description of the damage which results in the degradation of the stiffness. 
Deriving the reduction factors for the other apparent stiffness tensor components 
requires knowledge of the system response.  The constitutive equations were derived for 
three main types of damage: fatigue, ductile, and creep [46].  The simplest case of fatigue 
is when isotropic material behavior is maintained at the damage state of interest.  This 
case results in the reduction of independent components of the elastic damage tensor, DE, 
from 21, the case of anisotropy, to only 2 [46].  The reduction in the independent 
components results in the physical significance of relating the reduction factors of the 
Young’s modulus, shear modulus, bulk modulus, and Poison ratio to the remaining two 
components of the elastic damage tensor as follows: 
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,    (6) 
,     (7) 
,     (8) 
.    (9) 
Where, the scalar damage values, D1 and D2, are the independent components of the 
elastic damage tensor, DE.  For the case of anisotropic damage, the identification of the 
models and applications of the damage tensor parameters becomes much more complex 
[46]. 
The biggest obstacle of the phenomenological approach, as outlined above, is the 
selection of the variables to describe the internal damage of the structure [45].  These 
variables must be determined through exhaustive experimentation.  This makes the 
phenomenological approach impractical for use in the framework being proposed.  An 
alternative to the phenomenological approach is the micromechanical approach. 
The micromechanical approach operates at the micro scale to determine the 
behavior of materials at this level.  This approach utilizes randomly generated idealized 
representations of the microstructure, which will generate a homogenized material 
behavior at the macro scale level.  An example of a randomly generated idealized 
representative microstructure is provided in figure 2.  The heavy red lines represent the 
grain boundaries and the dark blue regions, or mesh concentrations, represent the 
inclusions, also called hard particles, found in the microstructure of the material.  The 
micromechanical approach utilizes various methodologies to degrade the material 
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properties, also known as the damage evolution, at the micro scale.  These degraded 
material properties are then propagated, via the damage effects, back to the macro level. 
 
Figure 2: Random representative material microstructure. 
 
In the literature there are several methods that have been outlined for the 
micromechanical damage modeling of various types of material.  Al-Abbasi, et al. [47] 
proposed an approach for the failure prediction in DP-steels.  In this approach it is 
determined that the interface between grains is not truly cohesive in nature [47].  The 
non-cohesive nature of the interface is a result of the complex stress and strain fields that 
exist within the interface region.  This makes the determination of the true local 
deformations difficult [49].  However, due to the strength of the interface between grains, 
they can be modeled as being cohesive [47].  This will also be the assumption followed 
herein. 
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A cohesive micromechanical damage model for laminated composites was 
developed by Haj-Ali [49].  In this model the micro scale, referred to as unit cells, are 
divided into smaller sub-cells consisting of the matrix, a fiber, and cohesive interfaces.  
The volume fraction of the cohesive interface sub-cells are taken to be negligible 
compared to the total unit cell volume [49].  This assumption is also applied to the 
process of inducing anisotropic behavior as a result of damage, often called damage 
induced anisotropy. 
In the methodology, developed by Haj-Ali [49], the interface sub-cells are 
modeled by means of a cohesive traction-separation law, as is found in the cohesive zone 
modeling schemes.  In this modeling process the effective stress-strain relation is 
expressed as: 
    (10) 
Where,  is the cohesive damage variable, and  is the traction-separation stiffness 
variable.  The relation between the effective strain and the damage variable is linear in 
nature and can be expressed as: 
   (11) 
Where,  is the strain at damage initiation, and  is the ratio of the failure strain over 
the initiation strain, .  Once the failure theory or initiation criterion for the traction-
separation law of the cohesive elements is activated the cohesive elements have a greater 
influence on the structural response.  This demonstrates the coupling of various damage 
modeling approaches, discrete and continuous, within the micromechanical approach of 
continuum damage modeling.  For the current framework the concepts that have been 
developed here will be explored. 
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Micro Structural Model Based Damage 
 The framework that is being developed considers the micromechanical approach 
of continuum damage modeling.  The framework being proposed constitutes the use of 
both discrete and continuous damage modeling methods to obtain the micro scale damage 
evolution and propagate it to the macro scale.  The macro model is used to obtain the 
cyclic loads of a uniformly distributed displacement field, which will be applied as the 
boundary conditions of the microstructure.  The material constitutive matrix is obtained 
from the microstructure to track the material behavior due to the damage state of the 
model.  The change in material behavior due to damage is called damage induced 
anisotropy.  Damage will be tracked utilizing the discrete method of Cohesive Zone 
Modeling (CZM).  Cohesive elements are embedded into the microstructure by means of 
adaptive modeling techniques and they capture initiation and evolution of damage.  The 
adaptive insertion of cohesive elements in a region of interest minimizes the mesh 
dependence of the cohesive zone model.  A flow chart of the proposed framework for 
multiscale damage evolution is shown in Figure 3. 
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Figure 3:  Multiscale damage evolution framework. 
 
 The various aspects of the proposed framework will be discussed in further detail 
in the next several sections.  The first aspect of the framework to be discussed is the 
concept of damage induced anisotropy.  Next, the discrete modeling approach of 
Cohesive Zone Modeling (CZM) for damage evolution will be presented.  Finally, the 
implementation of the adaptive modeling techniques will be discussed in detail. 
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Damage Induced Anisotropy 
 
Literature Review 
 The Damage associated with oriented micro cracks is often referred to as damage 
induced anisotropy.  The concept of damage induced anisotropy constitutes the change in 
the macroscopic material behavior from isotropic to anisotropic in nature as a result of 
damage, i.e. crack propagation, at the micro scale level.  According to Mounounga, et al. 
[50] the damage induced anisotropy phenomenon can be observed in fatigue experiments.  
The micro cracks open and close due to the directionality of the loading conditions.  This 
creates differing responses in the system which can be observed in systems undergoing 
tension and compression load conditions [50].  The proposed framework intends to track 
the change in the material behavior at the micro scale and propagate it back to the macro 
scale.  The transition in material behavior is important as it leads to changes in the load 
conditions of the microstructural model within. 
There are several methodologies available in the literature [44, 50-52].  The 
method developed by Mounounga, et al. [50] adopted the hypothesis of small strain and 
the assumption that the elastic material behavior is initially isotropic and compressible at 
the macro scale.  These assumptions have been adopted for use in the proposed 
framework.  Ostoja-Starzewski [44] developed an approach in which the material spatial 
randomness is taken into account. This approach was selected, due to its ability to 
account for the material spatial randomness, for use in the framework that is being 
proposed and will be discussed in further detail. 
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The approach developed by Ostoja-Starzewski [44] utilizes the concept that the 
randomly representative microstructure contains sufficient inclusions for the effective 
modulii to be independent of the surface tractions and displacements, so long as these 
values are uniform in a macroscopic sense.  For this approach a Statistical Volume 
Element (SVE) is considered due to the statistical scatter involved in generating the 
representative microstructure of the material of interest [44]. 
This approach utilizes the method of spatial averaging as opposed to ensemble 
averaging.  Spatial averaging follows the deterministic laws of mechanics, in which there 
is no dependence on position only on the randomness [44].  Spatial averaging uses the 
volume average stresses and strains of the randomly generated realization of the 
microstructure as defined by, 
,    (12) 
.     (13) 
Where,  and  are the volume average stress and strain, respectively,  is the element 
volume, and  and  are the element stress and strain, respectively.  Given a linear 
elastic microstructure the effective Hooke’s law becomes, 
,     (14) 
Where,  is the stiffness tensor of the selected material [44].  The effective Hooke’s 
law results in the loss of the dependence of the spatial averaging on the randomness.  
Thus, the assumption of the independence of the material response with respect to the 
boundary conditions is met. 
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Now consider the stress and strain fields on the microstructure as the 
superposition of the volume averages without fluctuations.  The volume average of the 
energy density over the microstructure can then be expressed by, 
.    (15) 
The last equality, of equation 15, is called the Hill condition of the volume average, 
sometimes referred to as the Hill-Mandel macrohomogeniety condition [44].  Simply 
stated the Hill condition implies that the average of the scalar product of the stress and 
strain fields is equal to the product of their volume averages.  This condition is satisfied 
by three types of boundary conditions; uniform displacement, uniform traction, and the 
uniform traction-displacement combination [44].  Each of the different types of boundary 
conditions corresponds to varying stiffness, and compliance tensors. 
The displacement boundary condition acting on a randomly generated realization 
of the microstructure, which is taken to be linear elastic, yields a stiffness tensor, , 
with the corresponding constitutive law, 
.     (16) 
Where,  denotes the constant strain (displacement) tensor.  The average strain theorem 
for a microstructure subjected to a volume average strain becomes, 
.   (17) 
This results in a volume average energy density of, 
.  (18) 
This allows the apparent stiffness, , to be defined by either the average stress, , or 
the average energy density, , for the displacement boundary conditions [44]. 
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The traction boundary condition results in the compliance tensor, , with the 
corresponding constitutive law, 
.     (19) 
Where,  denotes the constant stress (traction) tensor.  In the same manner as the 
average strain theorem the average stress theorem can be expressed as, 
.   (20) 
Now the volume average energy density can be expressed in terms of the average stress 
as, 
.  (21) 
In much the same manner as the apparent stiffness, , the apparent 
compliance, , can be defined either by the volume average strain, , or by the 
volume average energy density,  [44].  The last boundary condition, the combined 
traction-displacement, involves a combination of equations 16 thru 21 resulting in a 
stiffness tensor,  [44]. 
 The case of the uniform traction boundary condition will be considered.  The 
apparent constitutive law, from equation 19, for a 2D model becomes, 
,  {i, j, k, l=1, 2}.   (22) 
To deal with an arbitrary anisotropy, under the assumption of material symmetry, there 
are six unknown parameters, as shown in figure 4, of the apparent compliance, , and 
the apparent stiffness, , which must be determined [44].  To obtain the parameters of 
the apparent compliance and the apparent stiffness six tests, shown in figure 5, must be 
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performed.  These tests provide the necessary volume average stresses and strains needed 
to determine the unknowns of the matrices shown in figure 4. 
 
Figure 4: Matrix Forms of the apparent stiffness tensor and the apparent compliance 
tensor. 
 
Figure 5: Six tests for unknowns of apparent compliance and stiffness tensors. 
 
The volume average stresses and strains are then applied to the complementary 
energy equation which can now be expressed as, 
  
  (23) 
C1111 C1122 C1112 S1111 S1122 S1112
Cijkl = C2222 C2212 Sijkl = S2222 S2212
C1212 S1212Symm Symm
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The volume average stress and strains are obtained along with the energy terms.  This 
leaves only the unknown parameters of the matrices, which can now be determined.  The 
resulting apparent stiffness matrix can then easily be converted to the apparent 
compliance matrix by use of the constitutive laws given in equations 16 and 19.  This 
results in the relation between the apparent compliance and the apparent stiffness as, 
     (24) 
Simply put, by taking the inverse of the apparent stiffness the apparent compliance matrix 
can be obtained.  The apparent stiffness and compliance matrices can then be used to 
update the material properties at the macro scale. 
The methodology developed by Ostoja-Starzewski [44] will be utilized for the 
damage evolution framework being proposed.  The next section will cover the application 
of the theory and the results which have been obtained from a simple microstructural 
fatigue simulation. 
 
Determination of Material Constitutive Matrix 
 Now that the theory pertaining to the concept of damage induced anisotropy has 
been established it can be implemented into the proposed framework.  The approach 
developed by Ostoja-Starzewski [44], was elected for use in the proposed framework.  
The theory behind this approach was covered, in detail, in the previous section.  This 
section aims to present details of the implementation of the damage induced anisotropy 
approach and results that have been obtained from a simple microstructural fatigue 
simulation. 
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Given a random idealized representation of the microstructure the approach 
developed by Ostoja-Starzewski [44], can obtain the apparent compliance and stiffness 
tensors at any given cycle with varying degrees of damage.  In accordance with the flow 
chart of the proposed framework, provided in figure 3, the determination of the material 
behavior is performed each time the model detects damage at a critical point within the 
Cohesive Zone, prior to the adaptive remeshing routine.  The material constitutive model 
routine is invoked to check if the material behavior has changed, prior to continuing the 
cohesive zone model fatigue degradation simulation.  If a change in material behavior is 
detected, the material properties are updated at the macro scale level to obtain the new 
load conditions of the representative microstructure. 
To implement the material constitutive model routine a MATLAB code was 
created.  The material constitutive model routine consists of three parts; pre-processing, 
the finite element analysis, and post-processing.  The pre-processing algorithm generates 
Abaqus input files for the various traction boundary conditions, the six tests shown in 
figure 5.  The finite element analysis portion of the routine performs the Abaqus analysis 
and obtains the volume average stresses, the volume average strains, and the 
complimentary energy density value of each test.  The post-processing aspect of the 
material constitutive model routine performs the calculations to determine the unknown 
parameters of the apparent compliance and stiffness matrices. 
 The pre-processing aspect of the material constitutive model routine generates the 
various traction boundary condition input files for the idealized representative 
microstructure.  This is done by manipulating the input file from the fatigue simulations.  
The traction boundary condition approach was selected to determine the stiffness matrix 
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of the structure.  The axial and shear traction fields were set to be uniformly distributed 
with 5 MPa applied traction.  The magnitudes of the tractions were established to be 
below the damage initiation point, the peak traction, of the cohesive elements.  This 
ensures that no degradation of the material will occur during the Abaqus finite element 
analyses. 
The first two tests to be performed are axial traction boundary conditions, in the X 
and Y directions, respectively.  The first test applies an axial traction field on the right 
face of the microstructure with the left surface pinned.  The second test applies an axial 
traction field to the top surface of the microstructure with the bottom surface pinned.  The 
third traction boundary condition is a true shear of the microstructure with the bottom left 
corner fixed.  The fourth test applies a dual axial traction boundary condition.  In this test 
the X axial and Y axial traction fields are applied to the right and top surfaces, 
respectively.  The left and bottom surface are pinned for the fourth test. 
The fifth and sixth tests contain combined shear and axial traction boundary 
conditions, with the axial traction in the Y and X directions, respectively.  To implement 
the combined shear and axial traction boundary conditions in Abaqus two analysis steps 
are required.  The shear traction conditions, along with the bottom left corner being 
pinned, are applied in the first analysis step for both tests.  The respective axial tractions 
are then applied in the second analysis step.  The displacement values at the end of the 
first analysis step are provided as the initial displacement values for the second analysis 
step, in which the bottom and left surfaces become fixed with respect to the 
corresponding test. 
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For all of the tests the pre-processing portion of the routine calls for the Abaqus 
analysis to output the values of the stresses, strains, and the gauss point volumes.  The 
values are printed to a data file, i.e. Auto-PPRURAL-3.dat, for use in the post-processing 
aspect of the routine.  To prevent the data file from becoming extremely large the output 
data is only printed at the end of each step in the material constitutive model analysis.  
Once the input files are generated the material constitutive model routine performs the all 
six tests on the microstructure via Abaqus.   
 To allow MATLAB to run Abaqus a FORTRAN environment is needed so that 
the user subroutine, the user defined cohesive elements which will be discussed in the 
next sections, can be utilized.  This was done by creating a batch file, i.e. AbEnv.bat.  
This batch file initiates the FORTRAN environment needed and also executes the job 
command for the Abaqus analysis job.  At the end of each job the stresses, strains, and 
integration, Gauss point volumes of each element are captured from the data file.  The 
volume averages of equations 12 and 13 can now be expressed as, 
    (25) 
    (26) 
Where n is the number of elements,  is the element volume, the index j is the 
stress/strain component, and the index k is the test number. The resulting volume average 
stresses and strains are then utilized to obtain the complimentary energy density value of 
each test case.  After completing all six test cases, the resulting volume average stresses 
and strains are put into 3x6 matrices.  An example of the resulting volume average stress 
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and strain matrices, obtained from the third cycle of the fatigue simulation, is provided in 
table 1. 
 
Table 1: Example of the volume average stress and strain matrices, obtained at the 3
rd
 
cycle of fatigue simulation. 
 
The stress and strain matrices are then utilized to solve the complimentary energy 
equation, equation 23, for the six unknown material parameters of the stiffness tensor.  
The first three tests provide the information required to obtain the diagonal components 
of the apparent stiffness matrix.  Once the diagonal terms are determined the remaining 
off-diagonal terms can be obtained from the diagonal components and the results of the 
last three tests.  The parameters of the apparent stiffness matrix are expressions as, 
    (27) 
    (28) 
    (29) 
    (30) 
    (31) 
    (32) 
5.00E+06 2.83E+05 0.00E+00 5.00E+06 2.88E+05 5.00E+06
σ  = 1.97E+05 5.00E+06 0.00E+00 5.00E+06 5.00E+06 1.98E+05
0.00E+00 0.00E+00 5.00E+06 -2.00E+05 5.00E+06 5.00E+06
6.93E-05 -1.71E-05 0.00E+00 4.91E-05 -1.70E-05 6.93E-05
ε  =  -1.83E-05 6.89E-05 0.00E+00 4.91E-05 6.89E-05 -1.83E-05
0.00E+00 0.00E+00 1.82E-04 -7.28E-06 1.82E-04 1.82E-04
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Using data obtained from the simulation the calculations shown in the above-equations 
are performed, providing the apparent stiffness and compliance matrices for the material.   
An example of the apparent stiffness and compliance matrices is provided in table 2.  
Once the parameters of the apparent stiffness matrix of the material have been identified, 
it is necessary to determine the meaning of the results. 
 
Table 2: Apparent compliance tensor (left) and stiffness tensor (right) obtained due to 
damage, from cycle 3 of fatigue analysis. 
 
The fatigue simulation was performed for a simple microstructural model.  The 
results of the material constitutive model routine were collected and will now be 
discussed.  To determine the meaning of the results obtained the components of the 
apparent stiffness matrix were plotted against the crack length, also referred to as the 
damage of the idealized representation of the microstructure.  This plot is provided in 
figure 6.  The percent change of the material behavior with respect to isotropic behavior 
is plotted against the crack length, damage of the structure, in figure 7. 
1.37E-11 -3.81E-12 0.00E+00 7.91E+10 2.21E+10 0
-3.81E-12 1.36E-11 0.00E+00 2.21E+10 7.98E+10 0
0.00E+00 0.00E+00 3.65E-11 0 0 2.74E+10
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Figure 6: Plot of the components of the apparent stiffness tensor versus the crack length, 
damage, obtained from fatigue simulation analysis. 
 
Figure 7: Plot of the percent change in behavior of the components of the apparent 
stiffness tensor, with respect to isotropic behavior, versus crack length, damage. 
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In the above figures the values corresponding to no crack reflect the undamaged 
isotropic behavior of the selected material.  It can be seen from figures 6 and 7 that for 
the data collected from the fatigue simulations of a simple microstructure model, the 
parameters do not exhibit the same magnitude of change, as would have been seen in the 
phenomenological modeling process.  Rather, the parameters appear to change at 
independent rates.  This represents the tendencies of the model to move towards 
anisotropic material behavior.  Had the parameters of the material stiffness matrix 
changed at the same rate the material would exhibit degraded isotropic material behavior.  
However, this is not what is seen in the material responses provided in figures 6 and 7.  
The varying rates of change in the material properties demonstrate the effect of damage 
induced anisotropic material behavior.  As the damage increases the model becomes 
more and more anisotropic in material behavior. 
Further analysis and data collection through fatigue model simulations will be 
required to determine the exact point at which the material transitions from isotropic 
behavior to anisotropic behavior.  From the fatigue simulation results obtained, it would 
appear that for the simple microstructural model the transition is somewhere between a 
0.4 mm to 0.6 mm crack length.  When the model exhibits the transition from isotropic to 
anisotropic material behavior the material properties at the macro scale should be updated 
providing the new loading conditions for the microstructure in the fatigue simulations. 
The results obtained from the fatigue simulations demonstrate the effectiveness of 
the material constitutive model routine to obtain the material behavior and track the 
change in behavior due to the evolution of damage, ultimately resulting in damage 
induced anisotropy.  Now that the ability to obtain the properties of the material behavior 
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at any given cycle for various damage states has been established it is necessary to 
discuss the use of cohesive elements to model the damage evolution of the 
microstructure.  The next sections will cover the theory, implementation, and results of 
cohesive zone modeling at the micro scale, including the damage evolution of such 
models in a fatigue environment.  
 
Cohesive Zone Model for Damage Evolution 
  
Literature Review 
 Damage in a material can be tracked through the material separation by 
the introduction of a Cohesive Zone Model (CZM).  The Cohesive Zone Model 
represents the mechanical processes ahead of the crack tip in the fracture process zone 
[53].  The representation of the fracture process is achieved by introducing cohesive 
elements, which represent the interface between continuum elements that represent the 
bulk material.  This technique splits the material behavior into two parts; the continuum 
elements and the cohesive elements.  In this method the continuum elements remain 
undamaged and are defined by arbitrary material properties [55].  Meanwhile, the 
cohesive interface elements are used to define and track the damage state of the material.  
These interface elements can separate at the onset of damage and upon failure the 
stiffness of the element is lost, leading to the disconnection of the continuum elements, 
known as material failure [55]. 
The response of the cohesive elements is controlled through the definition of the 
cohesive traction-separation law (TSL).  The cohesive traction-separation law is defined 
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primarily by two main parameters; maximum surface traction, known as the cohesive 
strength, and the corresponding displacement, known as the critical separation [20, 55].  
There are several traction-separation models in the literature that can represent the 
fracture processes.  The traction-separation models differ in the functional form used to 
define the curve of the traction-separation law.  Some of the common forms, or shapes, of 
the traction separation law that are published in the literature are: the bilinear [19], 
trilinear [55], polynomial [21], parabolic [55], exponential [20], and the trapezoidal [21].  
The most frequently and widely used form of the traction-separation law is the 
exponential, employed with minor variations.  Some of the forms of the traction 
separation law often used in cohesive zone modeling are provided in figure 8.  In figure 
8, the traction is normalized with respect to the peak traction, σmax, and the separation is 
normalized by the initiation separation, δi, also referred to as the critical separation. 
 
Figure 8: Various forms of the traction-separation law used for definition of cohesive 
zone models. 
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The selection of the shape of the CZM is an essential part of being able to 
accurately describe the fracture process and can affect the numerical simulations [20].  
All of the cohesive zone models have the ability to capture the increasing traction with 
respect to the normal separation of a crack surface until the peak traction is achieved.  
Once the peak traction has been reached, the traction approaches zero with a continued 
increase in the normal separation. 
While most of the models in the literature were developed and implemented for 
mode I fracture; Park, et al. [22] presented the Park-Paulino-Roesler (PPR) potential 
based Cohesive Zone Model that is derived based on physical field equations for mixed-
mode fracture.  This approach can represent a wide variety of failure responses.  This is 
achieved by describing different cohesive strengths, fracture energies, and material 
softening behaviors [22]. Details about this method have been included in appendix A for 
completeness. 
 Structural fatigue life is influenced by various factors, such as mechanical, 
micromechanical, and environmental.  These factors lead to the damage, also known as 
degradation, of the material properties.  To introduce the concept of damage evolution 
due to fatigue, another method must be established. 
The area of fatigue life forecasting is often based on the relation between the rate 
of crack growth, , and the stress intensity factor,  [23].  These are the characteristics 
of a constant magnitude cyclic load and the geometry of the specimen [23].  However, 
these models are limited to the area of Linear Elastic Fracture Mechanics (LEFM) and 
lack the capability to model crack retardation.  Whereas, cohesive zone models have the 
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ability to capture the nonlinear behaviors which often occur in the fracture process zone 
ahead of the crack tip [23]. 
A model for fatigue crack growth via damage evolution capable of modeling 
mixed-mode fracture has been developed by Ural, et al. [23].  This model utilizes the 
bilinear form of the traction-separation law incorporating a degrading peak traction and 
stiffness behavior due to the damage evolution under fatigue loading.  The cohesive zone 
degradation model uses a scalar damage variable, which has values between 0 and 1.  The 
damage variable gives the degradation model a phenomenological framework, in which 
the nonlinear processes that occur if the fracture zone are captured.   
The formulation of the method developed by Ural, et al. [23] is based on the 
linear degradation of the traction separation law, 
    (48) 
Where,  is the incremental displacement value. This is accomplished by introducing the 
damage variable, κ, in the stiffness of the traction-separation law and is expressed as, 
    (49) 
Where, the parameters  are the same as those developed in the PPR 
unified potential traction-separation model.  The introduction of the damage variable 
generates an exponentially decaying relation between the stiffness and the damage 
variable, as shown in figure 10.   
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Figure 10: Relationship of stiffness and peak traction with respect to the evolution of 
damage. 
 
The dependence of the stiffness of the traction-separation law on the damage 
variable, , provides the desired property that the elastic coefficient be strictly decreasing 
[23].  This results in the linear degradation dependence of the peak traction with respect 
to the damage variable, given a fatigue case, as shown in figure 10, which is denoted as, 
C(κ), and expressed as, 
.    (50) 
Equations 48-50 do not explicitly describe the traction-separation law as is the 
case in the PPR unified potential model.  Rather, the responses of the ascending and 
descending branches of the traction-separation law are a consequence of these equations 
[23].  When the traction reaches the peak traction, , equations 39-41 and the driving 
inequality, 
,     (51) 
results in a linear relation between the damage variable and the displacement [23].  The 
fatigue traction-separation relation of the degradation model is shown in figure 11.  The 
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red branch, OA, represents the ascending branch of the original bilinear traction-
separation law of the degradation model.  The red branch, AB, represents the descending 
path of the loading; this is the region of the traction-separation law in which damage 
occurs.  The blue branch, BO, represents the unloading path of the degradation model.  
The green branch, OC, represents the reloading path of the model after the introduction 
damage.  Branch, CDO, represents the damage region and unloading of the next cycle.  
The degradation process will continue until the damage variable of the cohesive element 
reaches a value of 1, representing failure of the element. 
 
Figure 11: Schematic representation of the cohesive traction separation relation with 
cyclic loading. 
 
The scalar damage variable, , is governed by the rate of damage evolution, 
  (52) 
Where  is a free variable, and  is a material parameter that captures the rate of 
damage evolution and  is a material parameter that captures the threshold for the 
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initiation of damage [23]. The first two formulations of equation 52 represent damage 
accretion and damage healing, respectively [23].  Meanwhile, the third formulation does 
not constrain the rate of damage evolution.  The value of the free variable, , is chosen 
such that the stress, in the loading case, remains on the yield surface [23]. 
  The degradation model, like that of the PPR unified potential model, has the capability 
to capture the mixed-mode fracture process.  This is achieved through the introduction of 
a mixed-mode scalar parameter,  [22].  This parameter couples the normal and 
tangential separation effects.  The resulting effective displacement becomes, 
    (53) 
The effective displacement is then incorporated into the model equations 39-42 and 
describes the mixed-mode effects on the damage evolution for mode I and mode II 
fracture processes.  The critical and failure displacements will be denoted as,  and , 
respectively. 
To make the model well-posed, in a mathematical sense, restrictions are placed on 
some of the model parameters.  The material parameter, , is restricted to take on 
values between 0 and 1 and the material parameter, , must have values greater than 
zero [23].  Moreover, the material parameter, , parameter can take on two distinct 
values;  for loading and –  for unloading.  To maintain the well-posedness of the 
model, the interface should tend towards the descending branch of the degradation 
traction separation law [23].  To ensure that this occurs, restrictions are placed on the  
parameter resulting in the sufficient condition, 
.    (54) 
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Another condition to ensure the well-posedness of the model deals with the healing 
portion of the curve [23].  To ensure that the healing effects of the model are not too 
strong, thus causing a descending branch during healing, a restriction must be applied to 
the –  parameter [23].  The resulting sufficient condition is, 
 .    (55) 
The restrictions and sufficient conditions ensure that the model is well-posed 
mathematically. 
 Using the preceding information the derivation of the damage variable may now 
be obtained.  Solving equations 48-53 and, 
,    (56) 
a cubic function describing the damage variable is obtained [23].  The cubic function can 
be expressed as, 
,   (57) 
Where, 
,       (58) 
,  (59) 
,    (60) 
,          (61) 
Where the subscript n represents the previous increment and the subscript n+1 represents 
the current increment.  Equations 57-61 are used when the model exceeds the threshold 
as stated in equation 52 [23].  It is also necessary to ensure that the driving inequality, 
equation 51, is maintained.  If the inequality of equation 51 is not maintained the new 
damage variable becomes, 
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    (62) 
This ensures that the damage is initiated when the incremental traction value reaches the 
peak traction value and follows the third formulation of equation 52.  Conversely, if the 
traction and the change in separation from one increment to the next are below the 
threshold there is no increase in the damage variable.  The damage evolution can now be 
obtained for fatigue.  The next section will cover the implementation of a combination of 
the PPR unified potential traction-separation law and the degradation model within the 
proposed framework.  The results obtained from the fatigue simulations will also be 
discussed in the next section. 
 
Degradation of CZM in a Fatigue Environment 
 To perform the degradation of the cohesive zone model in a fatigue environment 
the methods developed by Parks, et al. [22] and Ural, et al [23] will be combined to 
achieve the capability to effectively model the fracture process and track the damage 
evolution of the material.  The traction-separation law developed by Parks, et al. [22], 
known as the PPR unified potential model, was selected to be used for the proposed 
framework due to its ability to handle mixed-mode fracture and model various forms of 
the traction-separation law to more effectively represent the fracture process.  However, 
the PPR unified potential model does not have the capability to track the damage 
evolution.  The ability to track the damage evolution of the material was achieved by 
incorporation of the degradation model developed by Ural, et al. [23].  This degradation 
model was chosen because of its ability to represent mixed-mode fracture. 
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 The PPR unified potential theory developed in the previous section will be used 
for the definition of the traction-separation law, which captures the material response to 
fatigue.  To incorporate the capability to track the damage evolution; the theory behind 
the degradation model with be utilized.   The degradation model developed by Ural, et al. 
[23], assumes that the curve of the traction-separation curve is not well defined.  
However, the PPR unified potential traction-separation curve is well defined.  The well 
defined traction-separation curve means that the damage variable can be obtained directly 
from equations 48.  The damage variable, , is now expressed as, 
.    (63) 
The damage variable calculation is then incorporated into a FOTRAN user-
subroutine for use with the FEA software package Abaqus.  The FORTRAN user-
subroutine is a user defined element routine that performs the necessary derivations and 
calculations required to fully define the cohesive element in the finite element analysis.  
This routine evaluates the element definition based on the parameters of the combined 
PPR unified potential model and the degradation model.  The new model now has the 
nine parameters associated with the PPR, four for each fracture mode and the thickness 
parameter, and the critical displacement, .  This provides the necessary information 
needed to capture to the damage evolution of the cohesive elements at each cycle of the 
fatigue analysis. 
To perform the damage evolution in the fatigue environment a MATLAB code 
was created to perform the pre-processing and post-processing of the microstructural 
FEA model.   The pre-processing aspect of the cohesive zone degradation routine 
establishes the initial material properties and damage states of the model.  Next, a batch 
44 
 
file is created to generate the FORTRAN environment, required for the use of the user-
subroutine, and run the job command for Abaqus.  The Abaqus analysis performs a single 
cycle of the fatigue analysis; during which the damage variable is written to a data file for 
post-processing.  Once the cycle simulation is complete the microstructural model enters 
the post-processing aspect of the cohesive zone degradation routine.  The post-processing 
of the model involves the degradation of the cohesive element properties, which are then 
updated in the Abaqus input file. 
In the post-processing of the cycle the code establishes the new material 
properties based on the damage state at the end of the cycle.  The damage state obtained 
within the cycle, referred to as the incremental damage, represents the amount of 
degradation incurred in the element with respect to the cohesive properties at the 
beginning of the cycle.  This damage state is different than the overall damage, called the 
cycle damage, which is determined with respect to the pre-fatigue cohesive properties.  
The cycle damage is related to the incremental damage by, 
.   (64) 
Where,  represents the cycle damage,  represents the incremental damage, and 
the subscript n is the cycle number.  The fracture energies and peak tractions are updated 
through the linear relations, 
,     (65) 
.    (66) 
It is assumed that the damage does not affect the critical separation, the failure separation, 
or the shape parameters of the cohesive-traction separation law. 
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A plane stress fatigue simulation was performed on a simple 2-dimensional 
microstructure, shown in figure 12. This simple microstructure for simplification of the 
validation of the degradation routine contains no inclusion or grains.  A constant 
amplitude and magnitude fatigue load was utilized.  The fatigue load was established as a 
uniformly distributed displacement field of 0.05 mm, which was applied to the top 
surface of the model with the bottom surface being constrained.  The magnitude of the 
displacement field was established to allow for a rapid material failure for the purpose of 
demonstrating the proposed framework.  Aluminum 2024 T3 was selected for the 
material.  The material properties associated with the continuum elements and the 
cohesive elements of the model are provided in table 3.  The properties of both modes I 
and II fracture will be assumed to be equal.  The shape parameters of the PPR unified 
potential traction-separation law were given a value of 2.95. 
 
Figure 12: Simple microstructure utilized in the fatigue analysis. 
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Table 3:  Material Properties for Al-2024 T3. 
 
The fatigue simulation was performed until complete failure of the simple 
microstructural model.  The results were obtained and tabulated.  It should be noted that 
the values of the displacement field and the cohesive element parameters were utilized 
for the purpose of demonstrating and validating the capabilities of the proposed 
framework.  The results that were obtained do not represent any physical meaning and 
are not meant to quantify experimental results. 
To ensure that the theory of the damage evolution was maintained the peak 
traction was plotted against the damage variable of the cohesive element just ahead of the 
crack tip, shown in figure 13.  The response is expected to be a linear relation between 
the peak traction and the damage variable. As can be seen in figure 13 the relationship 
obtained from the fatigue simulation was found to be linear. 
E= 71300 Mpa φ= 17.181 Mpa·mm
ν= 0.3 Keff= 75327.5 Mpa/mm
σmax= 690 Mpa
δnc= 0.00916 mm
δn= 0.0498 mm
Continuum Elements Cohesive Elements
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Figure 13: relation between peak traction and damage variable as obtained from 
simulations. 
 
The stiffness is expected to have an exponential decay relation with the damage 
variable.  The stiffness parameter of the material was plotted against the damage of the 
first cohesive element ahead of the crack tip, provided in figure 14.  As can be seen in 
figure 11 the relation appears to be an exponentially decaying response.  This verifies that 
the fatigue simulation response to the damage variable is accurate per the theory 
developed in the previous section.  This demonstrates that the damage tracking 
capabilities from the degradation model that was incorporated into the PPR unified 
potential model is working correctly. 
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Figure 14: relation between stiffness and the damage variable as obtained from 
simulations.  
 
The damage variables of the model were obtained and tabulated for further 
investigation.  A sample set of the incremental damage variable values of the cohesive 
elements over the cycle history is given in table 4.  A sample set of the damage variable 
data over the cycles has been provided in table 5.  Note that the values from table 4 and 5 
are not the same.  The damage values in table 4 represent the damage with respect to the 
cohesive properties at the beginning of each cycle, while table 5 presents the damage 
variable that reflects the degradation of the undamaged cohesive properties, the true 
damage. 
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Table 4: Sample set of incremental damage variable data, for a 0.05 mm displacement 
field. 
 
 
Table 5: Sample set of cycle damage variable data, for a 0.05 mm displacement field. 
 
From the data in table 5, it can be seen that the damage variable of the cohesive 
elements increase with the cycles.  Note that the tables present only a snap shot of the 
entire data set and only the elements which accrued damage are provided.  The values in 
the tables reflect the damage at the beginning of each cycle.  After the first cycle 
elements 2672 and 2673 both receive damage while the other elements did not.  The first 
five elements are eliminated by the 6
th
 cycle.  From the data it was determined that the 
microstructure completely failed in 45 cycles. 
            Element  
Cycle 2672 2673 2674 2675 2676 2677 2678 2879
1 0 0 0 0 0 0 0 0
2 0.51971647 0.18844405 0 0 0 0 0 0
3 0.8257392 0.58730573 0.25990827 0.02783455 0 0 0 0
4 0.95261126 0.87794206 0.70294124 0.38651692 0.10266875 0 0 0
5 1 0.96944934 0.92290274 0.79725796 0.54104797 0.21789828 0 0
6 1 1 0.97941273 0.9478808 0.86531104 0.66476935 0.34266903 0.07437109
7 1 1 1 1 0.96714911 0.91423841 0.77934243 0.50294091
8 1 1 1 1 1 0.97745021 0.94168973 0.84599021
9 1 1 1 1 1 1 1 0.95752079
            Element  
Cycle 2672 2673 2674 2675 2676 2677 2678 2879
1 0 0 0 0 0 0 0 0
2 0.51971647 0.18844405 0 0 0 0 0 0
3 0.916305408 0.66507551 0.25990827 0.02783455 0 0 0 0
4 1 0.959119807 0.780149268 0.403592945 0.10266875 0 0 0
5 1 1 1 0.879083217 0.588168001 0.21789828 0 0
6 1 1 1 1 0.944530776 0.737815532 0.34266903 0.07437109
7 1 1 1 1 1 0.977514643 0.854954945 0.539907736
8 1 1 1 1 1 1 1 0.929141287
9 1 1 1 1 1 1 1 1
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 Another point of interest is the crack length versus cycles.  Figure 15 provides a 
plot of the crack length versus the number of cycles.  The figure shows that it took 3 
cycles before the crack began to propagate across the microstructure.  From this point the 
crack length took on a near linear relation with respect to the number of cycles.  In the 45 
cycles a rapid increase in the crack propagation occurred.  It was noted from the data that 
at cycle 44 there were only about 4 elements between the crack tip and the left edge of 
the model.  As a result, the stress concentration ahead of the crack tip was higher leading 
to an increase in the rate of failure in these elements.  Once this occurs the element would 
be removed, deleted, from the macro scale, propagating the crack at the macro scale.  
From figure 15 it can be seen that the crack initial propagates slowly, then acts nearly 
linear through the model, and finally a rapid propagation is noted. 
 
Figure 15: Plot of the crack length versus number of cycles. 
 
 The results from the simple microstructure model demonstrate the capability of 
the cohesive zone degradation model to perform mixed-mode fracture with damage 
evolution tracking in a fatigue environment.  The cohesive zone degradation model 
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developed in this section provides the ability to capture the fatigue damage evolution, 
crack propagation, at the micro scale.  This provides the basis for initiating damage which 
can lead to the damage induced anisotropy, which leads to the propagation of the damage 
state to the macro scale level of the structural damage model. The next section will cover 
the various adaptive modeling approaches which can remove some of the mesh 
dependence of the cohesive zone modeling techniques developed for the proposed 
framework. 
 
Adaptive Modeling 
 
Literature Review 
 Often in finite element analyses it is necessary to increase the computational 
efficiency of the model being analyzed.  The increase in computational efficiency can be 
achieved through adaptive modeling.  The Adaptive modeling process often consists of: 
the geometric model; then, the mesh generation; followed by the finite element analysis, 
which may include a mesh refinement algorithm; and finally, post-processing [56].  
Adaptive modeling is primarily comprised of two main approaches; adaptive geometry 
and adaptive meshing.  The adaptive geometry approach deals with the manipulation, 
deletion or adjustment, of the geometric features of a model.  On the other hand, the 
adaptive meshing approach consists of manipulation of the model mesh.  For the purpose 
of the proposed framework the adaptive meshing approach is further investigated. 
 The adaptive meshing approach does not change the geometric features of the 
model but rather adapts the mesh of the model.  There are several techniques available in 
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the literature for adaptive meshing techniques [24-27, 56-59].  The adaptive meshing 
approach is used in a wide variety of engineering simulations such as fracture in concrete 
dams [24], delamination of composites [25], mixed regime hydrologic simulations [57], 
and electromagnetic field analysis of rotating machines [58]. 
 Adaptive meshing can be broken down into mesh generation [59], refinement [24-
25, 56-57], and element insertion [26-27].  Mesh generation is the capability to generate a 
mesh on a model domain, which has no pre-existing mesh.  Meanwhile, mesh refinement 
is the ability to change the density of the mesh in a particular region of the model.  
Adaptive element insertion is the method of introducing elements into a specified region 
of a pre-existing model mesh. 
 Mesh generation is the method of creating a model mesh for a particular 
geometry, with no prior mesh.  There are several techniques for mesh generation 
provided in the literature.  Some of the techniques from the literature include: mapping 
techniques, explicit solutions of partial derivatives, regular grid overlay, and 
octree/quadtree [59].   The Mapping techniques convert the regular grid spacing of the 
reference domain into an arbitrarily shaped region [59].  Another technique for mesh 
generation is the explicit solution of partial derivatives, which are formulated on the 
reference mesh [59].  This technique can be more complex than the first but works well 
when the reference domain of the mesh is defined by contours [59].  The regular grid 
overlay technique applies a regular grid over the model geometry then adjusts elements 
on the boundary to match the geometry edges [59].  This creates distortions along the 
boundary of the model.  To decrease the severity of these distortions the octree/quadtree 
techniques were developed [59]. 
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There are several techniques available in the literature for adaptive mesh 
refinement techniques.  Mesh refinement is the approach of increasing, or decreasing, the 
mesh density in a specified region of the model.  Mesh refinement is comprised of feature 
scale variations with grading functions and/or redistributions [56, 59].  Small geometric 
features require the use of locally small grid elements to achieve accurate simulation 
solutions [56].  To incorporate the smaller grid elements with the larger grid elements 
elsewhere, mesh grading is needed.  Mesh grading is a gradient based mesh density 
method.  The mesh density near a predetermined region of interest in the model, such as 
small geometric features, is greater than the mesh density in regions away from such 
geometric features.  In the redistribution algorithm, of the mesh refinement technique, the 
nodes in the surface mesh are moved to improve the accuracy of the element solution 
[56].  This algorithm may cause errors as the element edges are moved resulting in 
misrepresentation of the geometry.  For this reason both the model shape and analysis 
error indicator are needed to maximize accuracy while minimizing geometric 
representation errors [56]. 
All of the adaptive mesh refinement methods discussed use parent-child 
definitions [57].  During the mesh adaptation process child nodes, edges, and elements 
are created from the parent nodes, edges, and elements, respectively. The geometric and 
material properties of the parent entity define the corresponding properties of the child 
entity.  The refinement process is achieved by splitting a parent element into two child 
elements, with a corresponding split in the edge.  If a new element is introduced by 
cutting an edge with a node, the adjacent element sharing the edge must also be split, 
referred to as mesh closure in the literature [57]. 
54 
 
The element insertion aspect of the adaptive meshing technique introduces 
elements into a pre-existing model mesh.  Element insertion is achieved by duplicating 
the nodes, and adjusting the element connectivity.  The cohesive elements are collapsed 
to a zero initial thickness to retain the original continuum element mesh.  For the 
cohesive zone model (CZM) of the proposed framework it is necessary to introduce the 
cohesive elements at the continuum element interfaces in a predetermined region at the 
crack tip.  The introduction of cohesive elements in the entire region creates multiple 
possible crack paths reducing the dependence of the cohesive zone model on the mesh.  
The adaptive cohesive element meshing technique is further investigated for use in the 
proposed framework. 
The adaptive element insertion technique uses the concept of parent-child 
definitions as outlined earlier in this section.  These definitions can lead to complex and 
computationally inefficient topological data structures [30].  To decrease these effects a 
reduced topological data structure will be implemented. 
Standard mesh representations, like those discussed, consist of tables of nodes and 
elements.  Conversely, Topological data structures use a set of entities to represent the 
model.  For the two-dimensional model, these entities include the face, edge, and vertex 
[29].  Reduced topological data structures provide computationally efficient access to the 
adjacency information of these entities [30]. 
There are several topological data structures presented in the literature [28-30].  
Celes, et al. [28], developed a compact adjacency-based topological data structure for the 
adaptive insertion of cohesive elements.  The compact topological data structure makes 
the assumption that the mesh domain is manifold [29].  That is to say, the vertices on the 
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external boundary of the model are shared by only two boundary edges.  Conversely, 
internal vertices are shared by more than two edges, such that internally the mesh is non-
manifold [29].  The compact topological data structure explicitly represents the element 
and node entities [28].  While, the facet, edge, and vertex entities of the topological data 
structure are implicitly represented [28].  The facet entity corresponds to an element, the 
internal edges represent the interface between two elements, and the vertex entity is 
associated with the nodes [28].  A schematic representation of the compact topological 
data structure is provided in figure 16.  In the figure the explicit entities are represented 
by solid boxes, while the implicit entities are represented by the dashed boxes.  The solid 
arrows, in figure 16, represent the flow of the explicitly defined adjacency information. 
Conversely, the dashed arrows represent the exchange of the implicitly defined adjacency 
information. 
 
Figure 16: Schematic representation of the topological data structure entities, explicit 
and implicit. 
 
56 
 
The elements and nodes of the mesh are obtained explicitly from the model.  This 
information can then be utilized to define the implicit information.  In the topological 
data structure, presented in figure 16, it can be seen that a face and an edge are similar in 
nodal, and vertex, description.  The implicitly defined entities can directly provide the 
adjacency information to the explicitly defined entities.  The multidirectional arrows, in 
figure 16, indicate the dual flow exchange of the adjacency information.  However, the 
node must pass through the element to identify the adjacency information of the implicit 
entities.  This is indicated by the use of the unidirectional arrow between the node and 
implicit entities, in figure 16.  By implicitly representing the face, edge, and vertex 
entities the computational storage cost of the topology can be greatly reduced. 
Once the entities of the topological data structure are efficiently accessible the 
model can be manipulated to incorporate the cohesive elements.  The next section will 
discuss in detail the implementation of the adaptive element insertion technique.  The 
results obtained from the fatigue simulations will be presented and discussed in the next 
section as well. 
 
Adaptive Insertion of Cohesive Zone 
For the proposed framework the adaptive element insertion technique was 
incorporated to minimize the mesh dependence of the cohesive zone degradation model. 
To generate and manipulate the compact topological data structure a MATLAB code was 
created.  To demonstrate the capabilities of the adaptive element insertion routine a 
fatigue analysis of a simple microstructure was performed. 
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The adaptive element insertion routine begins with the capture of the nodal values 
and corresponding coordinates from the input file.  The element values and connectivity’s 
are also explicitly obtained from the Abaqus model input file.  From this information the 
edge definitions can be implicitly established.  The crack tip (a region of interest) is 
identified via the seam assignment created in Abaqus CAE while generating the model.  
The next operation is to obtain the magnitude of the nodal distances from the crack tip.  
This distance is utilized to establish a list of nodal values that are within the 
predetermined region about the crack tip. 
Once the parent nodes are identified they are duplicated, creating child nodes.  
The number of nodal duplications is proportional to the number of elements sharing the 
parent node.  For example if a parent node is shared by four elements then three child 
nodes are created.  After the node duplication is complete the element connectivity’s are 
updated.  The process of duplicating nodes and updating element connectivity is repeated 
until all parent nodes, which are in the remeshing region, are accounted for.  The nodal 
information and element information are updated in the input file to maintain the original 
mesh and allow for the insertion of cohesive elements. 
Next, the coincident edges in the mesh are identified, excluding those along the 
crack seam.  The overlying edges represent the interfaces between the elements prior to 
the node duplication.  The edges are identified by the corresponding nodal coordinates.  If 
an edge has the same nodal coordinates as another edge then the edges are proclaimed to 
be edges of the cohesive elements. 
Next, the centers of the elements are identified, to aid in defining the cohesive 
element connectivity.  This is important as the orientation of the element affects the 
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accuracy of the simulation response.  The orientation of the cohesive elements, known as 
the stacking direction, is defined in a counter-clockwise manner.  A schematic 
representation of the cohesive element definitions for horizontal and vertical elements is 
provided in figure 17.  Should element A be to the left of element B, as in figure 17, then 
the nodes of A correspond to nodes 3 and 4 of the vertical element definition and the 
nodal values of element B correspond to nodes 1 and 2 of the vertical element definition.  
If element A is above element B then the nodal values of A again correspond to nodes 3 
and 4, but now of the horizontal element definition. 
 
Figure 17: Element definition, stack direction. 
 
Once the element definitions, stack directions, have been established the cohesive 
element is introduced to the input file.  This is done by adding the user-subroutine call 
followed by the element definitions and properties.  A sample exert from the input file is 
provided in table 6. 
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Table 6: Sample exert from input file showing cohesive element definition. 
 
In the case where two elements have coincident edges that share a common node 
a cohesive element cannot be inserted.  In such instances a tie constraint is applied to the 
unshared nodes.  The tie constraint establishes a master node which drives the response 
of a slave node.  This constraint prevents a gap from opening and acting like a micro 
crack within the mesh. 
To ensure that the model captures the damage states of the cohesive zone, without 
discontinuity interactions at the zone edges, stopping criterion is established.  The 
stopping criteria states that when damage is detected half way between the crack tip and 
the outer edge of the cohesive zone the current cycle simulation is stopped.  The cohesive 
zone degradation model user-subroutine writes the element number corresponding to this 
point to a data file.  This information is then utilized to establish a pseudo crack tip for 
the next application of the adaptive element insertion routine. 
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For the simple microstructural fatigue analysis, which has been performed for 
code validation, the critical region about the crack tip for element insertion was set to 
0.15 mm, the size of the initial crack length.  Table 7 provides a listing of elements, 
pseudo crack tips, and the corresponding cycle at which the adaptive element insertion 
routine was performed.  The advancement of the cohesive zone through the 
microstructure is provided in figure 18.  The darker regions of the figure represent the 
location of the cohesive zone.  The remaining area, outside the cohesive zone, of the 
microstructure consists of only continuum elements, which represent the bulk material. 
 
Table 7: List of the pseudo crack tips and the cycles at which the adaptive element 
insertion routine was performed. 
 
Figure 18:  Advancement of the adaptive cohesive zone mesh in the microstructure. 
Cycle 3 5 8 12 15 20 25 32 37 43
Element 2675 2879 2988 3099 3112 3225 3414 3529 3645 3659
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The top left model mesh, in figure 18, is the initial FEA model, prior to the 
insertion of cohesive elements.  The second mesh from the left at the top of figure 18 is 
the first insertion of cohesive elements.  The figure shows how the mesh moves 
horizontally from left edge, where the initial crack is located, to the right edge.  This 
progression of the mesh makes sense because a simple model containing no grains or 
inclusions.  According to the principles of fracture mechanics the crack is expected to 
propagate along the plane ahead of the crack tip.  The figure also shows that the area 0.15 
mm above and below the crack consists of only continuum elements. 
However, the results presented demonstrate the mesh dependence of the cohesive 
zone modeling technique.  As shown in figure 18 the crack plane deviates from the 
horizontal crack plane, which is expected for a mode I fracture.  This could cause issues 
in the results obtained.  For this reason another simulation has been performed in which 
the mesh was force seeded to ensure symmetry about the crack plane.  Figure 19 shows 
the resulting CZM structure in which the mesh was seeded such that the crack has the 
capability to propagate horizontally.  This resulted in a better propagation of the crack 
due to mode I fracture processes.  The results from the material constitutive matrix were 
obtained and the refined solution was found to be less than a 1% difference from those 
obtained from the previous simulations.  The cyclic life was extended slightly as well, 
from 45 cycles to 53 cycles.  Also the resulting plot of the crack length versus cycles, 
figure 20, has a much better fit to the linear profile as would be expected.  This 
demonstrates that while some attention needs to be paid to the mesh generation, the 
results due to a skewed mesh have been minimized by the utilization of the adaptive 
meshing technique. 
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Figure 19: Final adaptive cohesive zone mesh with forced seeding. 
 
Figure 20: Crack length versus cycles. 
 
 This establishes the accuracy of the implementation of the adaptive modeling 
techniques.  The adaptive element insertion technique was utilized to embed cohesive 
elements within a region of the idealized representation of the microstructure.  To 
minimize the mesh dependence of the cohesive zone degradation model the adaptive 
element insertion routine embeds cohesive elements in all directions around the crack tip, 
creating multiple possible crack paths.  To increase the computational efficiency of the 
adaptive modeling a compact topological data structure was implemented. 
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III. SUMMARY AND FUTURE WORK 
 
 The framework for structural damage modeling consists of the concepts of 
continuous and discrete damage modeling, damage induced anisotropy, and adaptive 
modeling.  The continuous damage modeling aspect of the proposed framework consists 
of the micromechanical approach of continuum modeling.  Meanwhile, the cohesive zone 
modeling approach, which is embedded into the microstructure, is the discrete damage 
modeling aspect of the proposed framework.  To propagate the damage evolution to the 
macro level the concept damage induced anisotropy was selected.  To minimize the mesh 
dependence of the cohesive zone model an adaptive element insertion routine was 
developed. 
 The framework was established with the micromechanical approach of continuum 
damage modeling.  The micromechanical modeling approach allows for the multiscale 
damage evolution in a structure.  The structure is initially modeled at the macro scale to 
obtain the load distribution at the micro scale model.  The micro scale consists of a 
randomly generated idealized representation of the microstructure.  The cohesive zone 
modeling approach of discrete damage modeling was integrated into the idealized 
representation of the microstructure to allow for damage evolution at the micro scale. 
 Cohesive zone modeling is based on the use of a cohesive traction-separation law 
to define the fracture process of a material.  For the proposed framework the PPR unified 
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potential traction-separation law was utilized with the addition of a damage parameter to 
track damage evolution.  
Through an adaptive meshing routine, cohesive elements are introduced into the 
idealized representation of the microstructure at the continuum element interfaces.  This 
approach minimizes the mesh dependence of the cohesive zone model.  To maximize 
computational efficiency of the adaptive mesh routine a compact topological data 
structure was implemented. 
Upon degradation, damage evolution, of the cohesive zone elements in the 
microstructure the framework executes a material constitutive model routine to check for 
damage induced anisotropy.  If the resulting fatigue damage generates anisotropic 
behavior the material properties will be updated at the macro scale.  The change in the 
material properties at the macro scale results in a change in the load distribution in the 
model, thus changing the boundary conditions applied at the micro scale.  The complete 
failure of the microstructural model results in crack propagation at the macro scale.  This 
propagation is updated at the macro scale and a new idealized representation of the 
microstructure is then generated.  This process is repeated until failure of the macro scale 
model occurs. 
To demonstrate the capability of the proposed framework to track the damage, a 
fatigue simulation was performed on a simple example.  The fatigue simulation 
demonstrated the ability to track the damage states of the cohesive elements due.  The 
simulation also demonstrated the capability of the adaptive meshing routine to advance 
the cohesive zone through the model ahead of the crack tip.  It has also been established 
that the material constitutive model routine has the ability to determine the behavior of 
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the material, isotropic or anisotropic, for any given damage state of the model.  This 
allows for the damage evolution at the macro scale. 
Currently a microstructure containing no grains or inclusions is being utilized to 
establish the feasibility of the framework.  Therefore, further work needs to be done to 
establishing an idealized representative microstructure of the structural model for use in 
the proposed framework.  There is currently no communication between the macro and 
micro scale models, which can be achieved by investigating the application of user 
material definition.  At this point in time the material constitutive model, the cohesive 
zone degradation model, and the adaptive meshing routines operate separately, being 
executed manually.  In the future this can be a fully automated program scheme.  This 
would take an initial macro scale model, generate the idealized representation of the 
microstructure, and then perform the fatigue analysis, which includes the routines that 
have been established in the current research. 
The framework will provide the capability to perform the fatigue analyses to 
determine the structural response in a fatigue environment.  The proposed framework that 
has been established is a very important piece of the life forecasting module. The 
framework provides the basis for investigating the probabilistic damage state predictions 
in a fatigue environment.   
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Appendix A 
PPR Unified Potential TSL 
The PPR unified potential model defines two forms of failure related to the 
normal and tangential directions, mode I and mode II failure. The initiation of damage 
occurs when the normal or tangential separations reach the critical opening displacement, 
 and  respectively.  This corresponds to the point at which the normal traction or 
tangential traction are at a maximum, σmax and τmax respectively [22].  Normal failure 
occurs when the normal or tangential separation reaches the normal final crack opening, 
, or the conjugate tangential final crack opening, , the separations associated with 
failure.  In the same manner, tangential failure occurs when the normal or tangential 
separations reach the conjugate normal final crack opening, , or tangential final crack 
opening,  [22]. 
The PPR unified potential-based constitutive model is defined by four parameters 
for each mode, eight parameters in total.  These parameters are the peak tractions,  
and , fracture energies,  and , initial slope indicators,  and , and the 
shape parameters,  and  [22].  The peak traction is a material property.  The fracture 
energy is the area under the TSL curve and is found by integrating the traction over the 
separation being expressed as, 
,    (33) 
.    (34) 
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Where,  is the normal separation,  is the tangential separation.  The initial slope 
indicators are simply the ratios of the initiation displacements over the failure 
displacements, and are given as, 
,     (35) 
.     (36) 
The shape parameters are the material softening responses.  These parameters can be used 
to fit the model to experimental data.  Figure 9 shows the representation of the PPR 
traction-separation law with various shape parameters. 
 
Figure 9:  PPR unified mixed-mode potential traction-separation laws, normal (left) and 
tangential (right).  The shape parameters  and  determine the form of the traction-
separation law. 
 
As can be seen from figure 9 the shape parameter value of approximately 2 
correspond to the bilinear form of the traction-separation law.  The potential for mixed-
mode fracture, now referred to as the PPR unified potential [44], can now be expressed 
as, 
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 .   (37) 
The derivatives, with respect to the normal and tangential displacements, of the PPR 
unified potential leads to the normal and tangential traction vectors.  The resulting normal 
and tangential traction vectors are expressed as, 
  
 ,   (38) 
  
 .  (39) 
Where,  and  are the shape parameters for the traction separation law, as shown in 
figure 9.  Given the case of unequal mode I and mode II fracture energies,  and , 
the energy constants,  and , of equations 38 and 39 become, 
,   (40) 
.   (41) 
Alternatively, given the case of equal fracture energies, the energy constants are 
simplified and can be expressed as, 
,    (42) 
.     (43) 
The exponents, m and n, which are evaluated by the initial slope indicators,  and , 
are expressed as, 
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,     (44) 
.      (45) 
If the initial slope indicators are given then it is necessary to determine the failure 
separation parameter of the material.  The normal and tangential final crack opening 
widths, the failure separations, can be obtained by, 
,  (46) 
.   (47) 
These equations give a full description of the cohesive traction-separation law, which will 
be utilized in the proposed framework.  The PPR traction-separation law is used define 
the material response of the cohesive elements.  However, the PPR unified potential 
model does not have the capability to capture or track the damage state of the material 
due to fatigue. 
 
