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FRACTIONAL OSCILLATOR PROCESS WITH TWO INDICES
S.C. LIM AND L.P. TEO
Abstract. We introduce a new fractional oscillator process which can be
obtained as solution of a stochastic differential equation with two fractional
orders. Basic properties such as fractal dimension and short range dependence
of the process are studied by considering the asymptotic properties of its co-
variance function. The fluctuation–dissipation relation of the process is inves-
tigated. The fractional oscillator process can be regarded as one-dimensional
fractional Euclidean Klein-Gordon field, which can be obtained by applying
the Parisi-Wu stochastic quantization method to a nonlocal Euclidean action.
The Casimir energy associated with the fractional field at positive temperature
is calculated by using the zeta function regularization technique.
1. Introduction
Work on extending stochastic processes characterized by a single index to corre-
sponding processes with two indices or processes with variable index has attracted
considerable interest lately. For example, fractional Brownian motion parametrized
by a constant Hurst index H has recently been generalized to the bifractional Brow-
nian motion [1, 2] characterized by two indices, with fractional Brownian motion as
a special case. A process with two indices provides a more flexible model as far as
applications are concerned. Fractional Brownian motion has also been extended to
multifractional Brownian motion with a variable index H(t) [3, 4]. Multifractional
Brownian motion allows one to model phenomena with variable memory and fractal
dimension that changes with time or position. Another example is the process of
Cauchy class [5], which has been extended to the process with two-indices known
as generalized Cauchy process [6, 7]. In contrast to many other single-index pro-
cesses (for example, fractional Brownian motion), generalized Cauchy process has
the advantage that its two indices separately characterize the fractal dimension or
self-similar property and the long range dependence. The aim of this paper is to
introduce a new type of fractional Gaussian process indexed by two parameters so
that its short range dependence property and fractal dimension can be separately
characterized. Such a process can be regarded as a generalization of fractional
oscillator process or fractional Ornstein-Uhlenbeck process with single index [8, 9].
This paper is organized as follows. Section 2 introduces the generalized fractional
oscillator process as solution of a stochastic differential equation with two fractional
orders. Despite the covariance of this process does not have a closed analytic form,
its basic properties can be studied by considering the asymptotic properties of
its covariance. In particular, the fractal dimension and short range dependence are
studied. The fluctuation–dissipation relation are discussed in section 4. In section 5,
we consider the fractional oscillator process as one-dimensional Euclidean fractional
Key words and phrases. Fractional oscillator process, short range dependence, fluctuation–
dissipation theorem, Casimir free energy, stochastic quantization.
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scalar field. Stochastic quantization of the field at zero and finite temperature
is carried out. We proceed to calculate the Casimir energy associated with the
fractional field at finite temperature by employing the zeta function regularization
technique. In the last section, we briefly discuss possible generalizations of the
results obtained.
2. Fractional Oscillator Process with two indices
In this section we define the fractional oscillator process with two indices. Re-
call that an ordinary oscillator process X(t) can be obtained as a solution to the
Langevin equation
(Dt + λ)X(t) = η(t),(2.1)
where η(t) = dB(t)/dt is the standard white noise with
〈η(t)〉 = 0, 〈η(t)η(t′)〉 = δ(t− t′),
B(t) is the standard Brownian motion, and λ is a positive constant. Using Fourier
transform, the solution of (2.1) can be written as
X(t) =
1√
2pi
∫
R
eiωtηˆ(ω)
iω + λ
dω,
where ηˆ(ω) is the Fourier transform of the standard white noise η(t):
ηˆ(ω) =
1√
2pi
∫ ∞
−∞
e−itωdB(t).
In the literature, X(t) is known as the oscillator process or the Ornstein–Uhlenbeck
process. It is a centered stationary Gaussian process with covariance function
〈X(s)X(s+ t)〉 = 1
2pi
∫
R
eiωt
ω2 + λ2
dω =
e−λ|t|
2λ
.(2.2)
One can also regard the oscillator process X(t) as one-dimensional Euclidean scalar
Klein–Gordon field with mass λ, and propagator given by the spectral density
S(ω) =
1
2pi
1
ω2 + λ2
.
Since fractal dynamics [10, 11, 12] have increasingly played an important role in
various transport phenomena in complex media, it would be interesting to inves-
tigate various possible generalizations of X(t) to its fractional counterpart. One
direct way is to replace the differential operator Dt in (2.1) by the fractional dif-
ferential operator aDt to obtain the following type I fractional Langevin equation
[13, 14, 15, 16]:
(aD
α
t + λ)Xα,1(t) = η(t),
where the fractional derivative aDt is defined as [17, 18, 19]:
( aD
α
t f) (t) =
1
Γ(n− α)
(
d
dt
)n ∫ t
a
f(u)
(t− u)α−n+1 du, n− 1 < α < n.
When a = 0, 0D
α
t is known as the Riemann–Liouville fractional derivative; and
for a = −∞, −∞Dαt is called the Weyl fractional derivative. Another possible
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generalization is to fractionalize the operator (aDt+λ) to obtain the following type
II fractional Langevin equation [8, 9]:
(aDt + λ)
γ
X1,γ(t) = η(t), γ > 0.
Recently we have combined the investigation on these two type of processes and
study the more general case [20]:
(aD
α
t + λ)
γ
Xα,γ(t) = η(t).(2.3)
If Weyl fractional derivative is used in (2.3), then for αγ > 1/2, Xα,γ(t) turns out
to be a centered stationary Gaussian process with a representation
Xα,γ(t) =
1√
2pi
∫
R
eiωtηˆ(ω)
((iω)α + λ)
γ dω,
and covariance function
〈Xα,γ(s)Xα,γ(s+ t)〉 = 1
2pi
∫
R
eiωt
|(iω)α + λ|2γ dω =
1
2pi
∫
R
eiωt(|ω|2α + 2λ|ω| cos piα2 + λ2)γ dω.
(2.4)
The properties of the process Xα,γ(t) have been studied in [20]. However, the above
generalization contains an unsatisfactory aspect, namely its spectral density
S(ω) =
1
2pi
1(|ω|2α + 2λ|ω| cos piα2 + λ2)γ(2.5)
has a complicated form. When α = 1, the spectral density simplifies to
S(ω) =
1
2pi
1
(|ω|2 + λ2)γ .
This signifies that X1,γ(t) has another representation
X1,γ(t) =
1√
2pi
∫
R
eiωt
(|ω|2 + λ2) γ2
dω,
and therefore is a solution of the following fractional stochastic differential equation(−∆+ λ2) γ2 X1,γ(t) = η(t),
where ∆ = d2/dt2 is the one-dimensional Laplacian operator. Inspired by this,
we define a new type of stochastic process Xα,γ(t) indexed by two parameters α, γ
with α ∈ (0, 1], γ > 0, as a solution to the following fractional stochastic differential
equation: [
(−∆)α + λ2] γ2 Xα,γ(t) = η(t),
or equivalently, the equation(
D2αt + λ
2
) γ
2 Xα,γ(t) = η(t),(2.6)
where D2αt is the Riesz derivative defined by [17, 21]
D2αt f := (−∆)αf := F−1
(
|ω|2αfˆ(ω)
)
,
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Figure 1: Some simulations of Xα,γ(t) for different values of α and γ.
with fˆ := F (f) the Fourier transform of f . It follows easily that when αγ > 1/2,
the solution to (2.6) is given by
Xα,γ(t) =
1√
2pi
∫
R
eiωt
(|ω|2α + λ2) γ2
dω.(2.7)
We also callXα,γ(t) a fractional oscillator process. Its covariance function Cα,γ(t) =
〈Xα,γ(s+ t)Xα,γ(s)〉 is
Cα,γ(t) =
1
2pi
∫ ∞
−∞
eitω
(|ω|2α + λ2)γ dω,(2.8)
and the spectral density has the required simpler form
Sα,γ(ω) =
1
2pi
1
(|ω|2α + λ2)γ(2.9)
compared to (2.5). Some simulations of the process Xα,γ(t) are given in Figure 1.
Here we would also like to remark that when αγ ≤ 1/2, Xα,γ(t) only exists as a
generalized stochastic process, in the sense of generalized functions. Namely, for a
Schwarz class test function f(t),
〈Xα,γ(t), f(t)〉 =
∫
R
fˆ(−ω)ηˆ(ω)
(|ω|2α + λ2) γ2
dω,
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where fˆ(ω) is the Fourier transform of f .
The two fractional generalizations Xα,γ(t) and Xα,γ(t) of ordinary oscillator pro-
cess do not give the same solutions since they give rise to different spectral densities.
However, if we want to regard fractional oscillator process as one-dimensional Eu-
clidean Klein–Gordon field, (2.6) is one-dimensional Klein–Gordon equation with
two fractional orders, and the covariance function (2.8) becomes the propagator of
the corresponding fractional Klein-Gordon field φα,γ(t). We shall show in section
5 that φα,γ(t) can be obtained by applying Parisi-Wu stochastic quantization [22]
involving a nonlocal Euclidean action.
3. Asymptotic behaviors of the covariance function Cα,γ(t) and
sample path properties of Xα,γ(t)
3.1. Asymptotic behaviors of the covariance function Cα,γ(t). When α = 1,
γ > 0, the covariance function C1,γ(t) (2.8) has the following closed form [8]:
C1,γ(t) =
21/2−γ√
piΓ(γ)
( |t|
λ
)γ−1/2
Kγ−1/2(λ|t|),(3.1)
where Kν(z) is the modified Bessel function of second kind or the MacDonald func-
tion. However, the covariance function Cα,γ(t) in general does not exist in closed
analytic form. In fact, since the spectral density (2.9) has the same functional
form as the characteristic function of the generalized Linnik distribution [23], the
covariance function Cα,γ(t) (2.8) has the same functional form as the Linnik prob-
ability density function, whose analytic properties have been studied in [24, 23]. In
particular, one can obtain the following integral representation for the covariance
function Cα,γ(t):
Cα,γ(t) =
1
pi
Im
∫ ∞
0
e−u|t|du
(λ2 + e−ipiαu2α)
γ .(3.2)
It turns out that the analytic properties of Linnik probability density function
depend on the arithmetic nature of the parameters α and γ; and the conditions im-
posed on α and γ are rather complicated and are not of practical interest. Therefore,
we shall use different methods to study the asymptotic behaviors of the covariance
function Cα,γ(t) that are more suited for various applications.
For the properties of Xα,γ(t) that we are interested such as its fractal dimension,
long or short range dependence, it suffices for us to know the leading behavior of
the variance of the associated increment process
σ2(t) =
〈
[Xα,γ(s+ t)−Xα,γ(s)]2
〉
= 2Cα,γ(0)− 2Cα,γ(t)(3.3)
for t→ 0 and the leading behavior of Cα,γ(t) for t→∞.
First, we examine the behavior of σ2(t) when t → 0. We impose the restriction
αγ > 1/2 so that Xα,γ(t) has finite variance and (3.3) is well-defined. Under this
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restriction, the variance Cα,γ(0) is given by (#3.251, no.11, Ref. [25])
Cα,γ(0) =
1
pi
∫ ∞
0
dω
(ω2α + λ2)γ
(3.4)
=
1
2piα
Γ
(
1
2α
)
Γ
(
γ − 12α
)
Γ(γ)
λ
1
α
−2γ
=
λ
1
α
−2γ
2αΓ(γ)
Γ
(
1
2α
)
Γ
(
1− γ + 12α
)
sin
(
pi
(
γ − 12α
)) ,
where the identity −zΓ(z)Γ(−z) = pi/ sin(piz) has been used. Our result is in
agreement with that of Erdogan and Ostrovskii [23]. To obtain the leading behavior
of
σ2(t) = 2Cα,γ(0)− 2Cα,γ(t) = 2
pi
∫ ∞
0
1− cos(ω|t|)
(λ2 + ω2α)γ
dω,(3.5)
we consider the cases 1/2 < αγ < 3/2, αγ > 3/2 and αγ = 3/2 separately.
Case I. When 1/2 < αγ < 3/2, (3.5) is equal to
σ2(t) =
4
pi
∫ ∞
0
sin2
(
ω|t|
2
)
(λ2 + ω2α)γ
dω(3.6)
=
4|t|2αγ−1
pi
∫ ∞
0
sin2(ω/2)
(ω2α + λ2|t|2α)γ dω
=
4|t|2αγ−1
pi
∫ ∞
0
ω−2αγ sin2
(ω
2
)
dω + o(|t|2αγ−1)
=− |t|
2αγ−1
cos(piαγ)Γ(2αγ)
+ o(|t|2αγ−1) as t→ 0.
We have used #3.823 of [25] in the last step. Eq. (3.6) shows that when 1/2 <
αγ < 3/2 and t → 0, the leading term of σ2(t) is of order |t|2αγ−1. If we replace
αγ by H + 1/2, then (3.6) becomes
σ2(t) ∼ |t|
2H
sin(piH)Γ(2H + 1)
+ o(|t|2H) as t→ 0,
which shows that the short time asymptotic behavior of σ2(t) is characterized by
the index H = αγ − 1/2.
Case II. For αγ > 3/2, using 1− cos(ω|t|) = 12ω2|t|2 +O(|t|4) as t→ 0, we have
σ2(t) =
|t|2
pi
∫ ∞
0
ω2dω
(λ2 + ω2α)γ
+ o(|t|2)(3.7)
=
|t|2
2piα
λ
3
α
−2γ Γ
(
3
2α
)
Γ
(
γ − 32α
)
Γ(γ)
+ o(|t|2).
This shows that after crossing the point αγ = 3/2, the leading behavior of σ2(t) is
of order |t|2, which does not depend on the parameters α and γ.
Case III. The borderline case αγ = 3/2 is more complicated. First, we find as in
Case I that
σ2(t) =
4|t|2
pi
∫ ∞
0
sin2(ω/2)
(ω2α + λ2|t|2α)γ dω.
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The integral ∫ ∞
0
sin2(ω/2)
(ω2α + λ2|t|2α)γ dω(3.8)
does not converge when t → 0 because of the singularity at the origin of the
integrand ω−2αγ sin2 (ω/2). Since sin z ∼ z when z → 0, we write (3.8) as a sum of
two terms A1(t) and A2(t), where
A1(t) =
∫ 1
0
(ω/2)2
(ω2α + λ2|t|2α)γ dω,
reflects the divergence of (3.8) when t→ 0; and
A2(t) =
∫ 1
0
sin2(ω/2)− (ω/2)2
(ω2α + λ2|t|2α)γ dω +
∫ ∞
1
sin2(ω/2)
(ω2α + λ2|t|2α)γ dω
carry the finite part. By making a change of variable v = ω2α or equivalently
ω = vγ/3, we find that
A1(t) =
1
8α
∫ 1
0
vγ−1dv
(v + λ2|t|2α)γ .
To find the asymptotic behavior of A1(t) as t → 0, we split it again as the sum of
A3(t) and A4(t), where
A3(t) =
1
8α
∫ 1
0
dv
(v + λ2|t|2α) ∼
1
4
log
1
|t| −
1
4α
log λ+ o(1)(3.9)
give the divergence part; and A4(t) := A1(t)−A3(t) gives a finite limit:
A4(t) =
1
8α
∫ 1
0
vγ−1 − (v + λ2|t|2α)γ−1
(v + λ2|t|2α)γ dv =
1
8α
∫ 1
λ2|t|2α
0
vγ−1 − (1 + v)γ−1
(1 + v)γ
dv
(3.10)
∼ 1
8α
∫ ∞
0
vγ−1 − (1 + v)γ−1
(1 + v)γ
dv + o(1) =
1
8α
(ψ(1)− ψ(γ)) + o(1).
In the last equality, we have used #3.219 of [25], with ψ(z) = Γ′(z)/Γ(z) being the
logarithmic derivative of the gamma function. The limit of A2(t) when t → 0 is
given by
A2(0) =
∫ 1
0
ω−3
(
sin2
(ω
2
)
−
(ω
2
)2)
dω +
∫ ∞
1
ω−3 sin2
(ω
2
)
dω.
It can be computed explicitly by regularization method:
A2(0) = lim
ε→0+
{∫ ∞
0
ω−3+ε sin2
(ω
2
)
dω − 1
4
∫ 1
0
ω−1+εdω
}
(3.11)
= lim
ε→0+
{
1
2
cos
piε
2
Γ(1 + ε)
ε(1− ε)(2− ε) −
1
4ε
}
=
1
4
(
ψ(1) +
3
2
)
.
Combining (3.9), (3.10) and (3.11), we find that the leading behavior of σ2(t) when
αγ = 3/2 is:
σ2(t) ∼ |t|
2
pi
log
1
|t| −
|t|2
pi
{
1
α
logλ+
1
2α
(ψ(γ)− ψ(1))− ψ(1)− 3
2
}
+ o(1).
(3.12)
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tion − cos(piαγ)Γ(2αγ)σ2(t) is plotted as a function of t. The reference curve is y =
|t|2αγ−1. Here αγ = 0.6. The graph shows that − cos(piαγ)Γ(2αγ)σ2(t) ∼ |t|2αγ−1
when t → 0. Right: The function Kλα,γσ
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Figure 3: The graph shows the small time behavior of σ2(t) when αγ = 3/2. The reference
curve is t2 log(1/|t|).
This shows that the leading behavior of σ2(t) at the borderline case αγ = 3/2 is of
order |t|2 log(1/|t|).
The behavior of σ2(t) at small t is illustrated graphically in Figure 2 and Figure
3. We can further confirm our results by checking the small time behavior of σ2(t)
for the case α = 1, with the covariance function C1,γ(t) given explicitly by (3.1).
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By using #8.445, 8.446 and 8.485 of Ref. [25] one gets for ν /∈ Z,
Kν(z) = K−ν(z) =
pi
2 sin(piν)


∞∑
j=0
(z/2)2j−ν
j!Γ(j + 1− ν) −
∞∑
j=0
(z/2)2j+ν
j!Γ(j + 1 + ν)

 ;(3.13)
and in the case ν = ±m, m a nonnegative integer,
Kν(z) =
1
2
m−1∑
j=0
(−1)j(m− j − 1)!
j!
(z
2
)2j−m(3.14)
+ (−1)m+1
∞∑
j=0
(z/2)m+2j
j!(m+ j)!
{
log
z
2
− 1
2
ψ(j + 1)− 1
2
ψ(j + 1 +m)
}
.
From (3.13) and (3.14), one finds that the variance of X1,γ(t) is
C1,γ(0) =
√
pi
2λ2γ−1 sin
(
pi(γ − 12
)
Γ(γ)Γ
(
3
2 − γ
) ;
and the leading behavior of σ2(t) as t→ 0 is given by:
• If 1/2 < γ < 3/2,
σ2(t) ∼
√
pi|t|2γ−1
22γ−1 sin
(
pi
(
γ − 12
))
Γ(γ)Γ
(
γ − 12
)(3.15)
=− |t|
2γ−1
cos(piγ)Γ(2γ)
.
In the last step, we have used the identity Γ(2z) = (22z−1/
√
pi)Γ(z)Γ(z + (1/2)).
• If γ > 3/2,
σ2(t) ∼ 1
4
√
pi
Γ
(
γ − 32
)
Γ(γ)
|t|2.(3.16)
• If γ = 3/2,
σ2(t) ∼ |t|
2
pi
(
log
1
|t| − logλ+ log 2 + ψ(1) +
1
2
)
.(3.17)
By putting α = 1 in the small time asymptotic formulas (3.6), (3.7) and (3.12)
of σ2(t), one obtains the formulas (3.15) — (3.17), which confirm our results.
Next, we study the asymptotic behavior of Cα,γ(t) for t→∞. When 0 < α < 1,
we can make use of (3.2). Making a change of variable u 7→ u/t and using the
formula
1
(1 + z)γ
=
∞∑
j=0
(−1)jΓ(γ + j)
j!Γ(γ)
zj ,
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Figure 4: This graph shows the large time behavior of Cα,γ(t).
we can derive the following t→∞ asymptotic expression for Cα,γ(t) which is valid
when α ∈ (0, 1):
Cα,γ(t) =
1
pi
Im
{
t−1
∫ ∞
0
e−udu(
λ2 + e−ipiα u
2α
t2α
)γ
}(3.18)
∼ 1
pi
Im

t−1
∫ ∞
0
e−u
∞∑
j=0
(−1)jΓ(γ + j)
j!Γ(γ)
e−ipiαj
u2αj
t2αj
λ−2γ−2j


∼ 1
piΓ(γ)
∞∑
j=1
(−1)j+1λ−2(γ+j)
j!
Γ(γ + j)Γ(1 + 2αj) sin (piαj) t−(2αj+1).
The leading term is
Cα,γ(t) ∼ γ
pi
λ−2(γ+1)Γ(1 + 2α) sin (piα) t−(2α+1).(3.19)
By letting λ = 1, (3.18) is in agreement with the analogous result given in Ref.
[23] for Linnik distribution. Notice that when 0 < α < 1, Cα,γ(t) is of polynomial
decay with order t−2α−1 when t→∞ (see Figures 4 and 5).
The case α = 1 has to be considered separately. Using the relation (#8.451, no.
6, ref. [25]):
Kν(z) =
√
pi
2z
e−z
(
1 +
4ν2 − 1
8z
+ . . .
)
,
we find from the explicit formula (3.1) for C1,γ(t) that
C1,γ(t) ∼ |t|
γ−1
(2λ)γΓ(γ)
e−λ|t| as |t| → ∞.(3.20)
One notice that at large time, C1,γ(t) decays exponentially, in contrast the large
time behavior of Cα,γ(t), α ∈ (0, 1) (3.18), which decays polynomially (see Figure
5).
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γΓ(1+2α) sin(piα)
and the reference curve is y = t−(2α+1). The graph shows
that Kλα,γCα,γ(t) ∼ t
−2α−1 as t → ∞. Right: Here Nλγ (t) = (2λ)
γΓ(γ)tγ−1, λ = 1 and
the reference curve is y = e−λt. The graph shows that Nλγ (t)C1,γ(t) ∼ e
−λt for large t.
From the above results, it appears that the small time asymptotic behavior of the
covariance Cα,γ(t) varies as |t|min{2αγ−1,2}, depending on both α and γ. However,
if the index γ is replaced by γ/α, then Cα,γ(t) ∼ |t|min{2γ−1,2} as t → 0. Thus,
together with the large time asymptotic behavior Cα,γ(t) ∼ |t|−2α−1 as t→∞, we
have the result that the small and large time asymptotic behavior of the covariance
of Xα,γ(t) are separately characterized by γ and α. The physical implications of
this result will be discussed in the subsequent sections.
3.2. Locally Asymptotically Self-Similarity and Fractal Dimension. Recall
that a stationary random process cannot be self-similar [26]. It would be interesting
to see whether Xα,γ(t) satisfies a weaker self-similar property, namely self-similarity
at very small time scales. First we introduce some definitions. A positive function
f is asymptotically homogeneous of order κ at ∞ if there exists a non-zero func-
tion f∞ such that, for almost every ω ∈ R and r > 0, f r(ω) = r−κf(rω) has a
limit f∞(ω) when r → ∞. Clearly, f∞(ω) is homogeneous of order κ, thus fixes
the index κ uniquely. One can easily verify that the spectral density Sα,γ(ω) is
asymptotically homogeneous of order 2αγ at ∞, with S∞α,γ(ω) = ω−2αγ/(2pi). In
addition, the spectral density satisfies the following property: there exist positive
constants A,B ∈ R such that Sα,γ(ω) ≤ B|ω|−2αγ , for almost all |ω| > A. This is
clearly true since λ > 0 implies
Sα,γ(ω) =
1
2pi
1
(λ2 + ω2α)γ
<
|ω|−2αγ
2pi
.
Using a result (Proposition 2 in Ref. [27]), one concludes that if αγ ∈ (1/2, 3/2),
the fractional process Xα,γ(t) is locally asymptotically self-similar (LASS) of order
αγ − 1/2, that is for u ∈ R,
lim
ε→0+
{
Xα,γ(t0 + εu)−Xα,γ(t0)
εαγ−
1
2
}
=
{
X∞α,γ(u)
}
,
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Figure 6: The graphs shows that ε−αγ+
1
2 [Xα,γ(εt)−Xα,γ(0)] approaches the fractional
Brownian motion Bαγ− 1
2
(t) when ε→ 0. Here Zi(t) = ε
−αγ+ 1
2
i [Xα,γ(εit)−Xα,γ(0)] with
ε1 = 0.0001, ε2 = 0.00005, i = 1, 2.
with the convergence in the sense of distribution on the space of continuous paths on
R. Note that this result is in agreement with (3.6) which asserts that the covariance
σ2(t) ∼ C|t|2αγ−1 as t → 0. The limit process or the tangent process X∞α,γ is self-
similar of order αγ − 12 . It can be identified with fractional Brownian motion if
αγ = H+1/2, where H denotes the Hurst index of the fractional Brownian motion.
Just like the case of ordinary oscillator process, which locally behaves like Brownian
motion, likewise the fractional oscillator processXα,γ(t) has the same local behavior
as fractional Brownian motion of order αγ − 1/2. In fact, (3.6) gives us〈
lim
ε→0+
[
Xα,γ(t0 + εu)−Xα,γ(t0)
εαγ−
1
2
] [
Xα,γ(t0 + εv)−Xα,γ(t0)
εαγ−
1
2
]〉
= lim
ε→0
σ2(εu) + σ2(εv)− σ2(ε(u − v))
2ε2αγ−1
=− 1
2 cos(piαγ)Γ(2αγ)
(|u|2αγ−1 + |v|2αγ−1 − |u− v|2αγ−1) ,
which is the covariance function 〈BH(u)BH(v)〉 for the fractional Brownian motion
BH(u) :=
1√
2pi
∫
R
eiωt − 1
|ω|H+ 12 dω,
if we identify H with αγ−1/2 (see Figure 6). We also remark that when αβ = 3/2,
we find from (3.12) that the fractional oscillator process Xα,γ(t) fails to satisfy the
LASS property. When αγ exceeds 3/2, the process Xα,β(t) becomes differentiable
with variance
lim
ε→0
〈[
Xα,γ(t0 + ε)−Xα,γ(t0)
ε
]2〉
= lim
ε→0
σ2(ε)
ε2
=
λ
3
α
−2γ
2piα
Γ
(
3
2α
)
Γ
(
γ − 32α
)
Γ(γ)
,
which follows from (3.7).
Another important concept in the study of the sample path properties of a
stochastic process is the Ho¨lderian property. A function f : [a, b]→ R is Ho¨lderian
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of order κ ∈ (0, 1] if
|f(t)− f(s)| ≤ K|t− s|κ, for all s, t ∈ [a, b]
for some constant K > 0. It is well-known that if Z(t) is a stationary process and
σ2(t) = 〈[Z(t)− Z(0)]2〉 satisfies
σ2(t) ≤ C|t|2κ,
then almost surely (a.s.) the sample path of Z(t) is Ho¨lderian of order κ − ε for
all ε > 0 [28, 29, 30]. Applying this concept to the fractional oscillator process
Xα,γ(t), we find from (3.6), (3.7) and (3.12) that for any ε > 0, the sample path of
Xα,γ(t) is Ho¨lderian of order αγ − 1/2 − ε if αγ < 3/2, and is Ho¨lderian of order
1− ε if αγ ≥ 3/2.
Now we want to consider the fractal dimension D of the graph for the fractional
oscillator process Xα,γ(t). Since fractal dimension is a local concept, fractality is
defined for infinitesimally small time scales. For a locally self-similar process, one
may apply the following result to obtain its fractal dimension. A process which is
LASS of order κ > 0 and its sample paths are a.s. κ−ε–Ho¨lderian for all ε > 0, then
the fractal dimension of its graph is a.s. equals to 2−κ [28, 31]. Applying this result
to Xα,γ(t) gives the fractal dimension D =
5
2 − αγ for the graph of the fractional
oscillator process when 1/2 < αγ < 3/2. For αγ ≥ 3/2, the fractal dimension
of the graph of Xα,γ(t) is equal to 1. In other words, the fractal dimension of the
graph of Xα,γ(t) is max
{
1, 52 − αγ
}
. Again, if we replace γ by γ/α, then the fractal
dimension becomes max
{
1, 52 − γ
}
, which depends solely on γ.
3.3. Short Range Dependence Property. First we recall that the Ornstein–
Uhlenbeck process or ordinary oscillator process (up to a multiplicative constant)
is the only stationary Gaussian Markov process, thus rule out the possibility of the
fractional oscillator processes Xα,γ(t) being Markovian. Now we want to find out
the nature of memory possessed by Xα,γ(t), whether it has long memory or long
range-dependence (LRD), or short memory or short-range dependence (SRD). A
stationary Gaussian process with covariance C(t) is said to be LRD if for some
finite t∗ ≥ 0, ∫ ∞
t∗
|C(t)|dτ =∞,(3.21)
otherwise it is SRD. From the results (3.19) and (3.20), we find that the covari-
ance of Xα,γ(t) behaves asymptotically as Cα,γ(t) ∼ t−(2α+1) if α ∈ (0, 1) and as
Cα,γ(t) ∼ e−λttγ−1 if α = 1, for t→∞. This shows that the corresponding integral
(3.21) is convergent and therefore the fractional oscillator process Xα,γ(t) has SRD.
It is interesting to note that when α ∈ (0, 1) the asymptotic order of the covariance
does not depend on the parameter γ. Therefore, the parameter α characterize the
asymptotic order of the covariance Cα,γ(t) as t→∞. Combining with the remark
given earlier, one notes that it is possible to separately characterize the fractal
dimension and short range dependence of Xα,γ(t) with two different indices.
4. Fluctuation–Dissipation Relation
One of the important theorems in statistical mechanics is the fluctuation-dissipation
theorem [32] which relates the coefficient of the covariance of the external random
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force in the Langevin equation with the frictional coefficient. It would be interest-
ing to see whether there exists some kind of fluctuation-dissipation relation for the
fractional process Xα,γ(t). For this purpose we re-express the fractional Langevin
equation (2.6) as
(
D2αt + λ
2α
) γ
2 Xα,γ(t) = η(t),(4.1)
with the covariance of white noise η(t) given by 〈η(t)η(s)〉 = 2Bδ(t − s), where
B is a constant coefficient. If we regard Xα,γ(t) as the velocity process, then the
assumption of the thermalization of the fractional velocity process based on the
fractional generalization of the classical principle of equipartition of energy [32]
gives 〈
[Xα,γ(t)]
2
〉
= (kT )αγ ,(4.2)
where we have assumed the particle under consideration has unit mass; k is the
Boltzmann constant and T denotes temperature. Under the condition αγ > 1/2,
the process Xα,γ(t) has finite variance given by (3.4):
Cα,γ(0) =
B
piα
Γ
(
1
2α
)
Γ
(
γ − 12α
)
Γ(γ)
λ1−2αγ .(4.3)
From (4.2) and (4.3) one obtains
B =
piαΓ(γ)
Γ
(
1
2α
)
Γ
(
γ − 12α
)λ2αγ−1(kT )αγ = n(α, γ)λ2αγ−1(kT )αγ ,(4.4)
with
n(α, γ) =
piαΓ(γ)
Γ
(
1
2α
)
Γ
(
γ − 12α
) .
(4.4) can be regarded as the generalized fluctuation–dissipation relation for the
fractional velocity process. When α = 1 and γ = 1, (4.4) reduces to the fluctuation–
dissipation relation for the ordinary Ornstein-Uhlenbeck process X1,1(t):
B = λkT.
We can show that for a short range dependent process such as Xα,γ(t), the lead-
ing term for the large time behavior of the variance of its mean–square displacement
does not depend on the covariance of Xα,γ(t). For illustration, let us first consider
the simple case with position process Yα,γ(t) linked to the velocity process by
Xα,γ(t) =
dYα,γ(t)
dt
.(4.5)
If we assume that Yα,γ(0) = 0, then the variance of the position process Yα,γ(t) is
given by
〈
[Yα,γ(t)]
2
〉
=
∫ t
0
∫ t
0
Cα,γ(|s1 − s2|)ds2ds1.(4.6)
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By some calculus, we have〈
[Yα,γ(t)]
2
〉
=
∫ t
0
∫ s1
0
Cα,γ(s1 − s2)ds2ds1 +
∫ t
0
∫ t
s1
Cα,γ(s2 − s1)ds1ds2(4.7)
=
∫ t
0
∫ s
0
Cα,γ(τ)dτds +
∫ t
0
∫ s2
0
Cα,γ(s2 − s1)ds1ds2
=2
∫ t
0
∫ s
0
Cα,γ(τ)dτds = 2
∫ t
0
(t− τ)Cα,γ(τ)dτ.
Since the integral
∫∞
0 Cα,γ(τ)dτ is convergent, we find that in the long-time t≫ 1
limit, 〈
[Yα,γ(t)]
2
〉
∼ 2
[∫ ∞
0
Cα,γ(τ)dτ
]
t(4.8)
which is just ordinary diffusion with diffusion constant
D =
∫ ∞
0
Cα,γ(τ)dτ.
Since
2
∫ ∞
0
Cα,γ(τ)dτ = 2piSα,γ(0) = 2Bλ
−2αγ ,(4.9)
using (4.4), with (kT )αγ replaced by kT in view of (4.5), one gets
D =
piαΓ(γ)
Γ
(
1
2α
)
Γ
(
γ − 12α
) kT
λ
,
which reduces to the well-known Einstein relation
D =
kT
λ
for α = γ = 1. This simplified example shows that the long time behavior of Cα,γ(τ)
does not show up in the leading term of the long time asymptotic expression of
the variance
〈
[Yα,γ(t)]
2
〉
. Its effect only appears in the second leading term (see
appendix). This is due to the fact that Xα,γ(t) is a short range process with its
covariance C(τ) ∼ τ−κ, κ > 1 for τ →∞. We remark that (4.8) is consistent with
the result obtained for the case with α > 0, γ = 1 if the usual velocity-displacement
relation (4.5) is used [13].
Now we consider the fractional case with the velocity linked to the displacement
by the following relation:
Xα,γ(t) = 0D
χ
t Yα,γ(t),
1
2
< χ <
3
2
,(4.10)
where 0D
χ
t denotes Riemann-Liouville fractional derivative of order χ. If we further
assume that 0D
χ−j
t Yα,γ(t)
∣∣∣
t=0
= 0 for j = 1 if χ ≤ 1 and j = 1, 2 if χ > 1, then
the position process is given by
Yα,γ(t) = 0I
χ
t Xα,γ(t) =
1
Γ(χ)
∫ t
0
(t− u)χ−1Xα,γ(u)du.(4.11)
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One can show that (see appendix)
〈
[Yα,γ(t)]
2
〉
= 2Bλ−2αγ
[
t2χ−1
(2χ− 1)Γ(χ)2
]
+O
(
tmax{0,2χ−2,2χ−2α−1} log t
)
.
(4.12)
Note that the term in the bracket on the right hand side of (4.12) is just the variance
of the Riemann-Liouville fractional Brownian motion indexed by χ− 1/2 [33]. By
setting χ = αγ and substituting B from (4.4), we get〈
[Yα,γ(t)]
2
〉
∼ 2piαΓ(γ)
Γ
(
1
2α
)
Γ
(
γ − 12α
) (kT )αγ
λ
[
t2αγ−1
(2αγ − 1)Γ(αγ)2
]
(4.13)
∼N(α, γ)
(
kT
λ
)αγ
t2αγ−1,
where N(α, γ) is a constant term depending on α and γ, which can be normalized
to become unity. Let P (x, t) denotes the probability distribution of the equilibrium
displacement process (i.e. when t→∞), then the effective Fokker-Planck equation
is
∂
∂t
P (x, t) = D(t)
∂2
∂x2
P (x, t),
with the diffusion coefficient D(t) given by [13]
D(t) =
1
2
∂
∂t
〈
[Yα,γ(t)]
2
〉
.
For equilibrium state,
〈
[Yα,γ(t)]
2
〉
is given by (4.13), so
D(t) =
1
2
(
kT
λ
)αγ
(2αγ − 1)t2αγ−2,
which can be regarded as the effective diffusion coefficient for fractional Brownian
motion if we let αγ− 1/2 = H , the Hurst index [34, 35, 36]. Our result differs from
that of ref. [34, 35, 36] which has (kT/λ) instead of the (kT/λ)αγ given above.
This is due to our use of λα in the Langevin equation (4.1) and the fractional
generalization of equipartition principle (4.2).
From the discussion above, we see that the long-time dependence of the covari-
ance of Xα,γ(t) does not enter in the leading term of the variance of Yα,γ(t). It only
appears as second leading term. Instead, the property of the leading term depends
on the differential relationship between Xα,γ(t) and Yα,γ(t). In the following, we
return to the case where 〈η(t)η(t′)〉 = δ(t− t′).
5. Casimir Energy associated with Xα,γ(t) at Finite Temperature
The ordinary oscillator process can be regarded as one-dimensional Euclidean
scalar massive field as its spectral density (ω2 + λ2)−1 is just the Euclidean prop-
agator for a scalar field with mass λ. By analogy, one can consider Xα,γ(t) as a
fractional Euclidean scalar massive field in one-dimension with propagator (|ω|2α+
λ2)−γ . From this viewpoint, it will be interesting to find a convenient way to quan-
tize the corresponding fractional quantum field φα,γ(t). This can be achieved by
using the stochastic quantization of Parisi and Wu [22]. According to this quan-
tization scheme, an additional auxiliary time τ is introduced and the Euclidean
quantum field φα,γ(t; τ) is assumed to evolve in this auxiliary time according to
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a stochastic differential equation of Langevin type with external white noise. The
large equal-τ equilibrium limit of the covariance function of the solution to this
Langevin equation gives the one-dimensional two-point Schwinger function of the
Euclidean field φα,γ(t).
The nonlocal Euclidean action of the massive scalar field which satisfies the
(one-dimensional) fractional Klein-Gordon equation[
(−∆)α + λ2]γ φα,γ(t) = 0
is given by
S[φα,γ ] =
1
2
∫
R
φα,γ(t)
[
(−∆)α + λ2]γ φα,γ(t)dt.(5.1)
Parisi-Wu quantization procedure requires φα,γ(t; τ) satisfying the following sto-
chastic differential equation
∂φα,γ(t; τ)
∂τ
= − δS[φα,γ ]
δφα,γ
∣∣∣∣
φα,γ=φα,γ(t;τ)
+ η(t; τ),(5.2)
where η(t, τ) is the external white noise defined by
〈η(t; τ)〉 = 0, 〈η(t; τ)η(t′; τ ′)〉 = 2δ(t− t′)δ(τ − τ ′).
Eqs. (5.1) and (5.2) give
∂φα,γ(t; τ)
∂τ
= − [(−∆)α + λ2]γ φα,γ(t) + η(t; τ).(5.3)
The solution of (5.3) subjected to the initial condition φα,γ(t; 0) = 0 is
φα,γ(t; τ) =
∫
R
τ∫
0
G(t− t′; τ − τ ′)η(t′; τ ′)dt′dτ ′,(5.4)
where G(t; τ) is the retarded Green’s function given by
G(t; τ) =
θ(τ)
2pi
∫
R
exp
[
− (|ω|2α + λ2)γ τ] eiωtdω.
The large equal–τ limit (τ = τ ′ →∞) of the covariance function gives
lim
τ1=τ2→∞
〈φα,γ(t1, τ1)φα,γ(t2, τ2)〉(5.5)
=2 lim
τ→∞
∫
R
∫ τ
0
G(t1 − t′; τ − τ ′)G(t2 − t′; τ − τ ′)dτ ′dt′
=
1
pi
∫
R
∞∫
0
exp
[
−2 (|ω|2α + λ2)γ τ ′] eiω(t1−t2)dτ ′dω
=
1
2pi
∫
R
eiω(t1−t2)
(|ω|2α + λ2)γ dω,
which is just the Euclidean two–point function of the fractional field φα,γ(t).
We next consider the Parisi-Wu quantization method at positive temperature
T = β−1. We follow the Matsubara imaginary time formalism of finite temperature
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field theory by requiring φTα,γ(t; τ) to be periodic in the Euclidean time t with period
β. That is,
φTα,γ(t+ β; τ) = φ
T
α,γ(t; τ).(5.6)
In addition, the white noise ηT (t; τ) is assumed to satisfy the periodic condition in
t, i.e. ηT (t+ β; τ) = ηT (t; τ), such that
〈
ηT (t; τ)
〉
= 0,
〈
ηT (t; τ)ηT (t′; τ ′)
〉
=
2
β
∞∑
n=−∞
exp [iωn(t− t′)] δ(τ − τ ′),
(5.7)
with ωn = 2pin/β. The fractional operator
[
(−∆)2α + λ2]γ acting on φTα,γ(t; τ) is
defined via Fourier series expansion (with respect to t) of φTα,γ(t; τ), i.e.,
[
(−∆)2α + λ2]γ φTα,γ(t; τ) = 1β
n=∞∑
n=−∞
[∫ β
0
φα,γ(t
′; τ)e−iωnt
′
dt′
] (|ωn|2α + λ2)γ eiωnt.
The retarded Green’s function for the Langevin equation (5.2) satisfying the peri-
odic conditions is given by
GT (t; τ) =
θ(τ)
β
∞∑
n=−∞
exp
[
− (|ωn|2α + λ2)γ τ] eiωnt.(5.8)
The solution with initial condition φTα;γ(t; 0) = 0 is
φTα,γ(t; τ) =
∫ β
0
∫ τ
0
GT (t− t′; τ − τ ′)ηT (t′; τ ′)dτ ′dt′,(5.9)
with covariance given by
〈
φTα,γ(t1, τ1)φ
T
α,γ(t2, τ2)
〉
=
2
β
∞∑
n=−∞
eiωn(t1−t2)×
(5.10)
∫ τ1∧τ2
0
exp
[
− (|ωn|2α + λ2)γ (τ1 − τ ′)] exp [− (|ωn|2α + λ2)γ (τ2 − τ ′)] dτ ′
At the large equal-τ limit, the covariance becomes
lim
τ1=τ2→∞
〈
φTα,γ(t1, τ1)φ
T
α,γ(t2, τ2)
〉
=
1
β
∞∑
n=−∞
eiωn(t1−t2)
(|ωn|2α + λ2)γ ,(5.11)
which is the thermal two-point function for the Euclidean fractional Klein-Gordon
field. When α = γ = 1, this reduces to the ordinary two-point function of one-
dimensional Euclidean scalar field at finite temperature [37]. We would also like to
mention that when β → ∞, the limit of the thermal two-point function (5.11) is
the two point function (5.5).
We remark that we can also consider the solution φ∞α,γ(t; τ) to (5.2) satisfying
the initial condition φ∞α,γ(t;−∞) = 0, i.e., instead of having the field evolves from
τ = 0, we require it to evolve from τ = −∞. The solution φ∞α,γ(t; τ) is then given
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by
φα,γ(t; τ) =
∫
R
τ∫
−∞
G(t− t′; τ − τ ′)η(t′; τ ′)dt′dτ ′.(5.12)
It can be shown that φ∞α,γ(t; τ) is a stationary field and in the large τ limit, the
field φα,γ(t; τ) approaches the field φ
∞
α,γ(t; τ), i.e.,
lim
τ→∞
φα,γ(t; τ) = φ
∞
α,γ(t; τ).
The equal-τ variance of φα,γ(t; τ) is independent of τ and is precisely the propagator
(5.5). The same statement applies to φT,∞α,γ (t; τ) which is the solution of the periodic
version of (5.2) with boundary condition φT,∞α,γ (t;−∞) = 0.
We would also like to remark that just as the stochastic processXα,β(t) is related
to the field φα,β(t) in the sense that the covariance function of Xα,β(t) coincides
with the propagator of φα,β(t), we can define a periodic stochastic process X
T
α,β(t)
whose covariance function is the propagator of the periodic field φTα,γ(t) (5.11). In
fact, consider the solution of the fractional stochastic differential equation[
(−∆)α + λ2] γ2 XTα,γ(t) = ηT (t),
where ηT (t) is the periodic white noise with period β and
〈ηT (t)〉 = 0, 〈ηT (t)ηT (t′)〉 = 1
β
∞∑
n=−∞
eiωn(t−t
′).
Using Fourier series, it is easy to check that the solution is given by
XTα,β(t) =
1
β
∞∑
n=−∞
∫ β
0
eiωn(t−t
′)
(|ωn|2α + λ2)
γ
2
η(t′)dt′;
and the covariance function is
〈
XTα,γ(t)X
T
α,γ(t
′)
〉
=
1
β
∞∑
n=−∞
eiωn(t1−t2)
(|ωn|2α + λ2)γ ,
which coincides with the thermal two point function (5.11).
Now we proceed to calculate the partition function for the fractional oscillator
process or fractional Euclidean field in one-dimension at finite temperature, hence
its associated Casimir free energy. For this purpose, we employ the technique of
zeta function regularization [38, 39, 40, 41]. Due to the fractional character of
the scalar field under consideration, the derivation of Casimir free energy is more
complicated as compared with ordinary scalar field.
By definition, the Casimir free energy F of the fractional Klein–Gordon field
φTα,γ(t) which is kept at thermal equilibrium with temperature T = β
−1 is given by
F = − 1
β
logZ,
where Z is the partition function defined by
Z =
∫
DφT exp
(
−1
2
∫ β
0
φT (t)
[
(−∆)α +m2]γ φT (t)dt
)
.
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Using zeta regularization techniques, we find that
F = − 1
2β
(
ζ′(0)− ζ(0) logµ2) ,(5.13)
where µ is a normalization constant and ζ(s) is the zeta function
ζ(s) = m−2γs + 2
∞∑
n=1
{
[an]2α +m2
}−γs
,(5.14)
with a = 2piβ . The series in (5.14) is divergent when s ≤ 1/(2αγ). Therefore we
need to find an analytic continuation of ζ(s) to a neighbourhood of s = 0. For this
purpose, we use standard techniques and write
2
∞∑
n=1
{
[an]2α +m2
}−γs
=
2
Γ(γs)
∫ ∞
0
tγs−1
∞∑
n=1
e−t([an]
2α+m2)dt.(5.15)
Since the obstacle for this integral to define an analytic function in s comes from
the singularity at t = 0 of the integrand, the asymptotic behavior of
2
∞∑
n=1
e−t[an]
2α
as t→ 0 becomes crucial here. Using the representation
e−z =
1
2pii
∫ c+i∞
c−i∞
Γ(w)z−wdw, c ∈ R+,(5.16)
we have
2
∞∑
n=1
e−t[an]
2α
=
2
2pii
∫ c+i∞
c−i∞
dwΓ(w)t−wa−2αwζR(2αw),
when c > 1/(2α). Here ζR(s) is the Riemann zeta function. This gives the asymp-
totic behavior
∞∑
n=1
e−t[an]
2α ∼ 1
α
Γ
(
1
2α
)
t−
1
2α a−1 + 2
∞∑
k=0
(−1)k
k!
tka2αkζR(−2αk)(5.17)
as t→ 0 (also as a→ 0). Using the fact that ζR(0) = −1/2, then with
K(t) = 2
∞∑
n=1
e−t[an]
2α − 1
α
Γ
(
1
2α
)
t−
1
2α a−1 + 1,
eq. (5.17) implies that K(t) = O(t) as t→ 0. Now, we can continue the evaluation
of the integral in (5.15):
2
Γ(γs)
∫ ∞
0
tγs−1
∞∑
n=1
e−t([an]
2α+m2)dt
=
1
Γ(γs)
∫ ∞
0
tγs−1
[
1
α
Γ
(
1
2α
)
t−
1
2α a−1 − 1
]
e−tm
2
dt+
1
Γ(γs)
∫ ∞
0
tγs−1K(t)e−tm
2
dt
=
1
α
Γ
(
1
2α
)
Γ
(
γs− 12α
)
Γ(γs)
a−1m−2γs+
1
α −m−2γs + 1
Γ(γs)
∫ ∞
0
tγs−1K(t)e−tm
2
dt.
FRACTIONAL OSCILLATOR PROCESS WITH TWO INDICES 21
SinceK(t) = O(t) as t→ 0, the second integral in the last line of the above equation
defines an analytic function for s > −1/γ. Combining with the first term in (5.14),
we find that an analytic continuation of ζ(s) to Re s > −1/γ is given by
ζ(s) =
Γ
(
1
2α
)
Γ
(
γs− 12α
)
αΓ(γs)
a−1m−2γs+
1
α +
1
Γ(γs)
∫ ∞
0
tγs−1K(t)e−tm
2
dt.(5.18)
To evaluate ζ(0) and ζ′(0), we observe that∫ ∞
0
tγs−1K(t)e−tm
2
dt
is analytic for s > −1/γ. Therefore the only possible contribution to ζ(0) comes
from the first term in (5.18) when 1/(2α) ∈ N. Denote by Λ the set
Λ =
{
1
2u
: u ∈ N
}
,
and let
ωα,Λ =
{
1, if α ∈ Λ
0, if α /∈ Λ .
Then we find that
ζ(0) = 2ωα,Λ(−1) 12α a−1m 1α ,
and
ζ′(0) =2ωα,Λ(−1) 12α a−1m 1α γ
{
ψ
(
1
2α
+ 1
)
− ψ(1)− logm2
}
− γ(1− ωα,Λ) 2pi
sin pi2α
a−1m
1
α + γ
∫ ∞
0
t−1K(t)e−tm
2
dt.
Here ψ(z) = Γ′(z)/Γ(z) is the logarithmic derivative of the gamma function. Sub-
stituting the above into (5.13) gives the Casimir free energy
F = 1
2β
{
ωα,Λ(−1) 12α β
pi
m
1
α
[
logµ2 − γ
(
ψ
(
1
2α
+ 1
)
− ψ(1)− logm2
)]
+ γ(1− ωα,Λ) β
sin pi2α
m
1
α − γ
∫ ∞
0
t−1K(t)e−tm
2
dt
}
.
To study the asymptotic behavior of F , we first use (5.17) to obtain an asymptotic
behavior of ζ(s) when a→ 0:
ζ(s) ∼ Γ
(
1
2α
)
Γ
(
γs− 12α
)
αΓ(γs)
a−1m−2γs+
1
α + 2
∞∑
k=1
(−1)k
k!
Γ(γs+ k)
Γ(γs)
m−2γs−2ka2αkζR(−2αk).
From this we can find the asymptotic behavior of ζ(0) and ζ′(0), which, when
substituted into (5.13) gives
F ∼ωα,Λ (−1)
1
2α
2pi
m
1
α
[
logµ2 − γ
(
ψ
(
1
2α
+ 1
)
− ψ(1)− logm2
)]
(5.19)
+ γ(1− ωα,Λ) m
1
α
2 sin pi2α
− γ
∞∑
k=1
(−1)k
k
m−2k(2pi)2αkζR(−2αk)β−2αk−1.
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when β → ∞. In the special case α = 1, since ζ(−2k) = 0 for all k ∈ N, (5.19)
gives us
F ∼ γm
2
.(5.20)
In fact, by applying the Jacobi inversion formula
1 + 2
∞∑
n=1
e−t[an]
2
=
1
a
√
pi
t
∞∑
n=−∞
e−
pi2
ta2
n2 ,
we find that when α = 1,
ζ(s) =
√
pi
aΓ(γs)
∫ ∞
0
tγs−
1
2−1
∞∑
n=−∞
e−
pi2
ta2
n2−tm2dt
=
√
piΓ
(
γs− 12
)
aΓ(γs)
m1−2γs +
4
√
pi
aΓ(γs)
∞∑
n=1
( pin
am
)γs− 12
Kγs− 12
(
2pinm
a
)
.
HereKν(z) is the modified Bessel function of second kind. Together withK1/2(z) =√
pi/(2z)e−z, one obtains
F = γm
2
− γ
β
∞∑
n=1
1
n
e−βnm =
γm
2
+
γ
β
log
(
1− e−βm) = γ
β
log
[
2 sinh
βm
2
]
.
(5.21)
It is easy to see that the leading term when β ≫ 1 agrees with (5.20) and the
remainder terms decay exponentially.
From (5.19), we note that at low temperature T ≪ 1 (β ≫ 1), the leading order
term of the free energy F is of order T 0. When α /∈ Λ, i.e. α is not the reciprocal
of an even number, then the leading order is
F ∼ γm
1
α
2 sin pi2α
+O(T 1+2α),(5.22)
whose sign depends on α. There is a dependence of F on the normalization constant
µ when α ∈ Λ. We shall renormalize the free energy F to get rid of this dependence
later.
To study the high temperature behavior of F , we can use the expansion
exp(−tm2) =
∞∑
l=0
(−1)l
l!
tlm2l(5.23)
and find that
2
∞∑
n=1
{
[an]2α +m2
}−γs
=
2
Γ(γs)
∞∑
l=0
(−1)l
l!
m2l
∫ ∞
0
tγs+l−1
∞∑
n=1
e−t[an]
2α
dt
(5.24)
=
2
Γ(γs)
∞∑
l=0
(−1)l
l!
m2la−2α(γs+l)Γ(γs+ l)ζR(2α(γs+ l)).
The l = 0 term in (5.24) will contribute −1 to ζ(0), which is canceled by the
contribution from the term m−2γs (5.14). Moreover, since ζR(s) is meromorphic on
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C with a simple pole at s = 1 with
ζR(s) =
1
s− 1 − ψ(1) +O (s− 1) , as s→ 1,
we see that if α = 1/(2j) for some j ∈ N, then there is another nonzero contribution
to ζ(0) arising from the l = j term in (5.24). Therefore,
ζ(0) = 2ωα,Λ(−1) 12α a−1m 1α ,
and
ζ′(0) =− 2γ logm− 2αγ log 2pi
a
+ 2γ
∑
l∈N
l 6= 12α
(−1)l
l
m2la−2αlζR(2αl)
− 2ωα,Λ(−1) 12α a−1m 1α γ
(
α
[
log a2 + 2ψ(1)
]
− ψ
(
1
2α
)
+ ψ(1)
)
.
This gives us
F = 1
2β
{
γ logm2 + 2αγ log β − 2γ
∑
l∈N
l 6= 12α
(−1)l
l
m2l
(
β
2pi
)2αl
ζR(2αl)
(5.25)
+ ωα,Λ(−1) 12α β
pi
m
1
α
[
logµ2 + αγ
(
log
(
2pi
β
)2
+ 2ψ(1)
)
− γ
[
ψ
(
1
2α
)
− ψ(1)
]]}
.
In particular, in the high temperature limit T ≫ 1 (β ≪ 1),
F ∼ −αγT logT + γT
2
logm2 +O(1),(5.26)
the Casimir energy is negative and the leading term −αγT logT depends linearly
on α and γ. When α = 1, using
ζR(2l) = (−1)l+1 (2pi)
2l
2(2l)!
B2l,
where B2l is the Bernoulli numbers defined by
1
ex − 1 =
1
x
− 1
2
+
∞∑
n=1
B2n
(2n)!
x2n−1;
and
log
1− e−x
x
=
∫ x
0
{
1
eu − 1 −
1
u
}
du = −x
2
+
1
2
∞∑
n=1
B2n
(2n)!
x2n
n
,
we find that (5.25) gives
F = 1
2β
{
γ logm2 + 2γ log β + γ
∞∑
l=1
B2l
(2l)!
(βm)2l
l
}
=
γ
2β
{
2 log[βm] + 2 log
[
1− e−βm
βm
]
+ βm
}
=
γ
β
log
[
2 sinh
βm
2
]
,
agreeing with (5.21).
One notices that when α ∈ Λ, the free energy depends on the normalization
constant µ. In order to remove this dependence, we need to renormalize the free
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Figure 8: Contour plot of the renormalized free energy Fren/m
1
α as a function of βm1/α
and α. Here γ = 1.
energy by adding a counterterm Fc to the free energy so that the renormalized free
energy Fren is
Fren = F + Fc.
A reasonable way to determine the counterterm Fc is to require that in the limit
β →∞ and m→ 0, Fren → 0. Eq. (5.19) gives us immediately
Fc = −ωα,Λ (−1)
1
2α
2pi
m
1
α
(
logµ2 + γ logm2
)
.
Note that adding the counterterm Fc to the free energy is equivalent to setting
µ = m−γ when α ∈ Λ. Therefore, from (5.19) and (5.25), we obtain immediately
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that in the low temperature T = 1/β ≪ 1 limit,
Fren ∼− γωα,Λ (−1)
1
2α
2pi
m
1
α
(
ψ
(
1
2α
+ 1
)
− ψ(1)
)(5.27)
+ γ(1− ωα,Λ) m
1
α
2 sin pi2α
− γ
∞∑
k=1
(−1)k
k
m−2k(2pi)2αkζR(−2αk)β−2αk−1;
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whereas in the high temperature T = 1/β ≫ 1 limit,
Fren = 1
2β
{
γ logm2 + 2αγ log β − 2γ
∑
l∈N
l 6= 12α
(−1)l
l
m2l
(
β
2pi
)2αl
ζR(2αl)
(5.28)
+ γωα,Λ(−1) 12α β
pi
m
1
α
[
α
(
log
(
2pi
βm
1
α
)2
+ 2ψ(1)
)
− ψ
(
1
2α
)
+ ψ(1)
]}
.
Notice that (5.27) implies that if α ∈ Λ, then when T → 0, the leading order term
of Fren is
Fren ∼ −γ (−1)
1
2α
2pi
m
1
α
(
ψ
(
1
2α
+ 1
)
− ψ(1)
)
+O(T 2α+1),(5.29)
whose sign depends on α.
From (5.22) and (5.29), we see that in the low temperature limit, the leading
order term of the renormalized Casimir free energy still depends linearly in γ, but
its dependence on α is highly nontrivial.
Finally, we observe from (5.27) and (5.28) that the combination Fren/m 1α de-
pends on β and m in the combination βm
1
α . The graphs and contour plots of
Fren/m 1α as a function of α and βm 1α are shown in Figures 7, 8 and 9. The high
temperature and low temperature behaviors of Fren are shown in Figure 10.
6. Concluding Remarks
We have introduced a new Gaussian process called the fractional oscillator pro-
cess with two indices, which is obtained as the solution to a stochastic differential
equation with two fractional orders. Some basic properties of this process can be
obtained based on the asymptotic properties of its covariance despite its complex
nature. The possible generalizations of fluctuation–dissipation theorem and Ein-
stein relation to this fractional process are considered. The main advantage of the
oscillator process parametrized by two indices over the process with single index is
that the former has its fractal (or local self-similarity) and the short range depen-
dence separately characterized by the two indices, while the later has both these
properties determined by a single index. Such a process may provide a more flexible
model for applications in phenomena with short memory.
By analogy regarding the fractional oscillator process as the Euclidean fractional
scalar Klein-Gordon field in one dimension, we carry out the stochastic quantization
of such a field with a nonlocal action. The Casimir energy associated with the
fractional Klein-Gordon field at finite positive temperature was calculated using
thermal zeta function regularization technique. The expression for the free energy
has a rather complicated form. We thus consider the low and high temperature
limits for the free energy. Graphical representations of these asymptotic behaviors
of the free energy are given.
Extension of our results can be carried out to give the n-dimensional Euclidean
fractional Klein-Gordon field. However, the derivation of the asymptotic properties
for the covariance function and the Casimir energy will be more complicated. The
sign dependency of the free energy on α has important physical implication when
the fractional quantum field under consideration is confined between parallal plates
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or cavities as the sign of Casimir energy will determine whether the associated
Casimir force is attractive or repulsive.
Another direction of generalization is that of fractional oscillator process of vari-
able order, with α and γ being extended to time-dependent α(t) and γ(t). We
expect the variable short range dependence property remains valid, and the result
for fractal dimension holds only locally. However, the Casimir energy calculation
will require new mathematical techniques and approximations. Such a generaliza-
tion may find applications for complex systems where the physical phenomena can
have variable short memory and the fractal dimension varies with time or position.
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Appendix A. Mathematical details
1. We show that if the position process Yα,γ(t) is related to the velocity process
Xα,γ(t) by
Xα,γ(t) =
dYα,γ(t)
dt
,
then the long time behavior of the covariance function Cα,γ(τ) of Xα,γ(t) does not
show up in the leading term in the long time asymptotic expression of the variance〈
[Yα,γ(t)]
2
〉
. Its effect only appears in the second leading term. In fact, from (4.7),
we have〈
[Yα,γ(t)]
2
〉
= 2
∫ t
0
(t− τ)Cα,γ(τ)dτ = 2
[∫ t
0
Cα,γ(τ)dτ
]
t− 2
∫ t
0
τCα,γ(τ)dτ.
Eq. (3.18) gives us the long-time behavior of Cα,γ(τ) as Cα,γ(τ) ∼ A1τ−2α−1 +
O(τ−4α−1) for some constant A1, which implies that the integrals
∫∞
0 Cα,γ(τ)dτ is
convergent; and
∫ t
0
Cα,γ(τ)dτ =
∫ ∞
0
Cα,γ(τ)dτ −
∫ ∞
t
Cα,γ(τ)dτ ∼ A2 +A3t−2α +O(t−4α)
(A.1)
as t→∞. On the other hand, the integral ∫∞
0
τCα,γ(τ)dτ is convergent if and only
if α > 1/2. In this case∫ t
0
τCα,γ(τ)dτ =
∫ ∞
0
τCα,γ(τ)dτ −
∫ ∞
t
τCα,γ(τ)dτ ∼ A4 +O(t−2α+1)(A.2)
as t→∞. If α < 1/2, then∫ t
0
τC(τ)dτ ∼ A5t1−2α +O(tmax{0,1−4α})(A.3)
as t→∞. In the borderline case α = 1/2,∫ t
0
τC(τ)dτ ∼ A6 log t+O(1).(A.4)
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Therefore, as t→∞, if α > 1/2, then〈
[Yα,γ(t)]
2
〉
∼[2A2]t− [2A4] +O(t1−2α).
If α = 1/2, then 〈
[Yα,γ(t)]
2
〉
∼ [2A2]t− [2A6] log t+O(1).
Finally, if α < 1/2, then〈
[Yα,γ(t)]
2
〉
∼ [2A2]t+ [2A3 − 2A5]t1−2α +O(tmax{0,1−4α}).
These show that the leading term of
〈
[Yα,γ(t)]
2
〉
is of order t, independent of α;
and the second leading term is of order tmax{0,1−2α} log t, which depends on α.
2. We show that if the position process Yα,γ(t) is related to the velocity process
Xα,γ(t) by
Xα,γ(t) = 0D
χ
t Yα,γ(t),
1
2
< χ <
3
2
,
and 0D
χ−j
t Yα,γ(t)
∣∣∣
t=0
= 0 for j = 1 if χ ≤ 1 and j = 1, 2 if χ > 1, then
〈
[Yα,γ(t)]
2
〉
= 2Bλ−2αγ
[
t2χ−1
(2χ− 1)Γ(χ)2
]
+O
(
tmax{0,2χ−2,2χ−2α−1} log t
)
.
(A.5)
From (4.11), we have〈
[Yα,γ(t)]
2
〉
=
1
Γ(χ)2
∫ t
0
∫ t
0
(t− s1)χ−1(t− s2)χ−1〈Xα,γ(s1)Xα,γ(s2)〉ds1ds2
=
1
Γ(χ)2
∫ t
0
∫ t
0
(t− s1)χ−1(t− s2)χ−1Cα,γ(|s1 − s2|)ds1ds2.
Using some calculus, this gives〈
[Yα,γ(t)]
2
〉
=
2
Γ(χ)2
∫ t
0
∫ s2
0
(t− s1)χ−1(t− s2)χ−1Cα,γ(s2 − s1)ds1ds2
=
2
Γ(χ)2
∫ t
0
∫ s
0
(t+ τ − s)χ−1(t− s)χ−1Cα,γ(τ)dτds
=
2
Γ(χ)2
∫ t
0
[∫ t
τ
(t+ τ − s)χ−1(t− s)χ−1ds
]
Cα,γ(τ)dτ
=
2
Γ(χ)2
∫ t
0
[∫ t
τ
uχ−1(u− τ)χ−1du
]
Cα,γ(τ)dτ.
The case χ = 1 has been considered above. Now we consider the cases χ ∈ (1/2, 1)
and χ ∈ (1, 3/2) separately. If χ ∈ (1/2, 1), using
(u− τ)χ−1 = uχ−1 − (uχ−1 − (u− τ)χ−1) ,
we have∫ t
τ
uχ−1(u− τ)χ−1du = 1
2χ− 1
(
t2χ−1 − τ2χ−1)− ∫ t
τ
uχ−1
(
uχ−1 − (u− τ)χ−1) du.
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Therefore, if χ ∈ (1/2, 1),
〈
[Yα,γ(t)]
2
〉
=
2
Γ(χ)2
(
t2χ−1
2χ− 1
∫ t
0
Cα,γ(τ)dτ − 1
2χ− 1
∫ t
0
τ2χ−1Cα,γ(τ)dτ
−
∫ t
0
[∫ t
τ
uχ−1
(
uχ−1 − (u− τ)χ−1) du]Cα,γ(τ)dτ
)
.
On the other hand, if χ ∈ (1, 3/2), using
(u − τ)χ−1 = uχ−1 − (χ− 1)uχ−2τ − [uχ−1 − (χ− 1)uχ−2τ − (u − τ)χ−1] ,
we have∫ t
τ
uχ−1(u− τ)χ−1du = t
2χ−1
2χ− 1 −
τ
2
t2χ−2 − 3− 2χ
2(2χ− 1)τ
2χ−1
−
∫ t
τ
uχ−1
[
uχ−1 − (χ− 1)uχ−2τ − (u − τ)χ−1] du.
Therefore, if χ ∈ (1, 3/2)
〈
[Yα,γ(t)]
2
〉
=
2
Γ(χ)2
(
t2χ−1
2χ− 1
∫ t
0
Cα,γ(τ)dτ − t
2χ−2
2
∫ t
0
τCα,γ(τ)dτ
− 3− 2χ
2(2χ− 1)
∫ t
0
τ2χ−1Cα,γ(τ)dτ
−
∫ t
0
{∫ t
τ
uχ−1
[
uχ−1 − (χ− 1)uχ−2τ − (u− τ)χ−1] du}Cα,γ(τ)dτ
)
.
The large–t behaviors of
∫ t
0 Cα,γ(τ)dτ and
∫ t
0 τCα,γ(τ)dτ have been studied and
given by (A.1), (A.2), (A.3) and (A.4). For the term
∫ t
0 τ
2χ−1Cα,γ(τ)dτ , since
Cα,γ(τ)(τ) ∼ A1τ−2α−1 +O(τ−4α−1) as τ →∞, we find that if 2χ− 1 < 2α,∫ t
0
τ2χ−1Cα,γ(τ)dτ =
∫ ∞
0
τ2χ−1Cα,γ(τ)dτ −
∫ ∞
t
τ2χ−1Cα,γ(τ)dτ
=Bχ +O(t
−2α+2χ−1).
However, if 2χ− 1 > 2α,∫ t
0
τ2χ−1Cα,γ(τ)dτ = Bχt
2χ−2α−1 +O(tmax{0,2χ−1−4α});
and if 2χ− 1 = 2α, then∫ t
0
τ2χ−1Cα,γ(τ)dτ = Bχ log t+O(1).
Now for the term∫ t
0
[∫ t
τ
uχ−1
(
uχ−1 − (u− τ)χ−1) du]Cα,γ(τ)dτ,
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By making a change of variable u 7→ uτ , we have∫ t
0
[∫ t
τ
uχ−1
(
uχ−1 − (u− τ)χ−1) du]Cα,γ(τ)dτ
=
∫ t
0
τ2χ−1
[∫ t
τ
1
uχ−1
(
uχ−1 − (u− 1)χ−1) du
]
Cα,γ(τ)dτ
=
∫ ∞
1
uχ−1
(
uχ−1 − (u− 1)χ−1) ∫ tu
0
τ2χ−1Cα,γ(τ)dτdu.
Using the fact that Cα,γ(τ) > 0, we find that this term is bounded above by∫ ∞
1
uχ−1
(
uχ−1 − (u − 1)χ−1) du ∫ t
0
τ2χ−1Cα,γ(τ)(τ)dτ.
Notice that χ ∈ (1/2, 1) implies that the first integral is convergent. Similarly, we
have for χ ∈ (1, 3/2),∫ t
0
{∫ t
τ
uχ−1
[
uχ−1 − (χ− 1)uχ−2τ − (u− τ)χ−1] du}Cα,γ(τ)dτ
≤
∫ ∞
1
uχ−1
[
uχ−1 − (χ− 1)uχ−2 − (u− 1)χ−1] du ∫ t
0
τ2χ−1Cα,γ(τ)dτ ;
and χ ∈ (1, 3/2) guarantees the convergence of the first integral. Gathering the
results, we find that when t→∞,〈
[Yα,γ(t)]
2
〉
∼ At2χ−1 +O (max{t2χ−2α−1, t2χ−2, t2χ−2 log t, t0, t0 log t}) ,
where
A = 2
(2χ− 1)Γ(χ)2
∫ ∞
0
Cα,γ(τ)dτ =
2Bλ−2αγ
(2χ− 1)Γ(χ)2 ,
and (A.5) follows.
References
[1] C. Houdre and J. Villa, An example of infinite dimensional quasi-helix Contem. Math. 336,
195–201 (2003).
[2] F. Russo and C.A. Tudor, On bifractional Brownian motion, Stoch. Process. Appl. 116,
831–856 (2005).
[3] R.F. Peltier and J.L. Vehel, Multifractional Brownian motion: definition and preliminary
results, INRIA Report 2645 (1995).
[4] A. Benassi, S. Jaffard and D. Roux, Elliptic Gaussian random processes, Rev. Mat.
Iberoamericana 13, 19–90 (1997).
[5] A.M. Yaglom, Correlation theory of stationary and related random functions, (Springer Ver-
lag, New York, 1987).
[6] T. Gneiting and M. Schlather, Stochastic models that separate fractal dimension and the
Hurst effect, SIAM Rev. 46, 269–282 (2004).
[7] S. C. Lim and M. Li, Generalized Cauchy process and its application to relaxation phenomena,
J. Phys. A: Math. Gen. 39, 2035–2951 (2006).
[8] S. C. Lim and C. H. Eab, Riemann-Liouville and Weyl fractional oscillator processes, Phys.
Lett. A 335, 87–93 (2006).
[9] S. C. Lim S C, M. Li and L. P. Teo, Locally self-similar fractional oscillator processes, Fluc.
Noise Lett. 7, L169–179 (2007).
[10] R. Hilfer ed., Applications of fractional calculus in physics, (World Scientific, Singapore,
2000).
FRACTIONAL OSCILLATOR PROCESS WITH TWO INDICES 31
[11] R. Metzler and J. Klafter, The restaurant at the end of the random walk: recent developments
in the description of anomalous transport by fractional dynamics, J. Phys. A.: Math. Gen.
37, R161–208 (2004).
[12] G.M. Zaslavsky, Hamiltonian chaos and fractional dynamics, (Oxford University, Oxford,
2005).
[13] V. Kobolev and E. Romanov, Fractional Langevin equation to describe anomalous diffusion,
Prog. Theo. Phys. Suppl. 139, 470–476 (2000).
[14] S.C. Lim and S.V. Muniandy, Self-similar processes for modeling anomalous diffusion, Phys.
Rev. E 66, Art. No. 021114 (2002).
[15] B. West and S. Picozzi, Fractional Langevin model of memory in financial time series, Phys.
Rev. E 66, Art. No. 037106 (2002).
[16] S. Picozzi and B. West, Fractional Langevin model of memory in financial markets, Phys.
Rev. E 66, Art. No. 046118 (2002).
[17] S. Samko, A.A. Kilbas and D.I. Maritchev, Integrals and Derivatives of the Fractional Order
and Some of Their Applications, (Gordon and Breach, Armsterdam, 1993).
[18] I. Podlubny, Fractional differential equations, (Academic Press, San Diego, 1999).
[19] B.J. West, M. Bologna and P. Grigolini, Physics of fractal operators, (Springer, New York,
2003).
[20] S.C.Lim, M.Li and L. P. Teo, Langevin equation with two fractional orders, preprint.
[21] A.A. Kilbas, H. M. Srivastava and J.J. Trujillo, Theory and Applications of Fractional Dif-
ferential Equations, (Elsevier, Amsterdam, 2006).
[22] G. Parisi and Y.S. Wu, Perturbation theory without gauge fixing, Sci Sinica 24, 483–496
(1981).
[23] M.B. Erdogan and I.V. Ostrovskii, Analytic and asymptotic properties of generalized Linnik
probabilty densities, J. Math. Anal. Appli. 217, 555–578 (1998).
[24] S. Kotz, I.V. Ostrovskii, and A. Hayfavi, Analytic and asymptotic properties of Linnik’s
probabity density I, II, J. Math. Anal. Appl. 193, 353–371, 497–521 (1995).
[25] I.S. Gradshteyn and I.M. Ryzhik, Tables of Integrals, Series and Products, (Academic Press,
San Diego, 1994).
[26] G. Samorodnitsky and M. Taqqu, Stable NonGaussian Random Processes, (Chapman & Hall,
New York, 1994)
[27] A. Bonami and A. Estrade, Anisotropic analysis of some Gaussian models, J. Four. Anal.
Appl. 9, 215–236 (2003).
[28] A.J. Adler, The Geometry of Random Fields, (Wiley, New York, 1981).
[29] A. Ayache and S. Leger, Fractional and multifractional Brownian sheet, unpublished manu-
script.
[30] A. Ayache and J. Levy Vehel, The generalized multifractional Brownian motion, Stat. Infer-
ence Stoch. Process. 3, no. 1-2, 7–18 (2000).
[31] A. Benassi, S. Cohen and J. Istas, Local self-similarity and Hausdorff dimension, C.R. Math.
Acad. Sci. Paris 336, 267–272 (2003).
[32] W.T. Coffey, Yu. P. Kalmykov and J.T. Waldron, The Langevin Equation, 2nd edition,
(World Scientific, Singapore, 2004).
[33] D.W. Allan and J. A. Barnes, A statistical model of flicker noise, Proc. IEEE 54, 176–178
(1966).
[34] K.G. Wang and C. W. Lung, Long-time correlation effects and fractal Brownian motion
Phys. Lett. A 151, 119–121 (1991).
[35] K.G. Wang, Long-time correlation effects and biased anomalous diffusion, Phys. Rev. A 45,
833–839 (1992).
[36] A.O. Bolivar, Quantum–classical correspondence, dynamical quantization and the classical
limit, page 61 (Springer Series: The Frontiers Collection, 2004).
[37] J. Zinn-Justin, Quantum field theory and critical phenomena, (Clarendon Press, Oxford, 4th
Edition, 2002).
[38] S. W. Hawking, Zeta function regularization of path integrals in curved space time, Comm.
Math. Phys. 55, 139–170 (1977).
[39] E. Elizalde, S. D. Odintsov, A. Romeo, A. A. Bytsenko, and S. Zerbini, Zeta regularization
techniques with applications, (World Scientific Publishing Co. Inc., River Edge, NJ, 1994).
[40] Emilio Elizalde, Ten physical applications of spectral zeta functions, (Springer-Verlag, Berlin,
1995).
32 S.C. LIM AND L.P. TEO
[41] K. Kirsten, Spectral functions in mathematics and physics, (Chapman & Hall/ CRC, Boca
Raton, FL, 2002).
Faculty of Engineering, Multimedia University, Jalan Multimedia, Cyberjaya, 63100,
Selangor Darul Ehsan, Malaysia.
E-mail address: sclim@mmu.edu.my
Faculty of Information Technology, Multimedia University, Jalan Multimedia, Cy-
berjaya, 63100, Selangor Darul Ehsan, Malaysia.
E-mail address: lpteo@mmu.edu.my
