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Abstract
Recurrent neural networks have achieved remarkable success at generating se-
quences with complex structures, thanks to advances that include richer embed-
dings of input and cures for vanishing gradients. Trained only on sequences from a
known grammar, though, they can still struggle to learn rules and constraints of the
grammar. Neural Attribute Machines (NAMs) are equipped with a logical machine
that represents the underlying grammar, which is used to teach the constraints to
the neural machine by (i) augmenting the input sequence, and (ii) optimizing a
custom loss function. Unlike traditional RNNs, NAMs are exposed to the grammar,
as well as samples from the language of the grammar. During generation, NAMs
make significantly fewer violations of the constraints of the underlying grammar
than RNNs trained only on samples from the language of the grammar.
1 Introduction
Neural networks have been applied successfully to many generative modeling tasks, from images with
pixel-level detail [1] to strokes corresponding to crude sketches [2] to natural language in automated
responses to user questions [3]. Less extensively studied have been neural models for generation of
highly structured artifacts, for example the source code of programs. Program generation has many
potential applications, including automatically testing programming tools [4] and assisting humans
as they solve programming tasks [5, 6]. However, a fundamental difficulty in this problem domain is
that to be acceptable to a compiler, a program must satisfy a rich set of constraints such as “never
use undeclared variables” or “only use variables in a type-safe way”. Learning such constraints
automatically from data is a difficult task.
In this paper, we present a new generative model, called Neural Attribute Machines (NAMs), for
programs that satisfy constraints like the above. The key insight of our approach is that the constraints
enforced by a programming language are known in full detail a priori. Accordingly, they can be
incorporated into training, and we propose a framework for doing so. We demonstrate that this
approach has significant benefits: training existing architectures on samples that unfailingly abide by
a constraint still produces a generative model that often violates the constraint; in contrast, the NAM
model significantly outperforms these models at sampling from the space of constrained programs.
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We use the formalism of attribute grammars [7] as the language for expressing rich structural
constraints over programs. Our model composes such a grammar with a recurrent neural network
(RNN) that generates the nodes of a program’s abstract-syntax tree, and uses it to constrain the
output of the RNN at each point in time. Our training framework builds off of the observation
that in the setting of generating constrained samples, there is a correct prediction, and then there
are two categories of incorrect predictions. Incorrect predictions that are nevertheless legal under
the constraint are more desirable than predictions that violate the constraint. The NAM addresses
this multifaceted problem in two ways. First, it augments the input sequence with a fixed-length
representation of a structural context that the attribute grammar uses to check constraints. The context
provides information that the current input sequence is just one particular instantiation of a more
general structural constraint. Second, NAMs optimize a three-valued loss function that penalizes
correct, incorrect-but-legal, and incorrect-and-illegal predictions differently.
The main contributions of this paper can be summarized as follows:
• We present a new neural network and logical architecture that incorporates background knowledge
in the form of attribute-grammar constraints.
• We give a framework to train this new architecture that uses a three-valued loss function to penalize
correct, incorrect-but-legal, and incorrect-and-illegal predictions differently.
• Our experiments show the difficulties existing neural models have with learning in constrained
domains, and the advantages of using the proposed framework.
2 Methodology
2.1 Background on Attribute Grammars
Definition 2.1 An attribute grammar (AG) is a context-free grammar extended by attaching at-
tributes to the terminal and nonterminal symbols of the grammar, and by supplying attribute equa-
tions to define attribute values [7]. Each production can also be equipped with an attribute
constraint to specify that some relationship must hold among the values of the production’s at-
tributes.
In every production X0 → X1, . . . , Xk, each Xi denotes an occurrence of one of the grammar
symbols; associated with each such symbol occurrence is a set of attribute occurrences corresponding
to the symbol’s attributes.
The attributes of a symbol X , denoted by A(X), are divided into two disjoint classes: synthesized
attributes and inherited attributes. A production’s output attributes are the synthesized-attribute
occurrences of the left-hand-side nonterminal plus the inherited-attribute occurrences of the right-
hand-side symbols; its input attributes are the inherited-attribute occurrences of the left-hand-side
nonterminal plus the synthesized-attribute occurrences of the right-hand-side symbols.
Each production has a set of attribute equations, each of which defines the value of one of the
production’s output attributes as a function of the production’s input attributes. We assume that the
terminal symbols of the grammar have no synthesized attributes, and that the root symbol of the
grammar has no inherited attributes. Noncircularity is a decidable property of AGs [8], and hence
we can assume that no derivation tree exists in which an attribute instance is defined transitively in
terms of itself.
An AG is L-attributed [9] if, in each production X0 → X1, . . . , Xk, the attribute equation for each
inherited-attribute occurrence of a right-hand-side symbol Xi only depends on (i) inherited-attribute
occurrences of X0, and (ii) synthesized-attribute occurrences of X1, . . . , Xi−1. 
With reasonable assumptions about the computational power of attribute equations and attribute
constraints, L-attributed AGs capture the class NP [10] (modulo a technical “padding” adjustment).
Example 2.2 To illustrate L-attributed AGs, we use a simple language of binary numerals. The
abstract-syntax trees for binary numerals are defined using the following operator/operand declara-
tions:2
2 The notation used above is a variant of context-free grammars in which the operator names (Numeral, Pair,
Zero, and One) serve to identify the productions uniquely. For example, the declaration “numeral: Numeral(bits);”
is the analog of the production “numeral→ bits.” (The notation is adapted from the Synthesizer Generator [11].)
2
numeral : Numeral { bits.positionIn = 0; };
bits : Pair {
bits$2.positionIn = bits$1.positionIn;
bits$3.positionIn = bits$2.positionOut;
bits$1.positionOut = bits$3.positionOut;
}
| Zero, One {
bits.positionOut = bits.positionIn + 1; }
}
;
Numeral
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Figure 1: (a) Attribution rules for left-to-right threading. (b) A derivation tree, which illustrates the
left-to-right pattern of dependences among attribute instances: at each node, the attributes positionIn
and positionOut are shown on the left and right, respectively.
numeral : Numeral(bits); bits : Pair(bits bits) | Zero() | One();
Two integer-valued attributes—”positionIn” and “positionOut”—will be used to determine a bit’s
position in a numeral:
bits { inherited int positionIn; synthesized int positionOut; };
These attributes are used to define a left-to-right pattern of information flow through each derivation
tree (also known as “left-to-right threading”). In particular, with the attribute equations given in
Fig. 1(a), at each leaf of the tree, the value of bits.positionOut is the position of the bit that the leaf
represents with respect to the left end of the numeral (where the leftmost bit is considered to be at
position 1).3 Fig. 1(b) shows the left-to-right pattern of dependences among attribute dependences in
a six-node tree. 
Our ultimate goal is the creation of new trees de novo, with generation proceeding top-down, left-
to-right. The latter characteristic motivated the choice that constraints be expressible using an
L-attributed AG, because they propagate information left-to-right in an AST.
L-attributed AGs also offer substantially increased expressive power over context-free grammars—in
particular, an L-attributed AG G can express non-context-free constraints on the trees in the language
L(G). There are a large number of such constraints involved in any grammar that produces only
programs that pass a C compiler. In the study presented in Section 3, we experimented with two
constraints in isolation:
Declared-variable constraint: Each use of a variable must be preceded by a declaration of the
variable.
Typesafe-variable constraint: Each use of a variable must satisfy the type requirements of the
position of the variable in the tree.
By working with a corpus of C programs that all compile, all of the training examples satisfy both
constraints.
2.2 From an AST to a sequence
While other attempts at learning models that can be used to generate trees include performing
convolutions over nodes in binary trees [12] or stacking multiple RNNs in fixed directions [13], a
natural paradigm to adopt for presenting a tree to a neural model is a single-traversal, top-down,
left-to-right sequentialization of the tree. An AST T is represented by a depth-first sequence of
pairs: each pair (ni, pi), for 1 ≤ i ≤ |Nodes(T)|, consists of a nonterminal ni ∈ N and a production
pi ∈ P that has ni on the left-hand side. Depth information in the tree is conveyed by interspersing
pop indicators when moving up the tree. As a preprocessing step, all variable names are aliased by
their order of use in the program so that the ith distinct variable used is named Vari. This approach
3 In the attribute equations for a production such as “bits: Pair(bits bits);” we distinguish between the three
different occurrences of nonterminal “bits” via the symbols “bits$1,” “bits$2,” and “bits$3,” which denote
the leftmost occurrence, the next-to-leftmost occurrence, etc. (In this case, the leftmost occurrence is the
left-hand-side occurrence.)
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Figure 2: (a) An AST T and (b) a run of a NAM that generates T
prevents difficulties associated with rarely used token names, and does not lose any meaningful
information about structural constraints. Fig. 2 depicts a trivial example to illustrate the process.
Let |N | and |P | denote the input and output dimensions, respectively. If n is a nonterminal in N ,
we use Pn to denote the subset of the productions P with n on the left-hand side. Pn is the set of
legal outputs under the context-free constraint. The two context-sensitive constraints considered
here further narrow the set of legal outputs. We use Pcd and Pct to denote the set of legal outputs at
some (unspecified) point in the linearized tree, under the declared-variable constraint cd and the type
constraint ct, respectively. Let c be either cd or ct; at a prediction step at an instance of nonterminal
n, the possible output can be partitioned into three sets: {pi}, Pc − {pi}, and Pn − Pc.
2.3 Challenges
Large and variably sized AST sequences present several problems for traditional neural sequence-
learners. The first is the existence of distant non-local dependences, such as a declaration of variable
v near the beginning of a file that might be many hundreds of steps away before the RNN needs
to predict the use of v. Another is the existence of complex relationships between nodes that are
difficult to express in a linear sequentialization, like when the distinction between a great-grandparent
and a great-uncle node is important. Third, due to only approximating the sequence distribution, it
is very likely that while generating large ASTs under randomized sampling, novel contexts will be
encountered. In such a case, there would not be any information explicitly contained in the training
set that can guide further generation after entering “uncharted territory.” With other approaches, one
relies on the ability of the learner to generalize from the training set. However, imperfect learning
of the constraints of L could cause poor generalization. Because NAMs are able to learn from the
constraints, they have the potential to generalize based on the constraints, and hence have the potential
to perform much better when they enter uncharted territory. The new idea pursued here is to leverage
constraints that are defined unambiguously even in novel situations. If (an approximation to) the
constraints can be learned, they will provide additional guidance about what to do in these situations.
2.4 NAM
NAMs are equipped with a deterministic automaton, referred to hereafter as the logical machine. The
logical machine provides assistance to the NAM in two ways: it augments the input vector with a
fixed-length vector that represents the context, and it imposes its knowledge of the output partitions
{pi}, Pc − {pi}, and Pn − Pc to add an extra loss term for constraint-violating predictions.
Augmented input. The logical machine outputs a fixed-length binary vector C that represents the
context of the current node with respect to the constraint desired. All variable names are known
from the grammar G, and each corresponds to one production rule p ∈ P . Let pvi be the production
rule that chooses variable name vi and Pv be the collection of all production rules for variables. For
the context vector Cd for the declared-variable constraint, which is binary and of length |Pv|, the
1-valued entries are the pvi positions of declared variables.
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For the context vector Ct for the typesafe-variables constraint, each variable and type combination
(vi, ti) has an entry in Ct, which is 1 if vi is of type ti. There is then one additional entry for each
type ti, which is 1 if the current prediction must be of type ti.
Developing fixed-length context vectors that are informative for the constraint at hand could be
daunting for constraints that are more conceptually complex, but even these simple representations
had a profound positive impact on the model learned. Different representations of the same constraint
were not tried. An interesting direction for future work would be to test how robust the NAM
framework is to different ways of building the context vector.
Three-level loss function. In addition to being presented with augmented input by the logical
machine, NAMs are also trained with additional reinforcement from the logical machine. The
standard cross-entropy loss function that measures the distance between the model’s predicted
probability distribution yˆ and the true observation y suffers from an undesirable consequence in
the setting of learning to generate constrained sequences. The one-hot encoding of y means that
probabilities assigned to all y′ 6= y are penalized equally.
However, in the presence of constraints, there are really three categories of predictions: the partitions
previously mentioned. Having a three-level loss function that punishes the partition of illegal
predictions more than the legal-but-incorrect prediction could be interpreted in the vein of methods
that artificially increase the training-set size, such as left-right reversing of images of scenes in
a classification task where it is assumed a priori that orientation could not possibly affect the
classification. These methods are most effective in situations like images or trees, where the input
is high-dimensional but lies on a lower-dimensional manifold. In our work, the logical machine
provides some feedback to the NAM that even though certain sequences were not actually in the
training data, they have the possibility of existing, while others do not.
The objective that the NAM optimizes can be written as follows:
Loss = Lxe + ΣiλiLci (1)
where Lxe is the traditional cross-entropy loss function and Lci is the additional penalty for violating
constraint ci, whose magnitude is controlled by λi. We say that Equation 1 defines a three-level
loss function because predictions that are both wrong and illegal are penalized by both terms, while
predictions that are wrong but legal are only penalized by the first. The tradeoff between NAMs
learning the specific (xi, yi) training sequences versus the constraint more generally—without caring
which legal sequences are more realistic—can be controlled with the hyperparameter λi.
Algorithms. The algorithms for training and generation are given as Algs. 1 and 2, respectively.
During training, the trees in the corpus are traversed and the NAM’s parameters are updated via
stochastic gradient descent. Generation then samples trees from the learned model.
Algorithm 1: Training
1 trees := SequentializeTrainingTrees();
2 repeat
3 tree := nextTrainingTree(trees);
4 trueNonterminal := curNonterminal;
5 trueOp := curOp
6 repeat
7 predictedOp := ChooseOperator(trueNonterminal, curContext);
8 gradients := Loss(trueOp,predictedOp);
9 UpdateWeights(gradients);
10 (trueNonterminal,trueOp) := next position in left-right threading of sequentialized tree;
11 curContext := update curContext according to the values of the attributes at trueNonterminal;
12 until all nonterminals in tree are processed;
13 until all trees are processed;
3 Experiments
All of our experiments used the following models: a vanilla RNN, a NAM with just the augmented
input, a NAM with just the new objective function, and the full NAM with both. The chosen version
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Algorithm 2: Generation
1 tree := Root([hole]);
2 curFocus := tree.child[1];
3 curNonterminal := nonterminal of curFocus;
4 curContext := the values of the attributes at curFocus;
5 repeat
6 op := ChooseOperator(curNonterminal, curContext);
7 Insert op([hole1], . . ., [holearity(op)]) into tree at curFocus;
8 curFocus := next hole in preorder after curFocus;
9 curNonterminal := nonterminal of curFocus;
10 curContext := update curContext according to the values of the attributes at curFocus;
11 until there are no more holes;
X input
LSTM hidden layer 1
LSTM hidden layer 2
Y softmax output
Fully connected layer
Cross-entropy loss
X input Context input
LSTM hidden layer 1
LSTM hidden layer 2
Fully connected layer
Y softmax output
Cross-entropy loss
X input Context input
LSTM hidden layer 1
LSTM hidden layer 2
Y softmax output
Fully connected layer
Cross-entropy loss Constraint loss
Figure 3: (a) Vanilla RNN (b) NAM with context (c) Full NAM
of RNN is the Long Short Term Memory (LSTM) cell [14], which has been favored in recent literature
for its ability to learn long-term dependences, although the NAM framework is general to any type
of RNN cell [15, 16, 17]. For the entire experiment, two stacked LSTMs are used, the number of
neurons in each layer is 200, and backpropagation through time is truncated after 50 steps. The Adam
optimizer [18] is used with learning rate .001, dropout [19] with a keep probability of .9 is applied
to all layers except the softmax output, and both L1-norm and L2-norm regularization is applied to
weights but not biases in all matrices with λL1 = λL2 = .0001. The NAM’s λi values were set to .1,
chosen so that the order of magnitude of the gradients for each term were roughly equal. As de novo
generation is the goal in mind, all models were trained until their generation performance no longer
improved as measured by the evaluation criteria discussed below.
An artificial corpus created for the work here is a set of 1,500 simple C programs containing
elementary arithmetic operations, variable manipulations, and control-flow operations, 15% of which
were held out for testing. There are an average of 7.01 unique variables, 3.29 unique types, 6.47
procedures, and 101.82 lines of code per program, providing a challenge for both constraints by
having numerous declarations, multiple types in the same program, and changing scopes. The
full corpus is available in the supplementary material. Programs in the corpus are translated to an
abstract syntax tree (AST) in the C Intermediate Language (CIL) [20]. The set of these ASTs can be
interpreted as a sample from an L-attributed attribute grammar G.
3.1 Evaluation criteria
Our experiments were designed to answer the following questions:
A. What is the quality of simulated samples?
B. How well do the models represent the training data?
C. At what rate are constraints violated while sampling?
Methods for evaluating the quality of the learned model in generation tasks can be more subjective
than in prediction tasks, where performance on held-out test sets is relevant. In our case, however,
we can make various measurements of error rates when internal nodes are generated, as well as test
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Declared-variable constraint Typesafe-variable constraint
Model Avg. Avg. Constraint Legal Avg. Avg. Constraint Legal
Vars. Procs. Violations Trees Vars. Procs. Violations Trees
Vanilla RNN 8.5 4.1 9426 187 8.4 4.3 7707 116
NAM w/ 3-level loss 8.2 4.3 8119 203 8.0 4.4 6673 177
NAM w/ context 6.7 6.7 2105 532 6.6 6.7 902 665
NAM w/ both 6.8 6.7 1846 582 6.5 7.0 697 674
Figure 4: Characteristics of generated trees under the two constraints. (1,000 trees were generated
separately for each of the two constraints.)
whether a generated tree satisfies the constraint as a whole, which provides an overall measure of
success.
Three measurements are used throughout
1. The ability to learn the corpus as measured by the average negative log-likelihood of the training
samples under each model.
2. The number of predictions made that violate the constraint while generating new samples.
3. The number of trees that are entirely legal under the specific constraint under consideration. (In
each generated tree, one constraint violation is sufficient to make the whole tree illegal.)
3.2 Declared-variable constraint
Our first experiment imposed the constraint that every variable used must be declared (see columns
2-5 of Fig. 4, and Fig. 5). As shown by Fig. 4, even though the vanilla RNN gets to see the whole tree
prior to the node requiring a prediction, it still makes many mistakes. For comparison, a stochastic
context-free grammar that has been given the same augmented input is shown in Fig. 5. Since it now
includes the context vector, it is referred to hereafter as a stochastic grammar with context (SGWC).
This model will never choose to use variable v if the element of the context vector corresponding to v
is not set to 1, and thus never violates the constraint. However, it does not specialize to the corpus
very well, motivating the use of neural models that capture richer patterns in the training-set. The
NAM’s modified objective function offers a modest improvement, but augmenting the input with the
context vector provides a much more significant improvement. Moreover, the latter effect does not
dominate the former: the full NAM with both improvements performs the best overall.
Some insight into how the models differ can be gleaned from the average negative log-likelihoods
(see Fig. 5). As expected, the NAM’s loss term acts as a regularization term, and even though
training-set trees are less likely, the result is improved generation ability (see Fig. 4). The better
generation ability strongly suggests that the excess fitting that the vanilla RNN did to the training-set
compared to the NAM w/ 3-level loss is best described as overfitting.
The average number of unique variables and average number of procedures in each generated program
gives one measurement of each model’s fidelity to the training corpus. Training-set trees varied, but
averaged 7.0 unique variables and 6.5 procedures. The vanilla RNN uses more unique variables
and has fewer procedures than programs in the training-set, corroborating the likelihood numbers’
indication that they did not learn the corpus as well as the other models. The NAM with context and
the NAM with both improvements yielded samples that resembled the corpus much more faithfully
by these measurements (see Fig. 4).
Augmenting the input with the context vector makes the representation of the input at each step much
richer. Thus, the NAM with context is able to learn more valuable patterns of the training data that
exist in this higher-dimensional space. The number of legal trees increases 2.8-fold over the baseline
vanilla RNN. This drastic improvement still has some degree of overfitting that can be alleviated with
the regularizing loss term. The full NAM thus has a slightly higher average negative log-likelihood
than the one without the regularization, but it has the best results during generation (see Fig. 4)
3.3 Typesafe-variable constraint
The same relative performance is seen when we work with the second constraint. The SGWC
generalizes to the test set especially poorly in this case, because the context vector varies more and
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Model Declared-variable (train/test) Typesafe-variable (train/test)
SGWC 1.856/1.813 1.406/7.178
Vanilla RNN .231/.253 1.366/1.425
NAM w/ 3-level loss .246/.257 1.375/1.471
NAM w/context .181/.188 .782/.779
NAM w/both .194/.208 .819/.794
Figure 5: Average per token negative log-likelihood of the training data and testing data.
thus there are rare or completely novel situations that the SGWC struggles with. The vanilla RNN is
the same model as in Section 3.2, because it does not take the constraint into consideration in any
way. The raw number of violations is lower in this setting because the tests for this constraint occur
less frequently: not all variable uses involve multiple types that must agree. Even so, the simpler
models produce fewer legal trees than in the experiment in Section 3.2.
4 Related Work
The problem of corpus-driven program generation has been studied before [21, 6, 22, 23, 24].
Statistical models used in this task include n-gram topic models [22], probabilistic tree-substitution
grammars [25], a generalization of probabilistic grammars known as probabilistic higher-order
grammars [24], and recurrent neural networks [6]. The most closely related piece of work is by
Maddison and Tarlow [21], who use log-bilinear tree-traversal models, a class of probabilistic
pushdown automata, for program generation. Their model also addresses the problems of declarations
of names and type consistency, and they use “traversal variables” to propagate information from
parts of the already-produced tree to influence what production is selected at a node. However,
the state-transition function of their generator admits a simple “tabular parameterization,” whereas
memory updates in our approach involve complex interactions between a neural and a logical machine.
Also, their training process does not have an analog of our three-valued loss function.
Program generation is closely related to the problem of program synthesis, the problem of producing
programs in a high-level language that implement a user-given specification. A recent body of work
uses neural techniques [26, 27, 28] to solve this problem. Of these efforts, Balog et al. [28] and
Murali et al. [27] use combinatorial search, guided by a neural network, to generate programs that
satisfy language-level constraints. However, this literature has not studied neural architectures whose
training predisposes them toward satisfying such constraints.
The work presented here can be related to several key concepts in the theory of grammars. Breaking
down the generation of a tree into a series of non-terminals, terminals, and production rules is the
same methodology used with stochastic context-free-grammars. As an automaton that sees an input
stream that contains occurrences of “pop” and produces an output, a NAM is a form of transducer,
namely a visibly-pushdown transducer [29].
Neural stack machines like those in [30] augment an RNN with a stack, which the RNN must learn
how to operate through differentiable approximations. In contrast, a NAM only needs to learn how
to make use of data values generated by the logical machine, rather than additionally needing to learn
how to mimic the logical machine’s operations.
The new term that was introduced in the objective function can be thought of as a way to perform
regularization. Many attempts at customized regularization have been demonstrated [31, 32]. Our
regularization term allows NAMs to learn the set of all legal production rules without penalty, but
regularizes the learning of the specific singleton relative to the set of legal production rules.
5 Discussion
Learning to generate sequences with strong structural constraints would ideally be as easy as pre-
senting an RNN exclusively with sequences that are members of the constrained space. As our
experiments show, this can be difficult to achieve in practice. In some cases, though, aspects of the
structure can be explicitly represented. NAMs provide a framework for incorporating the knowledge
of these constraints into RNNs. They significantly outperform RNNs without the constraint when
trained on the same data.
8
We have demonstrated the utility of NAMs for two L-attributed AG problems. The work here
allows for the possibility of creating a generator of NAM systems: from a specification of a desired
constrained language, one could generate the corresponding form for training. Moreover, these are
just two of the possible types of mistakes that would prevent a program from passing a C compiler’s
many checks. A topic for future work is to incorporate enough C constraints so that generated
programs would have a high probability of being compilable.
Because other sequences have a natural underlying parse tree and associated constraints that can be
expressed using an L-attributed AG, another topic for future work is to explore the application of
NAMs to other structured sequences, such as proof trees of a logic.
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