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1. Systems Analysis Research 
SYSTEMS DIVISION 
A. Preliminary lunar Gravity Estimates From 
Lunar Orbiter, 1. Lorell and W. L. Sjogren 
The five Lunar Orbiters scheduled in the NASA 
Lunar Orbiter program have been successfully launched. 
Though the prime mission for these Lunur Orbiters is 
photographic, the analysis of the doppler tracking data 
is providing gravity field information for the selenodesy 
experiment. 
The Jet Propulsion Laboratory is conducting an inten- 
sive analysis of the tracking data, under NASA sponsor- 
ship (SPS 37-43, Vol. IV, pp. 22-32), with the ultimate 
aim of mapping the moon’s gravity field, and of obtaining 
other information that may be contained in the data. It 
is hoped that among the first results will be a resolution 
of the long standing question of density distribution, i.e., 
whether or not the moon is denser towards the center. 
Another early result should be the degree of north-south 
asymmetry. These two questions should be answered 
when numerical values of the second- and third-degree 
zonal harmonics C,,  and C,, are obtained. We are present- 
ing herewith some preliminary results which include 
values for these two harmonics. However, the reader is 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
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cautioned that these results are preliminary, and are 
subject to revision as the work of data analysis proceeds. 
I 
The lunar gravity field is described in terms of its 
potential @ through harmonic coefficients C,,, and S,,, 
by the formula 
1 + S,,  sin mx) 
in which p is the gravity constant whose value is taken 
from Mariner ZV estimates as 
p = 4902.78 km3/sec2 
R is the mean radius of the moon, whose value is not 
critical for these computations, but which is taken as 
R = 1738.09 km 
e ( z )  is the associated Legendre polynomial in z, and 
r, +, and A are spherical polar coordinates. 
1 
w 
Thus, + is determined when numerical values are as- 
signed to C,, and Snm. We chose to limit the number of 
terms in the series for by considering only those up to 
and including fourth degree and fourth order (n = m = 4) 
plus C,,, C,,, and C,,, i.e., 24 hamonics in all. 
We present in Table 1 a list of the coefficient values 
and their standard deviations as obtained from the data 
of the first four Lunar Orbiters. Represented here are 
orbits of 12-, 18-, 21-, and 85-deg inclination, and of 
2766-, 3752-, and 6148-km semimajor axes. Six separate 
arcs were used, the longest of which was 125 days. To 
show the goodness of fit, we include graphs of residuals 
(corresponding to the longest arc used in the analysis) of 
semimajor axis, eccentricity, and node (a) plus argument 
of pericenter (0) in Figs. 1,2, and 3, respectively. The raw 
data, of course, are doppler data from the NASA Deep 
Space Network (Refs. 1 and 2) and are extremely precise 
Table 1. Preliminary estimates of lunar gravity 
harmonics based on data from 
Lunar Orbiters I ,  II, 111, and IV 
Harmonic 
coefficient 
CaO 
Cn 
Cn 
C W  
c31 
C32 
C33 
C40 
c41 
C4? 
c43 
Can 
C W  
Cap 
G o  
S31 
S,? 
s31 
s:,? 
533 
s41 
512 
S43 
L 4  
Coefficient 
value X 10' 
- 1.9244 
-0.0897 
0.2241 
-0.591 1 
0.3585 
-0.0421 
-0.02 17 
0.1 843 
-0.1391 
0.0259 
0.0 1 54 
0.0084 
-0.5751 
0.0479 
0.0905 
0.0363 
0.1527 
0.0991 
-0.0071 
-0.0713 
0.0764 
-0.0107 
-0.0260 
0.0089 
Standard 
deviation 
(I x 10' 
0.01 29 
0.01 25 
0.0242 
0.01 45 
0.0024 
0.0056 
0.0077 
0.01 85 
0.0043 
0.0033 
0.0021 
0.001 1 
0.01 98 
0.0091 
0.01 07 
0.01 35 
0.0331 
0.0028 
0.0061 
0.0013 
0.0049 
0.0034 
0.0015 
0.001 1 
(i.e., noise level at 1 mm/s). However, from the point of 
view of sampling the lunar environment, the data are 
rather skimpy. Additional data from orbits with inclina- 
tions between 21 and 85 deg would add considerable 
strength to the determinations. We feel that the statistics, 
in particular the standard deviations listed here, are 
meaningful numbers and reflect the adequacy of the data 
for estimating the harmonics. To be specific, we chose 
a weighting factor of 7000 mm/s for the doppler residuals, 
a factor many times larger than the 1-mm/s noise level. 
However, it was necessary to choose a number this large 
in order to be consistent with the scatter in the Kepler 
element residuals as shown in the accompanying figures. 
The values of C,, and C,, derived from earth-based 
observations serve as a reference against which to judge 
the adequacy of Table 1 numbers. Jeffreys (Ref. 3) sug- 
gests values of the moment of inertia ratios correspond- 
ing to C,, = (-2.093 & 0.020) X lo-' and C,, = (0.210 
k0.004) X for a homogeneous moon. He also deduces 
from geophysical arguments that the moon is slightly 
denser towards the center, enough to reduce these values 
by about 1%. He bases his numbers on lunar libration 
theory, rather than on lunar orbit theory which in its 
present state requires a much larger value (in absolute 
magnitude) of C,,, corresponding to a moon with denser 
crust than interior (Ref. 4). The value of C,, obtained by 
JPL from Lunar Orbiter data is some 7% less in magnitude 
than the homogeneous moon value, and thus corresponds 
to a moon with interior density moderately higher than 
crust density. In Refs. 5 and 6 there are also results from 
some preliminary reductions on this data which conclude 
somewhat different results, indicating again that more 
data must be analyzed before consistent solutions are 
obtained. 
In regard to the odd zonals, we have no nonorbiter 
values with which to compare. These coefficients describe 
the north-south asymmetry, sometimes referred to as the 
pear-shape. Akim (Ref. 7) has published a value of c30 
based on a Russian orbiter equal to -0.363 X some- 
what smaller numerically than ours, but of the same sign. 
Note the large numerical value of C,, and the high cor- 
relation between C,, and C5". This situation could lead 
to radically different estimates of c30 if the assumed model 
did not include C,,,. 
Table 2 lists the pairs of coefficients with high correla- 
tions. Of course, the values of the correlations are de- 
pendent completely on the types of orbits from which 
the data were taken. A more complete set of orbits would 
yield data with smaller correlations. 
2 
d 
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Pair of harmonic 
coefficients 
Czo and Ca 
CZO and CW 
SZI and S ~ I  
CZI and C ~ O  
531 and CU 
Ca and S42 
Sa3 and C43 
Ca and CW 
CEO and CTO 
It must be emphasized here that these results are pre- 
liminary, the data are still being refined, and hopefully 
will submit to better fits. Furthermore, more data should 
soon become available from Lunar Orbiter V. 
Correlation 
value 
+0.97 
i-0.83 
+0.83 
-k 0.93 
-0.92 
t0.88 
-0.88 
4- 0.94 
-k 0.90 
of a nonlinear two-point boundary value problem. There 
have been a number of procedures proposed for obtaining 
numerical solutions to this two-point boundary value 
problem. A survey of the characteristics of the numerical 
optimization procedures is given by Tapley and Lewallen 
(Ref. 9). It is pointed out in Ref. 9 that two of the funda- 
mental characteristics by which a numerical optimization 
procedure is selected are the computation time and the 
accuracy with which the terminal conditions can be 
satisfied. 
Based on the results reported in Ref. 8, it may be ex- 
pected that regularization in the formulation of the 
optimization problem may benefit the convergence char- 
acteristics as well as reduce the computational time. In 
the following discussion, the equations for the optimal 
trajectory of a space vehicle with continuous thrust are 
obtained using regularized variables. 
2. Formulation of the Problem 
6. The Regularization of Optimal Trajectories, The differential equations which describe the motion 
of a thrusting rocket in a gravitational field may be ex- 
pressed as 
B. D. lapley and V .  Szebehely 
1. Introduction 
Regularization reduces or eliminates computational 
and analytical problems which occur during close ap- 
proaches to singularities. When the trajectory of a space 
vehicle connects regions of space in highly uneven gravi- 
tational fields, accuracy requirements often necessitate 
extreme computer times. A case in point may be a tra- 
jectory connecting the neighborhood of the earth with that 
of the moon. 
Regularization is performed by transformations which, 
in general, affect both the dependent and independent 
variables. After such regularizing transformations, the 
equations of motion appear in new form and do not con- 
tain terms which attain very high values when close ap- 
proaches occur. 
The use of regularized variables in the computation of 
free-flight trajectories of space vehicles from the earth 
to the moon has been investigated by Szebehely, Pierce, 
and Standish (Ref. 8). The results of this study indicate 
increased computational accuracy and signscant reduc- 
tion in computation time when the regularization is 
performed. 
The conditions which must be satisfied if a space 
vehicle trajectory is to be optimal require the solution 
(1) 
r T  
r3 m 
where r is the distance from the force center to the vehicle, 
r is the corresponding position vector, p = GM, G is the 
universal gravitational constant, M is the mass of the cen- 
tral body, m = m, - Pt is the mass of the space vehicle, 
T = pc is the thrust force, /3 is the mass flow rate, and 
c is the exhaust velocity of the propellant (Fig. 4). 
M X 
Fig. 4. Model for thrusting rocket 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 5 
The transfer trajectory extends from the initial state 
r (0) = ro, v(0) = vo (2) 
to the final state 
where, in general, the final state will depend on the un- 
known final time t f .  The thrust history is unspecified, and 
it is to be chosen so as to minimize the transfer time. 
Exgmination of Eq. (1) indicates that at the force center 
Irl = r-+ 0, and, consequently, the dominating term on 
the right-hand side of Eq. (1) is the gravitational force 
(pr/r3). As r increases, the thrust becomes the dominating 
term. When the probe is near the force center, the nu- 
merical integration process takes small steps in time while 
far from the force center large increments in time may 
be used. 
While the limit r = 0 is not encountered by realistic 
space vehicle trajectories, situations in which the vari- 
ation in r is quite large are encountered. The escape 
trajectory which originates near the earth is a well-known 
example when numerous changes in computation step 
size are required. In such a situation, it is desirable to in- 
troduce a transformation from the original set of variables 
{r, t }  to another set { p, T} so as to reduce the variation 
in the relative magnitudes of the forces. Such trans- 
formations are called regularizations. The major advan- 
tage of expressing the differential equations of motion in 
regularized variables is that close approaches can be 
treated with analytical and numerical precision. A dis- 
cussion of the methods for regularizing the equations of 
motion for bodies acted on by only gravitational forces 
is given, for instance, by Szebehely (Ref. 10). 
As yet, the equations governing the optimal motion of 
a space vehicle have not been expressed in regularized 
form. There appear to be two approaches to this problem. 
In the first approach, Eq. (1) is regularized and then the 
problem of optimizing the motion represented by the reg- 
ularized equations is attacked. In the second approach, 
the necessary conditions for an optimal transfer are ob- 
tained and then these equations are regularized. In other 
words, one may first regularize and then optimize or one 
may first optimize and then regularize. Using the regular- 
izing transformation and the same optimization procedure 
in both approaches, the results will be identical. However, 
the expressions involved in optimizing the regularized 
equations are more formidable than those encountered 
when the equations for the optimal trajectory are reg- 
ularized. In the subsequent discussion, only the latter 
approach is used. 
3. The Optimal Trajectory 
Consider the problem of finding the stationary value 
of the integral 
z = l ' d t = t f  - t o  (4) 
while satisfying the differential equations 
r = v, + = - P - + -  m = - p  (5) 
r T  
r3 m ' 
for to t 6 tf. The geometric boundary conditions are 
The problem can be formulated as a Lagrange problem 
in the calculus of variations by introducing a set of 
unknown time-dependent multipliers h and 0 and the 
constant multipliers v and n. Forming the augmented 
functional 
(7) 
The conditions under which Z is a minimum with respect 
to the choice of T (t) are sought. For a minimum value 
of I ,  it is necessary that 
S'Z = 0, 6"Z 1 0  (8) 
where 6'1 and 6"Z are the first and second variations of I ,  
respectively. From Eq. (S), the following necessary con- 
ditions for an optimal trajectory are obtained in a straight- 
forward manner 
& =  - p  x T h  -p---- + =  \ 1.3 m h '  r = v, 
& = p- -  -(h*r)r, 3P A,,, = - m , x  T h =  -0, r3 r6 
(9) 
6 
d 
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where A = Ihl and T = IT1 = pIcl must hold in the 
interval to L t A tf, and at the end points, 
Using primes for the derivatives with respect to T and 
dots for the time-derivatives, and the relation between 
the derivatives 
w (ti) = v, the first derivatives of r (t) and h (t) are obtained as 
i = rnr‘, h = r n h ’  (16) 
(11) 
r 
1 + k* [ - p  7 - ; 3 + O ’ V  - x,p = 0 
The second derivatives become 
“ Equations (9) may be reduced to the following form: r = [r’ (- n r - ( n + I ) )  + r” p] p 
.. 
) + h”rn] r-n (17) ” 3P h [h’(-nr-(n+l) 
A = -  P? + ,(h+ 
.. r T h  r = -  P ” - & h ’  
where r’ = (r r’) rl. Substituting these results into 
(12) Eqs. (12) leads to T 
m2 
= - - - A  m =  -p, m 
r T h  
Equations (lo), (ll), and (12) represent conditions which r2 r3 m h 
must be satisfied if the trajectory is to be optimal. 
r’= (r r‘) 
9 r’ 
r2 r5 
.,-2n rf’ - ,,-zn 
(18) 
(19) 
3P 
.,-2n A’’ - n rzn - (r )A’= -p?+-- (k*r ) r  
It may be shown that Eqs. (12) admit the following 
T 
m2 
integrals: 
A’ = - - ~ p  m’ = -prn ,  nz 
h x i - k x r = h  
x * i  + p 7  + mX + PA, = E 
where h and E are analogous constants to the angular 
Multiplying Eqs. (18) by rZn, the term r (3 -2n)  will appear 
in the denominators on the right-hand side. The condition 
of regularization is that r appears only to the 0th order 
in the denominator. This is satisfied if 
her T 
(13) 
momentum and energy constants associated with the 3 
problem of two bodies. - -Ln  2 (20) 
4. The Regularized Equations 
The regularization of Eqs. (12) is approached by intro- 
ducing a new independent variable T .  The classical reg- 
ularizing transformation, first proposed by K. F. Sundman 
(Ref. ll), may be generalized by writing 
dt 
d T = F  
This transformation allows the selection of the p*pameter 
n to satisfy the requirements for regularization. ft may be 
shown that the classical choice n = 1 is not an advanta- 
geous one for the optima1 trajectory, since it will not 
regularize the equations for the Lagrange multipliers 
A (t). 
Selecting the lowest value for n, we have n = 3/2. Equa- 
tions (18) and (19) become 
h’ + pk = 3p- 3 (r-r’) hf’ - - 2 r2 
The condition used to relate the parameter T and the 
time t is 
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It may be shown that Eqs. (21) are regular. First, we 
observe that the last two equations contain no singular- 
ities since m > 0 in the range to .L t Ltr. The same ap- 
plies to the right-hand side of the first equation since 
both m and h are different from zero. The term on the 
right-hand side of the second equation may be evaluated 
using the second of Eqs. (13) as follows: 
T 
m 
E - - -A - P A m ]  (23) 
In this way, Eq. (23) can be written as 
+3- T 1 
The remaining critical terms in Eqs. (21) and (25) are 
(r r’) (r r’) (h’ r’) 
r r2 1 ’ 2  r2 r, r2 
The limiting value of these expressions as r+ 0 may 
be obtained from considering the problem of collision of 
two bodies. For this case, the energy integral gives 
which, after the transformation given by Eqs. (M), becomes 
Therefore I r’ I + r ,  or in other words, I r’ I approaches zero 
as r does. The absolute value of the first critical term 
becomes 
where (f, is the angle between r and i. (or between r and r‘). 
The absolute value of the second critical term is 
and that of the third critical term becomes 
where IF is the angle between r‘ and h‘ (or between i 
and k).  
Hence, it can be concluded that the previously dis- 
cussed first term approaches zero and the second and 
third terms approach finite values as r+ 0. 
5. Conclusions and Recommendations 
This investigation establishes the fact that the equa- 
tions for optimized trajectories in a central force field may 
be regularized, i.e., the singularity due to the gravitational 
potential may be eliminated. As a corollary, it is found 
that the optimization of the regularized trajectories pre- 
sents a considerable amount of analytical and algebraic 
difficulties. 
The model used corresponds to a space vehicle moving 
in the gravitational field of a single spherical planet. The 
vehicle is subjected to a thrust of constant magnitude. 
The variable direction of this thrust vector is determined 
so that the total travel time (and consequently the fuel 
used) is minimized for the mission. 
The following recommendations for additional studies 
are offered: 
The analytical findings in this article should undergo 
a detailed numerical evaluation to determine the 
merits of the equations and variables proposed. 
The model used should be generalized. The first 
and immediate extension is to the restricted prob- 
lem of three bodies. The method proposed in this 
article may be applied to the restricted problem 
and consequently to lunar and interplanetary tra- 
jectories if matching techniques are incorporated. 
Since such techniques often introduce additional 
inaccuracies and are not necessary in the restricted 
problem, it is conjectured that optimized lunar tra- 
jectories may be regularized by methods analogous 
to those described in this article. 
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(3) Due to the difficulties encountered in optimizing the 
regularized equations of motion, it is recommended 
that the extensions be made by first optimizing and 
then regularizing the resulting equations. 
(4) Further extensions will be indicated as practical 
mission requirements appear. 
6. Neighboring Extrema1 Technique for Optimal 
Control Problems With Discontinuities, 
S. R. Mckeynolds 
The “neighboring extremal technique” is used in opti- 
mal control for the purposes of computing feedback con- 
trol laws and optimal trajectories (Ref. 12). Most of the 
existing literature treats problems where the optimal con- 
trol functions are continuous functions of time. The neigh- 
boring extremal technique requires special modification 
for problems with discontinuities in the optimal control 
functions. In this article we shall extend this technique for 
problems with discontinuities. As a by-product a new nec- 
essary condition emerges. 
1. The Problem 
The optimal control problem that we shall treat takes 
the following form. Find the piecewise continuous func- 
tion u (t) over the fixed time interval (0, T )  to maximize 
subject to the constraints 
x (0) = xo specified (3) 
The following vector notation has been used: 
xT = (xl, x2, . - * , xm) is the state vector 
uT = (ul, u,, * . - ,urn) is the control vector 
Standard optimal control theory characterizes the opti- 
mal solution in terms of a solution to a two-point boundary 
value problem. The adjoint vector is defined 
where 
H = A T f ( x , u , t )  + L(x ,u , t )  
is the standard Hamiltonian. In order for the control u (1) 
to be optimum, u( t )  must maximize the Hamiltonian. If 
the Hamiltonian is continuously differentiable with re- 
spect to u, then 
H ,  = 0 (6) 
must hold along the optimal trajectory. 
At points where the control is discontinuous, neither 
x ( t )  nor (t) will necessarily be differentiable. However, 
x ( t )  and h( t )  must be continuous at such points. If 
ti,i = 1, . . . ,n, denote the times of the discontinuities, 
then 
, n  (7) x ( t ; )  = x ( t ; ) ,  i = l , .  . . 
,n (8) x (ti) = x (q), i = l , .  . . 
x ( t )  must be continuous for physical reasons. However, 
the continuity of h ( t )  requires derivation. The Hamil- 
tonian must also be continuous: 
Equations (2) through (9) constitute a nonlinear two-point 
boundary value problem which must be satisfied by the 
optimal solution. 
2. Generation of Extremals 
An extremal to the above problem is a solution which 
satisfies Eqs. (2) and (4) through (9). The only necessary 
condition that is not required to be satisfied is the initial 
condition specified by Eq. (3). An extremal may be gen- 
erated in the following ways: 
Choose x ( T )  arbitrarily. 
Choose h (T)  to satisfy Eq. (4). 
Choose u (t) to maximize the Hamiltonian. 
Construct functions x (t) and h (t)  by integrating the 
differential Eqs. (2) and (5). At points where 2 and h 
are discontinuous (because of a discontinuity in u), 
(t) and x (t) are to be continuous. 
The only property of an extremal that the above- 
constructed solution does not obviously satisfy is the con- 
tinuity of H. However, if H is a continuous function of all 
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its arguments, this property will naturally follow from 
the construction. 
Since x (2’) determines an extremal, the field of ex- 
tremals is n-dimensional. These n constants provide just 
enough degrees of freedom so that the initial conditions 
may be satisfied. 
3. The linearized Equations 
A problem that often appears in guidance is as follows: 
An extremal solution that satisfies certain initial conditions 
is given, and an extremal solution that satisfies slightly 
different initial conditions is desired. To obtain an ex- 
tremal with the desired initial conditions, the technique 
for solving the above problem may be iterated, starting 
from a generated extremal. 
The neighboring extremal technique approximates 
neighboring extremals by solving the linearized two-point 
boundary value problem. The linearized equations are 
obtained as follows: Let (X*,x?,u*) denote a nominal ex- 
tremal solution. Let (A, x,  u) be a neighboring extremal 
solution, and let SA = x - A*, Sx = x - x*, and Su = u - u*. 
The expansion of Eq. (2) around a nominal solution yields 
Provided that ax and 6u are small, the above equation can 
be approximated by 
Similarly, Eqs. (4) through (6) yield the linear approxi- 
mations 
(‘0 = [x (T)1 ( T )  (11) 
0 = f z  SA + H,,Sx + H,,Su (13) 
Now we suppose that 
S x ( 0 )  = specified (14) 
Equations (10) through (14) define a linear two-point 
boundary value problem which can be solved by means 
of several techniques (Refs. 12 and 13). 
If discontinuities are present in the solution, the pre- 
vious technique must be modified near the points of dis- 
continuity. This is because a neighboring extremal will 
usually have its discontinuities displaced in time. Hence, 
near the discontinuities there will be intervals for which 
the change in u will be relatively large, and neither of 
the linearizations in Eqs. (lo), (12)) and (13) are valid over 
these intervals. 
Fortunately, these effects can be approximated by 
impulses, superimposed on the standard perturbation 
equations. How this is done for trajectories is pictured 
in Fig. 5. The standard linearized equations are used to 
generate neighboring trajectories on either side of the 
discontinuity. However, if the discontinuity is displaced 
by dt, there is an apparent discontinuity given by 
dx+ and dx- denote, respectively, the right-hand and left- 
hand limits of the displaced trajectory at the time of 
original discontinuity obtained using small perturbation 
theory. f’ and f- denote, respectively, the right-hand and 
left-hand limits of f .  The above formula is valid for + 
and - dt. 
A similar relation holds for the adjoint vector A and the 
Hamiltonian H 
NEIGHBORING 
EXTREMAL 
TRAJECTORY 
DISPLACEMENT 
IN TIME 
ti 
Fig. 5. Neighboring extremals near a discontinuity 
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In the above, we have employed the relations 
Now 
6 H  = HX6x + fTSh + H,Su 
= H,Sx + f T S A  
Hence, Eq. (17) can be written as 
Now Eqs. (15), (16), and (18) complete the linearized 
equations. 
4. The Sweep Method 
In Ref. 13 the sweep method solution is given for the 
above linear two-point boundary value problem for prob- 
lems without discontinuities. Here, we briefly summarize 
those results and show what additions are necessary to 
handle the discontinuities. 
Assuming that H,, is nonsingular, one solves Eq. (13) 
for Su. 
SU = - Hi: (f: SA + H,, 6 ~ )  (19) 
This expression is used to eliminate Su from Eqs. (10) 
and (12), whence 
is satisfied identically for all solutions of the differential 
Eqs. (20) and (21) that also satisfy the terminal boundary 
condition given by Eq. (11). P (t) satisfies 
From the above construction, it is seen that P ( t )  is sym- 
metric. Equation (27) is a well-known matrix Riccati 
equation. Solutions to this equation will become un- 
bounded at conjugate points. However, solutions to this 
equation may be well-behaved even though the linearized 
equations are unstable. 
Another advantage of the relationship given by Eq. (25) 
is that it may be used directly in Eq. (19) to obtain a feed- 
back law for the optimal control 
Storing the above relationship saves us from again inte- 
grating the linearized equations. 
Now suppose that a discontinuity is encountered on the 
backward sweep. The matrix P+ in the relation ah+ = P+Sx+ 
is known. Employing this relationship in Eqs. (16) and (18) 
results in 
(29) 6X- = P' 6x+ - (Hi' - HiT)  dt 
0 = ( H i  + PP') SX+ - H i S x -  
- f-'SA- + (HZ - H i )  dt (30) 
Now Eq. (15) may be used to eliminate Sx+ from Eqs. (29) 
and (30). 
SA- = P' SX- + [ P+ (f+ - f-) + H i  - H i ]  dt  (31) 
where 
Next, a matrix P ( t )  is constructed so that 
SA (t) = P (t)  6x (t) (25) 
0 = (H: - H i  + f+ P+) SX- - f-' SA- 
+ [ ( H i  + f+ P') (f- - f+) + H i  - H;]  dt (32) 
Now Eq. (31) may be used to eliminate SA- from Eq. (32). 
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Equation (33) may be used to solve for dt. This requires 
the inversion of the scalar 
from x,, using the optimal policy. If F denotes the switch- 
ing time, then 
s = - (p - f - ) ' P + ( P -  f )  - H t ( f +  - f - )  x l = x o +  ~ ~ f ( x , u ; t ) d t + ~ * t ' f ( x , u : t ) d t  (39) + ( H ;  - H ; ) f  + H; - H ,  (34) 
The value of the optimal return is given by The significance of S shall be treated later. Let us also 
introduce the row vector 
v- (xo, to) = v+ (XI, t,) + L (x .  24; t) dt  
R, = H: - 23; + (f - f-)'P+ (35) f 
+ 1 ; L  (x ,  u: t) dt  (40) 
If S is not zero, Eq. (35) may be solved for dt. 
where F is chosen optimally. A necessary condition for F 
to be optimally chosen is that the right-hand side of 
Eq. (40) be stationary with respect to variations with 
respect to F. This implies 
1 d t =  --RR,8x- S (36) 
If Eq. (36) is used to eliminate dt, Eq. (31) becomes 
- ( ( ~ o , t o )  =-- 
(41) 
av- 
at* 
(37) + [L(x?u;F) - L(x?u:F)]  = o  
This is the relation 8h- = P-  ax-. Hence 
The final result is that a discontinuity in the Riccati 
matrix P must take place on the backward sweep. The 
relation Eq. (36) may be used to estimate the change in 
the time of the discontinuity in the forward sweep. 
5. Interpretation of S 
Since (H-  - H+) represents the gradient of performance 
index with respect to the time of the discontinuity, the 
quantity S represents the second derivative of the per- 
formance index with respect to the time of discontinuity. 
A dynamic programming derivation of this fact shall be 
presented. 
x* denotes the value of x at time t*. All the terms in the 
above expressions are evaluated at x* and t*. ax@* is 
obtained from Eq. (39) as follows: 
The second partial derivative of V- with respect to t* is 
given by 
a av ax, av+ a2x1 - a v -  ( )-+-- 
at aF ax, at+= at*' ( ~ 0 ,  t o )  = - 
aL- aL+ 
sty; ar +--- (43) 
Again, all the expressions are evaluated at the discon- 
tinuity x*, t*. To obtain the various derivatives in the 
above expression, we recall 
x*(t*) = ~ o t * f ( x , ~ ;  t) d t  + x(to) V+ (x ,  t )  shall denote the optimal return function defined in a region to the right of the discontinuity. Let xo at time 
to be left of the discontinuity from which the optimal 
policy i s  to be constructed. Let x, at time t, denote the 
state to the right of the discontinuity which is arrived at 
av 
ax 
av+ 
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Hence, The Hamiltonian is given by 
H = hu + % ( x  + u)2 
a av av a v +  ax, - - (dt*) =(=p + I,+) + -- ae ax P, t .  ax2 at* 
uOpt is either +I: 
X + h > O  
U o p t  = {Ti; x + A < O  Applying the above formulas to Eq. (43), one obtains 
If x + x = 0, the Hamiltonian is maximized by both 
u = +1 arid u = -1. If u+ = 1, u- = -1, then 
S = -4P+ - 2~ - 4 
Now, let us make the following identifications: This is required to be negative before a switch is indi- 
cated. P- is given by 
av 
ax 
H+=-f++ L+ (1 + P+)2 P- = P” + 
X 
1 + P + + y  
av 
H -  E ---f + L- ax 
The change in the switching time for neighboring ex- 
tremals is approximated by 
(1 + P+) 
! dt = + (2 + 2P+ + x )  dx- One thus obtains the expression in Eq. (34). 
A necessary condition, that, as far as the author knows, 
is new, is given by 
S A 0  (4.4) 
D. A Note on Regularization Transformations in 
the Calculus of Variations, H. LUSS and 
S. R .  McReynolds 
The most elementary problem in the calculus of 
variations is that of determining the set of paths qi(t),  
i = 1,2, . * - ,n, which extremalizes the integral 
Thus, as is typically the case, the second variation is 
required to be nonsingular before the neighboring ex- 
tremal technique may be applied. 
6. Example 
Consider the following problem. Maximize 
with specified boundary conditions at t = 0, t = T, say 
qi (0) = qb, qi (T)  = 91, a’ = 1,2, * - * , n. The solution is 
obtained by solving the Euler-Lagrange equations 
subject to the constraints 
IUJL1 subject to the fixed boundary conditions. 
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In analytic dynamics, L = T - V, with T the kinetic 
energy and V the potential energy. Quite often the poten- 
tial function V will contain a singularity. For the motion 
origin, V = - MG/r yields a singularity at T = 0. The 
transformation dt = rdT yields 
and 6 = dq/dr, SO that 
1 dq 
of “a particle in the presence of a mass M located at the L (4,4 t)  = 11 (4) L { 4,T , I‘$ l-4 (41 d u }  
Now let Q”T) be the optimal set of paths which ex- 
Ldt  =IT - V)rdT = (TT - GM) dT tremalize 1 of Eq. (5), and consider 
Thus, the singularity has been removed from the poten- qi ( T )  = Qi ( T )  + E qi ( T )  (6) 
tial term. 
as a family of nearby paths, with E an arbitrary parameter 
and arbitrary functions of T .  F~~~ 4i (0) = ~i (0) 
+ (0) = 0 since q 4  (0) = ~i (0) = 
4;. F ~ ~ + J . , ~ ~ ~ ~ ~ ~ ,  
The change of variable from t to T is called a regulariza- 
tion transformation. Dr. Roger Broucke of JPL in a paper 
to be published in “ICARUS” makes use of Eq. (2) to ob- 
tain a set of equations for the paths under a regularization 
(0) it fo~~ows that 
transformation. He also discusses coordinate transforma- 
tions which simplify the kinetic energy term. 
In this article the equations of motion will be obtained - . 
Z 9.: + 0’ ( T O )  6 -k E vi (TO -k 6) from first principles. 
Let 
so that 
- 8  
dt = $ (ql, q2, * . . , 4“) dT = 11 (4) d~ (3) 
qi (TO -k 6) = -Q4 ( T O )  - 
be a regularization transformation. Then 
To obtain S / E  we make use of Eq. (4). Thus 
lTo+* 11 (Q  E d du I” 11 (Q) du (9) 
(4) 
Now 
with qi (0) = qi, qi ( T ~ )  = qf, i = 1,2, - - - ,n. Since T is 
ent paths yield different values of T ~ ,  the upper limit in the 
integral of Eq. (4). 
fixed, we note that T,, is a functional of the qi since differ- $ (Q + E rl)  =z: $(Q> + 
so that 
Equation (1) now becomes 
with 
(5) Applying the law of the mean yields 
assuming that I: $ (Q)]  to # 0. 
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Returning to Eqs. (5) and (6), one obtains 
Thus 
with 
Integrating the second term of Eq. (13) by parts and making use of Eqs. (8) and (11) yields 
Now 
so that 
with K = QP (aL/a@) - L, the Hamiltonian associated with the Lagrangian L. 
A necessary condition for an extrema1 is that (dI/de),,, vanish for arbitrary ~ " ( r ) .  Thus, we obtain 
for the differential equations satisfied by the qa (r) ,  a! = 1,2, * * , n, with &/dr = $ (4). 
Equation (17) involves two unknown constants, namely, ro and An integration of Eq. (17) yields (2n) con- 
stants of integration. Now there are (2n) boundary conditions. Two further equations must be satisfied since 
and K = pa@ - L must reduce to K (7 = r0) when T = T,,. Hence, in general, the qi ( T )  can be determined uniquely. 
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Equation (17) can also be obtained by means of a 
Lagrange multiplier and the transversality condition of 
the calculus of variations. 
If L does not contain the time explicitly, then aL/ag = 0, 
and furthermore, (K/tjIT0 is the energy of the conservative 
system. For this case, Eq. (17) reduces to 
so that the new Lagrangian is simply ( L  + E$). 
As an example, let 
L = % -  + -  (2y : 
Let dt = xdr (q = x ) ,  so that 
L + E$ = x[&($)’+:] + E X  
and 
1 
2x L + E$ =-2 + p + EX 
Note that the singularity has been transferred to the 
kinetic energy term. Let x = y z  so that 2 = 2y5, and 
Equation (18) yields the harmonic equation ( E  < 0), 
a well-known result. 
E. lunar Ephemeris Improvement From 
Lunar Orbiter Tracking Data, 1. D. Anderson 
The possibility of using range and doppler tracking 
data from a Lunur Orbiter in a program to improve the 
constants of the lunar motion has been investigated 
before (SPS 37-38, Vol. IVY pp. 6-13). However, in that 
analysis several simplifying assumptions were made. The 
most restrictive of these were that the orbiter’s motion 
was in the orbital plane of the moon and that the eccen- 
tricities of the orbits of the orbiter and moon were zero. 
In addition, the geocentric motion of the tracking station 
was neglected. Recent studies on the information con- 
tained in a single pass of radio tracking data (SPS 37-39, 
SPS 37-43, Vol. 111, pp. 1fb24) show that the station’s 
geocentric parallax yields important measurements of the 
angular position of the object being tracked. When the 
tracking of a Lunar Orbiter is considered, we would 
expect the station’s motion to provide information on the 
geocentric direction of the moon. 
Vol. 111, pp. 18-23; SPS 37-41, Vol. 111, pp. 4750; 
Under the simplifying assumptions given in SPS 37-38, 
Vol. IV, it was shown that the orbit of the orbiter could 
be determined from the doppler data alone and that the 
range data were free to determine the lunar distance 
to the same order of accuracy as the range data them- 
selves, or to about +15 m. Clearly, periodic measure- 
ments of the lunar distance over an interval of many 
months to an accuracy of a few meters are extremely 
important in themselves. Indeed, some ranging data have 
already been compared with improved sine parallax 
computations performed by W. J. Eckert (SPS 37-43, 
Vol. III,,pp. 24-28). It should be remembered that the 
distance measurement represents the separation between 
the dynamical centers of the earth and moon. Thus, it is 
particularly appropriate for an improvement in the lunar 
orbital constants. Beyond this, it is necessary to investi- 
gate what other less obvious information can be obtained 
from orbiter tracking data, and to perform a more 
rigorous analysis of the observer-orbiter geometry than 
that considered in SPS 37-38, Vol. IV. 
The approach followed here is to presume that the 
problem of using orbiter tracking data is primarily one 
of data compression. As a supporting argument we note 
that over the past year four orbiters have been success- 
fuly tracked with an accumulation of at least 100,OOO 
doppler and about 10,000 range measurements. Also, the 
long-term reduction of these measurements for a determi- 
nation of harmonic coefficients in the moon’s gravity 
field is being accomplished with compressed data (Lorell 
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and Sjogren, 1967)’. The procedure which will be used 
to determine the constants of the moon’s motion is similar. 
First of all, a recently developed double precision orbit 
determination program (DPODP) will be used to process 
Lunar Orbiter data in batches and from each batch, con- 
taining perhaps one full tracking pass of data, the orbital 
elements of the orbiter will be determined. In the same 
solution, the program will determine significant high- 
frequency gravity harmonics as well as the parameters 
which contain the information on the lunar motion. The 
orbiter’s orbital elements can be used in the program 
described by Lorell and Sjogren to determine low- 
frequency terms in the moon’s gravity field. 
In an analogous fashion, parameters of the lunar motion 
can be used in a separate program designed to adjust the 
lunar constants to best fit the Lunar Orbiter compressed 
data as well as various types of optical observations. Even 
without the anticipated results of a data compression 
study, it would be possible to obtain lunar distances from 
each tracking pass of range and doppler data and to fit 
a numerically integrated orbit of the moon to these data 
alone or to a combination of them with angular observa- 
tions from optical sources. Such a possibility provides 
motivation for studying what can be gained, if anything, 
from a less straightforward application of the Lunar 
Orbiter data. 
As a first step in deciding what lunar ephemeris 
parameters should be included in the DPODP, consider 
the computation of the topocentric range p to the orbiter. 
Four position vectors are required. Let r, be the geo- 
centric position of the moon, R the geocentric position 
of the tracking station, r the selenocentric position of the 
orbiter, and p the topocentric position of the orbiter. 
Then the topocentric position is given by 
The scalar product p p yields the square of the range. 
pZ=r ;+  r2 + R2 + 2r, * r  - 2r,*R - 2r.R (2) 
Both r/r,  and R/r, are less than 0.015 in magnitude 
and thus we neglect terms in Eq. (2) with powers beyond 
‘Reported in Section I, A. Preliminary Lunar Gravity Estimates 
From Lunar orbiter. 
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the k s t  in T / T ,  and R / T ,  . Then 
p = r ,  + r*U,  - R-U,  (3) 
where U, is the unit vector r , / r ,  in the geocentric direc- 
tion of the moon. 
The scalar product R U, is expressed in its most funda- 
mental form, from the viewpoint of data compression, by 
expressing B and U, in equatorial coordinates referred to 
the true equator and equinox of date. 
R = (R, cos 8, R, sin 8, R sin +’) (4) 
U, = (cos 6 , cos a,, cos 6 , sin a,, sin 8 ,) (5) 
where A, is the distance of the tracking station from the 
earth‘s axis of rotation, R is the magnitude of R, +’ is the 
geocentric latitude, and 8 is the local sidereal time for 
the tracking station. In terms of the Greenwich apparent 
sidereal time 8G and the station’s longitude A, 8 is given by 
We will assume that eo is perfectly known in order to 
relate the lunar positions determined from radio tracking 
data to optical positions taken against the stellar back- 
ground. For this reason, it is advantageous to separate 
out the 80 terms in the scalar product R - U ,  as follows: 
R-U, = Rsin+’sin 8, + R,cos6,cos(~, - A)cos8G 
+ R,  cos 8 , sin (a, - A) sin e G  (7) 
The scalar product r U, is expressed in its simplest form 
in the coordinate system used in binary star problems. 
The x-y plane, the plane of the sky, is perpendicular to 
U, and the z-axis is directed along U,. In this system the 
product r U, is independent of a nodal angle and is 
given by 
r*U,  = rsinisinu (8) 
where i is the inclination of the orbiter’s orbit to the 
plane of the sky, and u is its argument of latitude, the 
angle between the position vector r and the line of inter- 
section of the orbiter’s orbital plane with the plane of 
the sky. 
A combination of 
expression for range. 
Eqs. (3), (7), and (8) yields an 
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p = r ,  -Rsincp’sinS, - R R , c o s 6 , c o s ( a a - ~ ) ~ ~ ~ B G  
- R,cosS,sin(a, - A)sinBG + rsinisinu (9) 
The time varying quantity T sin u should be expressed 
in terms of the mean anomaly M of the orbiter so that 
the range can be given as an explicit function of the 
time. Then it will be possible to perform statistical anal- 
yses on the separation of the lunar parameters from the 
orbiter’s orbital parameters. Unfortunately, an expansion 
of r sin u in powers of the eccentricity is slowly converging 
because the eccentricities for the first three orbiters are 
about‘0.3, and the eccentricity for the fourth orbiter is 
about 0.57. However, to powers in e7 the expansion is 
T 3 
-sinu = - -esinO 
a 2 
1 - -e4---eG)sin(~ 1 29 +u) 
64 1152 
- -.( 1 1. + xez  1 + 
8 
5 
1 1 
24 - 
- &e’( 1 + k e Z ) s i n ( 3 ~  - 0)  
5 
- ‘e5( 60 1 - &eZ)sin.($~ - 0 )  
eG sin (5M - 0 )  125 9216 
-- 
-- 27 e7 sin (6M - 0)  
2240 
16807 
46080 
128 
315 
+ -e6 sin (7M + O )  
+ -e7sin(8M + 0 )  
where w is the argument of the periapsis. 
18 
1 
An expression for range rate i can be obtained by 
differentiating Eq. (9) with respect to time and by ne- 
glecting the. rates in a, and 6,. This is equivalent to 
neglecting U, and results in an expression for i where 
first-order terms in T/T ,  and R / T ,  are neglected. 
i = i ,  + R, 0 cos 6 , cos (aa - A) sin eG 
- R80cos8,sin(a, +A)cos& 
The time rate of change of 00, the rotation rate of the 
earth, is given by W. 
It is possible to recognize at this stage compression 
parameters that can be applied to a statistical study of 
the determination of the lunar ephemeris parameters and 
of their separation from orbital elements of the orbiter. 
There are four parameters of interest. Call them m,, mz, 
m,, and m4 and define them by 
( 13) m.L = R, cos 8 ,  cos (a, - A) 
m, = -RR,cos8, sin(a, - h) (14) 
3 
2 m4 = rao - Rsin+’sin6, - -aesinisinW (15) 
The subscript 0 refers to an epoch from which time is 
measured in Eqs. (9) and (11). The Greenwich apparent 
. sidereal time in terms of this epoch is 
Now the range and range-rate expressions are written in 
the form 
p = m, + m,(t - a) - rn ,co~f3~ + m3sinOa 
+ a s i r i P ( M )  (17) 
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where P (M) contains the periodic terms in Eq. (10) and 
its derivative is given by 
- = (1 - - e2 - - e4 - dP (M) 1 1 
dM 2 64 
1 
(a, e, M,, i, W) to variations in range and range-rate will 
be obtained. Then, the co&cients will be collected and 
combined by standard statistical methods to obtain a 
covariance matrix on the nine parameters. Finally, a study 
will be undertaken to determine the nature of the co- 
variance matrix in terms of (1) the elements of the 
orbiter’s orbit and (2) the interval of time over which 
tracking data is compressed to obtain the four ephemeris 
parameters. Of particular interest will be the statistical 
correlations among the ephemeris parameters as well as 
between the ephemeris parameters and the elements of 
the orbiter’s orbit. As a result of this sort of analysis, it 
should be possible to decide on a definite policy for the 
compression of the orbiter data with an attendant under- 
standing of what information has really been extracted 
from the data. A computer program to process orbiter 
data and adjust the constants of the lunar motion will 
then be required. 
c 0 s ( 4 M + ~ )  
F. An Efficient Propulsion Maneuver Used to 
- ‘.5( 15 1 - $ e Z ) c o s ( 4 ~  - 0)  
Modify lunar Return Re-entry latitude, 
E. S. Davis 
1. Introduction 
The earth-landing-site location of a minimum re-entry 
g, lunar return trajectory is severely limited by the con- 
straint on re-entry angle. Of course, any longitude, 0 to 
360 deg, is accessible to a re-entry vehicle since it is 
simply a matter of timing the launch from the moon. On 
the other hand, the touchdown latitude is narrowly 
defined. From consideration of the desire to minimize 
g-level and the desire to avoid skipping out of the 
atmosphere, -6 deg is generally accepted as the opti- 
mum low-g re-entry angle. Figures 6 and 7 show the 
variation in range from re-entry point to touchdown and 
maximum deceleration for a ballistic re-entry from the 
moon. 
e6 cos (5M - 0 )  
625 
9216 
-- 
+ -e5 1 - -e2 cos(6M + W) 40 
81 
- -e7 cos (6M - 0 )  1120 
e6cos (784 + 0 )  117649 +- 46080 
1024 
315 
8 1 (  1 )  
+ -eT cos (8M + 0)  (19) 
A regression analysis on the parameters m,, m,, m3, m4 
and the orbital elements a, e, M,, i, w has not been per- 
formed at this time. Clearly, it is important to do so, 
because if m, and m, can be determined to a s&cient 
accuracy, then the present and anticipated accuracy of 
tracking station locations (better than +-5 meters) would 
allow a corresponding determination of ac and 6 There- 
fore, investigations will continue in the use of Lunur 
Orbiter tracking data as a source of observation of the 
lunar motion. In particular, for the near future, Eqs. (17) 
and (18) will be linearized completely, and differential 
co&cients relating variations in the four ephemeris 
parameters (m17 m,, m3, m4) and the five orbital elements 
Figure 8 shows the geometry for a typical minimum-g 
re-entry, lunar return trajectory. For a typical 3.5-day 
minimum re-entry g, lunar return trajectory where the 
earth-return launch operation is covered by Goldstone 
and the touchdown is to be in the western United States, 
the trajectory central angle from the moon to re-entry is 
very close to 163 deg. From Fig. 6 the ballistic re-entry 
central angle for an optimum -6-deg re-entry angle is 
15 deg. The total central angle covered by the trajectory 
plus ballistic re-entry is 178 deg from moon to touch 
down. Therefore, the touchdown latitude is limited to 
=t2 deg from the negative of the lunar declination at 
earth-return launch. Once fight time and launch time 
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are established, the locus of touchdown sites is a small 
circle on the earth of radius 2 deg or 120 nmi; the exact 
touchdown site on the locus depends on the inclination 
of the trajectory plane to the earth. 
The monthly range of lunar declination varies between 
k18.3 and k28.5 deg on an 18.61-yr cycle due to pre- 
cession of the moon’s orbital plane. The moon will be 
achieving a maximum declination of 28.5 deg on April 14, 
IO 
L S  i 
0 s W
d e  
8 a 
Y 
$ 7  
6 
-5.6 -5.7 -5.8 -5.9 -6.0 -6.1 -6.2 
RELATIVE FLIGHT PATH ANGLE AT 115-km ALTITUDE, dog 
RELATIVE FLIGHT PATH ANGLE AT 115-km ALTITUDE, dag 
Fig. 6. Variation in range for ballistic earth re-entry 
Fig. 7. Maximum value of total acceleration during 
ballistic earth re-entry in lunar return 
LUNAR RETUR RE-ENTRY PATH ANGLE 
TRAJECTORY 
LOCAL HORIZONTAL 
ALTITUDE 
S 
MOON 
Fig. 8. lunar-return trajectory geometry 
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1968. Through the next decade, the maximum declina- 
tion will decrease to 18.3 deg in the middle of 1977. Earth 
landing sites for the simple ballistic re-entry trajectory 
are, thus, limited to a narrow band around the equator. 
Consider the problem of landing at Edwards Air Force 
Base (AFB), which is approximately 34.8ON latitude. If 
the earth-return launch occurs at the maximum southerly 
lunar declination of 18.3 deg, then the touchdown lati- 
tude for a ballistic re-entry will be 20.3ON for a return 
over the earth’s North Pole and 16.3ON for a return over 
the South Pole. A conventional solution to this problem 
would be to return over the South Pole with a lifting 
re-entry body, re-entry at -6-deg re-entry angle, and 
with the aid of a sophisticated high-speed on-board com- 
puter “glide,” an additional 18.5 deg of earth central 
angle (1,110 nmi) to touchdown at 34.8ON latitude. 
The use of propulsion to modify the impact site has 
been considered before. The usual result is that the cost 
of propulsion is quite high. For example, considerable 
flexibility in landing site location can be achieved by 
going into a low earth orbit and deboosting at the desired 
latitude. The AV required to achieve low earth orbit from 
a lunar-return trajectory is approximately 10,300 ft/s; 
adding 300 to 500 ft/s for the deboost maneuver means 
a total cost for this method of nearly 11,OOO ft/s. Assum- 
ing an I , ,  = 300 s, the initial-to-final mass ratio of the 
vehicle for the 10,300-ft/s AV can be calculated using 
Eq. (1). 
where I , ,  = specific impulse (s), AV = magnitude of 
velocity increment (ft/s), go = 32.2 ft/s2, mf = final mass, 
mo = initial mass, and %/mi = 2.9. 
Therefore, almost 75% of the returning vehicle mass is 
fuel; quite a severe penalty considering the minor cost 
in weight for a lifting re-entry body. 
An dc ien t  propulsion maneuver for modifying the 
re-entry point latitude and, therefore, ballistic impact 
latitude has been discovered. The maneuver has many 
attractive features for a minimum-g lunar return: (1) a 
lifting re-entry body, with associated on-board high- 
speed computer, is not required, (2) a AV of less than 
2,000 ft/s will allow an Edwards AFB landing during 
those years when the range of lunar declination is least 
favorable (i-e., years of +18.3-deg declination), (3) a 
safe re-entry abort mode exists if the maneuver fails com- 
pletely, (4) the maneuver execution accuracy required 
to insure a safe re-entry is within the present state-of- 
the-art, (5) unique alignment of the maneuver thrust 
vector perpendicular to the earth-probe line may have 
mechanization advantages, (6) fight time is not modified 
by the maneuver, thus simplifymg the problem of phas- 
ing operations and tracking station view periods. 
Because the principal effect of this maneuver is to 
rotate the orbit axis, it will be called an “orbit axis rota- 
tion” (OAR) maneuver. 
2. Description of the OAR Maneuver 
Since the OAR maneuver is, in general, executed out- 
side the moon’s sphere of influence, it is both instructive 
and accurate to think in terms of the earth-centered conic 
properties of the return trajectory. The earth-centered 
conic orbits involved in a Type I OAR maneuver are 
shown in Fig. 9. The actual trajectory leaves the moon 
and asymptotically approaches the illustrated initial orbit 
as the probe nears the earth. The initial orbit passes over 
the South Polar region of the earth. At the proper range 
from the earth, the OAR maneuver is executed and the 
resulting final orbit passes over the North Polar region. 
The orbits shown to scale in Fig. 9 are those used to 
achieve an Edwards AFB landing with the moon at a 
declination of 18.3OS with a 3.5-day flight time. The OAR 
maneuver is executed at an earth range of approximately 
266,000 km and requires a AV of 1,750 ft/s. The AV is 
applied exactly perpendicular to the earth-probe line in 
such a manner that the angular momentum of the probe 
about the earth is reversed without changing the energy, 
or C3,  of the probe relative to the earth. The most obvious 
effect of the maneuver is the rotation of the orbit axis. 
Figure 10 shows the critical point latitudes of the 
Type I OAR maneuver shown in Fig. 9. A -6deg re- 
entry angle and a ballistic re-entry central angle of 15 deg 
is assumed. I t  is important to note that the initial 
orbit which passes over the South Pole would result in 
a minimum-g re-entry and thus provides an abort mode 
if the OAR maneuver fails to be executed. It is assumed 
that the necessary midcourse correction maneuvers are 
properly executed whether or not the OAR maneuver 
works. 
Other variations of the orbit axis rotation maneuver 
are possible. The maneuver is not limited to be in the 
trajectory plane. A non-coplanar example of the OAR 
maneuver, which is called a Type I1 maneuver, is illus- 
trated in Fig. 11. The initial orbit of the Type I1 ma- 
neuver is inclined to the final orbit (by 90 deg in the 
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example illustrated). Both the initial and final orbits have 
a safe re-entry path angle and, as in the Type I maneuver, 
the AV is applied exactly perpendicular to the earth- 
probe line. As with the Type I maneuver, the probe 
energy C, relative to the earth is unchanged, while the 
probe angular momentum is changed. 
The initial orbit need not have a safe re-entry path 
angle. An extreme example of this possibility is illus- 
trated in Fig. 12, the Type I11 OAR maneuver. The 
initial orbit is a rectilinear path from the moon to earth. 
At the proper earth range the OAR maneuver is executed. 
The final orbit is a safe re-entry orbit identical to the 
ORBIT AXIS 
INITIAL \ \ 
Fig. 1 1. Type II OAR maneuver 
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Fig. 13. Type IV OAR maneuver 
Type I final orbit. If the AV is applied exactly perpen- 
dicular to the earth-probe line, the probe energy is in- 
creased slightly; however, the major effects are (1) the 
change in probe angular momentum relative to the 
earth, and (2) the characteristic orbit axis rotation. 
The Type I11 maneuver is shown with the parameters 
required to achieve an Edwards AFB landing from the 
moon with 18.3OS declination. The maneuver is executed 
at an earth range of 160,000 km, and the required AV 
is approximately 1,470 ft/s. It is interesting that the 
Type I11 maneuver is slightly more efficient than the 
CONICS ARE SIMILAR TO 
THE CONICS FOR THE 
TYPE I 3.5-day FLIGHT 
TIME ORBITS (PIG. 9) 
Type I maneuver. However, the abort mode capability 
of the Type I maneuver would seem well worth the 
minor cost in AV for a manned mission. 
If flight time is not important, it is possible to achieve 
an even more efEcient OAR maneuver. The Type IV 
OAR maneuver shown in Fig. 13 requires a AV of only 
1,170 ft/s to reach Edwards AFB from a lunar declina- 
tion of 18.3OS. Earth-return injection would be directed 
away from the earth; however, the resulting orbit has 
the same earth-referenced energy as the orbit for a 
Type I maneuver. The total flight time for the Type IV 
trajectory is 11.5 days. 
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Table 3. OAR maneuver AV to reach Edwards AFB" 
Maneuver type AV, f t / s  
II (90-dag inclination) 
1470 
1170 
I "Lunar declination i s  assumed to be 18.3OS. I 
The fact that the OAR maneuver AV is always executed 
exactly perpendicular to the earth-probe line may be a 
significant factor to the mechanization of a system em- 
ploying the OAR maneuver. This unique alignment is 
easily and accurately accomplished using a simple-body 
fixed earth sensor. The earth-sensor error signal may 
also be used to help control the spacecraft attitude dur- 
ing the rocket burn. 
3. OAR Maneuver Penformanee 
The AV required to achieve an Edwards AFB landing 
for each of the four maneuver types described above is 
summarized in Table 3. 
Since the Type I OAR maneuver is the most interest- 
ing, a more detailed analysis of maneuver performance 
will be limited to the Type I maneuver. As long as the 
maneuver is executed outside the moon's sphere of in- 
fluence, a 2-body conic analysis is accurate, and has the 
advantage of enhancing understanding. The orbit axis 
rotation 4 required to achieve a given earth-landing-site 
latitude ,pis from a given lunar declination is given by 
Eq. (2). 
where = landing site latitude (+north), = lunar 
declination at 'return launch (+south), 9, = re-entry 
central angle = 15 deg, 8 ,  = re-entry true anomaly = 
12.157 degt, and S& = 180 deg - moon true anomaly at 
launch = 5.55 degt. 
The true anomaly at the time of maneuver execution, 
B O A R ,  is given by Eq. (3). 
The earth-probe range at which the OAR maneuver 
is executed, ~0'18, is given by Eq. (4). 
'3.5-day flight time is assumed. 
( ~ ( 1  - e') 
1 + e COS BOAR  OAR = (4) 
where a = semi-major axis = 258,000 h t ,  and e = eccen- 
tricity = 0.975079t. 
The required maneuver AV is simply twice the hori- 
zontal component of velocity as given by Eqs. (5) and (6). 
Cl 
Vh = - 
Tom (5) 
where V, = horizontal velocity component, and C, = 
probe angular momentum per unit mass relative to the 
earth = 71220 km*/st. 
where AV = OAR maneuver velocity increment. 
The solution to Eqs. (2) through (6), for the example 
trajectory with lunar distance equal to 404,000 km and 
3.5-day flight time, is presented graphically in Fig. 14. 
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Fig 14. Parameters for a Type I OAR maneuver 
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For the Edwards AFB example considered above, the 
maneuver AV and execution earth-probe range are 
determined by selecting required ( p z s  - h), which = 
(34.8 - 18.3) = 16.5 deg, on the locus of possible OAR 
maneuver parameters plotted in Fig. 14. As stated above 
and indicated on Fig. 14, the maneuver occurs at a 
range 0f.266~000 km and requires a AV of 1750 ft/s. 
z! 
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Since the results shown in Fig. 14 neglect the effect 
of the moon, they are only valid for execution earth- 
probe ranges less than 360,000 km. From Fig. 14 it is 
apparent that the OAR maneuver is most useful when 
the difference ( p t s  - pm) is less than 20 deg, with 30 deg 
being possible. At some point the cost of the AV re- 
quired becomes prohibitive. For OAR maneuvers where 
( p i s  - ,pm) is less than 10 deg, the simple two-body solu- 
tion is not valid but an OAR maneuver is still possible. 
One would expect the AV to increase as the maneuver 
is executed closer to the moon. 
0- 
The maneuver execution error coefficients have been 
calculated by perturbing the maneuver and velocity 
vector in magnitude and direction from the nominal ma- 
neuver for the above Edwards AFB example. The post- 
maneuver orbit was calculated using an N-body program. 
The coordinate system defining the execution errors is 
illustrated in Fig. 15. Figs. 16 and 17 show the re-entry 
point errors as functions of error in execution angles. 
Note that 1-deg errors in maneuver direction result in 
re-entry angle errors less than 0.2 deg, which, from 
Fig. 7, keeps re-entry g within a factor of 1.5 of the 
minimum and avoids skip out. Execution errors of less 
than 1 deg should be very easy to achieve. Fig. 28 shows 
4.0. A 
OUT -OF-PLANE IN-PLANE ANGULAR ERROR 
ANGULAR ERROR 
-RE-ENTRY 
LONGITUDE 
NOMINAL MANEUVER 
-4.01 PLANE I I 
Fig. 15. Definition of coordinates for Type I OAR 
maneuver error analysis 
the re-entry point errors for AV execution errors. To 
guarantee a 0.2-deg or less error in re-entry angle, the 
AV (1750 ft/s) must be executed to 0.3 ft/s. This shows 
that a quite sophisticated 0.017% accuracy is required. 
Commercial pendulous integrating accelerometers are 
capable of measurement accuracies of better than 0.01%; 
thus, it appears possible to obtain a safe re-entry without 
a subsequent midcourse maneuuer. Capability for a sub- 
sequent midcourse maneuver, however, would still be 
desirable to refine the landing site and back-up the 
critical OAR maneuver execution dispersion. A s i e c a n t  
feature of the OAR maneuver is that there is a reason- 
able chance the back-up midcourse correction might not 
be needed. It is also significant that the use of an OAR 
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LATITUDE 
-4.0 
maneuver does not require orbit determination accuracy 
exceeding that required by a standard lunar return 
mission. 
of near maximum lunar declination is to execute the 
4. Conclusion 
The AV required to land at Edwards AFB from 18.3OS 
using a nearly rectilinear return trajectory has been 
calculated as a function of earth-probe range. It turns 
out that the OAR maneuver is executed in a manner 
which nearly minimizes the AV required to reach a 
specified latitude from a given initial trajectory. The 
conclusion from this analysis is that the OAR maneuver 
is executed slightly closer to the earth and requires 5% 
additional AV than the minimum AV maneuver. It is 
likely that this conclusion is also valid for the more 
useful Type I OAR maneuver. 
The minimum AV maneuver has a velocity component 
directed toward the earth and, thus, reduces the flight 
time on the post-maneuver leg of the orbit. Since it is 
desirable to hold total flight time constant, the earth 
reference energy of the pre-maneuver orbit could be 
reduced, Thus, some of the AV penalty chargeable to 
the optimum OAR maneuver might, in fact, be saved by 
the earth-return injection stage. This possibility is an 
important area for further study. 
maneuver either earlier or later than the minimum AV 
maneuver mentioned above. This method changes the 
flight time on the post-maneuver leg of the trajectory 
and may present phasing problems. A more attractive 
method is to vary the inclination of the pre-maneuver 
or post-maneuver orbit with lunar declination to hold 
OAR-maneuver AV constant. Comparison of the Type I 
and Type I1 maneuvers shows that, as the inclination 
of the pre-maneuver trajectory deviates from passing 
over the South Pole, the AV required to reach a given 
latitude increases. For a fixed AV maneuver, the required 
pre-maneuver orbit inclination is a function of lunar 
declination. The final orbit passes directly over the 
North Pole. Flight time is unaffected by this method and 
the maneuver is executed exactly perpendicular to the 
earth-probe line. Alternately, the pre-maneuver orbit can 
be aimed to pass directly over the South Pole. The incli- 
nation of the post-maneuver orbit, to reach a desired 
latitude with fixed AV, varies as a function of lunar 
declination. The post-maneuver orbit would come over 
the North Pole only when the maximum orbit axis rota- 
tion is required and would deviate from the North Pole 
if less orbit axis rotation is required. 
From consideration of the Edwards AFB example, it 
appears that allocation of less than 2000 ft/s for an OAR 
maneuver would be required to handle lunar declina- 
tions of 18.3 deg with an adequate margin. From Eq. (l), 
using the same assumption as used for the earth-orbit 
case, 18.7% of the weight of the spacecraft injected on 
an earth-return trajectory would be OAR maneuver fuel. 
Assuming that the fuel represents !90% of the weight of 
the OAR maneuver propulsion system, the system weight 
penalty of the OAR maneuver is less than 21% of the 
earth-return spacecraft injected weight. 
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II. Systems Analysis 
SYSTEMS DIVISION 
A. Trajectory Considerations for the Earth- 
Venus-Mercury Mission Opportunity, 
1981 -82, R. A. Wdace 
1. introduction 
In Ref. 1, L. A. Manning has indicated that anEarth- 
Venus-Mercury mission opportunity exists in 1982, hav- 
ing a Venus pericenter altitude of 1980 km and a 
launch C,* of approximately 22 km2/s2. F. M. Sturms 
has investigated the 1970-80 Earth-Venus-Mercury op- 
portunities (SPS 37-39, Vol. IV, pp. 1 5 )  and found that 
1973 would be the last opportunity in the 1970’s for a 
ballistic 3yby with reasonable Venus altitudes using an 
Atlas/Centaur-type launch vehicle (C, A 2 1  km2/s2). The 
1982 opportunity, therefore, would be the first ballistic 
flyby opportunity after 1973. The present study is an 
investigation of the 1981-82 Earth-Venus-Mercury mis- 
sion opportunity similar in scope to that reported in 
SPS 37-39. 
2. Energy Matching at Venus 
The first step in the investigation is to establish the 
minimum energy requirements for trajectories from Venus 
to Mercury for the Venus arrival dates of interest. In 
*Ca is equivalent to twice the orbital energy per unit mass, i.e., 
Ca = P - 2p/r where V is the inertial velocity measured at T and 
p is the gravitational coristant of the central body. 
Fig. 1 are minimum required energy curves for transfers 
between Venus and Mercury for Venus arrival dates 
between October 23, 1981 and September 5, 1982. Hav- 
ing constructed these curves, the second step is to match 
the arrival energies of Earth-Venus transfers to the mini- 
mum required departure energies shown in Fig. 1. This 
energy match process is accomplished by plotting over 
Fig. 1 the arrival energies of each Earth-Venus trajectory 
associated with a particular launch day. Where the two 
plots cross is the energy-match boundary. That is, on 
one side of the boundary there is not enough energy to 
continue to Mercury, on the other side there is. This 
energy match was made for launch days between Sep- 
tember 14, 1981 and February 10, 1982. 
The minimum energy trajectories between Venus and 
Mercury were obtained using the space research conic 
trajectory program (SPARC)l and mean planetary ele- 
ments. In most cases the Earth-Venus trajectory data 
were obtained from tabulated conic data for the year 
1973-74, i.e., the approximate 8-yr repetition cycle of 
Earth-Venus trajectories was assumed accurate enough 
for the preliminary part of this study. Where data were 
not available (late January and February 1982) the data 
were obtained from SPARC using 1981 launch dates. 
‘“Space Research Conic Program,” EPD 406, Jet Propulsion Lab- 
oratory, Pasadena, California, July, 1966. 
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Fig. 1. Minimum energies for transfers between Venus and Mercury 
3. launch Energy Boundaries 
Once the energy match at Venus has been determined, 
the third step is to determine the booster energy at Earth 
required for each launch day. This is done by transfer- 
ring the energy boundary solutions obtained in the first 
two steps to a launch energy contour plot. This plot for 
1981-82 is shown in Fig. 2 (the energy contours are also 
derived from the 8-yr cycle). 
The boundafi lines labeled ridge result from solutions 
in the vicinity of flight times for 180-deg transfers. These 
lines bound a narrow region outside the 23 km2/s2 curve 
and thus are not useful. Three other energy-match 
regions bear investigation, however. The trajectories 
between Venus and Mercury in these regions are all 
type 2 and, in one case, require that Mercury complete 
a full orbit or more (Mercury’s orbital period is approxi- 
mately 88 days) during the transfer from Venus to 
Mercury. 
4. Trajectory Investigations of the Energy-Match Regions 
Up to this point in the study, the goal had been to 
define launch regions where energy matches at Venus 
resulted in trajectories to Mercury with reasonable launch 
energies. Three such regions were found, and a detailed 
investigation of each region was made with the SPARC 
program using actual launch dates (i.e., not assuming the 
accuracy of the 8-yr cycle). These regions were chosen 
from Fig. 2 by noting where the energy boundary lines 
crossed the C, contour of 23 km2/s2. Once the regions 
were defined, SPARC runs were made, varying launch 
date and Venus arrival date over the three regions where 
energy matches were possible. 
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The two parameters of interest in these final runs are 
launch energy and the flyby altitude at Venus. The 
launch energy variation with launch day determines 
the launch period. The flyby altitude at Venus deter- 
mines the possibility of a ballistic trajectory mission. 
5. Results and Comments 
Tables 1, 2, and 3 summarize the results of the study, 
each table devoted to one of the energy-match regions. 
The following comments apply: 
(1) A C ,  of 24 km2/s2 was taken as a limiting value of 
the Atlas/Centaur performance resulting in useful 
payloads injected (about 1300 lb). Such perfor- 
mance is not available at the present time but is 
planned to be available by the late 1970's. 
Table 1. Summary of results: region 1 of the 1981-82 
Earth-Venus-Mercury opportunity 
Launch between October 28 and November 19, 1981 
Venus arrival between May 14 and 31, 1982 
Earth-Venus trajectories: 
Type 1 
Flight times (C3 6 24 km'/s): 83 to 103 days 
Minimum Ca: 20.8 km'/r' 
Best launch period (single Venus arrival date) for C1 6 24 km2/s': 
6 days (Launch: November 2 to 8, 1981; Venus arrival: 
May 20, 1982) 
Venus-ncounter: flyby altitude range, all negative 
Venus-Mercury trajectories: 
Type 2; class 1 and 2 
Class 1 flight times ( C V ~  24 km2/sz): 65 to 69 days 
Class 2 flight times (C3 4 24 km2/sz): 69 to 76 days 
Table 2. Summary of results: region 2 of the 1981-82 
Earth-Venus-Mercury opportunity 
launch between October 10 and November 15, 1981. 
Venus arrival between January 20 and February 15, 1982 
Earth-Venus trajectories: 
Type 2 
Flight times (C3 4 24 km'/s2): 193 to 200 days 
Minimum C3: 21.2 km'/s* 
Best launch period (single Venus arrival date) for Cd L 24 km2/s': 
26 days (Launch: October 1 1  to November 6, 1981; Venus arrival: 
January 28, 1982) 
Venus-encounter: flyby altitude range, all negative 
Venus-Mercury traje-tories: 
Type 2; class 1 and 2 
Class 1 flight times (C3 6 24 km'/s*): 75 to 82 days 
Class 2 flight times ( C 3 I  24 km'/s?: 86 to 90 days 
Table 3. Summary of results: region 3 of the 1981-82 
Earth-Venus-Mercury opportunity 
launch between January 15 and February 15, 1982. 
Venus arrival between July 10 and 19, 1982 
Earth-Venus trajectories: 
Type 1 
Flight times (C, L 24 km'/s2): 1 6 0  to 173 days 
Minimum C3: 22.6 km'/sz 
Best launch period (single Venus arrival date) for C3 4 24 km'/s": 
15 days (launch: January 25 to February 9, 1982; Venus arrival: 
July 18, 1982) 
Venus-encounter: flyby altituden range 
Class lb: 0 to 1500 km 
Class 2b: 1576 to 2304 km 
Venus-Mercury trajectories: 
Type 2; class 1 and 2 
Class 1 flight times (CX 6 24 km'/sz): 126 to 136 days 
Class 2 flight times (CV 6 24 km'/s): 137 to 142 days 
Wenus radius war set at 6200 km 
bVenul-Mercury traiectorier (sea abwel 
(2) Launch periods derived using the energy-match 
boundary, C, constraint of 24 km2/s2, and single 
Venus arrival date, result in launch periods of 
6, 26, and 15 days for each of the launch regions, 
respectively. Raising the launch energy ceiling to 
30 km2/s2 considerably lengthens these launch 
periods (e.g., the region 3 launch period increases 
from 15 to 30 days). At the present time, 30 days 
is the desired length of launch period. By 1980, 
however, with increased reliability for launching 
on time, 15 days might be adequate. 
(3) Varying the Venus arrival date for region 3 
(Table 3) will lengthen the launch period by only 
5 days. This number of additional launch days 
would require the complicating features of setting 
up a variable date encounter package. 
(4) Regions 1 and 2, of Tables 1 and 2, respectively, 
result in negative altitudes at Venus. For this 
reason these two regions will be dropped from any 
further discussion in this study. 
(5) Trajectories in region 3 (Table 3) result in high 
positive altitudes at Venus (1500 to 2300 km). The 
minimum C,  is fairly high, 22.6 km2/sz, and the 
launch period of 15 days for a maximum C, of 
24 km2/s2 is somewhat low. Further, the asymptotic 
approach speeds at Venus are quite high, 10.1 b / s .  
For Venus entry probes and landers, speeds on the 
order of 3 to 6 km/s are desired. 
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(6) Compared to either the 1970 or 1973 Earth-Venus- 
Mercury opportunities (Refs, 2 and 3, respectively), 
the 1982 opportunity is not nearly as attractive 
from a launch vehicle, encounter conditions, and 
launch period standpoint. From Manning’s results 
(Ref. l), the next ballistic Venus flyby mission to 
Mercury with fairly low launch energies does not 
occur until 1997. 
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111. Computation and Analysis 
SYSTEMS DIVISION 
A. Numerical Solution of a Nonlinear Partial 
Differential Equation, E. Ng 
1. Introduction 
Lin’s mathematical theory of galaxies has attracted 
much attention in the community of applied mathematics 
in the last few years. In a recent Society for Industrial 
and Applied Mathematics symposium in honor of Richard 
Courant, Lin (Ref. 1) presented a survey paper on the 
current status of ‘his theory. This article reports some 
recent investigation (mainly in the context of astrophys- 
ics) of what might be considered a special case of Lin’s 
theory. Emphasis will be mainly on the mathematical 
nature and method of the problem, leaving out the results 
and physical applications, which can be found in Ref. 2. 
Consider an idealized self-gravitating, collision-free 
dynamical system with particles all having the same mass 
m and introduce a distribution function f in phase space 
(r,v), where r and v are, respectively, the position and 
velocity vectors of the individual particles. Then the 
equation governing the development of f (r, v, t) in time t 
is the well-known Boltzmann equation in statistical 
mechanics : 
gravitational potential generated by the particles them- 
selves. This is the familiar ‘hnicroscopic” equation from 
which the hydrodynamic equations can be derived. For 
example, integrating Eq. (1) over velocity space we obtain 
the equation of continuity: 
3 + V * (pv) = 0 at 
and multiplying Eq. (1) by mv and integqating, we obtain 
the equation of motion: 
8U i 
p a t  + p (U’ 0)u + v P* + p V @  = 0 
where 
u = E///.,f{r, P v, t)  dv 
(4) 
(l) are the three moments of the distribution function. 
where V, is the gradient in velocity space and we have 
replaced av/at in the last term by - V @, CP being the 
- 
*P is a Cartesian tensor in dyadic notation. 
- 
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For a self-gravitating system Q is related to the dis- 
tribution function via Poisson’s equation, viz, 
V2@ = 4 ~ G m  !/If (r, v, t) dv (7) 
Equations (1) and (7) can be considered the fundamental 
system of equations describing a self-gravitating dynami- 
cal system, with @ and f as the dependent variables and 
r, v and t the independent variables. To describe a dy- 
namical system, then, one is to look for special solutions 
subject to specified boundary conditions. 
It is well known from Poincar6’s (Ref. 3) general 
analysis that Eq. (1) has as its special solutions functions 
of integrals of the equations of motions dv/dt = -V@. 
It is also well known from classical mechanics that time- 
independent systems possess the energy integral, and 
systems with some axis of symmetry possess the angular 
momentum integral. In the following, we shall consider 
a time-independent axisymmetric disk with unit radius. 
2. A Rotating Maxwellian Distribution 
From here on we shall use a cylindrical coordinate 
system (%,+, x )  with the x-axis perpendicular to the disk 
and as the axis of symmetry. The corresponding velocity 
components are vz, v$, and 02. The energy and angular 
momentum integrals are 
E %(u$ + v Z , )  - Q 
and J = v,@, respectively. Thus an analytic function of 
E and J will satisfy the Boltzmann equation for a time- 
independent axisymmetric disk. We shall assume a “re 
tating Maxwellian” distribution function of the form : 
Aexp(-aE + pJ + yJ2) for E L  E ,  
for E > E ,  
where A, a, 8, and y are parameters and E ,  is a cut-off 
energy to make the system finite. For j3 = y = 0 this 
distribution reduces to the classical Maxwellian. 
3. The Nonlinear Differential Equation 
With the assumed form Eq. (8), the main task is then 
to solve for Q in Eq. (7) which for an axisymmetric disk is: 
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(9) 
where 6 ( x )  is the Dirac delta function. Since Q does not 
depend on VG and q, Eq. (9) is a P. D. E. of the form: 
VZ@ (3, Z) = 6 (4 F (a7 2, @; A, a, P, y )  (10) 
where we have written out the explicit dependence of 
the parameters. The boundary condition for Eq. (10) is 
that @ ( ~ r ~ ) + l / ~ r ~  as 1 ]-+m. The distribution func- 
tion, Eq. (8), describes circular (y = 0) and elliptical 
(y # 0) equidensity contours in velocity space. In Ref. 2, 
we have obtained numerical solutions for the circular 
case using Green’s function method. M. L. West1 is at 
present investigating the elliptical case with both Green’s 
function method and a method employing spheroidal 
coordinates. In the following we shall briefly describe 
these methods. 
Green’s function is a well-known subject in mathe- 
matical physics (Ref. 4). It is essentially the kernel func- 
tion of an integral operator as an inverse of a differential 
operator. Thus introducing the Green’s function for 
Eq. (10) we convert it into an integral equation of the 
form 
Q (‘tr, 2) = l1 12= 1: 6 (z’) F [‘tr’, z’, @ (Z’, z’); A, a, P, y] 
From the physical context of the analyses of Ng and 
West, it is sufficient to consider the potential on the plane 
of the disk, a special case for which Eq. (11) reduces to 
where we have written Q (3) and F (z’, @; A, CY, p ,  7 )  for 
Q (%’, 0) and F (z’, 0, @; A, a, 8, y), respectively, and have 
used the well-known property for the delta function: 
u(0)  = S(z)u(z)dz 1: 
The +’-integral in Eq. (12) can be converted to a stan- 
dard elliptical integral by the substitution $ = - +/2. 
‘Private communication. 
35 
a 
We have, finally, 
where K is the complete elliptic integral of the first kind. 
This is a nonlinear homogeneous integral equation, similar 
to the Fredholm equation of the second kind. For y = 0, 
and various values of the other parameters, we have 
solved this equation by the iterative method well known 
to Fredholm equation, viz, by writing Eq. (14) in the 
following form: 
where L is the nonlinear integral operator and is an 
eigenvalue made up of the relevant parameters. The 
numerical results and physical applications will be pre- 
sented in a forthcoming publication. 
M. L. West is currently investigating the case y # O  
with the above method and also a different program due 
to Barbanis and Prendergast (Ref. 5). She writes Eq. (10) 
in the following iterative form: 
With a chosen set of parameters, at each iterative step 
Eq. (16) is just Poisson's equation; which written in 
general with spheroidal coordinates is 
t' + v 2  +- a [ (1 -72)- E] + (1 + (')(1 - 7') F} 
arl 
where (q ,& +) are related to the Cartesian 
(x ,  Y, 4 by 
x = a [(l + p) (1 - . I ' )]~cosq!J 
y = a [(l + (2) (1 - q)]%inq!J 
z = a75 
the surface ( = 0 being a circular disk of radius a. In 
general, to solve Poisson's equation one expands both the 
density and the potential in series of Legendre functions: 
In the special case we are considering, 
potential depend only on q, yielding: 
the density and 
(19) 
where B,L is related to A,t via Eq. (17). To summarize 
this whole procedure, we see that at each iteration F in 
Eq. (16) is known and hence we have u(v), which gives 
A,Z in Eq. (20) and thence @ (7) from Eq. (21). 
From the investigation of Barbanis and Prendergast, 
who consider the equation 
VZ@ (u, 2) = 6 (2) u (7s) 
there is reason to believe that the method in Eqs. (17)- 
(21) is superior to Eq. (14). In addition, in most dynamical 
or electromagnetic problems where such an equation 
arises, there is often the need to compute the field - V@. 
A potential expressed in the form of Eq. (21) obviously 
renders the computation of the field more readily than 
the form of Eq. (14). There is also the intrinsic computa- 
tional Mculty that, whereas the integrand for the poten- 
tial (Eq. 11) behaves singularly as 
lim 1 
A + O  A 
for the field, we have a singularity of the form 
lim 1 -- 
A + O  A' 
Thus any quadrature scheme has to provide special 
treatment for this behavior. Therefore we strongly recom- 
mend that to solve a P.D.E. of the form of Eq. (lo), the 
former method described is to be avoided in favor of 
the latter. 
36 J P l  SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
B. Integrals of Confluent Hypergeometric property to construct an integral table involving a great 
variety of special functions. For a description and sum- 
mary of the special functions, the reader is referred to 
Erdelyi (Ref. 7) and Magnus, et al. (Ref. 8). Integrals of 
special functions occur frequently in physical problems, 
often in the evaluation of double or triple integrals, where 
one or two integrals a n  be expressed as a special func- 
tion. Another place of occurrence is found in the context 
of integral transforms which usually involve integrals 
with infinite limits (Ref. 8). 
Functions, Part I, E. Ng 
1. Introduction 
Gxdhent hypergeometric functions are probably most 
well known in mathematical physics in the context of 
Schroedinger’s equation, of the form: 
( 1 )  
87r2M v5/5 + -( E  + $) = 0 h2 
In this investigation we shall consider the following By a separation of variables in spherical coordinates, one 
finds that six types of indefinite integrals: 
where R (r) satisfies a differential equation of the type qn (a, b, Z) = J P U  (a, b, Z )  dz (7) 
r2R” + 2rR‘ + (ar2 + br) R = C (3) A (a, b, z)  = j” @“M (a, b, z) dz (8) 
of which the confluent hypergeometric functions are 
solutions. These functions are derivable from the more 
fundamental generalized hypergeometric functions. In 
this article we shall consider the first two kinds of 
confluent hypergeometric functions, often known as 
Kummer’s functions (as distinguished from Whittaker’s 
functions). Using Slater’s (Ref. 6) notation, we define the 
two functions as follows: 
where 
(4) 
Q (a, b, z)  = J @“U (a, b, X )  dz (9) 
O, (a, b, z )  = J x n e z M  .(a, b, X )  dz (10) 
T, (a, b, z)  = j” PPzM (a, b, x )  dz (11) 
where a,b , z  and CY may be complex or real and n is a 
positive integer. We shall show that computationally, 
given a subroutine of M (a, b, z) ,  and hence U (a, b, z), 
we can obtain all integrals considered by some derived 
formulae. Part I will be devoted to the investigation of 
Eqs. (6) and (7). Subsequent investigation will concen- 
trate on Eqs. (8) through (11). 
Here we shall summarize some well-known properties 
of the confluent hypergeometric functions, which will be 
used in subsequent sections. M (a, b, x )  and U (a, b, z) 
and their contiguous functions M (a +1,  b +1, z) and 
U ( a  kl, b +1, z) obey certain recurrence relations of 
which, if any two are given, the others can be deduced. 
We shall write down only two here. For a longer list, 
, etc. r (a + i )  (4 ( a ) j = a ( a + l )  . . .  ( a + i - l ) =  
and 
U (a, b, Z) = - sinxb r(1 + a - . b ) r ( b )  
] (5) refer to Ref. 8. 
M(a,b , z )  
M ( 1  + u - b , ~  - b , z )  - Zi-b 
r (a) r (2 - b)  
The series, Eq. (4), is absolutely convergent for all 
values of a, b and x ,  real or complex, excluding b = 
0, - 1, -2 . * . One very important property of M (a, b, z)  
and U(a ,  b , z )  is that they contain as special cases most 
of the commonly used special functions of mathematical 
(1 + a - b )  M (a, b, X )  - aM (a + 1, b, Z) 
f ( b - l ) M ( a , b - l , ~ ) = O  (12) 
bM (‘2 b, ’1 - bM - ‘ 7  b y  ’1 - zM (a, + ’) 
physics (Ref. 6), and one can utilize this “unifying” (13) 
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U (a, b, Z )  - UU (a + 1, b, X) - U (a, b - 1, X) = 0 
(14) 
(b  - 4 U (a, b, 4 Jezr (a, z )  dz = q0 (1 - a, 1 - a, z)  (24) 
(25) 
(15) 1 + U ( a  - 1, b,z) - xU(U, b + 1 , ~ )  = 0 
= -U(-a ,  -a,z) 
U 
Two differential properties will also be found useful in 
this paper: 
(ii) Bessel functions: 
d a 
dz b (16) / eiz z-v Jv (z)  dz = - M ( a , b , x ) = - M ( ~ + l , b +  1 , ~ )  1 i2”+’ r (1 + .) 
(26) 
x ! P o ( ”  +,,2v 1 + 1,2iz (17) d - U (a, b, Z )  = -U U (a + 1, b + 1 , ~ )  dz 
2. Special Cases of CP, (a, b, z) and t / n  (a, b, z) 
To illustrate the use we shall make of the “unifying” 
property of the confluent hypergeometric functions, we 
h s t  consider some well-known special cases. It can 
be shown (Ref. 6) from the differential properties of 
M (a, b, z )  and U (a, b, z )  that 
2 v  
(27) 
(28) 
ez z - ~  Kv ( z )  dz = (x)’/(J 2”-l 
b - 1  s !Po (a, b, Z) = M (a - 1, b - 1, Z) a#1  a - 1  
(18) 
1 
1 - a  $0 (a, b, X) = U (U - 1, b - 1, Z )  a # 1  
(19) 
p i  
a - 1  
(iii) Laguerre and Poisson-Charlier polynomials : 
+a-2 (a, b, Z )  = M (a - 1, b, Z) a # l  (20) 
- ( - V  U(-k - l ,a,z) k! (1 + k) 
Using the well-known relations of M and U to the other 
special functions (Ref. 6), Eqs. (18) to (21) enable us to 
evaluate many integrals in terms of M and U .  For 
example, 
(1 + v - 2k),k 
[r (2k + 1 ) p  
x a0(-2k,1+ v - 2k,z )  
/ zkPzk (Y, z)  dz = 
(32) 
(i) Incomplete gamma functions: 
/ V d z  = -@o(a,a 1 + 1,z) 
U 
- (1 + v - 2k)Zk (2k - v )  - 
(2k + 1)’h (2k + 1) 
x M(-2k - 1,v - 2k,z) (33) 
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and similarly, many other integrals involving Bessel func- 
tions, exponential, logarithmic, sine and cosine integrals, 
Coulomb wave functions, and parabolic cylinder func- 
tions can be evaluated in terms of M and U. 
Again these integrals can be computed recursively from 
eo and +o. 
(iii) a = integer, b#integer 
For a > n, Eqs. (34) and (35) can be used as in case (i). 
For 0 < a < n, the following equations are found useful. 3. General Cases of @,(a, b, zl and +n (a, b, z) 
The evaluation of these integrals should be treated in 
four different cases, as follows. a, (a, b, Z) = (b - 1) (a, b - 1, Z) 
(i) a # integer, b # integer 
Integrate Eqs. (6) and (7) by parts and use Eqs. (18) 
and (19) to obtain 
b - 1  
a - 1  en (a, b, Z) = zn M (a - 1, b - 1, Z )  
- (b - 1) an-l (a - 1, b - 1, Z) 
(38) 
(39) 
n(b - 1) 
a - 1  (a - 1, b - 1, Z) 
- 
Equations (38) and (39) are obtained from a combination 
of Eqs. (6) with (13) and (7)  with (15), respectively. They 
can be used to generate Q, and qn from an, $0, and 
(34) 
P U ( U  - 1, b - 1 , ~ )  
1 
a - 1  +n (a ,  b, 4 = 
n 
a - 1  +,-1 (a - 1, b - 1 , d  
-- 
(35) 
For a < 0, Eqs. (34) and (35) can be used with n, a and 
b replaced by (n + l),  (a + 1) and (b + l),  respectively, 
giving Equations (34) and (35) can thus be used to obtain by re- 
cursion an (a, b, z )  and +% (a, b, z )  from @o (a - n, b - n, z )  
and +o (a - n, b - n, z ) ,  which can be evaluated in terms 
of N and U. 
(ii) a#integer, b = integer 
(n + l)Q,(a,b,z) = zn+lM(a + l , b  + 1,z) 
U 
- z%+l(a + l , b  + 1,z) 
(40) 
Replace a by (a - 1) in Eqs. (12) and (14) and substi- 
tute into Eqs. (34) and (35) to eliminate @n-l(a - 1, b - 1, z )  
and +n-l (a  - 1, b - 1, z) ,  respectively. We obtain (n + 1) +n (a, b, 2;) = zn+l U (a  + 1, b + 1, z )  
- a+n+l (a + 1, b + 1, z )  
b - 1  
a - 1  e, (a, b, Z) =  E M (a - 1, b - 1, z)  - n@n-l (a, b, z )  
(iv) a = integer, b = integer 
(36) For a > b, Eq. (38) can be used with n and b replaced 
by (n + 1) and (b + l ) ,  giving 
;sn U (a - 1, b - 1, z)  + n+n-l (a,  b, z )  +n (a,  b, z )  = -1 a - 1  1 
a, (a,  b, Z) = a, (U - 1, b, Z) + %@,+I (a, b + 1, Z) 
(42) (37) 
n 
a - 1  +n-i (a - 1, b, z )  
-- 
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Repeated application of this will reduce the right-hand 
side to elementary integrals of the form 
en (a, a, z )  = J Z"eZ du 
due to the special case M (a, a, z )  = e. With $, (a, b, z), 
however, such procedure is not practical because the 
special case U (a, a, z) is an incomplete gamma function, 
and hence we shall resort to another means. For n < a, 
Eq. (37) can be used to generate gn from $,. For n > a, 
Eq. (37) can be applied successively to transform 
qn(a,b,z)  to the form qna(a,b,z) where a < b, a case 
to be considered next. 
For O <  a < b, Eq. (38) can be used to generate 
@n (a, b, z) from terms of the form a0 (a, p ,  z) ,  ern (a, a, z) 
and O, (0, p, z). Similarly, (a, b, z) is reducible by 
Eq. (39) to $0 (a, P, z) ,  q m  (0, P, z )  and $m (a; a + 1, z>, 
the last term being obtainable from $m (0,1, z) or 
q0 (a, + 1, z) by application of the same equation again. 
For a < 0, Eqs. (40) and (41) are to be applied as before. 
With these four cases, which cover all possible com- 
binations of the parameters a and b and the positive 
index n, we can form an integral table from the relations 
of M (a, b, z )  and U (a, b, z )  to the other special functions. 
For a summary of such relations the reader is referred to 
Ref. 8, pp. 283-287 and Ref. 6, pp. 509-510. 
In the following, we shall give several examples of such 
integrals. With the lists of relations given by Magnus, 
et al., and Slater, one can express many more integrals 
of special functions in terms of @n and qm. 
(i) Bessel functions: 
(i)-(n+k+l) 
2nek+i r (1 + k )  Zneiz ] k  ( Z )  dz s 
(ii) Laguerre and Poisson-Charlier polynomiaIs: 
(45) 
r(1+ k ) r ( l  + 
r (a + k + 1) zn Lp) ( z )  dz = 
X o , ( -k ,a  + 1 , ~ )  (46) 
s 
X c ~ , ( - 2 k , 1 + ~ - 2 k , z )  (47) 
(iii) Hermite polynomials and parabolic cylinder func- 
tions : 
(49) 
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IV. Environmenta I Requirements 
PROJECT ENGINEERING DIVISION 
A. Dry-Heat Resistance of Bacterial Spores tance of the microbial population. The thermal resistance 
of microorganisms shall be discussed here. (Bacillus Globigii) Upon Selected Spacecraft 
Surface Materials, W. W. Poik, S. C. Michael, 
C. D. Smith, and 1. A. Stern 
1. Introduction 
The established NASA planetary quarantine require- 
ments state that the probability of a single viable organ- 
ism being upon a spacecraft intended for penetration of 
the Martian atmosphere or for landing upon Mars shall 
be less than 1 in le6 (Ref. 1). To meet this requirement, 
a capsule designed for planetary landing must be steri- 
lized. Several methods may be used, including the use of 
gaseous and liquid chemicals, various forms of radiant 
energy, and dry and moist heat. Moist heat has long been 
used in industrial applications, such as the processing of 
food products and the sterilization of surgical instru- 
ments. The uses of dry heat as a sterilant, while varied, 
have been more limited. However, dry-heat sterilization 
processes are now receiving critical appraisal as a pos- 
sible means for terminally sterilizing spacecraft (Ref. 2). 
A terminal dry-heat sterilization process for a space 
vehicle must take into account various factors, such as 
the thermal characteristics of the final assembly, the total 
microbial load and its distribution, and the thermal resis- 
The determination of the thermal resistance of micro- 
organisms is a complex problem that must include consid- 
eration of the physiological condition of the cells, their 
environment, the type of heat (dry or moist) to which the 
cells are exposed, and other experimental factors. When 
considering the thermal resistance of microorganisms on 
space hardware, environment is of great importance. For 
discussion and analytical purposes, the distribution of the 
total microbial burden of a spacecraft can be considered 
in three categories: (1) those microorganisms contained 
within the interior of the spacecraft hardware compo- 
nents, (2) the microbial load existent upon exposed sur- 
faces, and (3) those microorganisms occluded between the 
spacecraft’s mated surfaces. The time-temperature rela- 
tionships necessary to inactivate microorganisms at each 
of these three locations are different. To establish a 
terminal dry-heat sterilization cycle, each of these time- 
temperature relationships must be known. 
This article presents the results of an effort to deter- 
mine the dry-heat resistance of bacterial spores upon 
several different spacecraft surface materials. The mate- 
rials used, their element composition, and their test heat- 
ing properties are presented in Table 1. 
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Table 1. Element composition and test heating 
properties of inoculated-surface materials 
Material 
Stoinless steel 
(Type 302) 
Aluminum alloy 
(6061 -T6) 
Conversion-cooted 
(Dow 7) magnesium 
alloy 
Magnesium alloy 
( A Z ~  1 B-HN) 
Titanium alloy 
(6A14V) 
Cot-A-Lac black paint, 
(436-1 -B) over stoin- 
less steel [Type 302) 
Conversion-coated 
(Iridite 14) aluminum 
alloy 
24-korot gold-plated 
electroless nickel over 
aluminum (6061 -T6) 
Composition 
71.8% Fe, 10% Cr, 
8 %  Ni, 2% Mn, 
1 % Si, 0.15% C, 
0.45% P, 0.03% S 
?7.7% AI, 1.2% Mg, 
0.6% Si, 0.2 % Cr, 
0.3% CU 
95.8% Mg, 3 %  AI, 
1 Yo Zn, 0.2% Mn 
(% MgCr04 unknown) 
95.0% Mg, 3 %  AI, 
1 Yo Zn, 0.2% Mn 
90% Ti, 6 %  AI, 4% V 
Epoxy resin base, 
primary and secondor) 
amines, inert pigments 
talc, mica, carbonb 
Chromium hydroxide, 
chromium oxide, iron, 
aluminum hydroxide 
and silicone 
compoundsb 
24-karat gold 
(purity unknown) 
me required to 
teat test strip 
from 21 O C  to 
125 +.lac,' 
min 
0.5 
7.0 
7.5 
7.5 
9.0 
10.5 
11.5 
11.5 
a 1 .O- X 3.0- X 0.020-in. strips suspended from Teflon-coated aluminum support 
b Percent composition of these compounds is  proprietary information. 
rock. 
Some of the terminology used here is unique to work 
associated with the destruction of microorganisms by heat. 
Since most microbiological techniques for detecting life 
are dependent upon the reproduction of cells, microbial 
death is defined here as the inability of a cell to reproduce 
in appropriate biological media under favorable condi- 
tions. The ability to reproduce is not the sole criteria by 
which the viability of a cell may be established. Micro- 
organisms, when exposed to adverse conditions, may 
become sublethally injured, resulting in their temporary 
inability to reproduce; yet, these microorganisms remain 
viable. However, a discussion of these situations is beyond 
the scope of this article. 
The decimal reduction time, D, is defined as that time, 
at a specific temperature, which will result in a 90% 
reduction in the number of viable cells within a single 
population. The thermal death time (TDT), or F value, 
is that time necessary at a specific temperature to reduce 
a given population to a particular probability level, 
assuming instantaneous heating and cooling. A TDT 
curve is the relationship between the logarithm of the 
D value in units of time plotted against temperature. 
The x value is the change in temperature, O F  or "C, 
necessary to cause a 10-fold change in the D value. A 
survivor curve illustrates the log number of surviving 
microorganisms as opposed to the time of heat exposure. 
Figure 1 presents thermal destruction and sterilization 
time curves and their derivation. 
2. Test Materials and Proceduce 
The test method presented here was developed to 
simulate the situation that may be encountered by micro- 
organisms located on smooth exposed metallic surfaces 
during dry-heat sterilization of space hardware. The pro- 
cedure is as follows: 
(1) The test strips are inoculated with a known quan- 
tity of Bacillus subtilis var. rdgm (BaciZZm gbbigii)  
2 
IO2 :i 6 ( 1 )  BASED ON D = 3.5 h AT 125% AND I =  25°C (2) ASSUMES 8-109 REDUCTION WITH I -log REDUCTION IN FIRST FEW MINUTES OF HEATING :. STERILIZATION TIME AT T =  DT VALUE x 7 \ STERILIZATION CURVE v 
k!! 
6 
a 
0 
2 -  
101 - - 
6 -  
4 -  
\ 
I I I I I 
100 110 120 130 140 150 160 
TEMPERATURE C 'G 
Fig. 1. Thermal destruction and equivalent 
sterilization time curves 
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(a )  BACK AND 36 in. spores1 and then air-dried in a laminar-air-flow clean LEFT SIDE I2  in.- 
I I 
bench. I I I / 
pressure for 16 h. 
(3) The test strips are suspended from a support rod 
within a preheated oven (125 20.8"C). A constant rate 
of mechanical air circulation is maintained within the 
oven test area. The temperature and air velocity profiles 
of this oven are shown in Fig. 2. The temperature of the 
test strips is monitored by means of a thermocouple at- 
I 
----- 
I 4/-1--+-1--- 
15f0.5 / 
ft/s I /  I lO*O.5ft/s 
/ I tt/S*1--- 
/ I &---- 
ftb / 
.Y I (124OC) 
/ I15f0.51 
I /  / 
/ 
/ / 
/ / 
/ 
/ / 
12 in. :i 
24 in. 
i 
(b) FRONT AND 
(4) Six inoculated test strips and two control strips E 12in.----W 
(biological and thermal) are exposed at the test exposure 
time. The time necessary to heat strips of different test 
materials to 125°C has been quantitatively measured 
(Table 1). The first assay used to establish the D values 
is conducted after 13 min of heat exposure, thus ensuring 
assays are conducted at 23, 33, 43,53, and 63 min, inclu- 
sive of the 13-min heat-up period. 
I O f 0 5  f+,s 20f0,5 ft/S 2,75f 
that the test strips have reached 125°C. Subsequent (124.5"C) 
f--f- -f -- 
/ 
(5) After the desired time of dry-heat exposure, the 
test strips and control strips are quickly removed from 
containing 22 ml of prechilled (4°C) phosphate buffer. 
The bottles are placed in a Branson ultrasonic bath2 and 
treated at 25 kc/s for 12 min in accordance with NASA 
standard procedures (Ref. 3). 
1.0*0.5 ft/s/ 
(1245;C) 
+--e---- -e - 
/ 
the oven and immediately placed within sterile bottles / , ,' zFrT- 
Fig. 2. Temperature and air velocity profiles of oven 
at 125OC (front view) 
(6) Aliquots of the phosphate buffer are aseptically 
transferred to dilution blanks, and appropriate dilutions 
are made. The dilutions are plated in sterile petri dishes 
test strips are also plated in TSA. Al€ plates are aerobi- 
cally incubated at 32°C for 48 h. 
(7) Colony counts are made after 48 h, and the total 
number of viable particles recovered is calc&&ed from 
the mean value of the various autions and from the 
X l5 mm) to Which TSA added. The number of viable particles remaining on the test strips. 
3. Results 
Three inoculated strips each of two different materials 
during each 
'The Bacillus subtilis var. niger (Baci l lus  globigii) spores were 
chosen as the test organism since published data indicate that they were exposed to the - 
are more resistant to dry heat than most other bacterial spores. test sequence. Stainless steel was chosen the standard 
These spores were grown on Trypticase SOY Agar (TSA) supple- reference surface material due to its previous use as a 
mented with manganese sulfate (20 parts/lO') and calcium chlo- test in +-heat sterilization (Ref. 4). 
Figure 3 presents the results from five tests which uti- ride (80 parts/lO'). A single spore suspension was utilized for all tests, thus limiting the variability that may be caused by possible 
differences in the heat-resistance characteristics of different spore k e d  stadess Steel as the inoculated Surface. Figure 4 
populations. presents the results from the exposure of Bacillus subtilis 
* Branson ultrasonic bath generator, A-300; tank, LT-88; power con- var. nigw spores on the other inocula~ed-surface mate- 
tr01, PC-30. rials used in this study. 
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LETHALITY ACHIEVED DURING "COME-UP" 
,OF STRIPS TO TEST TEMPERATURE 
w ( a )  
2 ALUMINUM ALLOY, I 
105 ! u 0.20.5 rnin I 
I 
I 1 . 1  I I 
I 
I I I \  I I t T \ I  
IO6 104 
6 6 
4 4 
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D = 20.5 rnin 
I I Y 
n 
W 
LL 
W > 
0 
0 
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D = I7 rnin 
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Fig.A. Survivor curves for Bacillus subfilis var. niger spores exposed to 125OC on the other 
inoculated-surface materials used in this study 
4. Discussion and Conclusions 
There appears to be no significant difference in the 
D values for Bacillus subtilis var. niger spores on the 
various materials used in this study. The D values for 
the test spores varied from 16 min for one of the stainless- 
steel tests to 21 min for the Cat-A-Lac black paint over 
stainless steel test. This variation is not believed to be 
significant and may well be the result of slight variations 
in test procedure. It can be noted that the D values 
derived from the five tests of the stainless-steel reference 
material vary in themselves from 16 to 20 min; this var- 
iation tends to substantiate that the reported differences 
in thermal resistivity on different surfaces are due to pro- 
cedural variations, rather than the use of different surface 
materials as carriers. While it appears that the type of 
surface material on which the test spores are exposed to 
dry heat results in little, if any, difference in D values, 
it must be remembered that, with the exception of the 
Cat-A-Lac black paint over stainless steel, only smooth 
even-textured metallic surfaces have been evaluated. The 
accumulated data are presently being analyzed in order 
that confidence limits for the reported D values can be 
established and an indication of the quality-of-fit for the 
survivor curves can be determined. 
Regardless of the varying D values, the survivor curves 
derived from all tests (Figs. 3 and 4) appear to indicate 
that the death of microorganisms closely follows a mono- 
molecular type of reaction. Any major variation from a 
logarithmic order of death occurred during that time 
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necessary to bring the system to test temperature. This is 
in support of the most prevalent theory of microbial sur- 
vival; i.e., during equal times of exposure, the number 
of viable microorganisms in any population will be 
decreased in equal percentile amounts, providing the 
temperature remains constant. 
However, it should be noted that the D values for 
any single type of microorganism may vary according to 
that microorganism’s environment and preconditioning, 
The thermal resistivity of difEerent microorganisms may 
also vary considerably from species to species. Thus, 
considerable work remains to be accomplished before the 
phenomenon of death of microorganisms exposed to dry 
heat can be fully understood. 
B. Microbial Sampling Program for the Mariner 
Venus 67 Flight Spacecraft (Mariner VI, 
M. R. Christensen, R. H. Green, and J. A. Stern3 
As part of a continuing NASA/JPL effort to determine 
the microbial burden on spacecraft, microbial assays were 
performed during all phases of the assembly and test 
operations of the Mariner Venus 67 Project. This program 
was conducted on a noninterference basis with project 
operations. The only NASA requirement for sampling of 
the spacecraft was a final swab assay for the NASA in- 
ventory of outbound contamination. 
The NASA recommended sampling methods (Ref. 3) 
were followed throughout assembly, testing, and pre- 
launch operations of the M67-2 flight spacecraft (Mariner 
V). The assays were limited to sampling specific surfaces 
which were adaptable to the techniques being utilized. 
Supportive environmental fallout data were obtained from 
assembly and test areas in an attempt to correlate space- 
craft environmental exposure to the observed burden. 
The microbial sampling program was conducted during 
a 137-day period. The spacecraft octagon arrived in the 
JPL Spacecraft Assembly Facility (SAF) high-bay area on 
December 13, 1966; however, activity was minimal until 
the first part of January, at which time the microbial 
sampling program was initiated. Samples were obtained 
on a regularly scheduled basis throughout all operational 
The authors acknowledge the valuable assistance and support of 
the Mariner Venus 67 Project Test and Operations Team; G. Tritz, 
B. Moore, and R. Graves of the U.S. Public Health Service at 
Cape Kennedy, Fla.; and J. Fooks of NASA Headquarters. 
phases, terminating with the procurement of final sam- 
ples just prior to shroud encapsulation of the spacecraft 
on May 28, 1967. 
1. Environments 
Most assembly and test operations at JPL were con- 
ducted in the SAF. The high-bay area was utilized for 
assembly and testing of the spacecraft, as well as for 
housing related ground and operational support equip- 
ment. Air make-up in the SAF was 80% internal and 
20% external, with filtration by Farr HP-2 filters. 
Whenever feasible, the spacecraft was maintained in 
a 168-ft2, Class 100, portable, laminar-downflow, clean 
room housed within the SAF high-bay area. The walls 
consisted of plastic drop curtains with zipper comer 
closures. Constraints for those working on or near the 
spacecraft included cleaning shoes and wearing head 
covers, gowns, and cotton gloves. The number of person- 
nel in the high-bay area varied between 10 and 30, while 
the level in the portable down0ow clean room was main- 
tained between 3 and 6. 
The spacecraft was transported to the JPL environ- 
mental laboratory for vibration and space simulation 
tests. Air make-up, filtration, and personnel constraints 
were the same as those in the SAF high-bay area. The 
vibration laboratory is a sound-proofed area used to 
simulate noise, shock, and vibration spectra. During test 
periods, personnel levels varied between 5 and 15. The 
spacecraft was exposed to the vibration laboratory en- 
vironment for 3 days. 
Housed within a 4250-ft2 area, the 10-ft space simulator 
was used to simulate the thermal-vacuum spectrum en- 
countered during interplanetary cruise. Except for the 
pre- and post-test inversions, the spacecraft was main- 
tained in this simulator. Air exchange between the simu- 
lator and facilities occurred during interim test periods; 
however, during tests the simulator was sealed, purged 
with dry nitrogen, and then backfilled and maintained 
with air that had been passed through two layers of an 
air-mat filtration system. The spacecraft was subjected to 
the thermal-vacuum environment for 15 days. 
Following the completion of assembly, testing, and 
preshipment activities at JPL, the spacecraft was placed 
in a vacuum-cleaned, alcohol-decontaminated canister 
for shipment to the Air Force Eastern Test Range 
(AFETR). Upon arrival at the AFETR, the spacecraft 
was transferred to the JPL clean room in Hangar A 0  
and maintained there for 14 days. Air make-up in this 
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facility was 80% internal and 20% external, with filtra- 
tion through high-efficiency particulate air (HEPA) filters. 
Personnel constraints were similar to those employed in 
the SAF high-bay area at JPL. Personnel levels varied 
between 10 and 30; however, many of these persons were 
working on the Surveyor ZV spacecraft which was housed 
within the same facility. 
The final testing area for the spacecraft, prior to 
placing it on the gantry, was the north bay of the Ex- 
plosive Safe Facility (ESF), where attitude-control tank 
pressurization, pyrotechnics, midcourse motor installa- 
tion, and final shroud encapsulation were accomplished. 
Air make-up, filtration, and personnel constraints were 
the same as those listed for Hangar AO. The number of 
personnel was limited to a maximum of 15. The space- 
craft was maintained in this environment for 16 days. 
Fig. 5. Sampling carriers attached to face 
of electronic chassis 
2. Sampling Procedures 
When the nature of a specific test dictated removal of 
the carriers, they were transferred to a mockup (Fig. 8) 
and maintained in close probity to the spacecraft. 
E~~~~~~ times and positions of the 
lated with the times and positions on the space- 
craft., 
The microbial profile relative to fallout contamination 
for all of the facilities was derived from data obtained 
from 1- X %in. stainless-steel settling strips and Reyniers 
air samplers. Settling-strip and swab-rinse methods (Ref. 3) 
were used for the burden estimation of the spacecraft. 
were 
3. Settling-Strip Samples 
The settling strips were contained in Teflon-backed 
units that were nonmagnetic, self-contained, portable, 
and sterilizable. The units were attached directly to the 
spacecraft or its support equipment to obtain a distri- 
butive effect around, above, and below the structural 
octagon. 
The carriers varied in shape and size according to their 
location on the spacecraft. Those attached to the faces 
of the electronic chassis (Bays 1 and 3-8) contained fif- 
teen 1.0-in.-square strips (Fig. 5). Other carriers were 
attached to the top ring by means of a stainless-steel 
plate. The plate held six carriers, each of which contained 
nine 1.0-in.-square strips (Fig. 6). Additional strips were 
maintained on the spacecraft support ring by means of 
angle-iron-shaped carriers. These carriers (located below 
Bays 2, 4, 6, and 8) each contained nineteen (ten vertical 
and nine horizontal) 1.0-in.-square strips (Fig. 6). The 
remaining carriers were placed on the attitude-gas-control 
handling frames. Three (two vertical and one horizontal) 
carriers were attached to each of four frames. Each car- 
rier contained nine 1.0-in.-square strips (Fig. 7). 
All carriers contained strips which were retrieved on 
both weekly and monthly bases. Additionally, each car- 
rier held strips which remained throughout the JPL or 
AFETR phase of the program and strips which remained 
throughout the entire program. At each sampling period, 
a minimum of 72 strips was assayed. 
4. Swab-Rinse Samples 
Swab samples were obtained using the techniques 
presented in Ref. 3. Individual surface areas of 4 in.2 
were sampled using templates (Fig. 9) on a weekly basis. 
A minimum of 45 samples was taken at each sampling 
period from both ground support and flight equipment. 
The ground-support-equipment swab-sampling sites were: 
(1) Attitude-gas-control handling frames 
(2) Pressure switches 
(3) Umbilical breakout box 
(4) Universal ring 
(5) Louver covers 
(6) Light hood, Canopus sensor 
(7) Shipping canister 
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Fig. 6. Sampling carriers attached to top and support rings 
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Fig. 7. Sampling carriers attached to handling frame spars 
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Fig. 8. Mockup used to simulate spacecraft positions 
The flight-equipment swab-sampling sites were: 
Face, electronic chassis 
Canopus sensor 
Low-gain antenna (omniantenna) 
Superstructure, high-gain antenna 
Pedestals, secondary sun sensors 
Ultraviolet photometer 
Thermal blanket (TFE side) 
Struts, solar panels 
Flight shields 
Adapter 
Shroud 
5. Results 
The results reported here are limited to the data ob- 
tained for heat-resistant spores. The mean environmental 
contamination levels for the areas of spacecraft activity 
are presented in Table 2. Settling-strip data are presented 
in Fig. 10. Figure 11 shows burden levels obtained uti- 
lizing the swab technique. A 30%-efficiency recovery 
factor has been incorporated into the swab data. Con- 
tinuity breaks in the curves represent periods when the 
spacecraft was unavailable for sampling. 
Fig. 9. Swab sampling of electronic 
chassis using template 
6. Discussion 
Comparison of the results from swab-rinse and settling- 
strip sampling indicates that the strips may be a more 
sensitive method for the enumeration of accumulative 
contamination. The lower recovery percentage observed 
for the swab method is probably the result of various 
contributing factors. The swab technique requires removal 
of the organisms from the spacecraft and then removal 
from the swab for enumeration. Additionally, large areas 
of spacecraft surfaces were removed from the environment 
for short periods and cleaned; on various occasions, the 
spacecraft was vacuum-cleaned and the temperature- 
control and polished aluminum surfaces were cleansed 
with isopropyl alcohol. The strips were not subjected 
to these procedures. 
Weekly data obtained from both methods of sampling 
indicate that a relationship exists between personnel 
activity and the level of microbial accumulation (Figs. 10 
and 11). Both swab and strip data reflect the higher 
levels of personnel activity that occurred during the 
spacecraft assembly operations of January 11 through 26 
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(as reported in the quality-assurance log). This same rela- 
tionship is noted in the data from April 29 to May 12, 
when the spacecraft was prepared for movement to the 
ESF. 
10' 
6 
4 
*+ 
The effect of environmental factors in the absence of 
activity is indicated in Fig. 10 for March 2 through 16. 
At that point in the operations, the thermal-vacuum tests 
of the spacecraft were being performed in the space 
simulator, and the strips were attached to the mockup 
located in the laminar-downflow clean room where activ- 
ity was minimal. The clean room appeared to be the 
A 
- THERMAL- (DISASSEMBLY 
(AFETR) 
(AFETR) 
SHIPMENT 
(APR 20-29) 
ASSEMBLY AND TESTING (JPL) 
VACUUM AND 
TESTING CLEANING 
(JPL) (JPL) 
VIBRATION TESTING (JPL) 
closest simulation of the space simulator environment. 
This procedure was repeated between March 30 and 
April 13, during which time the spacecraft was disas- 
sembled in the clean room following the environmental 
tests. 
Although weekly accumulative levels fluctuated, bur- 
den estimates from monthly and long-term settling strips 
(Fig. 10, broken line and encircled points) indicate a 
leveling-off or plateauing of the microbial burden. Under 
the prevailing conditions, the plateau occurred at approx- 
imately 400 aerobic spores/ft2. 
6 
0 AEROBIC SPORES (WEEKLY SAMPLES) 
A ANAEROBIC SPORES (WEEKLY SAMPLES) 
0 
0 
ACCUMULATIVE AEROBIC SPORES (MONTHLY SAMPLES) 
AEROBIC SPORE ACCUMULATION FROM PROGRAM INITIATION TO SAMPLE DATE 
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DATE, 1967 
Fig. 10. Average spore burden estimates (settling-strip technique) 
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Fig. 1 1. Average spore burden estimates (swab-rinse technique) 
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Table 2. Environmental fallout: mean number of 
aerobic spores accumulated during various 
spacecraft exposure periods 
Environment r 
SAF high bay 
(JPL) 
SAF high bay 
and clean 
room (JPL) 
Clean room 
(JPU 
Environmental 
la bora tory 
(JPL) 
1 0-ft space 
simulator 
(JPU 
Clean room 
(JPU 
Within shippini 
can i s  ter 
Hangar A 0  
(AFETR) 
ESF (AFETR) 
Operation 
Assembly 
Assembly and 
testing 
Testing 
Vibration 
testing 
Thermal-vacuum 
testing, 
Phase I 
Thermal-vacuum 
testing, 
Phase II 
Disassembly and 
cleaning 
Shipment 
- 
- 
Period, 
1967 
Jan 15-Feb 4 
Feb 4-Feb 16 
Feb 16-Feb 29 
Feb 29-Mar 9 
Mar 9-Mar 16 
Mar 1 6-Mar 25 
Mar 25-Apr 6 
Apr 6-Apr 20 
Apr 20-Apt 29 
Apr 29-May 12 
May 12-May 20 
Mean numbei 
of aerobic 
spores 
accumulated 
520 
620 
1700 
517 
360 
240 
(in chamber) 
720 
(shipment) 
1250 
1990 
Assuming 645 ft2 of exposed surface area on the M67-2 
spacecraft and an equal distribution of microorganisms 
on all exposed surfaces, the estimate of 400 aerobic 
spores/ft2 represents a total burden of 2.6 X lo5 aerobic 
spores on spacecraft surfaces. This compares to a total 
aerobic spore burden of approximately 6 X lo3 if the 
data from the swab-rinse method are used. These esti- 
mates are based on averages of the data and assume an 
equal distribution of organisms on the spacecraft. (Dis- 
tribution functions will be determined and reported with 
the conclusion of the data analysis.) The level of anaero- 
bic spores has not been included in this estimate, since 
a high percentage of the anaerobic organisms is faculta- 
tive and would be included in the aerobic count. Thus, 
the two are not cumulative. The anaerobic spore counts, 
although lower, do show the same trends. 
Computer analyses (using analysis of means by variance) 
(1) Submit the data to analysis for a comparison of 
microbial distribution, i.e., horizontal versus verti- 
cal accumulation, and top rings versus support ring 
versus electronic bays, etc. 
(2) Compare levels of accumulation at various working 
areas with levels of personnel activity and types of 
work being accomplished. 
of all data are presently being conducted to: 
The information provided by the above operation will 
enable a revised estimate of the burden on the space- 
craft. In addition, the analyses will provide a basis for 
the selection of sampling areas for the estimation of 
microbial burden on future spacecraft. 
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V. Flight Computers and Sequencers 
GUIDANCE AND CONTROL DIVISION 
A. JPL STAR Computer, A. Avizienis 
1. Design Considerations for a Fault-Tolerant 
Spacecraft Computer 
Theoretical studies of selective redundancy, and spe- 
cifically of replacement systems, indicate that a significant 
increase in the availability and in the mean life of a 
digital system may be attained without the high cost of 
complete replication and concurrent operation of several 
copies of a system. The challenge to the designer at the 
present time is to create computer systems which trans- 
late the theory into a working system which uses state-of- 
the-art components, meets current performance require- 
ments, and attains the theoretically possible gains in reli- 
ability. 
The choice of a method or a combination of methods 
of redundancy for a particular computing system is 
influenced by the intended application. The present sec- 
tion considers the application of protective redundancy 
to a guidance and control computer for an unmanned 
interplanetary spacecraft. The computer may also be 
employed for the onboard processing of scientific data 
when guidance computation is not in progress. The guid- 
ance computer is required to survive space voyages to 
other planets which range up to several years in duration 
and to perform approach guidance and control computa- 
tions at the end of the voyage. Continued control of the 
spacecraft after arrival, processing of scientific data col- 
lected, control of the landing and operation of a capsule, 
and guidance for a return voyage may also be required. 
Course corrections are to be computed one or more times 
during the mission; considerable time is available for this 
task. The computing at launch and in early stages of the 
mission may be performed or supported by computers on 
the ground and in the launch veNcle. The very long 
communication distances and possible occultation of the 
spacecraft make earth-based support ineffective at the 
destination planet. The computations which are required 
at a remote destination present the most demanding 
problem to the spacecraft guidance and control computer. 
The design of a spacecraft computer must be performed 
within the strict constraints of the available power, weight, 
and volume. The existence of these constraints indicates 
an advantage for selective redundancy, which does not 
necessarily require power for the spare replicas and which 
offers protection with the minimum of one spare for each 
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operating element. An evaluation of relative advantages 
of the massive and selective redundancy approaches has 
led to the choice of selective redundancy for fault-tolerance 
in a spacecraft guidance computer which is being devel- 
oped at the Jet Propulsion Laboratory. It will be called 
the JPL “Self-Testing and -Repairing” (abbreviated JPL 
STAR) computer in this report. Performance require- 
ments demand a certain computing capacity at the end of 
a long voyage, and there are no requirements for a higher 
computing capacity at an earlier time during the mission. 
Under these conditions, a fixed-configuration replacement 
system possessing the required capacity is preferred over 
a reorganizable or degradable system which has a mini- 
mal configuration of the same capacity. The replacement 
system is a simpler solution, since it avoids the programs, 
switches, and control hardware which perform the recon- 
figuration and resulting rescheduling of operation. 
diagnostic program, the time consumed by its execution, 
and the time needed for repair and repeated execution 
of the program segment which was run after the last 
diagnosis. Such time costs are very severe in reentry and 
landing programs for guidance and control which require 
real-time computing. 
A replacement system provides to the user one standard 
configuration of functional subsystems which has the 
required computing capacity. The standard computer is 
supplemented by one or more spares of each subsystem. 
The spares are held in a standby condition and serve as 
replacements of operating units when permanent faults 
ware techniques in a replacement system. An actual 
hardware design rather than simulation was chosen in 
order to explore the circuit aspects of switching, fault 
detection, isolation of faulty subsystems, and recovery 
from externally induced transient faults. 
Fault detection in digital circuits is implemented either 
by periodic or by concurrent diagnosis. The currently most 
common approach is periodic diagnosis which utilizes a 
diagnostic program stored in the memory. Computation 
is periodically interrupted, and the diagnostic program is 
executed. Detection of a fault initiates the replacement 
procedure; the program is rolled back to a point preceding 
the previous (successful) diagnosis period. Errors in com- 
putation which have been caused by transient malfunc- 
tions remain undetected in this approach. The diagnosis 
program itself is vulnerable to faults in the memory system. 
The cost of diagnosis consists of: storage used for the 
are discovered. The presence of spares imposes additional 
requirements on the selectively redundant system. In 
addition to the ordinary functions of a computer, the 
system must incorporate some means of fault detection, 
a recovery procedure for the case of transient faults, a 
replacement procedure and a switch for the case of 
permanent faults, and a checkout procedure for all spares 
before the mission. The standard configuration itself must 
be designed as an array of self-contained functional sub- 
systems with clearly defined interfaces for replacement 
switching. The hardware or software which controls the 
recovery and/or replacement must be fault-tolerant as 
well. 
Early in the design fundamental choices must be made 
between hardware and software implementations of the 
fault detection and recovery procedures. The current 
generation of aerospace computers almost exclusively 
uses software techniques, supplemented by hardware for 
parity checking of data storage and transfer. The con- 
tinuing decrease in the size and in power requirements 
of integrated electronic circuits, as well as the vulner- 
ability of software techniques in the case of memory 
failures, led to the choice of a complete hardware imple- 
mentation of fault detection and recovery in the JPL 
STAR computer. The experimental breadboard Model I 
JPL STAR system is expected to provide valuable opera- 
tional experience about such an extensive use of hard- 
The alternate diagnosis method is concurrent diagnosis 
in which error-detecting codes and monitoring circuits are 
employed to show the presence of faults. The execution 
of every instruction is checked immediately; instead of 
the stored diagnostic program, the cost is in hardware 
and consists of the logic circuits which perform the code- 
checking algorithm and the other monitoring circuits. 
Errors due to transient faults are detectable, and the 
immediate detection of a fault permits a relatively short 
rollback of the program. For these reasons concurrent 
diagnosis has been chosen for fault detection in the JPL 
STAR computer. The simplest and most costly error- 
detecting code (100% redundancy) is the complete dupli- 
cation of program and data words. Errors are indicated 
by the disagreement of two words; further diagnosis is 
needed to pinpoint the faulty source. Parity and other 
more complex codes which detect errors in the trans- 
mission of digital data have,a lower redundancy, but are 
not suitable for the checking of arithmetic operations. 
In order to apply a uniform code in the entire system, 
arithmetical error-detecting codes were selected as a 
means of concurrent diagnosis for the JPL STAR system. 
An extensive theoretical investigation of the effectiveness, 
cost, and applicability of arithmetic codes was conducted 
prior to the system design of the JPL STAR computer 
(Refs. 1,2). The results showed the existence of a class of 
low-cost codes with suf€icient effectiveness of error detec- 
tion for concurrent diagnosis. The code-checking circuits 
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are supplemented by monitoring circuits which verify the 
synchronization of operation for the various subsystems. 
Other circuits compare duplicated critical functions of the 
subsystems and measure important circuit parameters 
(e.g., read and write currents in memory units). The moni- 
toring circuits are included in order to detect the faults 
which are not always indicated by the code-checking 
algorithm. 
Recovery and replacement procedures require both soft- 
ware and hardware contributions. Consistently with the 
choice of hardware for fault detection, the JPL STAR 
computer employs hardware implementation to the fur- 
thest possible degree in these procedures as well. The 
most fundamental hardware consideration in a replace- 
ment system is the method of switching and the nature 
of the switch which implements the replacement opera- 
tion. The reliability of the switch is a limiting factor in the 
estimates of reliability for the entire system. Furthermore, 
the switch must provide complete isolation in the case of 
catastrophic failures occurring in the part of a computer 
which is to be replaced. The principal alternatives in the 
choice of a switching method are: (1) information switch- 
ing and (2)  power switching. A study of switching tech- 
niques (Ref. 3) has led to the conclusion that the switching 
of power to replaceable units offers strong isolation against 
catastrophic failures and minimizes the number of 
switches requiring extreme reliability. Furthermore, the 
data-transmission speed within the computer is not af- 
fected by the circuit properties of the switch. A magnetic 
power switch for the JPL STAR computer, which is an 
integral part of a replaceable unit, has been designed 
and is being tested at the Stanford Research Institute. 
The switch is a part of the unit’s power supply and is 
designed to fail asymmetrically-in an open mode. 
The use of a power switch requires that all unpowered 
copies of a replaceable unit should be permanently 
attached to the data transmission busses of the system. 
As a consequence, an unpowered unit is required to pro- 
duce only logic signals of value zero on all of its output 
lines. Furthermore, all input and output lines of every 
replaceable unit must be isolated from the busses in order 
to prevent shorting of a bus by a short inside the unit. 
Methods of bus isolation for the JPL STAR computer are 
presently being studied and evaluated. 
2. Organization of the JPL STAR Computer, Model I 
The preceding section has outlined the principal alter- 
natives which were considered in the choice of fault- 
tolerance techniques for the JPL STAR computer. An 
experimental breadboard Model I of the JPL STAR 
computer has been designed and is presently being 
constructed. The main objectives of the Mod I STAR 
computer are to gain experience with the hardware 
aspects of a replacement system and to conduct experi- 
ments with fault detection and recovery procedures. The 
performance specifications of the Mod I STAR computer 
are similar to those of many present-generation aerospace 
computers; they have not been matched to any specific 
application. The fundamental choices in fault-tolerance 
techniques are as follows: 
All machine words (data and instructions) are en- 
coded in an error-detecting code. 
The computer is subdivided into several replaceable 
functional units. 
Fault detection, recovery, and replacement are caf- 
ried out by special-purpose hardware; software 
techniques may be added later to provide additional 
fault-tolerance features. 
Replacement is implemented by power switching: 
units are removed by turning power off and con- 
nected by turning power on. 
The information lines of all units are permanently 
connected to the busses through isolating circuits; 
unpowered units produce only logic zero outputs. 
The error-detecting code is supplemented by moni- 
toring circuits which serve to verify the proper 
synchronization and internal operatimi of the func- 
tional units. 
The Model I employs a 32-bit word length for its 
operands and instructions. Machine words are transmitted 
between the functional units in four-bit bytes, that is, in 
a series-parallel mode. The functional units contain their 
own sequence generators and possess identical input and 
output connections. A typical functional unit is shown in 
Fig. 1. The information input and information output lines 
are connected to information busses. They receive and 
send coded machine words, one byte at a time. The switch 
control line supplies the change position command to the 
power switch, while the present switch position is shown 
by the switch status line. The other control input lines 
supply a clock pulse train input, a synchronization test 
signal (synch), and a reset signal which places the func- 
tional unit into a standard state. There are also three more 
status output lines. The active signal indicates that at least 
one information output line has an active (logic one) out- 
put. The complete signal occurs at the end of every sub- 
algorithm being performed by the unit. The internal fault 
signal occurs when the internal monitoring circuits of the 
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Fig. 1. Typical JPL STAR computer functional unit 
unit detect an abnormal condition. All status outputs are 
connected to the control and diagnosis unit (CDU). The 
CDU also generates the four control input signals. The 
CDU initiates all recovery and replacement actions on 
the basis of the status signals received from the powered 
functional units in the system. 
The block diagram of the JPL STAR Model I computer 
is shown in Fig. 2. It is a fixed-point, binary computer 
suitable for spacecraft guidance applications. Information 
words are transmitted on two busses in bytes of four bits 
each. The choice of the byte mode reduces the size of 
busses and simplifies the checkers, which are diagnostic 
hardware for error detection in the transmitted infor- 
mation words. An expansion to parallel operation is 
straightforward and will increase the computing speed at 
the cost of larger busses and more complex checkers. 
The replaceable functional units of Model I are: 
Main arithmetic processor (MAP). 
Control arithmetic processor (CAP). 
16K read-only memory unit (ROM). 
Up to 12 read-write memory units, 4K each (RWM). 
Input/output (buffer) unit (IOU). 
Logic processor (LOP). 
Interrupt unit (IRU). 
System clock unit (SCU). 
Two bus checkers (CHl, CH2). 
Control and diagnosis unit (CDU). 
All information words in the JPL STAR computer are 
encoded in an error-detecting code. In the case of 
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A CONTROL LINES 
CONTROL AND 
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STATUS 
SIGNALS 
LINES DIAGNOSIS UNIT 4- ; 
Fig. 2. JPL STAR Model I computer block diagram 
numerical data words and addresses of instructions the 
code must be preserved during arithmetic operations. 
The two principal methods of arithmetic encoding are 
product (or An) and residue codes (Refs. 1, 2, 4, 5). In 
order to gain a better understanding of the relative 
virtues of these two methods, both are employed in the 
Model I: (1) product coding for numeric operands, and 
(2) residue coding for addresses. Figure 3 shows the 
formats of numeric operands and instructions. 
The numeric operands (Fig, 3a) are 32-bits-long binary 
product-coded numbers with the check factor 15. Binary 
numeric operands x (28 bits long) are multiplied by 15 
to obtain the product coded 32-bit operands 15x. The 
check factor 15 has been found to be especially effective 
in the case of series-parallel transmission and computing 
in bytes of 4 bits length (Ref. 2). 
The checking algorithm computes the modulo 15 residue 
of coded words which are transmitted on the busses. 
A zero residue (represented by 1 1 1 1) indicates a coded 
word; all other values indicate a fault in the functional 
unit which delivered the word to the bus. 
The 32-bit instruction words (Fig. 3b) consist of a 
12-bit operation code and 20-bit address part. The address 
part is encoded in the residue code with the check 
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Fig. 3. JPL STAR Model I computer word formats 
modulus 15. An address part consists of a 16-bit binary 
address a and a 4-bit check symbol ~ ( a ) .  The check 
symbol c(a) has the value 
C ( U )  = 15 - 
where laIl5 is the modulo 15 residue of a. The checking 
algorithm computes the modulo 15 residue of an address 
and adds it (modulo 15) to the check symbol c(a). A zero 
sum (represented by 1 1 11) indicates a properly coded 
address part. The residue code is preferable for address 
parts over the product code because it is separable, and 
the address a is available to the memory address de- 
coding circuits in its ordinary binary form. It is important 
to note that the one’s complement 15- rather than 
the residue lulls itself is used as the check symbol c(a). 
In this case the fault-detection effectiveness in byte-serial 
operation remains the same as for product-coded oper- 
ands, while the use of laIl5 as a check symbol gives a 
lower effectiveness. Furthermore, the bus-checking 
algorithm is the same for product-coded operands and 
for address parts-it is simply a modulo 15 summation of 
all bytes and a test of the result for the zero value repre- 
sented by 1 1 1 1. 
The operation code is divided into three bytes of four 
bits each. The operation code bytes are protected by a 
2-out-of-4 encoding, which leaves six valid words in a 
four-bit byte. Such coding is most efficient for short words 
and is acceptable in a computer, because operation codes 
are not subjected to arithmetic operations. It is evident 
that their validity must be tested by a separate checking 
circuit, since it cannot be verified by the modulo 15 
checker (which is bypassed by the operation codes). The 
separation of the operation code into three separately 
encoded bytes facilitates the decoding and validity test- 
ing of operation codes received by the functional units. 
The 2-out-of-4 encoding gives a total of 216 distinct com- 
binations for operation codes. The indication of index 
registers which are to be used must be contained within 
the operation code. Since the Model I contains two index 
registers, every indexable operation code requires three 
distinct combinations, while nonindexable operations 
require only one each. 
It is apparent that residue encoding with the check 
modulo 15 can be applied to the numeric operands and to 
the operation codes as well as to the address parts. Such 
use of a uniform residue code has the advantages of code 
separability and of identical check algorithms. In the case 
of operation codes, a modulo 15 residue-coded 12-bit 
number provides 256 distinct combinations. On the other 
hand, the 2-out-of-4 coding for individual bytes of the 
operation code permits validation and use of individual 
bytes. The choice of three different methods of encoding 
in the Model I was motivated by the need to gain detailed 
insight into their relative merits ‘and shortcomings. 
One instruction cycle is executed by the Model I JPL 
STAR system in three steps. In the first step, the address 
of the instruction is sent from the sequence register in 
the central arithmetic processor to the memory units; the 
transmission of the address is tested by the bus checker. 
In the second step, the addressed memory unit broad- 
casts the operation code and address to all functional 
units. The appropriate units recognize the code, accept 
the address, and initiate execution. In the third step (if 
needed) the instruction is executed, and a result is placed 
on the bus and accepted by the destination unit. The 
bus checkers test every word on the busses for proper 
encoding. 
At the present time the detailed system design of the 
Model I JPL STAR computer is approaching completion, 
and logic design of the CAP, CDU, and ROM is in 
progress. The MAP has been constructed and is under- 
going extensive testing for design verification. A descrip- 
tion of the MAP has already been presented in SPS 37-37, 
Vol. IV, pp. 76-80. The magnetic replacement switch for 
power switching has been designed and is being tested. 
Detailed descriptions of the functional units will be 
presented in following issues of the SPS. 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
1 
61 
References 
62 
1. Avizienis, A., A Set of Algorithms for a Diagnosable Arithmetic Unit, Technical 
Report 32-546, Jet Propulsion Laboratory, Pasadena, California, March 1,1964. 
2. Avizienis, A., A Study of the Effectiveness of Fault-Detecting Codes for Binary 
Arithmetic, Technical Report 32-711, Jet Propulsion Laboratory, Pasadena, 
California, September 1, 1965. 
3. Van de Riet, E. K., Bennion, D. R., and Yarborough, J. M., Feasibility Study 
for a Reliable Magnetic Connection Switch, Final Report-Phase I, Contract 
951232 under NAS 7-100, Stanford Research Institute, Menlo Park, California, 
February 1966. 
4. Brown, D. T., “Error Detecting and Correcting Codes for Arithmetic Opera- 
tions,” IRE Trans., Vol. EC-9, pp. 333-337, 1960. 
5. Garner, H. L., “Error Codes for Arithmetic Operations,” ZEEE Trans., Vol. 
EC-15, pp. 763-770,1966. 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
VI. Spacecraft Power 
GUIDANCE AND CONTROL DIVISION 
A. Low-Saturation-Drop Silicon Transistor, 
1. Introduction 
R. A. Booth 
A development effort currently in progress is to pro- 
duce a silicon switching transistor with a maximum satu- 
ration voltage of 0.1 at 7S A collector current with an 
ultimate design goal of 0.07 V. The total switching time 
is to be less than 6 ps (see Table 1 for transistor require- 
ments). Possible approaches for the reduction of saturation 
drop for the current effort are: physical etch, ion implant- 
ation, fast dopants, and extremely thin silicon wafers. 
The purpose of this development is to enable the 
development of power conversion circuits that operate 
efficiently and reliably from low voltage sources (1 to 3 V), 
such as a thermionic generator. The silicon transistors 
resulting from this effort will be used as the switching 
element in these converter circuits. The use of such tran- 
sistors provides an almost two-to-one increase in the 
operating temperature margin over that which can be 
achieved with germanium transistors formerly used. 
2. Present Status 
Three different types of silicon transistors have been 
developed by two different contractors. ITT Semicon- 
ductors Div. has developed a 100-A, multichip, low- 
saturation-drop device using an epitaxial process (Fig. 1). 
Westinghouse Electric Corp. has developed two different 
types of transistors; one is made using an epitaxial process, 
and the other is made using a modified single diffused 
process (Fig. 2). Both types use a single large-area chip. 
Table 1. High-power, low-saturation voltage 
silicon-switching transistor requirements 
Absolute maximum ratings 
Collector to emitter voltage, BVCEO 
Emitter to base voltage, BVEBO 
Collector current, IC 
Base current, IB 
Collector dissipation, Tc = 100°C. Pc 
Thermal resistance, junction to case, O J C  
20 V (min.) 
4 V (min.) 
100 A (min.) 
15 A (min.) 
150 W (min.) 
0.SoC/W (max.) 
Junction temperature range, TJ -65 to +200"C 
Electrical characteristics (1 00°C case temperature) 
Characteristics 
Breakdown voltage, BVCEO 
Breakdown voltage, BVEBO 
Collector cutoff current, I C E X  
Emitter cutoff current, IEBO 
DC current gain, hgE 
Saturation voltage, VCE. 
Saturation voltage, VBE, 
Toto1 switching time 
(including delay, rise, 
storage and fall time) 
Test conditions 
ICa 
I E B ~  
VCE = 20 v 
V B E ~  
VEB = 4 V 
IC = 7 5 A  
VCE = 1 v 
I c = 7 5 A  
Is = 5 A  
I c = 7 5 A  
I B = ~ A  
IC = 7 5 A  
IB = 5 A  
V B E =  1.5V 
on turnoff 
Wanufocturer'o rtondard specifyins8 procedure acceptable. 
Min. 
20 
4 
- 
20 
- 
Max. - 
10 
10 
0.1 
1 A 
6 
Units 
V 
V 
mA 
- 
mA 
V 
V 
PS 
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Fig. 1. An In Semiconductors Div. transistor 
Fig. 2. A Westinghouse Electric Corp. transistor 
Transistor 
device 
SN 
2 
3 
4 
9 
10 
14 
15 
17 
18 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
At present, the testing of both the ITT and Westing- 
house transistors is in process; the results so far are fairly 
satisfactory (see Tables 2 and 3 for performance data). In 
addition, a preliminary circuit design based on the meas- 
ured transistor characteristics has been performed. The 
calculated efficiency is 85% for 200 W output from a 
2.5-V source. 
3. Future Activities 
During the next 8 mo, Westinghouse Electric Corp. will 
(1) Development of an electrically symmetrical tran- 
(2) Development of a device utilizing an ultra-thin 
pursue two approaches: 
sistor. 
silicon crystal. 
Following the development, ten engineering samples 
will be submitted to JPL for evaluation. After approval, 
15 devices will be manufactured, based on the better 
approach. 
rable 2. Electrical characteristics of ITT Semiconductors Div. high-power, 
low-saturation voltage silicon-switching transistors 
21 
23 
20.5 
19.5 
23 
20.5 
23.5 
23.5 
15.5 
21.5 
20.5 
20.5 
20 
21.5 
28.5 
29.5 
27.5 
31 
22 
24 
BVEBO. 
V 
( I E B  = 10 mA) 
6.5 
7.5 
5.5 
22.5 
39 
16 
8 
3 
36 
14 
55 
55 
14 
11.5 
35 
5.5 
30 
6 
54 
10.5 
21 
20 
18 
18.5 
21 
18 
19 
21 
15 
21 
20 
20.2 
20 
17.5 
28.5 
20.5 
21.5 
22 
20.5 
20 
0.151 
0.175 
0.19 
0.175 
0.2 1 
0.1 9 
0.15 
0.17 
0.19 
0.15 
0.145 
0.16 
0.1 7 
0.175 
0.18 
0.17 
0.175 
0.19 
0.19 
0.168 
0.935 
0.94 
0.97 
1 .oo 
1 .00 
0.97 
0.91 
0.91 
0.95 
0.95 
0.93 
0.99 
0.955 
0.955 
0.90 
0.905 
0.91 
0.90 
0.93 
0.90 
101 
97 
89 
100 
93 
91 
100 
104 
115 
72 
a2 
78 
82 
89 
64 
52.5 
57.7 
29.3 
54.4 
74.5 
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Table 3. Electrical characteristics (partial listing) of Westinghouse high-power, 
low-saturation voltage silicon-switching transistors 
Transistor SN 
Modified single diffusion 
JS-72-2 
JS-65-4 
JS-79-7 
JS-79-6 
JS-68-7 
JS-72-4 
JS-75-3 
JS-81-5 
JS-65-3 
18-76-2 
JS-66-4 
JS-72-4-1 
JS-72-1 
JS-75-2 
JS-76-3 
JS-72-2-1 
JS-64-1 
JS-72-3-1 
JS-65-1 
JS-68-2 
Epitaxial base 
JE-33-E 
JE-13-6-E 
JE-2-E 
JE-30-1 
JE-110-1 -E 
I C E ,  mA 
10 
1.5 
1 
1 
0.01 
4 
0.2 
0.8 
0.02 
0.5 
7.5 
0.2 
5 
0.05 
0.1 
0.8 
0.4 
3.5 
0.01 
0.01 
8 
80 
1.5 
5 
0.01 
hFE 
(IC = 75 A, 
vcn = 1 VI 
13 
12.5 
25 
20 
9 
19 
25 
21 
12 
11 
10 
15 
22 
13 
14 
21 
12 
13 
13 
7 
22 
27 
22 
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B. RCA Silicon-Germanium Air-Vac Technology, 
L. Selwifz 
Three thermoelectric devices utilizing RCA Air-Vac 
couple technology have been tested at JPL: two identical 
four-module test units procured from RCA as complete 
assemblies, and one cylindrical module fabricated in- 
house from couples procured from RCA. 
1. Four-Module Test Units 
I a. Description. The two test generators procured from 
RCA are identical in all design respects. The second unit 
is currently in operation as a replacement for the first 
- 
- 
0.15 
0.20 
- 
0.2 
0.15 
0.2 
- 
- 
- 
0.2 
0.22 
- 
- 
0.2 
- 
- 
- 
- 
0.2 
0.22 
0.1 8 
0.15 
- 
Switching time, ps 
(la = 75 A, 
IB = 5 A, 
Voo = 15 V, 
VBE = 1.5 VI 
- 
7.0 
12.5 
9.0 
- 
14.9 
14 
10.7 
- 
- 
- 
8.3 
13.9 
9.0 
10.8 
- 
- 
12.5 
11.8 
- 
16.2 
6.2 
14.4 
17.4 
9.7 
(IC = 50 A, 
IB = 5 A. 
v c o  = 12v,  
VBS = 1.5 VI 
14 
11.0 
1 1.7 
8.9 
14 
14.5 
12.5 
8.6 
9.2 
8.0 
9.4 
12.3 
12.6 
7.5 
11.5 
13.8 
6.4 
10.4 
10.0 
11.0 
15.3 
5.2 
13.1 
15.5 
7.4 
unit, which was thermally damaged due to a testing 
systems, failure. Each test unit consists of four six-couple 
modules arranged in two pairs, upper and lower, sand- 
wiched on opposite sides of planar, graphite ribbon 
heaters (Figs. 3 and 4). Cooling of the test unit is accom- 
plished by means of a water-cooling-coq heat exchanger 
secured to the wings of the power module base plates. 
Each thermoelectric power module includes a com- 
pletely bonded assembly of six N-type and six P-type 
silicon germanium alloy thermoelectric elements, silicon- 
molybdenum alloy hot shoes, and stress-compensating 
stacks on the element cold ends (Fig. 5). The N-type 
alloy is phosphorous-doped and the P-type alloy is boron- 
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/HEAT EXCHANGER 
Thermoelectric couple weight 
Total module weight (including 
couples, thermal stress compen- 
sators, electrical straps, test 
terminals, insulations, and radi- 
ator base plate) 
Fig. 3. Test unit assembly la) left side view (b) front view 
8.3 g 
226 g 
doped. A table of the physical characteristics of the 
module follows : 
Overall heat-accepting surface 
dimensions 1% x 1?43in. 
Emissivity of heat-accepting 
Total base-plate dimensions 
Module thickness Approx. 1 in. 
surface Approx. 0.8 
5% X 2%in. 
The thermoelectric couples, thermal stress-compensat- 
ing pedestal, electrical connectors, ceramic insulators, 
and tungsten compensators are braze bonded to a copper 
base plate which also serves as the cold junction radiator. 
Eight test points, extending through the base plate and 
capped with screw terminals, provide individual couple 
readings of power output. Each module was initially 
supplied with three thermocouples, one each on the hot 
junction, cold junction, and'radiator. Twenty-eight gauge 
chromel-alumel thermocouples were used on the cold 
side, one permanently attached to the electrical connect- 
ing strap near the cold junction of couple 2, and one 
fastened under the radiator-to-module pan-mounting 
screw adjacent to the same thermoelectric couple. 
The planar heater used with each module pair is made 
of two strips of 0.5-in. wide-woven graphite ribbon sup- 
ported tautly in a tantalum and ceramic frame (Fig. 6). 
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(2) West Guardsman SCR digital set-point tempera- 
(3) Model 7200 Cimron digital voltmeter with plug-in 
(4) Kiethley model 503 milliohmmeter. 
(5)  Sorenson model 2000s ac voltage regulator. 
(6) Esterline Angus model E6704 %-point strip chart 
ture controller. 
ohms and ac converters. 
recorder. 
Fig. 4. Four-module test device 
The nominal design input requirements of each heater 
are 200 to 300 W and 15 amp. Nominal extended design 
life of the heater is for temperatures of 1250°C or less in 
an atmospheric pressure of torr, or less. 
b. Testing, device I .  Prior to delivery, test device 1 was 
operated for over 300 h with six thermal cycles. A sum- 
mary of the perforinance is presented in Table 4. Testing 
at JPL proved that the measured initial cold resistance 
of the device, 342 ma, was consistent with the final cold 
resistance reading of the device prior to delivery from 
RCA. 
The test system used in the operation of the device 
included the following major components: 
(1) NRC model 3371 4-in. diffusion pumping system. 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
The test unit was placed in an 18 X 30-in. bell jar and 
kept at room temperature until a vacuum of 1 X torr 
was reached. Power to the heaters was increased at a low 
rate to minimize outgassing, the chamber never being 
allowed to be subjected to a pressure above 1 X torr. 
A maximum heating rate of 200°C (hot junction) per 
hour was established for the unit. 
Data were taken at random intervals during full tem- 
perature operation, and at all times where shut-down or 
start-up operations were required. The test unit circuitry 
had a safety interlock system to provide heater cut-off in 
the event of potential thermal hazards. This system con- 
sisted of a Shur-Flo pressure transducer that provided 
protection against cooling water loss or drop-off, and a 
limit switch programmed into the temperature recorder 
to provide protection against excessive hot-junction tem- 
peratures. Both safety interlock switches were connected 
to the circuit breaker of the electric heater circuit (Fig. 7). 
The control console and vacuum test station are shown in 
Fig. 8. 
It should be noted here that the four-module test 
device was not optimized for efficiency; the unit was a 
feasibility evaluation model only, and the hot-side ther- 
mal losses from the radiant graphite tape heaters were 
unique to this specific piece of hardware. The test was 
originally intended to be at constant-temperature opera- 
tion, using automatic control equipment for assured tem- 
perature stability. However, the low thermal masses of 
the graphite tape heater and the water-cooled Air-Vac 
couples caused an unstable condition of rapid, continuous 
thermal cycles. Rather than risk damage to the heater or 
couples, the controller was switched to manual operation, 
and power to the heaters added by means of a variable 
transformer. 
c. Test results, device 1. In the face of numerous test- 
ing problems, the four-module Air-Vac test device showed 
remarkable consistency over its 4000-h life in the areas 
of hot internal resistance, power output, efficiency, and 
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CONNECTING STRAPS l- 
7 2.500 in. 
THERMOCOUPLE COLD JUNCTION f- 
OR RADIATOR STRESS COMPENSATING PEDESTAL 
WITH COPPER PEDESTAL AND 
TUNGSTEN COMPENSATOR 
/ 
1.150 in 
CONNECTING STRAP 
ai in. 
- 
RADIATOR 
COMPENSATOR CERAMIC INSULATOR 
3.280 in. -7 THERMOCOUPLE TEST POINT 
TEST POINT 
Fig. 5. Modified six-couple thermoelectric power module structure 
in. I 
I 0.250 in. 
1- 2.250 in. 
1 
?I+ 0.203 in. 
=HEATER POSITIONING 
NOTCHES 
Fig. 6. Graphite ribbon heater 
open-circuit voltage (Table 4). The problems that oc- 
curred during the testing operation were as follows: 
(1) The original four chromel-alumel hot-junction 
thermocouples deteriorated between 20 and 300 h 
of operation, thus leaving the unit with no hot- 
temperature instrumentation. 
THERMOCOUPLE 
THERMOELECTRIC 
DEVICE T H E R ~ u F i  
--- 
TEMPERATURE 
RECORDER 
Fig. 7. Simplified schematic of interlocking safety circuit 
(2) Laboratory water and electricity outages resulted 
in eight thermal shocks (cycles from 900°C to 
ambient temperature in less than 5 min). 
(3) Graphite heater problems resulted in four thermal 
shocks. 
68 
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Table 4. Performance testing summary, test device 1 
Accumulated hours" 
41 6 5 74 646 846 1110 1805 1 993b 2384 2935 3295 
Average temperature, O C  
TH 
Tc 
AT 
885 837 890 890 C C 920 918 920 923 
161 153 172 168 160 172 140 155 155 145 
724 684 71 8 722 C C 780 763 765 785 
0.742 
0.755 
18.42 
4.08 4.29 3.71 4.09 3.96 
€00,  v 8.1 8 8.58 7.42 8.20 7.90 
m a  0.766 0.752 0.753 0.757 0.766 0.720 
RL, m a  0.766 0.748 0.753 0.757 0.763 0.723 
5.45 5.69 4.90 5.36 5.47 
I a e t  A 9.28 9.76 8.45 9.20 9.23 
20.08 22.23 24.41 18.17 22.8 2 1.66 
3.95 4.02 3.93 
8.10 8.14 8.00 
0.751 0.74 1 0.730 
0.71 5 0.723 0.714 
5.52 5.56 5.50 
9.23 9.34 9.14 
21.80 22.35 21.88 
Following degradation and failure of the last hot-junction 
thermocouple, a Micro-Pyrometer1 was used for hot- 
junction measurement, the device being focused on the 
edge of the hot shoes. The pyrometer readings were 
fairly consistent with the temperatures measured by the 
chromel-alumel thermocouples before the latter failed. 
Input power 
E, v 22.58 20.85 23.5 24.56 20.8 24.2 23.5 23.5 23.8 24.1 0 
1, A 26.3 24.6 26.1 26.4 27.0 25.8 28.5 27.9 27.5 26.4 
p, w 593 51 2.9 613 648.3 567.0 608 669 656 655 636 
Efficiency, % 3.39 3.59 3.62 3.76 3.23 3.51 3.23 3.32 3.41 3.44 
(Overall) 
~~ ~~ 
a I n  excess of the 330 h of contractor testing. 
bNew tunmen-rhenium thermocouples added; one thermocouple removed from circuit. 
eNo hot-junction instrumentation. 
- 
During the course of pyrometric observation, it was 
noticed that the graphite heater was gradually expand- 
ing over a period of time. Being restrained in rigid 
frames, the heater ribbons were buckling, and approach- 
ing contact with the hot shoes. At 1900 h one of the four 
ribbons physically contacted a hot shoe, at which point 
a zone of whiter incandescence was manifested, measur- 
ing approximately 1400°C. Shortly thereafter it became 
noticeable that separation of the buckled heater strip 
had occurred, electrical continuity of the heater being 
maintained through the hot shoe of the contacted couple. 
At 1967 h the heater strip opened completely, and the 
unit was shut down. 
The test device was shipped back to the contractor, 
where examination revealed that the couple touched by 
the heater strip suffered a crack in the N-leg adjacent 
to the hot shoe. The 23 other couples were given indi- 
vidual cold resistance checks, and were found to have 
the same internal resistances measured at the time of 
fabrication. 
The following modifications were made by the con- 
(1) The hot shoes were given a fine sand-blast treat- 
ment to remove a thin carbon film from the surfaces. 
(2) The failed chromel-alumel thermocouples were 
replaced with tungsten-tungsten rhenium hot junc- 
tion thermocouples. 
(3) The separation distance between modules was in- 
creased by approximately 30 mils to reduce the 
chance of the heater ribbons' touching the hot 
shoes in the event of buckling. 
(4) Two new heaters, upper and lower, were supplied 
in place of the original heaters. 
tractor to the test unit: 
'Made by Microwerck Corp. 
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Fig. 8. Test station 
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The unit was returned to JPL and retested. With all 
four modules now possessing hot-junction instrumenta- 
tion, it became possible to obtain an average hot-side 
temperature. A range of approximately 50°C was noted 
from the coldest to the hottest hot-junction temperature; 
with an average hot-junction temperature of 925"C, the 
hottest module was 950°C. 
Testing continued under generally unchanged condi- 
tions to approximately 2500 h, when buckling of the 
graphite heater strips again became evident. By 2900 h 
buckling had become more pronounced and the heater 
strip appeared to be almost touching a hot shoe. At 
3321 h physical contact between the heater strip and a 
hot shoe was manifested by an open circuit in the heater. 
The unit was removed from test, new heaters were 
inserted, and the test device was brought up to tem- 
perature again. At 3334 h a short circuit in the power 
supply resulted in excessive heating and thermal damage 
to the generator. At  this time the unit was permanently 
removed from testing. 
d. Concluding remarks. The four-module silicon- 
germanium Air-Vac test devices exhibited outstanding 
ruggedness and durability under rather adverse testing 
conditions. For a period of approximately 4000 h the unit 
manifested no appreciable degradation under conditions 
of repeated thermal shocks, torr vacuum operations, 
hot-junction temperatures up to 950°C, and continuous 
vibration transmitted to the test chamber from a rough- 
ing pump. 
Two potential problem areas associated with silicon 
germanium Air-Vac test devices that are still in need of 
more definitive solution appear to be the heaters and hot- 
junction temperature instrumentation. Although satis- 
factory performance has been achieved with graphite 
Input 
power, 
138.2 
230.5 
257.6 
339.1 
402.2 
tape heaters and with current tungsten-tungsten rhenium 
thermocouples, their reliability over long (thousands of 
hours) periods of time does not appear to be equal to that 
of the thermoelectric module itself. 
e. Testing, test device 2. The RCA test device 2 was 
tested under essentially the same conditions as the pre- 
vious generator, with the following noteworthy excep- 
tions : 
(1) The unit was delivered with tungsten-tungsten 
rhenium hot-junction thermocouples. 
(2) Individual thermoelectric couples were instru- 
mented for voltage measurements to vellfy hot- 
junction temperature measurements on the basis of 
their Seebeck coefficients. 
(3) The safety interlock system was improved by re- 
placement of the water-flow pressure transducer 
with a magnetic field switch around the flowmeter, 
and a high-temperature limit switch in place of 
the multipoint recorder with programmed alarm. 
The initial cold resistance of the generator was 352 ma, 
which was consistent with the cold resistance of the unit 
prior to delivery. The initial thermal cycle began after 
the test chamber pressure had dropped below 2 X 
torr. The data taken during initial start-up are given in 
Table 5. 
The corresponding graphic relationships between 
power input, hot-junction temperature, and power out- 
put, are given in Fig 9. As noted earlier, the four- 
module test device is not optimized for efficiency; the 
figures quoted indicate the relative values of efficiency 
at various hot-junction temperatures. With 725 h of test- 
ing time accumulated on test device 2, no change in 
output has been noted for a constant average hot-junction 
temperature of 890°C. 
Table 5. Test results, device 2 
temperature, O C  temperature, 
No. 1 No. 2 No. 3 No. 4 
260 310 400 450 
365 405 450 505 
550 475 575 635 
590 510 615 665 
705 615 680 760 
805 690 765 840 
930 805 885 960 
96 
103 
114 
122 
133 
160 
Open 
circuit, 
V 
1.19 
1.70 
3.1 6 
3.68 
4.98 
6.00 
7.45 
load 
circuit, 
V 
0.559 
0.847 
1.58 
1 3 4  
2.46 
2.99 
3.74 
load 
current, 
A 
1.3 
1.8 
3.0 
3.4 
4.24 
4.88 
5.72 
Power 
output, 
0.727 
6.25 
10.45 
14.20 
2 1.40 
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Fig. 9. Start-up characteristics of four-module Air-Vac test device 2 
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Fig. 10. In-house fabricated module 
2. In-House Fabricated Module 
A cylindrical thermoelectric module (Fig. 10) was fab- 
ricated in-house from 32 Air-Vac couples procured from 
RCA for the failure-mode testing program. The couples 
were similar to the couples of the four-module test de- 
vices, with the exception of having a lower 1/A ratio and 
a different mounting configuration. The four-module test 
devices had couples with aspect ratios of 5.6; the in-house 
unit had couples with an aspect ratio of 4.0. The couples 
used in the four-module test devices had their cold sides 
bonded directly to heat-rejection plates; the failure-mode 
test couples had tapered bases with mounting studs 
(Fig. 11). 
a. Construction. The cylindrical generator consisted 
primarily of eight copper water-cooled thermoelectric 
couple mounting blocks attached to a disk-shaped stain- 
less steel base. The couples were mounted four high, 
with their hot shoes pointing radially in toward the center 
of the cylinder. Bulk and strip Dynaquartz were packed 
between the thermoelectric couples to provide thermal 
GOLD EXPANSION w MXDSHOE 
UECTRIW CONNECTOR 
COMPENSATOR 
Jg 
THREADED MOUNTING STU) - 
Fig. 1 1. Silicon germanium Air-Vac 
thermoelectric couple 
insulation between the hot and cold sides of the module 
and to reduce heat shunt losses. 
The generator heater was made from Kanthal heating 
wire wound into spiral grooves of a threaded 1-in. diam 
boron nitride core. To prevent the Kanthal wire from 
slipping out of the threads due to plasticity at operating 
temperatures, a quartz sleeve was placed over the boron 
nitride. The quartz sleeve also served the added function 
of preventing the heater wire from electrical shorting 
against the thermoelectric hot shoes. 
b. Testing. A total of 700 h of air operation testing 
time was accumulated, which included 15 thermal cycles 
due  to heater failures. 
The total cold resistance of the generator was initially 
measured to be 0.33 across the terminals. The hottest 
temperature measured on the hot shoes was 755°C. This 
reading was made at 36 h with a tungsten-tungsten 
rhenium thermocouple. All three tungsten-tungsten rhe- 
nium thermocouples degraded rapidly at temperature ih 
air and failed by 50 h. Subsequent hot temperature 
measurements were made with chromel-alumel thermo- 
couples inserted into the boron nitride heater core, and 
into boron nitride tubes behind the hot shoes of the 
couples. Temperature calibrations were also made by 
measuring the cold-junction temperatures and calculat- 
ing the hot-junction temperatures from the open-circuit 
voltage readings. 
A summary of the power input, temperature, and out- 
put relationships is shown in Fig. 12 and Table 6. 
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(2) Air-operation capability. 
(3) Insensitivity to thermal shock. 
Table 6. Parametric relations for 
in-house fabricated module 
load 
voltage, 
V 
0.40 
0.78 
1.62 
1.84 
2.61 
3.55 
4.23 
Hot- Cold- Open- 
load 
current, 
A 
1.35 
2.58 
3.60 
4.05 
5.19 
5.79 
7.0 
junction 
tempera- 
ture, O c  
115 
165 
junction circuit 
tempera- voltage, 
0.423 + 0.789 
3.70 
550 5.22 
625 6.63 
755 8.46 
8 
7 
6 
5 
8 
*- 
0 
V 
' 2 4  w 
LL 
LL 
W 
3 
2 
C 
Power 
ouput, 
W 
0.542 
1.046 
5.84 
7.45 
13.54 
The unit was taken off test at 710 h, after the last heater 
failure. Testing will be resumed after delivery and in- 
stallation of new silicon carbide high-temperature heaters. 
c. Test conclusions. Testing to date on the in-house 
fabricated thermoelectric device has been limited be- 
cause of the nonavailability of a reliable high tempera- 
ture (1200°C) heater for air ambient operation. For its 
brief operation, the Air-Vac module has demonstrated 
the following: 
(1) Ease of fabrication of nonplanar module config- 
urations. 
0 100 200 300 400 500 600 700 800 
HEATER INPUT POWER, W 
Fig. 12. Performance characteristics of in-house fabricated Air-Vac thermoelectric module 
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(4) Difficulty of heating and temperature instrument- 
ing air-operated silicon germanium devices. 
C. Radiation Effects on Silver and Zinc Battery 
Electrodes, G. 1. Juvinoll 
1. Introduction 
The Atomics International Division of North American 
Aviation, Inc., has recently concluded a series of experi- 
mental studies on the effects of gamma radiation on silver 
and zinc battery electrodes. Earlier work at Atomics 
International has shown that a dose level of 108 rads 
(H,O) is at the threshold for radiation damage for the 
nickel-cadmium system. The objective of the later work 
was to obtain comparable data for the silver-zinc system. 
In this study, commercial battery electrodes were irradi- 
ated in 40% potassium hydroxide with high-intensity 
6oCo gamma rays. Gas evolution, solid material losses, 
and discharge capacity changes were measured. 
2. Experimental Approach 
Prior to irradiation the silver electrodes, cadmium 
counter electrodes, and electrolyte were placed in poly- 
styrene containers which were divided into compart- 
ments by means of fritted quartz separators. The entire 
assembly was then placed in a stainless steel outer con- 
tainer which was fitted with a transducer for pressure 
measurement. The construction of the inner container is 
illustrated in Fig. 13. The silver electrodes had a nominal 
POROUS QUARTZ 
DISCS PORE SIZE 
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Fig. 13. Polystyrene cell liner 
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capacity of 1.4 A-h. Following assembly, all cells were 
leak-tested and filled with nitrogen. 
It was necessary to develop a starved electrolyte cell 
in order to study the behavior of zinc electrodes. The 
growth of dendrites and excessive material loss on cycling 
precluded the use of a flooded cell. A diagram of the 
starved electrolyte cell configuration is shown in Fig. 14. 
Previously charged silver plates were used as counter 
electrodes in these zinc-limited cells. 
The cells were preconditioned by cycling for 24 h at 
the desired state of charge (Q + Q + AQ), where Q was 
30, 60, or 90% of full charge, and AQ was 5%. During 
the irradiation, the cells were cycled again over these 
ranges. Radiation doses were in the range of 7 X 10' to 
9 X 108 rads (H,O). Subsequent to irradiation, the cells 
were subjected to complete charge-discharge cycling at 
constant current for the measurement of capacity. In all 
experiments, nonirradiated cells were run as controls. 
The zinc capacity measurements were not made with the 
automatic voltage-limited system because of hydrogen 
pressure build-up during lengthy overcharges. 
After the capacity measurements, the silver electrode 
cells were examined for the loss of solid material from 
the electrodes and all cells were examined for gas evo- 
lution. Solid material losses were not directly measurable 
in the closely packed starved electrolyte cells. 
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Fig. 14. Starved-electrolyte silver-zinc cell 
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3. Results 
The discharge capacity changes of the silver electrodes 
due to radiation are summarized in Fig. 15. The capacity 
changes are uncertain by several percent at each charge 
level. However, there appears to be a slight capacity 
decrease at the 30% level, an increase at the 60% level, 
and essentially no change at the 90% level. 
The capacity changes of the zinc electrodes were 
masked by changes in the physical characteristics of the 
cellophane separators induced by the gamma radiation. 
Solid material losses from the silver electrodes aver- 
aged 1.4% of the electrode weight in the uncharged 
condition. The measurements were corrected for the 
silica which was dislodged from the fritted quartz sep- 
arators. The loss consists primarily of silver, although 
Based upon the data obtained in this study, pressure 
increases of 0.5 to 1 atm might be expected with doses 
of 108 rads (H,O) and 50% ullage. Pressure containers or 
gas relief valves may therefore be desirable for batteries 
in some space applications. 
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Fig. 15. Net change in silver electrode capacity with 
radiation dose of 7 x lo7 rads (H,OI 
silver oxides were detected occasionally by X-ray diffrac- 
tion methods. 
Gas evolution measurements showed that substantial 
quantities of hydrogen were evolved in all runs. How- 
ever, the results were independent of the state of charge 
of the silver electrode. Pressure increases up to 0.8 atm 
were observed. 
4. Conclusions 
Since the relative proportion of Ago in the electrode 
decreases with decreasing state of charge, it is reasonable 
that the effect of radiation on discharge capacity is a 
function of the state of charge of the electrode. Capacity 
changes over the charge range investigated fall between 
average limits of +11% and -14%. A capacity gain 
may result from increased surface area. Thus the depth 
of discharge becomes a more important design parameter 
when the battery is to function in a radiative environ- 
ment aboard a spacecraft. 
The loss of solid material from the electrodes repre- 
sents the most serious form of radiation damage. Material 
loss is cumulative and eventually must result in a real 
loss of capacity. This fact must also be considered in the 
design of a battery to operate in a radiative environment. 
D. Sterilizable Battery, R. Lutwack 
1. Development of Separators for Sterilizable Batteries 
The research and development program for a separa- 
tor for the heat-sterilizable Ag-Zn battery comprises 
contracts with Monsanto Research Corp., Westinghouse 
Electric Corp., the Southwest Research Institute and 
Narmco Division, Whittaker Corp. In addition, separator 
evaluations are being done at Electric Storage Battery 
Co. (ESB) and a research and evaluation program is 
being conducted at JPL. 
a. JPL Contract 951524 with Monsanto Research Corp. 
This is an investigation of the efficacy of various ligand- 
containing polymers as heat-sterilization-resistant films. 
The two most promising materials are: (1) a 0.45:0.55 
%vinylpyridine/methyl methacrylate polymer and (2) 
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styrene/maleic anhydride/methyl methacrylate terpoly- 
mers. A film of the first has been prepared having a 
resistivity of 22 %in. and a tensile strength of 1001) psi 
after sterilization. Films of the terpolymers have been 
made which have resistivities of 50 &in. The contract has 
been extended. There will be continued efforts for the 
synthesis and evaluation of these systems. 
b. JPL Contract 951525 with Westinghouse Electric 
Corp. This is a study of the utilization of composite 
membranes for separators in the heat-sterilizable Ag-Zn 
battery. The fabrication and composition variables have 
been extensively investigated. The most satisfactory sep- 
arator was a polypropylene-reinforced, water-extracted, 
compressed film of polysulfone with a hydrated zirconium 
oxide or titanium oxide filter at a loading of 30-g filter/ 
15-g polysulfone. These films had resistivity values of 
about30a-in. and a tensile strength of about 4000 psi after 
sterilization. This contract has been extended. There will 
be continued efforts for the improvement of fabrication 
techniques and for complete evaluations of these films. 
c. JPL Contract 951718 with Southwest Research Zn- 
stitute. This contract is for the study of parameters affect- 
ing the grafting of acrylic acid to polyethylene film using 
a 6oCo irradiation source. The main parameters studied 
were irradiation dose rate, total irradiation dose, multiple 
irradiation in place of continuous irradiation to obtain the 
total dose, temperature during irradiation, effect of 
oxygen, and film-washing methods. A one-half replicate 
of a 25 factorial experiment was followed for studying 
these parameters. The conclusions from these experiments 
were: (1) elevated temperature and the absence of oxy- 
gen lead to low electrical resistance values; (2) the effects 
of dose rate and total dose in the range evaluated are 
minor; and (3) crosslinking after grafting has no apparent 
effect on electrical resistance. This contract has been 
extended to increase the range of study. 
d. JPL Contract 951091 with Narmco Division, Whit- 
taker Corp. This contract is for the development of poly 
2,2‘-hexamethylene 5,5’-bis( 1-p carboxyethyl) benzimida- 
zole as a separator material and of poly 2,2’-octamethylene 
5,5’-bibenzimidazole as a case material. Since films made 
from the suberic acid derivative had been shown to have 
the characteristics necessary for a heat-sterilizable sepa- 
rator, the present extension is for the development of 
techniques such that large quantities of uniform film can 
be fabricated. The sebacic acid derivative has been com- 
pression molded into 4 X 5 X %-in. blocks, and various 
bonding techniques are being evaluated. 
e. Separator evaluation program at ESB. Polyethylene 
separators have been used exclusively in the development 
program at ESB. The divinylbenzene-crosslinked 
and the electron-beam-crosslinked materials (which are 
grafted with acrylic acid) are not apparently chemically 
affected by the sterilization cycles. There appear to be 
differences in the electrical performances of cells fabri- 
cated from the two materials, but the data are not 
consistent. The GX material, which is prepared by the 
Southwest Research Institute, is being used exclusively 
now in all of the Ag-Zn cell design and development. 
It is comparable to the previously used divinylbenzene 
crosslinked polyethylene, but it is more uniform, as 
described by electrical resistance measurements. 
f. Separator program at JPL. Materials which are can- 
didates for heat-sterilizable separators ale tested and 
evaluated at JPL by the use of electrical resistance 
measurements, spectrophotometric methods, silver migra- 
tion studies using radioactive tracer techniques, and in- 
cell testing. Resistance measurements are used for the 
screening of potential separator material. A large number 
of these measurements has been made employing con- 
sistent sampling techniques; statistical methods were 
used to reduce the results. The results are used to sup- 
port contractors in their efforts to produce better separa- 
tor materials, and they permit a measure of quality 
control on production runs. 
Spectrophotometric methods are being investigated to 
develop a nondestructive test for the polyethylene-based 
separator materials. It is hoped that such tests will 
eventually permit the determination of the degree of 
crosslinking and grafting of the material. Being non- 
destructive, these methods would permit the use of tested 
material in spacecraft batteries. 
Since the migration of silver through the separators is 
one of the principal failure modes of the Ag-Zn cell, 
a study of this phenomenon has begun. Radioactive 
tracer techniques will be used, since the concentrations 
involved are too small for conventional analytical pro- 
cedures. There is some evidence that the degree of cross- 
linking and the separator’s ability to retard silver migra- 
tion are related, and it is hoped that proposed study will 
shed light on this relation. 
In-cell testing of separator materials is a means for 
determining the separator’s compatibility with the cell 
components and allows some prediction of the perform- 
ance of similar cells. Ag-Zn cells are being cycled to 
determine how many cycles can be expected prior to 
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failure. A stand-test program, in which the cells are left 
standing in the charged state at various temperatures, is 
also in progress. In this test the cells are discharged and 
recharged at intervals to study capacity decay as a func- 
tion of time, temperature, and number of cycles. 
g .  JPL Contract 951966 with Monsanto Research Corp. 
This is a new contract in which ethylene/methyl acrylate 
copolymers synthesized in mass at high pressures will be 
fabricated into films, to be tested as separator material. 
2. Research and Development of the Sterilizable Battery 
a. Ag-Zn and Ag-Cd batteries. Contract 951296 with 
ESB, is for research and development on sealed 
Ag-Zn and Ag-Cd cells which can provide satisfactory 
electrical performance after heat sterilization. 
Electrochemistry task. The problem of pressure in- 
crease during the formation change of sterilized cells k 
being intensively studied. The pack tightness, the use of 
Teflon in the Zn plate, and the KOH concentration are 
factors in this gas generation. Lower pressures occur with 
looser packs and when Teflon is not used (and there are 
some indications that amalgamation of the Ag grid may be 
beneficial). The effect of KOH concentration has not yet 
been determined. Some cells, built by controlling these 
factors, have gassed very little, and the effort is concen- 
trated on determining the cause of the gassing so that 
no cells will gas extensively. 
Although some effort is continuing on improving the 
cell-to-cover seals, it has been shown that polyphenylene 
oxide (PPO) cells can be sealed with epoxy resin and 
then sterilized and cycled. In the last attempt, twelve 
out of twelve cells completed sterilization without leaks. 
Cell task. Cells molded from PPO 531-801 can be suc- 
cessfully sealed with epoxy resin. A recurring problem 
is the appearance of stress cracks around the terminals 
in the covers. This cracking has been greatly reduced by 
redesigning the terminal. Efforts to improve the seals 
continue. 
Cell fabrication and test task. Nine Model 334 cells 
were shock-tested in three groups at average g levels of 
4100, 7500, and 8100. Peak levels of 10,OOO g were 
reached for six of the cells. The cells shocked at 4100 g 
maintained good loaded voltage readings after shock; one 
of these had a seal failure. Two of those shocked at 
7500 g maintained relatively good loaded voltage read- 
ings but had cell case damage. One of those shocked at 
7500 g, and all of those shocked at 8100 g, had severe 
loaded voltage losses due to shock. In the examination of 
the cells after shock it was found that: (1) movement 
of the cell packs was responsible for case failures; (2) the 
epoxy seal peeling was caused by cell failure; (3) there 
was no damage to the epoxy-filled top cover; (4) the PPO 
reinforcing struts on the Ag plate failed in all cases; 
(5 )  the reinforcing struts in the Zn plate failed in all but 
one case; and (6) the separators were not damaged, 
except where cutting by moving Ag plates took place. 
The plates have been redesigned and reinforced by the 
use of metallic struts to remove the shock weaknesses. 
b. N X d  battery. JPL Contract 951972 with Texas In- 
struments, Inc., has been let for research and develop- 
ment on the heat-sterilizable Ni-Cd cell. 
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A. Investigation of Optimization 
Control Systems, B. Dobrotin 
VII. Spacecraft Control 
GUIDANCE AND CONTROL DIVISION 
of Attitude above. The first area is the “bounded phase coordinate” 
problem. This consists of finding the optimal solution in 
a minimum time sense for bounded controls. If a feed- 
The work reported in this summary is the result of 
research performed by Purdue University for JPL with 
Dr. J. Y. S. Luh as principal investigator (Ref. 1). The 
objective of the research is the generation of new con- 
trol concepts which are directly applicable to future 
JPL problems. 
The problem areas being studied are the autopilot 
control, antenna pointing techniques, and roving vehicle 
control. These are three areas which are pertinent to 
JPL in that increased autopilot accuracy is needed for 
multiple planet missions; the second concerns the higher 
pointing requirements necessitated by the use of larger 
spacecraft missions; while the last is connected with the 
unmanned exploration of planet surfaces. 
Purdue University is doing basic research in an attempt 
to find solutions in all three general areas described 
back solution can be found, and this looks promising, it 
is an answer to the autopilots required for multiple planet 
missions. For these missions, the trajectory correction 
accuracy must be increased. This portion of Purdue’s 
research should allow the errors due to misalignment 
and CG offset to be essentially reduced to zero. 
The next case is that of optimal stochastic control 
where the problem is to maximize the probability of 
obtaining the desired terminal state in a noisy environ- 
ment. This offers the possibility of providing closed loop 
antenna tracking without the necessity of optical trackers 
or lobing techniques presently proposed. 
The third area is one of obtaining a feedback solution 
directly from the stochastic Hamilton-Jacobi equation, 
combined with state estimation. This would be useful 
in the area of radar measurements, either for soft land- 
ing or roving vehicles. 
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1. Problem I: Bounded Control 
The first area is the minimum time problem with con- 
trol inputs which have both amplitude and rate satura- 
tion. The minimum time problem is one wherein the 
plant, i.e. the system to be controlled, is driven from 
an original state to the origin (zero displacement and 
rates) in the minimum time: 
Performance Index (which is to be minimized) = dt lT 
The systems studied were linear, time invariant plants. 
The unbounded problem has been extensively studied 
and, for most cases, requires a maximum positive or 
negative control force at all times, with no switching 
delays. The problems with saturated control have been 
treated with approximations such as letting the control 
saturate until the state variables reduce to the unsatu- 
rated control region. This does not produce a true optimal 
control. In other words, “better” controls exist, but the 
theory cannot find them. 
Purdue has found optimal solutions to the bounded 
control problem, including limits on the rate of change 
of control. This is a close approximation to actual con- 
trol systems where instantaneous switching is not possible 
in many cases. Purdue’s research effort is a continuation 
of research contained in Ref. 2, which develops several 
theoretical considerations which must be met if the solu- 
tion is to be time-optimal (necessary conditions). How- 
ever, there are no practical applications which may be 
immediately derived from this work. The few examples 
given are for simple systems which are not meaningful. 
Developments at Purdue have taken the original work 
and extended it to the point where practical open loop 
optimal control can be achieved. This work has con- 
sisted of the following steps. First, it was shown that a 
higher order system which is controlled by multiple 
independent controls may be treated as a series of inde- 
pendent scalar control optimization problems. The prob- 
lem is then reduced to developing, from the necessary 
conditions, equations which will allow a computer pro- 
gram to be written. This is based on geometrical prop- 
erties of the adjoint solution. This indicates that either 
the control rate or the control is saturated, which may 
be anticipated by engineering intuition. However, the 
computer program will indicate the signum function of 
the saturation and the switching times. This computer 
program has been completed and applications are in 
progress. 
The next step Purdue intends to pursue is finding a 
feedback control system which will solve the above prob- 
lem in real time. This is impossible with the open-loop 
control since the plant equations run in forward time 
while the adjoint equations run in backward time. Thus, 
for the open loop case, an iterative technique is required. 
This is not necessary in a feedback system where the 
present state determines the present control value. Thus, 
the feedback solution is the only practical method of 
implementing a control system. Purdue is studying sev- 
eral techniques for doing this, including one method 
suggested by present research. This consists of poly- 
nomial approximations in the feedback loop. 
2. Problem II: Optimal Stochastic Control 
The second problem Purdue is investigating is that of 
optimal stochastic control. The problem is essentially one 
of selecting the control which maximizes the probability 
of entering the desired terminal manifold. This is done 
by calculating the transitional probability density func- 
tion for a particular control and then converging to the 
optimal control in the sense described above. 
The system to be controlled has been divided into 
two parts: the deterministic system which is forced by 
the control, and the stochastic system which is forced 
by the noise entering the plant. An iterative technique 
is being developed for computing the optimal open-loop 
control. First, an optimal control is found for the deter- 
ministic control, with a quadratic minimum energy re- 
quirement. Next, this control is iterated upon to maximize 
the probability that the terminal manifold (i.e. the de- 
sired end conditions) is entered at the terminal time. 
This solution will then be compared with the exact 
theoretical solution. 
The above method suffers from the drawback that the 
system statistics must be known beforehand, since this 
is an open-loop optimization problem. Therefore, to com- 
plete the problem, Purdue will develop a relationship 
between the current statistics, i.e. present estimate of 
noise and the desired control. This is obviously the feed- 
back solution. 
3. Problem 111: Bounded Stochastic Control With 
State Estimation 
This problem is in the formative stages and represents 
an effort to combine feedback optimal bounded state 
control with stochastic estimation. In the past, the esti- 
mation problem has been typically separated from the 
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control problem, leading to a suboptimal solution. How- 
ever, particular solutions have been found for the case 
of a linear system with Gaussian noise. The control and 
estimation may then be decoupled and the optimal solu- 
tion still be found. Work is being pursued on these lines, 
with an attempt to find a suitable performance index to 
minimize. While no definite results are available, this 
problem might be useful in cases where strong wind gust 
loading is found, such as in the case of a roving surface- 
landed system with a large parabolic antenna. 
B. Sterilizable Inertial Sensors, P. 1. Hand 
The objective of this development task is to make 
available, through contracted effort, a family of minia- 
ture inertial sensors of the newest designs, which will 
be capable of thermal and gas sterilization. These 
inertial sensors have potential applications in advanced 
spacecraft and capsule attitude control systems. Included 
in this category of inertial sensors are both long-life 
gas bearing and ball bearing rate integrating gyros, 
spring-restrained rate gyros, and high-performance linear 
accelerometers. 
The accelerometer chosen for a sterilization develop- 
ment effort and which will be the subject of this summary 
report is the Bell Aerosystems Co. model VII. This is a 
linear, force-balance type of instrument using a high- 
frequency capacitive pickoff. It is capable of either analog 
or digital operation, depending on the external electronic 
system used. 
shocks was 1893 pg. These data tend to indicate that the 
bias shift from shock is directly proportional to the shock 
amplitude. It was also noted during the shock test series 
that damage was incurred only during those shocks ap- 
plied along the accelerometer’s input axis. No significant 
change in output was noted after shocks applied along 
either of the nonsensitive axes. It is logical to assume 
from these tests that the damage mechanism is distor- 
tion of the flexure suspension caused by bending the 
flexure beyond its elastic limits, in a manner in which 
it was never intended to be flexed. Figure 1 shows de- 
tails of this abnormal flexing. 
NORMAL FLEXURE 
MECHANICAL 
STOPS 1 
-INPUT AXIS 
Two standard versions of the model VI1 were pur- 
chased by JPL for evaluation of stability and environ- 
mental capability. The first instruments received failed 
to pass the JPL vibration environment of 15 g rms noise. 
The units were returned to the vendor for minor internal 
design modifications, after which the vibration environ- 
ment was passed with less than 10 pg shift of the bias 
error parameter. The next environmental test performed 
was shock. The levels chosen were 100 g peak terminal 
sawtooth of 0.5 ms duration and 200 g peak at the same 
duration. The latter level is equal to the Mariner IV and 
V type-approval test shock level. Only one of the two 
units was subjected to the shock environment. This unit 
survived 5 shocks in each of the 3 axes, one of which 
was the input axis at both 100 and 200 g without cata- 
strophic failure. Very large bias error shifts were en- 
countered, however. 
DISTORTED FLEXURE 
ABNORMAL MOTION 
UNDER HIGH SHOCK 
PROOF MASS 
NORMMOTlON 
PIVOT POINT 
The total bias shift for the 15 shocks at 100 g was 
959 pg, while the shift for a similar number of 200 g Fig. 1. Proof mass motion, model VI1 accelerometer 
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There are at least three possible ways to improve the 
shock capability of this instrument. One possibility would 
be to strengthen the flexure by making it thicker; how- 
ever the penalty for this would be reduced bias stability. 
A second possibility would be to increase the internal 
damping of the instrument by fluid filling. This, however, 
would negate one of the principal advantages of the 
model VI1 which is, that being unfilled, it cannot leak 
fluid in space and does not require active temperature 
control. The third possibility is to increase the capture- 
loop capability to s&ciently constrain the proof mass 
to prevent it from striking the mechanical stops. The 
present lab test capture loop is limited to +7 g levels. 
The capture-loop bandwidth would also have to be in- 
creased to handle the fast rising 0.5-ms wave front. This 
implies at least 2 kHz bandwidth as against 800 Hz for 
the existing loop. The most probable solution would 
appear to be a combination of the first and third 
alternatives. 
Bias error 
Bias error stability 
Scale factor 
Scale factor stability 
Input axis alignment 
Input axis stability 
Frequency response 
(analog made) A contract was released to Bell Aerosystems in July 
1966 for a 1-yr development program to increase the 
f300 p g  maximum 
100 p g .  1 0 
1 ma/g +lo% 
0.050/, 1 u 
f 15‘ 
f30“. 1 u 
That of a critically damped 2nd 
order system with cut-off frequency 
not less than 300 Hz 
thermal sterilization capabilities of this instrument. The 
present maximum nonoperating storage limit for the 
model VI1 is 93OC (200OF) while the thermal sterili- 
zation requirement is 135OC (275OF). Performance design 
goals for this development are shown in Table 1. These 
values are to apply after 6 sterilization cycles of 64 h each 
at 13SoC, and after the vibration and shock environments 
described earlier. Details of this contracted effort will be 
discussed in subsequent SPS reports. 
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VIII. Guidance and Control Research 
GUIDANCE AND CONTROL DIVISION 
A. Extremely High-Density Magnetic Information 
Storage, D. 1. Jchernev 
Curie-point writing has been demonstrated in MnBi 
and other materials by electron-beam heating, hot-wire 
stylus heating, and laser-beam heating (Refs. 1-3). With 
this method of writing, a small area of a magnetic thin 
film, magnetized perpendicular to its surface, is heated to 
a temperature above the Curie point and then cooled in 
the demagnetizing field of the neighboring areas. The 
cooling process in the demagnetizing field reverses the 
direction of magnetization in the heated area and stores 
a bit of information. 
In all previous experiments, the dimensions of the 
heated area were comparatively large (from 15 pm to over 
200 e). In the present experiment, areas smaller than 
1 pm in diameter have been switched successfully by 
optical means, thus demonstrating the feasibility of writ- 
ing densities of about 108 bits/cm2. These are believed to 
be the smallest magnetic bits of information ever recorded. 
a system designed for biological and biomedical research. 
The instrument consists of a pulsed, high-intensity ruby 
laser, a flashlamp, a focusing cavity, and a pinhole aper- 
ture which is imaged on the microscope stage of a Leitz 
Ortholux microscope. The recorded bits of information 
were observed with polarized light, using .the Faraday 
effect in MnBi. 
The intensity of the laser was attenuated s&ciently to 
heat the spots on the MnBi films above the Curie point 
(360OC) without destroying the material (the decomposi- 
tion temperature is 420OC). Since the biolaser produces a 
*action-limited spot of 1 pm at the l/e point, by 
properly reducing the laser intensity it was possible to 
record spots smaller than 1 pm when using only the peak 
of the diffraction-limited intensity distribution to heat 
areas to the Curie point. Because of the diffraction limit 
on the smallest spot observable by the Faraday effect, it 
can only be estimated that the size of the smallest bits 
recorded is less than 0.5-0.7 pm. The limitation is in the 
method of observation rather than the material or the 
recording process. 
Thin films Of MnBi about 700 A thick were used as the 
storage material. The writing was done with a biolaser; 
The recorded bits of information when viewed through 
a set of pol&ers appear as dark (or light) spots 
against a light {or dark) background, depending on the 
setting Of the axis Of the A Of Some re- 
corded spots, photographed in polarized light, is shown 
'Model 513, by TRG Inc., Melville, N.Y., a division of Control Data 
Corporation. 
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Fig. 1 .  Curie-point writing of diffraction-limited spots on MnBi thin films 
in Fig. 1. The diameter of the small spots is below 1 pm, 
and the distance between spots ranges from 3 to 10 pm. 
The recorded information can be completely erased by 
saturating the film in an applied magnetic field of suffi- 
cient strength. No permanent or irreversible changes in 
the magnetic film aie induced by heating it to the Curie 
temperature or by repetitive heating-and-switching of the 
same spot for many cycles. The closest distance between 
spots that will permit Curie-point writing has not been 
determined for any particular geometry; however, spots 
that were overlapping slightly have been switched with- 
out any difficulties. This seems to indicate that the density 
limit will be determined by the minimum average de- 
magnetizing field that will cause switching. By leaving 
some unswitched areas between bits, this field can be 
made sdciently large without noticeably reducing the 
information-storage density. This is especially easy to do 
in a sequential writing scheme where there is always some 
unswitched area ahead of the light beam while the area 
behind the beam ,is only partially switched, depending 
on the information content. In this case, the average de- 
magnetizing field will always be in the required direction 
and of sufficient strength to ensure successful Curie-point 
writing. 
5. Curie-Point Swiiching in Thin Mn5i Films, 
G. Lewicki 
1. introduction 
The role of Curie-point switching in a proposed high- 
density magneto-optic memory using MnBi films has been 
described in SPS 37-42, Vol. IV, pp. 59-61. The present 
report considers the actual process of Curie-point writing 
in more detail. 
In the Curie-point-switching process, an area of the 
film is heated past its Curie temperature and allowed 
to cool in a magnetic field having the direction desired 
for the magnetization. If the magnetic field is sufficiently 
intense, the area is successfully switched. The whole area 
acquires a magnetization in the desired direction. If the 
magnetic field is not sufficiently intense, the area be- 
comes partially switched. Upon cooling, the area acquires 
a domain structure consisting of smaller areas having 
magnetizations parallel and antiparallel to the desired 
direction. Of course, there is a net magnetization in the 
desired direction inasmuch as the sum of the areas with 
magnetizations parallel to the applied field exceeds the 
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sum of the areas with magnetizations antiparallel to the 
applied field. 
It is believed that the following considerations de- 
termine whether a discrete area can be completely 
switched with an applied field Ha. Upon cooling through 
the Curie temperature, a region will go into the lowest 
energy state possible. There are two such states: one for 
which the area contains domains, the other for which 
the area contains no domains. 
where M ,  is the saturation magnetization, and f ,  (a, t) is 
a dimensionless function of the film dimensions a and t 
which is always smaller than unity. 
If the area acquires the domain structure shown in 
Fig. 3, the magnetostatic energy is reduced. However, 
energy stored in the domain wall separating the two 
domains must compensate for this reduction in the mag- 
netostatic energy. The total energy Ed thus becomes 
E d  = 2~M:a~ t  f d  (a, t) + uwat (2) If, for all temperatures between the Curie temperature 
and the normal operating temperature, the lowest energy 
state is one for which an area contains no domains, then 
complete switching can be achieved with the Curie-point 
process. On the other hand, at some temperature below 
the Curie temperature, the lowest energy state changes 
from a no-domain to a domain structure. Then a com- 
pletely switched area may or may not revert to a domain 
structure when cooling through this temperature, de- 
pending on whether or not an energy barrier separates 
the two states. 
A discussion relating the energies of films to the ap- 
plied field and to their magnetic properties and dimen- 
sions is presented here. 
2. Films With Finite Surface Dimensions 
Consider an area having the dimensions shown in 
Fig. 2. The film is completely magnetized in a direction 
perpendicular to the plane of the film and is under zero 
applied field. The magnetostatic energy resulting from 
the interaction of the magnetization with its own demag- 
netizing field represents the total energy of the film, and 
is given by 
E ,  = 2~M:a~t f ,  (a,t) (1) 
Fig. 3. Film with surface dimension a and 
thickness t with two domains 
where f d  (a, t )  is a dimensionless function always smaller 
than fs(a,t). In Eq. (2), the first term represents the 
magnetostatic energy and the second the wall energy, 
with u,,, being the energy per unit area of the wall. If 
the area with no domain structure represents a lower 
energy state when compared with the area with a domain 
structure. Through a long and tedious calculation which 
will not be reproduced here, it can be shown that the 
inequality in Eq. (3)  is approximately satisfied only if 
(4) 
uw/2~ M I < (21og,a/t - l)/T 
with a/t > > 1. An MnBi film having a surface dimension 
of 3 pm and a thickness of 500 A would have to have a 
wall energy greater than 11 ergs/cm2 for the no-domain 
configuration to correspond to the lowest energy state at 
room temperature. (At room temperature for MnBi, M ,  
is 600 G.) This is not an entirely unreasonable value for 
the wall energy. 
/+I 
-do 
F o - 4  
Fig. 2. Saturated film of surface dimension a 
and thickness t 
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If the inequality given in Eq. (4) is satisfied over a 
sufficiently large temperature range extending downward 
from the Curie temperature, the Curie-point process 
should achieve complete switching with very small ap- 
plied fields. The area is then a bistable magnetic element; 
the magnetization over the whole area can only be in 
one of the two directions perpendicular to the plane of 
the film. The field applied during the cooling portion of 
the Curie-point process serves only to tip the magnetic 
spins in a desired direction rather than to prevent domain 
structure. 
If the surface dimension of a film is so large compared 
with its thickness that the inequality in Eq. (4) is not 
satisfied, then complete switching can be achieved only 
with larger values of the applied field. How large these 
fields need be is answered below. 
3. Films With Infinite or Very large Surface Dimensions 
In a film with infinite surface dimensions, the state 
represented by a lack of domain structure with the 
magnetization M ,  parallel to the applied field Ha is the 
lower energy state only if 
Ha& ~ T M ,  (5)  
It is an experimental fact that an MnBi film having an 
infinite surface dimension in the sense that 
uo/2iTM: 
> > (2  log, u/t - l ) / T  
when saturated at room temperature will not revert to a 
domain structure under the condition of a zero applied 
field. Obviously, there is an energy barrier separating the 
higher energy single-domain state from the lower energy 
domain-structure state. However, when the same film is 
cooled from its Curie temperature to room temperature 
in an applied field as high as 100 Oe, a domain structure 
is obtained. This indicates that at the temperature for 
which ~ T M ,  becomes larger than Ha, the barrier is not 
sufficiently large to prevent the saturated film from break- 
ing up into domains. (Details of Curie-point-switching 
experiments now in progress will be presented in a future 
SPS.) 
In a film with infinite surface dimension, the dimension 
of the unit cell containing two domains magnetized 
parallel and antiparallel to the applied field increases 
with increasing Ha. As Ha approaches ~ T M , ,  the unit-cell 
dimension approaches infinity. This phenomenon is illus- 
trated in Fig. 4, where cross-sectional views of a film 
with stripe domains in a zero applied field and in a non- 
zero applied field are shown. In Fig. 4a and 4b, x,, and 
X 2 b  are the dimensions of the unit cell. Let the thickness, 
saturation magnetization, and applied magnetic field de- 
For lower the lowest state 's the pendence On the unit-cell dimension x- be denoted by 
one involving domain structure. 
At the Curie temperature, M ,  is by definition equal to 
zero and increases rapidly with decreasing temperature. 
The major part of the increase in M ,  occurs over a tem- 
perature range that is small compared with the Curie 
temperature. The temperature to which an area cools 
after switching must be one for which M ,  is a large 
fraction of the saturation magnetization at zero tem- 
perature. The working temperature is determined in this 
manner because, in general, the magneto-optical effect is 
proportional to M,.  At working temperatures, ~ T M ,  is 
expected to be on the order of thousands of oersteds. 
Practical values of H a  on the order of tens of oersteds 
thus allow the inequality given in Eq. (5) to be satisfied 
only over a very narrow range of temperatures extending 
downward from the Curie temperature. If, at the tem- 
perature for which Ha becomes smaller than ~ T M , ,  there 
is no barrier separating the single-domain and domain- 
structure states, a completely switched area upon cooling 
through this temperature will acquire a domain structure. 
( a )  
-1 L 
Fig. 4. Cross-sectional view of film with stripe 
domains: (a) appropriate to zero applied 
field; (b) appropriate to an applied 
field Ha 
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It is then reasonable to assume that in a film of thickness 
t and finite surface dimension a, the no-domain-structure 
state of the finite film will be lower in energy than the 
domain-structure state when 
An applied field relaxes the restrictions imposed by 
Eq. (4) on the dimensions of a film. Nothing more specific 
can be said about the function g (t ,  Ha,  M , )  since at pres- 
ent it is not known in detail. 
4. Summary 
The following generalizations can be made. Films hav- 
ing dimensions such that the inequality in Eq. (4) is 
satisfied over a temperature range extending from the 
Curie temperature to the working temperature, or at 
least to a temperature for which there is an energy barrier 
separating the no-domain-structure and domain-structure 
states, should be completely switched by the Curie-point 
process with very small applied fields. 
Films having finite dimensions such that the inequality 
in Eq. (4) is not satisfied can be completely switched with 
an applied field smaller than the largest value of &TM, 
in the temperature range described above. Films with 
infinite surface dimensions can be completely switched 
only with fields equal to this largest value of ~ T M , .  
C. Coercive Force of Thin Magnetic Films, 
1. A. Baldwin, 1r.  
1. Abstract 
A simple phenomenological theory for the easy-axis 
coercive force H ,  of thin magnetic films of thickness t is 
developed.2 The coercive force H ,  contains a term due 
to the surface that varies as t-l, plus another term that 
is independent of t .  This constant term is the sum of a 
positive term due to the bulk material plus a surface- 
tension term which may be either positive or negative. 
Comparison with published experimental results shows 
the theory to fit very well, the coefficient of t - I  being 
roughly 0.2 Oe-pm for normal films of 81% Ni and 19% Fe. 
"This work was performed while the author was at JPL on leave 
from the University of California, Department of Electrical Engi- 
neering, Santa Barbara, Calif. 
Comparison with low-scatter data shows the surface term 
to vary as t-l, not t-4/3. The theory also fits data taken on 
MnBi and gadolinium iron garnet (GdIG). 
It is shown that it is possible to make a direct measure- 
ment of domain-wall surface energy in magnetic films 
using the technique of domain tip propagation. 
2. Introduction 
Study of coercive force in thin magnetic films has been 
confined primarily to films of NiFe because of the great 
commercial importance of permalloy films, especially in 
the area of computer memories. Other films such as MnBi 
(Ref. 4) and GdIG (Ref. 5) have recently shown promise 
of being useful as information-storage elements. It is of 
value to understand the mechanisms responsible for the 
coercive force in these films in order that this parameter 
may be controlled in practice. In this paper, an attempt 
is made to clarify this subject and, particularly, to explain 
how coercive force varies with film thickness. 
A useful r6sum6 on the subject of coercive force in 
NiFe films is given by Soohoo (Ref. 6). The question has 
been studied theoretically by Nhel (Ref. 7), who found 
that the coercive force for Bloch walls should vary as the 
minus-four-thirds power of the film thickness. This same 
result was obtained by Behringer and Smith (Ref. €9, and 
also by Middelhoek (Ref. 9). However, the experimental 
situation is confused. Coercive force is extremely sensitive 
to the nature of the substrate surface, as well as other 
parameters. As a consequence, the experimental results 
characteristically have a great deal of scatter. Improper 
interpretation of the experimental data has caused further 
confusion, as will be shown. In summary, if it is assumed 
that coercive force is proportional to thickness to the 
power n, then experimental values of n have been found 
(Ref. 6) all the way from -1.4 to +0.4. It will be seen 
that the disparity is not as great as these results would 
imply. 
3. Theory 
Middelhoek (Ref. 9) has derived an expression for the 
easy-axis coercive force of thin NiFe films containing 
Bloch walls. The dependence on film thickness and do- 
main configuration may be expressed as 
(1) 
aA 
H ,  = H, + C/W3 + (aW/.2M,) av I 
I = O  
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where (a) 
H ,  = the wall coercive force (not a nucleation field) 
H,, = the contribution due to the bulk of the material 
C = a constant depending on the magnetic properties 
t = the film thickness 
as opposed to the surface 
of the material and on surface roughness 
azo = the wall energy per unit area 
M, = the saturation magnetization 
A = the total area of domain wall in the sample 
V = the total volume of the domains oriented parallel 
to the applied field 
The subscript M = 0 means that the derivative is evalu- 
ated at the point where the overall magnetization of the 
sample is zero. 
There is no contribution due to the gross magneto- 
static energy of the sample, because it is assumed that 
this energy is a single-valued even function of M. Thus 
this contribution vanishes at M = 0. The last term is due 
to surface tension and may be either positive or negative. 
This is evident from Fig. 5, which shows two imaginary 
domain configurations. In Fig. Sa, a A / N  is positive; in 
Fig. Sb, it is negative. If the applied field is reversed, 
this term changes sign because the meaning of the sym- 
bol V reverses. If the film contains N6el instead of Bloch 
walls, the term C/t4I3 becomes a constant, independent 
of film thickness t. In exandining the derivation of Eq. (l), 
there seems to be no reason why it should not be valid 
for any magnetic film, not only permalloy. 
.-. 
Equation (1) was derived assuming that the interaction 
of a wall with film imperfections was conservative. This 
assumption has been criticized by Rodbell and Bean 
(Ref. 10). It is possible to derive an equation similar to 
Eq. (1) using a simple phenomenological model in which 
the interaction is taken to be nonconservative and anal- 
ogous to mechanical friction (Ref. 11). In this model an 
imperfection is assumed to attract a wall with a constant 
force fo. An advancing wall interacts with all imper- 
fections within a distance du in front of it and a distance 
d, behind it. If there are N defects per unit volume, there 
is a pressure P, due to imperfections, given by 
acting on the wall. The minus sign indicates that this 
pressure is in a direction to hinder wall motion. The 
X X X O H  
Fig. 5. Two domain configurations for which 
the surface-tension terms are equal 
but of opposite sign 
coercive force may be evaluated by finding the magnetic 
field that will supply just enough pressure to overcome 
this. In the case of a thin film, surface effects become 
comparable to volume effects. It becomes necessary to 
assume that there are N, imperfections per unit volume 
associated with the bulk of the material and N, per unit 
area associated with the surface. 
Similarly, it is necessary to distinguish between surface 
and volume by subscripting the other quantities in 
Eq. (2), thus introducing the symbols f o v ,  fos, etc. Since 
the force exerted by the surface is independent of film 
thickness, P,, the pressure due to the surface, is given by 
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Equating the sum of the pressures to zero to evaluate 
the coercive force, one obtains 
This may be rewritten as 
The above derivation has implicitly assumed that all 
volume imperfections are identical and all surface imper- 
fections are identical. However, the argument is easily 
generalized (Ref. 5) to include a distribution of defect 
sizes. This generalization does not change Eq. (S), but 
merely reinterprets the symbols occurring there. It will 
be noted that the only difference between Eqs. (1) and 
(5) is that the former predicts a t413 dependence of the 
coercive force on film thickness while the latter predicts 
a t-l dependence. 
4. Comparison With Experiment 
In evaluating the exponent of t in the thickness de- 
pendence of coercive force, it has been customary to 
neglect the first and third right-hand terms of Eqs. (1) 
and (5), for example, by plotting H ,  versus t on log-log 
paper. In some cases, the sum of these terms is nearly 
zero; in others it is not. No assumptions concerning these 
terms will be made here. 
According to Eq. (l), if H, is plotted versus t413, the 
result will be a straight line. Equation (5) predicts a 
straight line when the data are plotted versus t-l. 
Tiller and Clark (Ref. 12) have measured coercive 
force versus film thickness for vapor-deposited films of 
81-19 NiFe. Film thickness was varied by successively 
etching the same films. Thus, composition and substrate 
were maintained constant during the experiment. The 
Tiller and Clark data are shown plotted versus reciprocal 
film thickness in Fig. 6. It is seen that, except for the two 
points at about 3.1 Oe, the results are well approximated 
by straight lines. The slopes of the two lines are about 
0.21 and 0.22 Oe-pm. It is also seen that the contribution 
of the bulk to the coercive force of these samples is quite 
t - ' ,  (prn)-' 
Fig. 6. Coercive force versus reciprocal 
film thickness for permalloy 
[from Tiller and Clark) 
small, around 0.1 Oe. Thus, coercive force is extremely 
sensitive to film thickness. The same data are plotted 
versus t413 in Fig. 7. The fit to a straight line is poor. 
Therefore, it is concluded that the correct thickness de- 
pendence is t-Lor perhaps more accurately expressed, it 
is closer to irl than to f4Is .  
al 
0 
s" 
151 
0 SAMPLE 53 
A SAMPLE 54 
IO 
5 
0 
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f -4/3, ( / 4 - 4 / 3  
Fig. 7. Coercive force versus (film thickne~st'/~ 
for permalloy (from Tiller and Clark) 
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With careful substrate preparation, Behrndt and 
Maddocks (Ref. 13) have successfully produced films of 
81-19 NiFe by vapor deposition that have highly repro- 
ducible properties. They have measured the dependence 
of coercive force on film thickness, using separate deposi- 
tions to obtain samples of different thickness. Their data 
are plotted versus reciprocal thickness in Fig. 8. Although 
there is appreciable scatter, the fit to a straight line is 
reasonably good. In this case, the contribution from the 
bulk of the film is negative because of the surface-tension 
IO 15 20 25 
t - 1 ,  (/An)-' 
Fig. 8. H, versus t-l for permalloy (from 
Behrndt and Maddockr) 
f -413, (p7)-4/3 
Fig. 9. H, versus r413 for permalloy (from 
Behrndt and Maddocks) 
term. The slope of the straight-line fit is about 0.17 Oe-pm, 
which is close to the value found from the data of Tiller 
and Clark. In Fig. 8, the fit to the Tiller and Clark data 
is shown as a dashed line for reference. The data of 
Behrndt and Maddocks are plotted versus t a l 3  in Fig. 9. 
The quality of the fit is not appreciably different from 
that of Fig. 8, as the scatter is too great for good 
discrimination. 
In films of NiFe having compositions other than that 
for zero magnetostriction, H, does not obey either of 
the simple relations given above. This is because film 
stress interacts with the magnetostriction to modify the 
coercive force. This is apparent from the data of Wolf 
(Ref. 14), who gives H, versus thickness and composition 
for electrodeposited NiFe films. For all compositions hav- 
ing less than 13% Fe by weight, the coercive force in- 
creases with increasing film thickness. This behavior is 
incomprehensible on the basis of either of the theories 
given above. For all compositions with more than 13% Fe, 
the coercive force decreases with increasing thickness. 
Furthermore, most of Wolf's data do not fall on straight 
lines when plotted versus either t-l or t4I3. However, the 
t- ' ,  (prnl-' 
Fig. 10. H, versus t-' for electrodeposited 
permalloy (from Wolf) 
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data for 20% Fe, 80% Ni plot very nicely, as shown in 
Fig. 10. The slope of the straight line is about 0.20 Oe-pm, 
which is in good agreement with values found previously. 
The data for the same films are shown plotted versus t 4 1 3  
in Fig. 11. Here it is evident that the fit is poorer, again 
indicating that the correct dependence is t-l. 
Data of Wilts3 for vapor-deposited films of 81-19 NiFe 
are shown in Fig. 12. In obtaining these data, no extra- 
ordinary precautions were taken in substrate preparation. 
The solid line is a fit to the data. The slope of this line 
is about 0.32 Oe-pm, which indicates relatively dirty sub- 
strates. Data of Suzuki4 for vapor-deposited 81-19 NiFe 
are shown in Fig. 13. Again, substrate preparation was 
nominal. The straight-line fit has a slope of about 0.31 
Oe-pm, which is essentially the same as for Wilts' data. 
This is not surprising, since the two sets of data were 
taken in the same laboratory. An interesting feature of 
this figure is that H, appears to be essentially constant 
for t-' greater than about 12 (pm)-' or t < 830 A. 
'Wilts, C. H., personal communication to the author, 1967 
'Suzuki, T., personal communication to the author, 1967. 
1-4/3, (pm)-4/3 
Fig. 1 1. H, versus r413 for electrodeposited 
permalloy (from Wolf) 
t-I, (prn)" 
Fig. 12. H, versus f - l  for permalloy (from Wilts) 
t-1, (prn)-' 
Fig. 13. H,  versus r1 for permalloy (from Suzuki) 
This suspicion is strengthened by the data of 
MiddeIhoek (Ref. 9) for 81-19 NiFe, shown in Fig. 14. 
For reasons that will become apparent, this figure is 
plotted to the same scale as Fig. 6. The dashed line is 
the Tiller and Clark data; the triangle is their highest 
point. The insert shows Middelhoek's first four points. 
It is seen that for t-l< 15 (e)-' (t > 670 A), H ,  varies 
linearly with t-l and is close to the Tiller and Clark data. 
The slope of this line is about 0.15 Oe-pm. For films 
thinner than about 670 A, H, is essentially constant. This 
is in agreement with the theory of Middelhoek, who pre- 
dicts that H, is independent of t for NBel walls. It is 
commonly believed that Nkel walls are preferred in films 
thinner than lo00 A. 
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Fig. 14. H ,  versus f - l  for permalloy showing 
saturation (from Middelhoek) 
In order to get this result in terms of the phenomeno- 
logical model presented, it )would be necessary to make 
the plausible assumption that f O 8  (dr8 - das) varied as t 
for these very thin films. 
Figure 14 raises a very interesting question. The data 
of Middelhoek and Suzuki show that H, varies as t1 for 
relatively thick films, but then saturates and remains con- 
stant for the thinner films; however, the data of Tiller 
and Clark show no saturation. Why? Are Bloch walls 
stable in the thinner films prepared by etching? Or does 
the change in the dependence of H, have nothing to do 
with the transition from Bloch to NGel walls? This would 
make an interesting experiment. 
The effect of substrate roughness is shawn by the data 
of Lloyd and Smith (Ref. 15). Using electrodeposited films 
presumably of 80-20 NiFe, they deliberately roughened 
the surfaces of the substrates, and then measured H, 
versus t. In one set of measurements, 600 polishing paper 
was used; in the other, Linde B polishing compound was 
used. The data obtained are shown in Fig. 15; again, the 
dashed line is Tiller and Clark data. The slopes of the 
t-I, (pmF 
Fig. 15. H, versus t-l for permalloy on roughened 
substrates (from Lloyd and Smith) 
straight-line fits are 2.06 and 2.58 Oe-pm, roughly ten 
times the value for unroughened substrates. This clearly 
demonstrates that the t-l dependence is due to surface 
roughness. It also emphasizes the extreme care that must 
be taken with substrate preparation in order to obtain 
reproducible films. 
Although the last term in Eqs. (1) and (5), the surface- 
tension term, is commonly neglected, it may be important, 
as has been shown. This term may be directly measured 
using the method of domain-tip propagation devised by 
Spain (Ref. 16). With this technique, a wedge-shaped 
domain wall is propagated down a low-coercive-force 
channel of width w in a high-coercive-force film by means 
of an externally applied field. The geometry is shown in 
Fig. 16. For this configuration, the coercive force for 
domain-tip propagation H, is, from Eq. (5), 
(6) H, = H,, + C / t  + uW/M,w 
This equation predicts a w-' dependence of H, on chan- 
nel width. The data of Spain (Ref. 16), who has measured 
H, versus w, are shown plotted versus w-I in Fig. 17; the 
fit is good. Because the last term in Eq. (6) changes sign 
when the field is reversed, there are two coercive fields, 
one for forward and one for reverse propagation. There 
is also the possibility of observing a negative coercive 
force. This corresponds to the tip being pulled back by 
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Thus the magnetization points normal to the film. Chen 
(Ref. 17) has measured H ,  versus t for MnBi. Figure 18 
shows his data in the form of normalized coercive force 
H,/Hc0 versus reciprocal normalized thickness t/s. The 
straight-line fit is fairly good, and there is a large contri- 
bution from surface tension. This figure leads to the 
speculation that negative coercive force predicted by 
extrapolation of the straight line through zero H ,  might 
LOW -COERCIVE- 
APPLIED FIELD FORCE CHANNEL 
f. - M 
EASY AXIS be realized experimentally. 
Fig. 16. Geometry for domain-tip propagation 
Fig. 17. Domain-tip coercive force versus 
reciprocal channel width 
surface tension in the wall, which is left in the wake of 
the tip. 
Although the wall is a very special type (lying on the 
boundary between high and low coercive-force mate- 
rials), domain-tip propagation may be used to make a 
direct measurement of wall surface energy ow by means 
of Eq. (6). Using the measured slope of the line in Fig. 17 
and the value M, = 800 G, one obtains the value 
ow = 6.4 ergs/cm2, which is reasonable for a 1500-A film. 
To the author’s knowledge, this is the only known method 
for measuring wall energy. 
To this point, attention has been confined to films of 
NiFe in which the magnetization lies in the plane of 
the film. MnBi is a ferromagnet having a hexagonal 
crystal structure, very large anisotropy, and a high coer- 
cive force. The c-axis is the easy axis. It may be grown 
epitaxially on mica with the e-axis normal to the film. 
Fig. 18. Normalized coercive force versus reciprocal 
normalized film thickness for MnBi 
Gadolinium iron garnet (GdIG) has a cubic crystal 
structure. Sawatzky and Kay (Ref. 18) have grown thin 
polycrystalline h s  of GdIG by sputtering. These films 
have large anisotropy and coercive force near the com- 
pensation temperature. The magnetization is directed 
normal to the film surface. The authors have measured 
coercive force versus film thickness. These measurements 
were made at temperatures that were 75°C above the 
compensation temperature, which was found to be a 
function of film thickness. All but one point of these data 
are plotted in Fig. 19. These points fall reasonably close 
to a straight line having a slope of 135 Oe-pm. The 
unused point, which is shown in the insert, lies nowhere 
near the straight-line fit. This may reflect a saturation 
effect such as was observed in NiFe. 
5. Conclusions 
The following conclusions are applicable not only to 
permalloy but to a large class of magnetic films. Within 
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Fig. 19. H, versus t-' for gadolinium iron garnet 
certain thickness ranges, the coercive force of thin mag- 
netic films contains a term that varies as t' and not t-+. 
The magnitude of this term depends on surface roughness. 
There is also a term that is independent of thickness and 
may be either positive or negative. In interpreting experi- 
mental results, it is necessary to take this constant term 
into account. 
Using the method of domain-tip propagation (Ref. 16), 
it is possible to make a direct measurement of wall 
surface energy. 
0. Apparent Work Function of a Cavity Emitter, 
K .  Shimada 
1. Introduction 
A thermionic cesium diode having a multiple-cavity 
emitter5 is currently being investigated as a potential 
means for obtaining improved power generation from 
thermionic diodes. The initial phase of this investigation 
is to determine work functions of the electrodes. 
During the study, the diode was operated at relatively 
low cesium pressures so the saturation region in the volt- 
ampere curves could be clearly observed. Emitter tem- 
peratures ranged between 1200 and 210O0K, while the 
'Designed by JPL and fabricated by Thermo Electron Engineering 
Corporation, Waltham, Mass. 
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cesium-reservoir temperatures were between 393 and 
453OK. The work function of the cavity emitter, deter- 
mined from the saturation current, was found to be nearly 
0.4 eV lower than the value predicted by the Rasor- 
Warner theory (Ref. 19). The work function of the col- 
lector, determined from the volt-ampere curves in the 
electron retarding (Boltzmann) region, was approximately 
1.7 eV, as expected. 
2. Cavity Emitter 
Some years ago, several organizations6 made attempts 
to increase the total current from a thermionic emitter by 
drilling deep cavities into the emitter. These attempts 
were based upon the expectation that electron emission 
can be increased from the net surface area of the cavity 
emitter over a given projected area. However, the emitter 
could not have operated as expected because the dimen- 
sions of the cavity would have caused a serious reduction 
of collected current to result from electron space charge 
at the orifice of the deep cavity. 
The cavity emitter designed by JPL has 19 cylindrical 
cavities with depths comparable to the electron-neutral 
mean free path. The essential features of this emitter are 
shown in Fig. 20. The emitter and collector materials are 
tantalum and molybdenum, respectively. The projected 
emitter area is 2 cm?, 0.83 cm' of which represents the 
total projected area of the 19 cavities. The depth of each 
cavity is 0.407 mm, and the area of the cylindrical wall is 
0.0302 em'. The 19 cavities, therefore, have a total side- 
wall area of 0.573 cm'. The net surface area for electron 
emission is 2.573 cm', which is 29% larger than the pro- 
jected area of the emitter. 
3. Experimental Results 
The diode under test is placed in a vacuum bell jar that 
operates in a pressure of approximately lo-' torr, with the 
diode at elevated temperatures. The emitter temperatures 
TE are observed in a blackbody hole (depth/diam = 8) 
with a Mho-Werk optical pyrometer. The blackbody 
hole is drilled into the emitter in a direction parallel to 
the emitter surface. Collector temperatures Tc and cesium- 
reservoir temperatures T,, are measured with uninter- 
rupted chromel-alumel thermocouples. Temperature data 
are acquired digitally with a four-place digital voltmeter. 
During those experiments that require constant Tc and 
Tcs, temperatures are held within t0.4OK of the desired 
'Therm0 Electron Engineering Corporation, Martin Company, Gen- 
eral Motors, and others. 
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(a) SIDE VIEW (AT ROOM TEMPERATURE) 
/r 
(b) BOTTOM VIEW 
Fig. 20. Cavity emitter: (a) side view; (b) bottom view 
values by proportional temperature controllers. Volt- 
ampere curves are drawn directly on an X-Y recorder. 
The diode voltage is measured across two potential ter- 
minals located on the diode. 
The saturation current is determined from the inter- 
section of two lines on the volt-ampere curve, one repre- 
senting the saturation line and the other the Boltzmann 
line. Although the leakage current across the diode was 
negligible for the range of temperatures covered, it was 
subtracted from the measured values as required. The 
saturation currents thus obtained are plotted, as shown in 
Fig. 21, as a function of reciprocal emitter temperatures 
(103/TE). The result is a family of Swurves. Straight lines 
representing saturation currents obtained from emitters 
with work functions of 4.5 and 4.3 eV are superimposed 
in Fig. 21 (the current values along these lines are calcu- 
lated on the assumption of 2 cm2 for the emitter area). 
The uncesiated emitter work function (small 103/TE) 
appears, from this figure, to be 4.5 eV, which is slightly 
higher than expected. Although values as high as 4.9 eV 
have been reported for the Ell01 plane of tantalum 
(Ref, 20), the handbook value is 4.19 eV. 
The cesiated-surface work functions were calculated 
from the saturation currents in Fig. 21. The current 
density was determined from a projected emitter area 
of 2 cm2, not from the net area 2.573 cmz of the 
cavity emitter. The Richardson constant (A-value) of 
120 A/cm2-OK2 was also used in these calculations. 
Because of the assumptions concerning surface areas and 
the uniqueness of the emitter construction, the work func- 
tions thus determined are the -apparent work functions; 
however, these are satisfactory for comparing cavity 
emitters with ordinary flat emitters. 
From the measured currents for various emitter and 
cesium-reservoir temperatures (Fig. 21), a Rasor-Warner 
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plot for the emitter work function is obtained. These 
results are shown in Fig. 22. The apparent work func- 
tions for various temperature ratios TE/Tc, fall on a well- 
defined curve; however, this curve deviates considerably 
from any one of the theoretical curves obtained from the 
Rasor-Warner theory. Since the uncesiated work func- 
tion 4, must be 4.5 eV to be consistent with the results 
shown in Fig. 21, the measured emitter work function is 
compared with the theoretical Rasor-Warner plot for 
+, = 4.5eV. 
0.U 
CESIUM TEMPERATURE ?& 
0 = 453OK 
A= 433OK 
0 = 4 1 3 O K  
0 = 3 9 3 * K  >, 5.0 
i, 
8. 
2.0 
2.0 3.0 4.0 5.0 6.0 
TEMPERATURE RATIO, %/re, 
Fig. 22. Apparent work function of cavity emitter 
This comparison indicates that the same emitter work 
function can be achieved with the cavity emitter at a tem- 
perature ratio TE/Tc,, which is significantly larger than 
for flat emitters. For example, the same emitter work 
function can be obtained at TE = 1800°K, T,, = 4W°K in 
a diode with a flat emitter as at TE = 180O0K, T,, = 367OK 
in a diode with the cavity emitter. The cavity emitter thus 
achieves the same emitter work functon (apparent) as the 
conventional flat emitter at a 10% lower cesium-reservoir 
temperature. 
The work function of the collector is determined 
from volt-ampere curves obtained in a deeply electron- 
retarding region, such as those shown in Fig. 23. The 
diode current varies logarithmically with voltage V, for 
voltages less than -1 V. In an electron-retarding region, 
the current density J can be expressed by (SPS 37-28, 
6 I 
4 
2 
IO2 
6 
a 
E 
I- 4 
a a 
2 
W 
I) 
V x 2  
0 
0 
IO ' 
6 
4 
APPLIED VOLTAGE, V 
Fig. 23. Volt-ampere curves in electron-retwding region 
VO~. IV, pp. 20-25): 
I = ATf exp [ - e  ($0 - Vo)/kT,] 
where 
A = 120A/cm2-OK2 
9, = collector work function, eV 
k: = 1.38 X lez3 J / O K  
e = 1.6 X lO-ls C 
Equation (1). may also be written as 
96 
a 
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For TE = 1491°K, one obtains 
500 
623 
In J = 19.38 - 7.78 $0 + 7.78 V, (3) 
Therefore, the log of the current density varies linearly 
with the voltage V,. Such a dependence is clearly shown 
in Fig. 23, where a current density of 13 mA/cm2 (projected 
area of the emitter = 2.0 cm2) at V, = - 1.3 V is observed. 
This current is obtained at a collector temperature of 
580°K and a cesium-reservoir temperature of 453OK. Sub- 
stitution of the above current and voltage values into 
Eq. (3) allows-calculation of the collector work function 
(pC.  The result is .pc = 1.75 eV at Tc/Tcs = 1.28. 
1.75 1.77 1.75 
1.60 1.67 1.67 
Alternatively, the collector work function determined 
from the knee of the volt-ampere curve (Fig. 23) is found 
to be 1.77 eV, with +E = 2.72 eV and the voltage at the 
knee = -0.95. Similar calculations for Tc = 623OK yield 
comparable results. These results, together with the pub- 
lished molybdenum work functions (Ref. 21), are tabu- 
lated in Table 1. 
Table 1. Collector work function for r E  = 1491 OK, 
Tcs = 453OK, and for variable Tc 
~~~ ~ 
Collector work function $c, eV 
Retarding plot [ Knee method Published value re, o u  
4. Interpretation of Results 
The collector work function of approximately 1.7 eV 
is quite reasonable. The apparent work function of the 
cavity emitter is nearly 0.4 eV lower than expected for 
the same temperature ratio TE/Tc,. Conversely, the same 
work function can be achieved at values of T,,, which are 
nearly 10% smaller than expected. One should note that 
the projected area of the emitter (2 cm2) is used in deter- 
mining the current density. If the net emitter area is used, 
the work functions will be only slightly larger (20.04 eV) 
than those shown in Fig. 22. This small difference justifies 
the use of either the projected or net emitter area. 
The temperature ratios TE/Tcs chosen for the experi- 
ments are such that the electron emission from the emitter 
is occurring under ion-rich conditions. Thus, the mea- 
sured saturation current is indeed the temperature- 
saturated current of the cavity emitter. Consequently, 
apparent work functions determined from the saturation 
current are not modified by the electron-space-charge 
sheath adjacent to the emitter, such as exists in a diode 
operating under electron-rich conditions. Also, the cur- 
rent must not be reduced by electron scattering, since the 
electron mean free path A, is larger than the interelectrode 
gap d. (The mean free path A, of cesium atoms is also 
larger than d.) 
The fact that the work function of the cavity emitter 
is 0.4 eV lower than expected for a given TE/Tcs can be 
accounted for if the arrival rate of cesium at the emitter 
is considerably larger than predicted by the Rasor- 
Warner theory. This may be the case-since the cavity 
emitter is operating under a condition A, > d that pre- 
vents the cesium pressure from being determined by 
the equilibrium vapor pressure at the cesium-reservoir 
temperature. 
To gain further insight into the problem, similar experi- 
ments will be carried out with another diode having mul- 
tiple cavities of different geometry. 
E. Applications of Superconductivity in Spacecraft, 
Part 11, P. V .  Mason 
1. Introduction 
This report on the applications of superconductivity 
in spacecraft concludes the review that was begun in 
SPS 37-44, Vol. IV, pp. 5759, and which will be for- 
mally documented in a technical report.? 
The earlier portion covered (1) active and signal han- 
dling devices, including switching devices, linear ampli- 
fiers, and parametric amplifiers; (2) memories, both 
random active and associative; and (3) high-field sole- 
noids for spacecraft shielding and fields for masers and 
other devices. 
The applications as categorized here represent a 
slight modification of the outline given in SPS 37-44, 
Vol. IV. Briefly reviewed in this paper are the following: 
'Currently being prepared for publication by the author. 
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(1) High-Q circuits and transmission lines. 
(a) Selective circuits. 
(b) Data transmission and compression devices. 
(a) Generators. 
(b) Power conditioners (called converters in Part I). 
(c) Energy-storage devices. 
(a) Magnetometers. 
(b) Radiation detectors. 
(c) Gyroscopes and accelerometers. 
(d) Voltage-to-frequency converters and vice versa, 
and voltage detectors (the latter represents an 
addition to the earlier outline). 
(2) Power generation and handling. 
(3) Sensors. 
(e) Alpha-particle detectors. 
(4) Propulsion. 
2. High-Q Circuits and Transmission lines 
a. Selective circuits. Although superconductors show 
ac resistance, the Qs of superconducting circuits are high 
enough to be of engineering interest. For a lumped 
inductor-capacitor circuit, an unloaded Q of 3.7 X lo6 
has been measured at 27 MHz and 4.2OK. A theoretical 
Q of 770 X lo6 was calculated, indicating that the losses 
were due to other causes, presumably dielectric and 
radiation losses. Thus, large improvements seem pos- 
sible by suitable redesign. 
A tuner for a receiver, built for the Army Signal Corps, 
using a lumped circuit, was tunable over a 6- to 21-MHz 
range, with Q ranging from 350 X lo3 to 600 X 103. This 
performance could be improved considerably if wideband 
tuning were not necessary. 
At higher frequencies, losses are higher; however, ad- 
vantage may be taken of the cavity form of construction 
to avoid dielectric and radiation losses. As an example, 
one group measured a Q of 5 X lo9 at 12 GHz. 
Such high-Q circuits may be used in ground receivers 
to separate transmitted and received signals. For many 
purposes they must compete with the narrowband phase- 
locked loop now widely used in spacecraft communica- 
tion. It seems unlikely, particularly on board a spacecraft, 
that such cavities could by themselves justify the nec- 
essary refrigeration and dewar systems. If the low- 
temperature environment were already present, however, 
superconducting cavities might well be competitive. 
b. Transmission lines. Superconducting transmission 
lines have extremely low attenuation; however, in thin- 
film form the propagation velocity is a function of tem- 
perature and applied magnetic field-facts that suggest 
the possibility of manipulation of data. 
The low attenuation makes possible the transmission 
of signals with large delays and little distortion. A typical 
result was the transmission of a pulse with 0.4 ns rise 
time over 30 m of ~ O - Q ,  0.1-in.-diam coaxial supercon- 
ducting cable (about 150-ns delay), with no measurable 
distortion or loss. A steady-state attenuation of 6 dB over 
30 m was measured at 10 GHz. In the latter case, most 
of the attenuation was attributed to short, connecting 
lengths of the line that could not be kept superconduct- 
ing. Performance was much better than for a room- 
temperature 0.5-in.-diam Spiraline cable, a type specially 
designed for low loss and low distortion. 
Thin-film transmission lines may also be used for pulse 
transmission and storage. In an experiment by the author, 
a 2-ns pulse stored on a 6.5-cm7 7-ma thin-film line de- 
creased only 50% in amplitude after 350 round trips; 
i.e., 22 m and 1-.ps delay. About half the loss resulted 
from external loading at the ends. 
An advantage of thin-film lines is that the propagation 
velocity and attenuation depend on magnetic field, per- 
mitting manipulation of a pulse in storage. They also 
depend on temperature; very slow velocities-and hence, 
large delays-can be obtained near the critical point, but 
only at the expense of high attenuation. 
Possible uses of transmission lines include pulse trans- 
mission over long lines, pulse storage, delay lines, shift 
registers, data compressors and expanders, and matched 
fdters. Nearly lossless power transmission is also possible, 
but does not appear economical, except for very large 
amounts of power over long distances (100 GW over 
loo0 km). 
In spacecraft application, superconducting lines appear 
useful primarily as components of a larger superconduct- 
ing system, such as a large memory or computer. 
3. Power Generation and Handling 
All applications of superconductors to power systems 
aim at improving ef€iciency by reducing losses, and all 
face the problem that the inevitable small losses at super- 
conducting temperatures are greatly m a w e d  by the 
98 JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
refrigeration system. Typically, 500 to lo00 W of refrig- 
eration power are required to remove 1 W at 4.2OK and 
reject it at 300OK. Since the ratio of saved energy to 
refrigeration energy increases with size, nearly all power 
applications are economical only for much greater powers 
than are needed by present spacecraft. 
Three major problems limit design. First, the current 
lead-ins to the cold space generate and conduct con- 
siderable heat. Second, ac losses in magnetic materials 
preclude their use in the cold space. Third, hard super- 
conductors exhibit ac losses which must be carefully 
considered in design. 
a. Generators. Superconducting generators become eco- 
nomical in the megawatt range. Several designs for 1-MW 
units have been made; an experimental 50-kW unit is 
under construction, and several 1- to 5-kW units have 
been built. In one particular megawatt design, there was 
a factor of 10 weight and volume savings over conven- 
tional designs. Losses were 60 W at 1O0K, requiring 
about 50 kW for refrigeration. 
The most likely application of superconducting gen- 
erators is in conjunction with large chemical, solar, or 
nuclear turboelectric power systems, where saving weight 
and size would be important. The availability of power 
at a rotating shaft, compared with that from an electric 
source, would also ease the refrigeration problem greatly, 
since a major part of the weight and power wastage of 
present refrigeration designs is in the electric motor drive 
and associated power-conditioning equipment. 
b. Power conditioners. Several power-conditioning de- 
vices that use superconductors are proposed: low-loss 
transformers, transmission lines, inverters, converters, and 
rectifiers. However, because conventional methods are 
already ac ien t ,  the amount of power handled must be 
very large in order to justify the expense, size, weight, 
and power consumption of refrigeration and insulation 
involved in converting to the new devices. 
Use of the proposed transformers is additionally dif- 
ficult because ac hysteresis losses in magnetic materials 
are so high that they cannot be immersed in the cold 
space; hence, leakage fluxes will be high. Transformers 
of 15-kW size have been built, but those less than mega- 
watt size do not appear economical. 
Superconductive and related low-temperature dc-dc 
converters or dc-ac inverters offer some promise when 
used with such low-voltage devices as thermoelectric 
sources, where the relatively low forward-voltage drops, 
compared with semiconductor devices, increase e%- 
ciency. Again, however, the refrigeration power needed 
makes such devices suitable only for very high power. 
The devices take several forms: One is simply a high- 
power form of cryotron switch; another uses supercon- 
ductive leads in conjunction with a magnetoresistive 
switching element. Problems of heat dissipation during 
switching are severe. 
c. Energy-storage devices. Energy storage in the mag- 
netic field of a superconducting magnet has been 
proposed. With fields possible at present (about 100,000 
to 150,000 G), an energy-storage density of about 
0.3 Wh/in.3 is possible. This number is based only on 
the magnetic field volume. The energy density of the 
entire system would be lower by at least a factor of 10. 
The weight of the magnet and dewar system (not in- 
cluding the refrigeration) would be at least lo00 lb, 
leading to an overall density of not more than 20 Wh/lb. 
Since rechargeable chemical batteries can yield figures 
of 6 Wh/in.3 and 60 Wh/lb, use of superconductors is 
not practical for the storage of large amounts of energy. 
Some units have been built to store energy for very quick 
release; e.g., for laser flash tubes (7 kJ), and for an electro- 
magnetic hammer for smoothing sheet metal (20 kJ, 106-A 
peak). 
Overall, superconductive devices do not seem good 
candidates for energy storage for two reasons: (1) bat- 
teries serve better for long-term storage, and (2) capacitor 
banks can provide/high-peak currents more economically, 
except for very large amounts of energy. 
4. Sensors 
a. Magnetometers. With superconducting point-contact 
and Josephson junctions, magnetic fields and field gradi- 
ents can be measured far more accurately than by any 
other method. Relatively simple devices have been built 
with sensitivities of G; those more complex can have 
sensitivities of G. 
The basic output signal of such a magnetometer is 
periodic in the magnetic field, with a period inverse to 
the contact area. If two junctions connected by super- 
conductors are used, the period varies inversely as the 
area enclosed by the superconductors. Since the devices 
operate when the contacts are separated by as much 
as 1 m, the period can be made extremely small. 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 99 
By measuring the periodic changes digitally, the mag- 
netic field can be measured in quantum units of G 
or smaller. By placing the junction inside a solenoid, 
and using it as a null sensor to generate a feedback current 
to cancel the field at the junction, a current or voltage 
accurately proportional to field can be obtained. Limi- 
tations of accuracy are probably set by noise in the 
feedback amplifier and accuracy of voltage or current 
measurement, but these have not yet been thoroughly 
studied. 
Measurements to an accuracy of 10% of a flux quantum 
(i.e,, 10-lo G) have been reported, and measurements to 
i r  10-l2 G seem quite possible. Also, measurements 
of le7 G in a 2000-G field have been made. 
At present, possible applications of such accurate and 
sensitive devices in spacecraft seem to be primarily sci- 
entific; e.g., mapping of weak interplanetary magnetic 
fields. 
b. Radiation detectors. Extremely sensitive detectors at 
microwave and infrared frequencies, which take advan- 
tage of the low noise of the cryogenic environment, have 
been proposed. The simplest of these use the rapid 
temperature-induced transition from superconducting to 
normal state. If a superconductor (usually a film for fast 
response) is biased to the transition region, then the 
addition of a small amount of radiant energy will cause 
a measurable change in resistance with reasonably rapid 
response time. An infrared detector with a noise equiv- 
alent power of 10-l1 W/Hz of bandwidth with a response 
time of s is feas$le. 
Even more sensitive devices can be made using the 
ac Josephson junction. A typical result is the sensing of 
300-pm infrared radiation with noise-equivalent power 
of 5 X 10-13 W at 1-Hz bandwidth and with a response 
time better than s. Similar, but more complicated, 
detectors have been used in the microwave and millimeter 
range. 
Superconductors appear unequalled as detectors in the 
millimeter and far-infrared range, down to approximately 
a few hundred microns. If such ranges are of scientific 
or engineering interest, it seems possible that fairly small, 
lightweight refrigeration systems could be built, since 
the heat load would be very small. 
develop superconducting gyroscopes. Both used the 
diamagnetism of a superconductor to support a rotating 
mass in a magnetic field, although the design forms 
differed. Both demonstrated the feasibility of construct- 
ing a unit with random drifts of the order of 0.005 deg/h 
or better, and improvement to 0.001 deg/h seems pos- 
sible. At present, however, there seems to be no require- 
ment on a spacecraft for such accuracy; if there were, 
the competing electrostatically supported gyro would 
probably be used because of its relative simplicity. 
The suggestion has been made that, since disturbance 
torques are acceleration dependent, a superconducting 
gyroscope operating in an unaccelerated spacecraft could 
have drifts as low as 0.001 deg/yr. Although this would 
allow a test of general relativity, it is still difficult to 
counter the argument that the stars provide the be@ 
angular reference for spacecraft guidance and control. 
Some work has been done on accelerometers and 
gravimeters, using diamagnetic suspension of a proof 
mass. Gravity tides as small as g have been detected. 
Brownian forces of or 10-l1 g probably set the limit 
of sensitivity. A dynamic range of lo5 seems possible. 
Such an accelerometer may have application in an ion- 
engine-propelled spacecraft where 10-9-g resolution is 
required. Again, however, electrostatic accelerometers 
would provide serious competition. 
d. Voltage-to-frequency converters and vice versa, and 
voltage detectors. The Josephson junction is so sensitive 
to magnetic fields that an extremely small dc current in 
an adjacent superconducting wire may be detected. Since 
the wire has some self-inductance, a series resistor must 
be used to reduce the time constant. Thus, sensitivity 
and response time are competitive. Typically, V may 
be detected with a series resistance of lo-* Q and a re- 
sponse time of 1 s. 
The ac Josephson effect takes two forms. If a de 
voltage is impressed across a Josephson junction, it 
emits radiation at a frequency of v = 2 eV/h (about 
484 MHz/pV) within about 4 parts/106, an accuracy 
limited by the present accuracy of voltage measurement. 
Thus, the device can be used for a voltage-to-frequency 
converter of unprecedented accuracy, not only for tele- 
metering purposes, but perhaps also as an initial step in 
analog-to-digital conversion of data. 
c. Gyroscopes and accelerometers. Both JPL and The inverse effect also occurs: if a Josephson junction 
is irradiated with a frequency V ,  then dc voltages of General Electric have had large research programs to 
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value V = nhv/2 e, where n is an integer, appear across 
the junction. Thus, since frequency can be measured and 
stabilized to a higher accuracy than any other physical 
parameter, generation of highly precise voltages is pos- 
sible. Indeed, it appears likely that this effect or the 
inverse will be used to define a new international stan- 
dard of voltage. 
Random access memories 
Associative memories 
Although many practical technological problems stand 
in the way, it appears that Josephson devices offer unique 
possibilities in voltage and frequency interconversion, 
and if such high accuracy is needed, superconductors 
must be used. 
If mare than 108 bits are needed 
If large amounts of associative 
processing are required 
e. Alpha-partkk detectors. If a narrow, superconduct- 
ing, thin film is held near its critical temperature with a 
current flowing through it, an energetic particle hitting 
it can nncleate a normal region across the film, which 
rapidly collapses back to the superconducting state. Thus, 
a short voltage pulse is developed, whose length can be 
varied by choice of geometry and operating temperature. 
Such devices show promise of high resolution and high 
sensitivity; their primary application would be in sci- 
entific measurements. 
5. Propulsion 
Several schemes for propulsion involve acceleration 
of charged particles, as in a linear particle accelerator. 
The Stanford Linear Accelerator Group has made detailed 
studies of the use of superconducting cavities and drift 
tubes in high-energy accelerators which show that the 
savings in power and R F  equipment expense far out- 
weigh the extra expense of providing the low-temperature 
environment. It seems possible that a similarly detailed 
study of a particle acceleration engine would justify the 
use of superconductors. To our knowledge, no such 
study has been made, 
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6. Summary 
To summarize, the various applications of supercon- 
ductors are classified by the conditions under which they 
would be useful (see Table 2). 
Table 2. Uses of superconductors 
Unique properties for which superconducting 
devices a 
Unit 
t Linear amplifiers Parametric amplifiers 
Spacecraft shield 
Magnetometers 
Voltage converters 
Voltage-to-frequency converters 
mandatory 
Condition 
If extremely low noise amplifiers 
Probably necessary only for 
If lo-' to loks G sensitivity and/or 
I f  sensitivity of io-" V is needed 
If  hiah accuracv i s  needed 
are necessary 
manned spocecroft 
accuracy are needed 
Switching devices 
Linear amplifiers 
Parametric amplifiers 
Fields for masers and other devices 
Selective circuits 
Data transmission and compression devices 
Radiation detectors 
Gyroscopes and accelerometers 
Alpha-parficle detectors 
Application probably not iustified on board spacecraft because of 
the high cost of refrigeration 
Generators 
Power conditioners 
Enerav-storaae devices 
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IX. Electronics Parts Engineering 
ENGINEERING MECHANICS DIVISION 
A. Channeling in Transistors and its Detection, 
R. A. Summers and W. 5 .  Bartel 
Channeling or surface-induced inversion is the most 
common failure mechanism in low-level transistors. The 
results of channeling are manifested by large increases 
in leakage in PNP transistors or a large decrease in gain 
in NPN transistors. A typical PNP collector-to-base leak- 
age, which is specified as,lO nA (1 X 1e8A), can rise to 
the 100-pA or 1-mA (10-3A) level as a result of channeling. 
This high leakage is usually a saturation current increase; 
that is, it does not vary appreciably with voltage. 
Channeling is a particularly insidious failure mecha- 
nism; a transistor which may have had a channel induced 
during processing or testing could have “cured” a link 
within the channel and met specilkations during testing 
-RAW BROKEN 
FACE OF CHIP 
I 
I 
I /  
I 1’ GOLD S( 
I ,/’ TO HE 
i _,’- , ,‘ V///, 
Pig. 1. Diagram of planar construction of a 
modern PNP transistor 
or partial screening, only to fail catastrophically when 
placed in a circuit with a moderate impressed voltage. 
Channeling is the result of the alignment of ions on the 
surface or within protective oxide coating of the transistor. 
This alignment is caused by the high field strength at the 
transistor junction, which is in the order of hundreds of 
thousands of volts per inch (Figs. 1 and 2)l. The resulting 
aligned ions induce an extension of the transistor base 
region, which in turn moves the transistor junction with 
‘P’ = heavily doped P; P = lightly doped P; N’ = heavily doped 
N; N- = lightly doped N. 
ELECTROSTATIC FIELD \- 
A METAL 
LZERo VOLTAGE 
JUNCTION 
Fig. 2. Enlarged transistor collector-base junction 
under bias, showing ion alignment by 
the electrostatic field 
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METALIZATION ACTING 
ALIGNED IONS 
SHIELD 
1 1 1  t 
HARD OXIDE 
DEPLETION REGION 
Fig. 3. Channel formation 
Fig. 5. Channel-stopping techniques in a PNP transistor 
its high field out further (Fig. 3). This progresses until 
the ion supply is depleted or it meets a defect in the 
silicon or until the junction is at the raw unpassivated 
edge of the transistor. At either the defect or at the raw 
edge, the channel is effectively shorted out (Fig. 4). The 
channel is usually current-limited due to the field effect 
nature of the thin base extension. 
LION, ,/ANNEALED PORTION 
1 ,  T 
P+/ 
BASE N 
COLLECTOR P 
Fig. 4. Fully grown channel interrupted 
by spot annealing 
The channel takes different forms in NPNs and PNPs 
because the predominant ion formation is positive, which 
tends to induce P material to N material. In PNPs, this 
results in an extension of the base region into the col- 
lector. In NPNs, the emitter tends to extend into the base 
region, creating a degenerate diode which shunts out the 
carriers; hence, a decrease in gain is obtained. 
In building transistors, some ion contamination is un- 
avoidable; however, by using good workmanship tech- 
niques the number of “clean” transistors can be raised 
to an economic level. There are design techniques, such 
as the annular process, hard oxide, and field relief elec- 
trode, which will also combat channeling (Fig. 5). The 
oldest technique, the annular process, does not attempt 
to reduce the channel formation; indeed, a channel is 
deliberately induced, then it is terminated by a special 
diffusion of a guard ring around the base of the transistor. 
The guard ring is a heavily doped P-type ring in the 
lightly doped P collector. The theory is sound; however, 
from 1 to 30% of the parts using only the annular ring 
will channel. Hard or dense oxide which reduces and 
immobilizes the ions is also a relatively successful 
technique. 
The field relief electrode, which appears to be the most 
successful technique, depends upon a conductive surface 
coating to electrostatically shunt out the junction field. 
This conductive coating is usually the same aluminum 
metalization as the base and emitter contacts. The coat- 
ing is usually grounded to the collector region by an 
annular ring. 
PNP transistors made with all three processes are 
relatively free of destructive channels. However, a de- 
fective lot of transistors is occasionally made and does 
reach the customer. Because of the catastrophic nature 
of channeling, all low-level parts for spacecraft use should 
be screened specifically for channeling. The most effective 
means of screening for channeling is to deliberately stress 
the parts to accelerate the growth of channels in in- 
herently defective transistors to the point where the 
existence of the channel is apparent. This is done by 
performing a test called high-temperature reverse voltage 
or high-temperature back bias. The test consists of plac- 
ing a reverse voltage (normal for collector-to-base opera- 
tion) as high as reasonably possible on the transistor and 
elevating the temperature of the transistor to 100 to 
200OC. The normal test time is from 12 to 200 h. Special 
care must be taken during test turn-off and transistor 
measurement to avoid disrupting a portion of the grown 
channel. The transistor measurements must be made as 
soon as possible after test turn-off since some forms of 
channeling anneal rapidly without bias. 
A major point of conflict about the back-bias test was 
the temperature at which the test should be performed. 
One school of thought was that the optimum temperature 
was about 125OC since the channels would be disrupted 
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by thermal agitation as rapidly as they were formed by 
going to a higher temperature. Another point of con- 
tention was the voltage level. It was felt by some that 
since the depletion region widens as the applied voltage 
increases, the field strength remains relatively the same 
or increases as a low exponential function. The thought 
was that some common value of voltage could be used, 
thereby reducing test costs. 
Because of the conflicting theories about channeling, 
a test series was designed, a rigorous procedure was 
written, and a test contract was awarded through com- 
petitive bidding to Preston Scientific, Inc. The test con- 
tained a high-voltage burn-in to determine whether it 
would be inclusive enough to eliminate separate back- 
bias and burn-in testing. 
Prior to writing procedures for the contracted test, a 
pilot test was performed at JPL on a small number of 
transistors. The pilot test revealed that the time required 
to induce a channel was a matter of minutes to a few 
hours at high voltage and high temperatures. A fixed step- 
time of 2 days or 50 h was chosen. The test turn-off 
procedure was verified to be essential. The decay of one 
channel was at a rate of losing half its leakage each 4 h 
until after 24 h it dropped to near its original value. The 
decay time varied greatly from the example mentioqed 
to one unit which fell at the rate of about 2% per day. 
The pilot test yielded about 2 to 4% channeling failures, 
revealing that a large sample size would be needed to 
gain statistical value. 
The contracted test was designed with four test groups. 
First was a control group, which was used for instrumen- 
tation verification. The control group was measured each 
time before a test series group was measured. The read- 
ings of the control group were,examined to verify that 
they were within tight tolerances with respect to the 
previous reading, thus assuring that the automatic tran- 
sistor tester was fully functional and that the proper am- 
bient conditions were met. The control group was not 
exposed to any of the step stresses. 
The second group was the temperature group. These 
transistors were tested at 50 V reverse bias for 50 h at 
each temperature. The temperature series ran at 125,150, 
175, and 200°C, and again at 150OC. 
The third group was the voltage group. The transistors 
were back-bias tested at 175OC (chosen from the pre- 
viously run temperature group tests) at levels of 30, 60, 
and 70 V, and again at 60 V. The temperature and voltage 
groups were then subjected to the high voltage burn-in 
test. 
The fourth group was a test to determine if high- 
voltage burn-in would be sufficient for channel detection, 
which would eliminate the need for separate back-bias 
testing. A 100°C, 50-V burn-in test was run prior to a 
back-bias test at 50 V and 175OC. 
The transistor chosen for the test was a popular, high- 
voltagt., general-purpose PNP Motorola 2N2907A. These 
transistors incorporated the annular process. A sample 
of 770 parts was used for this test, 20 parts for the control 
group and 250 in each of the other groups. 
The contracted test proved that no optimum value for 
either voltage or temperature existed within the tran- 
sistor’s rating. The number of channeling units detected 
increased as a weak exponential function of increasing 
temperature and as a near-linear function of increasing 
voltage (Figs. 6 and 7). About 5 times the total number 
of units channeled at 200°C than at 125OC. About 5 times 
the total number of units channeled at high voltage than 
at the lower voltage. 
The high-temperature burn-in test is not sufficiently 
inclusive because many channels were again detected in 
the back-bias test that followed the bum-in test. However, 
very few units were removed by the power burn-in after 
back-bias testing (Fig. 8). 
TEMPERATURE, OC AT 50 V 
200 178 IS0 128 
TEMPERATURE, /OK x 103 AT 5ov 
Fig. 6. Temperature vs channeling units detected 
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The results of this test series have been applied at JPL. 
Screening specifications, written prior to test completion, 
require a lo%, 150°C at 80% of maximum voltage for 
48 h, high-temperature back-bias test. The back bias has 
replaced the 168-h (1 wk) 200°C bake. A low-voltage 
high-temperature power bum-in is also included. 
I t  has been recommended that the temperature for 
back bias be increased to 175’OC as time permits or as 
specification revisions are made. It is also felt that 24 h 
would be sufficient test time. A drawback to this change 
is that most back-bias test fixtures are printed circuit 
boards which have a maximum temperature rating of 
165OC and deteriorate rapidly if exposed to temperatures 
above this rating. 
B. Analysis of Gases Contained in Transistors, 
E. 7’. Klippenstein 
The gases within transistors are known to affect their 
performance. Although the quantity of failures attributed 
to an undesirable gas ambient is small, nevertheless it is 
a problem which deserves attention. It is also one prob- 
lem which can be corrected by manufacturers. 
In establishing the work effort for gas analysis, the 
short-term goals were: (1) to design the necessary punc- 
turing devices and mounts, (2) to develop analysis pro- 
cedures, and (3) to collect data on gases contained in 
various transistors with various operating histories. The 
longer-term objectives were: (1) to have available as part 
of the tools of failure analysis the capability to analyze 
gases contained in small packages, and (2) to correlate 
certain gas ambients with abnormal performance and 
failure. 
The contract for gas analysis was negotiated with 
Dynamic Science Corporation of Monrovia, California. 
Their capability included a mass spectrometer manu- 
factured by Hitachi Perkin-Elmer and a gas chromato- 
graph manufactured by Barber-Coleman. Their mass 
spectrometer is equipped with an electron multiplier for 
analysis of low concentration of gas constituents. The 
chromatograph has a porapak column which is selective 
for separation of water. With these instruments gases 
can be detected at the parts per billion level, and 
quantitative concentration measurements can be made 
in the order of 5 parts per million (ppm). The concentra- 
tion of permanent gases can be measured with an accu- 
racy of better than 1.0% of the actual concentration above 
the 0.1% concentration level. 
An analysis scheme was devised where the gas sample 
contained within a transistor would be divided into two 
parts. One part would be run on the mass spectrometer. 
The mass spectrometer would quantitatively measure all 
gas constituents. The second half of the gas sample would 
be subjected to the gas chromatograph and would allow 
for a precise measurement of water concentration. A 
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special puncturing device was fabricated which allowed 
for releasing the gas within a transistor and allowed for 
expansion of the gas into two chambers. Since water is 
suspected to be the culprit which causes failure, special 
attention was given to the analysis of water. In addition, 
since there could be adsorbed water present, plans were 
made to perform analysis with the transistors and fixtures 
at high temperature. 
1. Analysis Results 
At the present time, twenty transistors have been sub- 
mitted for gas analysis. Analysis of water was performed 
using both the mass spectrometer and gas chromatograph. 
The analysis of gases was performed both at room tem- 
perature and high temperature. The results are given in 
Table 1. It should be noted that only one value is given 
for water. This value is generally that which was deter- 
mined on the mass spectrometer. The correlation with 
Transistor 
specimen No. 
2N2412 (518A) 
1 
2 
3 
2N2412 (6650A) 
4 
5 
6 
2N930 
7 
8 
9 
10 
11 
12 
2N1613 
13 
14 
15 
16 
17 
18 
19 
20 
the chromatograph was surprisingly good and was typi- 
cally as follows: 
Water concentration, mole % 
Mass spectrometer I Gas chromatograph 
0.06 
1.21 
1.84 
0.26 
0.26 
0.07 
0.17 
2. Discussion of. the Results 
Since the analysis of gases was for the purpose of 
collecting data for future work, various transistors were 
Table 1. Results of analysis of gas concentration in transistors 
Analysis 
temperature, 
O C  
25 
100 
100  
25 
100 
100 
25 
25 
25 
100 
100 
100 
120 
120 
120 
130 
25 
25 
25 
25 
0.05 
1.15 
1.77 
0.27 
0.24 
0.11 
0.16 
Nitrogen 
98.52 
98.14 
97.82 
95.27 
96.34 
96.89 
98.15 
98.38 
91.85 
88.56 
89.75 
99.40 
99.18 
99.04 
99.68 
99.07 
99.1 2 
99.53 
99.58 
99.52 
Oxygen 
0.5 1 
0.04 
0.58 
1.04 
2.28 
0.05 
0.44 
1.01 
5.58 
10.60 
7.44 - 
0.05 
0.01 
0.52 
0.40 
0.02 
- 
- 
- 
Gas i 
Argon 
0.03 
0.03 
0.03 
0.05 
0.1 1 
0.01 
0.03 
0.06 
0.28 
0.30 
0.27 - 
0.05 
0.06 
0.06 
0.07 
0.08 
0.05 
0.06 
0.05 
centration, mole % 
Water 
0.05 
1.40 
1.20 
3.49 
0.18 
2.86 
1.15 
1.84 
0.26 
2.15 
0.53 
- 
0.26 
0.26 
0.07 
0.17 
0.02 
0.01 
- 
- 
Carbon 
dioxide 
0.27 
0.29 
0.27 
0.15 
0.12 
0.08 
0.22 
0.39 
0.45 
0.24 
0.34 
0.07 
0.44 
0.63 
0.17 
0.16 
0.40 
0.38 
0.36 
0.42 
Hydrocarbons 
- 
0.10 
0.10 
- 
- 
0.1 1 
0.01 
0.16 
0.04 
0.05 
- 
- 
0.01 
0.01 
0.01 
- 
- 
- 
- - 
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analyzed and at different temperatures. The data was 
interesting in the amount of variation that was observed 
from part to part and the relatively large amount of 
water contained in some of the transistors-seven tran- 
sistors had greater than 1.0 mole % water. With regard to 
temperature, there appeared to be no consistent pattern 
in the results. However, by calculating mean values it 
was observed that the average water at room tempera- 
ture was 0.73 mole % while at high temperature the 
average water was 0.85 mole X. It appeared that some 
adsorbed water was observed. The helium observed in 
specimens 1 and 5 may have come from a sample of 
transistors that had been tested with a helium leak de- 
tector. Specimens 9,10, and ll may have had defective 
seals, based on the relatively large amount of oxygen 
observed. 
3. Future Work 
The amount of data gathered thus far has been valuable 
in dispelling some a priori notions about gases in tran- 
sistors. For the future, additional work is planned in 
correlating the presence of certain gases with degraded 
performance and failures. Analysis of gases will be per- 
formed on parts with long test histories and parts which 
have degraded and failed. 
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X. Lunar Spacecraft Development 
ENGINEERING MECHANICS DIVISION 
A. Advanced Mechanisms, M. B. Gram 
There are currently three specific mechanism areas 
under investigation by the mechanisms advanced devel- 
opment group. These are an extendible instrument mast, 
an impact switch, and a chemical heater. These three 
devices are being studied in conjunction with the capsule 
system advanced development (CSAD) program and at 
the same time are providing research and development 
knowledge which is being drawn upon by various project 
areas. 
8 .  
1, Instrument Boom 
Various types of extendible booms and masts have been 
evaluated with an eye toward the specific requirements 
of the CSAD program, i.e., compact size, low weight, 
moderate rigidity, 2-m length, and cable payout ability. 
DeHavilland Aircraft’s “STEM was of insufficient rigidity 
in the pop-up version and much too bulky in the Bi-STEM 
version. The Ryan boom (also manufactured by Boeing, 
Marquardt, and TRW Systems), although not normally 
designed as a self-extending boom, would have been too 
large and heavy for this particular application. An in- 
flatable boom was also investigated, but internal foaming 
would have been required for stiffness and as yet this 
is not being done satisfactorily within the framework of 
weight and space for this application. The unit which 
was finally selected is shown in Fig. 1 in its stowed con- 
figuration. It is a spring-steel ribbon element manu- 
factured by Hunter Spring Division of Ametek, Inc. The 
element is a full hard 301 stainless steel strip, 0.004 in. 
thick and 4 in. wide, which has been formed into a spiral 
wound tube. The spring weighs approximately 0.7 Ib, 
and in the stowed position it takes the form of a cylinder, 
1% in. in diameter by 4 in. long. 
The boom has been assembled inside a housing, in- 
stalled in a mocked-up lander package, and impacted 
several times at shock levels up to 2500 g at velocities 
above 100 ft/s. Although the housing was damaged on 
one such impact, the spring element itself has not been 
harmed. 
Future plans call for integrating the instrument boom 
with simulated science instruments (including a rotating 
anemometer), a cable payout reel, and release latch pyro- 
technics, thereby demonstrating total system capability. 
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Fig. 2. Impact switch 
Fig. 1. Instrument boom (stowed configuration) 
2. Impact Switch 
Another requirement rising out of the CSAD program 
is that of releasing the parachute the instant that the 
Fig. 3. Impact switch assembly mounted 
with associated electronics 
lander touches the-ground. A pyrotechnic device will be 
employed for the actual physical release, while the signal 
to initiate this device will originate from a g-actuated 
impact switch. Figure 2 shows the impact switch alone, 
while Fig. 3 is a photograph of a two-switch assembly 
along with a breadboard of the associated electronics as 
mounted in a fixture prior to being impact-tested. 
that the impact switch was triggering the electronics as 
desired. Changes to the electronics are now in process 
such that actual squibs will be fired on future shock 
tests. Modifications to the impact switch itself will only 
be required to change its minimum-g-level actuation and 
to assure reliability following sterilization. 
The switch and its electronics have been impacted at 
levels ranging from loo0 to 3000 g with impact velocities 
of 40 to 100 ft/s. Although the electronics were not com- 
patible with the pyrotechnic squibs, the tests indicated 
3. Chemical Heater 
Requirements generally exist on every spacecraft in 
the area of thermal control for some means of supplying 
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Heating device 
Battery power 
heat. Usually on large spacecraft and lander vehicles, the 
heat is supplied by electric power generated by solar 
panels and stored by batteries. Various heating schemes 
were evaluated on a heat per,pound basis for a small 
lander package, with typical results as follows: 
Heat yield 
15 W-h/lb 
Nuclear heater 
Chemical heater I 670 W-h/lb 
5 W/lb 
Battery power appears very poor on this basis. The 
nuclear heater was not considered as a candidate be- 
cause its heat yield stems from its radioactive decay and 
cannot be started, stopped, or controlled during opera- 
tion. The yield stated for a chemical heater is based on 
the combination of chlorine trifluoride and elemental 
boron, which are the chemicals being utilized at the 
present time. Other combinations supply heat yields 
above and below this, but from a practical standpoint 
of storage, sterilization, materials, and operation, this 
appeared most favorable. 
The opdration of the chemical heater centers around 
four basic components. First, there is a pressure vessel 
for the storage of the chlorine trifluoride (CIF,). It is 
necessary that this be a pressure vessel because during 
the sterilization cycle temperatures of 275OF cause the 
vapor pressure of the liquid to reach 470 psia. Second is 
a pyro-activation valve which precludes operation of the 
heater until commanded. The third component is a sens- 
ing and metering valve which senses the body tempera- 
ture and allows the flow of CIF, when this temperature 
drops below the set point, and shuts off the flow as the 
temperature rises above the set point. The fourth com- 
ponent is a base for the storage and distribution of the 
boron crystals. As the CIF, flows through the valves and 
reaches the boron, the mixture immediately reacts exo- 
thermically, giving off vapor-phase BF, and BCI, reaction 
products which are exhausted further on downstream. 
When the temperature in the area of the sensing and 
metering valves rises near the set point, the flow of CIF, 
is restricted, thereby terminating the reaction. 
To date, considerable time has been expended in de- 
veloping a suitable temperature sensing valve with a set 
point near 5 0 O F  which would be unaffected by s t e r i h -  
tion temperatures of 275OF and impact loads of several 
thousand g’s. One such valve utilizes a bimetallic sensing 
disk, with no additional moving parts, which seats tightly 
against the valve seat when hot, yet backs completely 
away from the seat when cool (Fig. 4). 
Test hardware has been fabricated and full-scale proto- 
type testing of the heater will be accomplished in the 
near future. 
Fig. 4. Temperature-sensing-valve components 
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XI. Instrumentation 
ENVIRONMENTAL SIMULATION DIVISION 
A. Determination of Particle Size and 
Concentration, C. Feldstein 
When metallic aluminum is added to solid propellant 
fuel to increase thrust, aluminum oxide particles are 
formed. A knowledge of the size of these solid particles 
occurring in the exhaust of a rocket motor is necessary 
in order to predict the loss in motor performance incurred 
as a result of the existence of these particles in the nozzle 
flow system. There is also the possible mechanical damage 
and heat transfer to space vehicle surfaces due to the 
impingement by exhaust particles. 
Consequently, a study under contract JPL 950573 was 
begun in 1964 under the direction of Dr. R. A. Dobbins 
of Brown University. He developed and tested an 
emission-scattering photometer to measure the size of 
rocket exhaust particles using the spectrophotometric 
technique. The salient features of this system are: 
(1) Particle sizes can be measured when a statistically 
valid sample cannot be obtained. 
(2) It is more rapid than the photomicrographic method 
both in the collection of data and its reduction. 
(3) It is nondestructive testing; only subjected to a 
(4) The reaction can be followed throughout the ex- 
(5) The position of the sampIe and critical scanning 
beam of light. 
periment as in the study of agglomeration. 
can be varied during an experimental run. 
The equipment has been used in the study of particles 
in the 2.4&, 1.01-, and 0.36-micron region. It is suggested 
that this equipment can be used for other types of in- 
vestigations, e.g., in the study of droplets, aerosols, col- 
loidal suspensions, and related areas. 
In order to measure particle size, a necessary condition 
for the application of the spectrophotometric technique 
is the absence of absorption by molecular species at the 
wavelength of interest. This method has demonstrated its 
feasibility by tests on polydispersions of known mean 
diameters in an aqueous solution. Both mean size and 
concentration can be determined, providing the wave- 
lengths of the optical transmission are above and below 
the value of the mean size, This is accomplished by the 
use of two of the three monochromators. 
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1. Description of Spectrophotometric Technique 
A beam of light is generated by a tungsten filament, 
collimated, and then subjected to a 5-Hz chopper. Dur- 
ing the on portion, light passes through the study area; 
during the off portion, the subject emits or reflects light. 
The emitted and transmitted beams of light are then 
subjected to the transmittance or reflective action of 
narrow-beam light filters, for conditioning to their one of 
three individual monochromators and for measurements 
by photosensors and individual recording (Fig. 1). 
As used in the study of particle size from rocket motors, 
the light beam passes through the rocket plume with the 
on cycle of the chopper and then allows radiation from 
the plume on the off portion of the cycle. Under other 
experimental conditions, the off beam may allow fluores- 
cence of the particles, depending on the conditions of 
measurements. 
2. Data Reduction 
The transmission law for a polydispersion of spherical 
particles can be expressed as 
B 
A 
where B/A = optical transmission, c, = volume of par- 
ticles per unit volume of liquid, 1 = optical path length, 
K = scattering coefficient, and D,, = ratio of the third to 
second moment of the size distribution function of the 
volum+surface mean diameter. 
To determine the value of the experimental scattering 
coefficient K,, with a monodispersed sample of known 
size, the transmission law then becomes 
This would be repeated to encompass the low and high 
values of sizes expected, from which K,, can be calculated. 
It has been found that K,, can be different from the 
theoretical K due to the number of different sizes of 
particles in a polydispersion reflected in an actual mea- 
surement. More exact values of K can be found using the 
Mie theory in conjunction with the index of refraction 
of the material used. 
Using a polydispersion, and since B/A, 1, and c,, are 
known by direct measurement, a plot of K/D32 versus D,, 
can be prepared for specific values of wavelength and 
refractive index. 
MONOCHROMETER - ROCKET MOTOR 
I TUNGSTEN FILAMENT 
5-Hz CHOPPER 
MONOCHROMETER 
H I G H- PASS F I LT ER 
---- 
MONOCHROMETER HIGH-PASS FILTER SOL EN 0 ID - OPERATED SHUTTER 
200-Hz CHOPPER 
Fig. 1. Optical schematic of spectrophotometric technique 
LAMP 
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Fig. 2. Interpretation of output of recorder of one 
channel in terms of optical transmission 
Taking the ratio of transmissions for two separate 
wavelengths, e.g., monochromators 2, 1 (Fig. Z), 
(3) 
where y is defined as optical depth = In A/B. A plot of 
ry (2,l) versus Os2 is made (Fig. 3), and a similar plot is 
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Fig. 3. Ratio of mean scattering cross section 
ry (2, 11 vs mean diameter D 3 2  
made of rY (3,2) versus D32, using corresponding values 
of wavelength X for various values of From the 
experimental transmission data at two specific wave- 
lengths, the ratio of the optical depths is found. Inserting 
this value in Fig. 3, the mean particle size is found. Par- 
ticle concentration can now be found by using Eq. (1). 
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XI 1. Aerodynamic Facilities 
ENVIRONMENTAL SIMULATION DIVISION 
A. Initial Performance of a 6-in.-Diameter Arc 
Driver, J. W. Williard 
A new electric-arc driver for the 6-in.-diameter shock 
tube has been installed. This driver incorporates several 
new design conceptis and is presently being evaluated. 
One of the unique features of this driver is the alumina 
ceramic liner which has proven highly successful in 
eliminating liner ablation and the resulting driver gas 
contamination. A notable decrease in shock-speed atten- 
uation and a corresponding increase in useable test time 
have also been achieved. By incorporating a variable 
length, i.e., volume, capability this driver should be able 
to produce shock speeds in excess of 45,000 ft/s. To date 
a shock speed of 39,800 ft/s in 0.1-mm Hg air has been 
obtained using the 9-in. driver length. 
the ceramic liner when assembled. In assembling the liner 
and jacket, both were heated to 1200°F, joined, and 
allowed to cool at room temperature. 
The original driver incorporated a brass back plate 
and electrode stem. Initial firings indicated that a con- 
siderable amount of electrode ablation was occurring. A 
steel back plate with a copper insert was installed and is 
now being used. A ceramic backplate and tungsten alloy 
electrode face has been tried; the face virtually eliminated 
electrode ablation, although it cracked after several 
firings. In Fig. 2, a comparison is shown of the driver 
gas contamination obtained with the former driver and 
the contamination obtained with the new drivers that 
have steel and ceramic backplates. 
The driver internal diameter is 6 in. and its length can 
vary from 4 to 9 in. (Fig. 1). It consists of an inconel steel 
jacket and a 0.375-in.-thick alumina ceramic liner. There 
is a 0.012-in. interference fit between the liner OD and 
jacket ID. This puts a compressive stress of 20,OOO psi on 
The firing mechanism is a conventional pull-rod, in- 
sulator, coiled-wire type actuated by an air cylinder. 
Because of the large gap that the spider assembly must 
span, a replaceable 96.-in.-diameter rod with bearing caps 
is now used. 
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Fig. 1. Driver assembly 
Fig. 2. Driver gas contamination: photo- 
multiplier trace of (a) former driver 
with Teflon liner, (b) new driver 
with ceramic liner and steel 
backplate, IC) new driver 
with ceramic liner and 
ceramic backplate 
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Stainless steel diaphragms 0.125- and 0.141-in. thick are 
used with the driver. They span a 4.5-in.2 unsupported 
area and open into 4 petals upon replaceable inconel 
inserts. These diaphragms allow driving pressures up to 
10,000 psi. 
36.000 
The energy densities are much lower using this driver 
because of its large volume. The capacitor bank has a 
capacity of 290,000 joules. Because of the larger driver 
diameter and the improved area ratios between driver 
throat and driven tube, the overall shock tube perfor- 
mance has improved. In Fig. 3, it can be seen that a shock 
speed representing a transfer of approximately 80% of the 
energy available to the driver gas is produced. This is con- 
sistent with data obtained in the former electric driver. At 
the lower initial driver gas pressures the driver becomes 
radiation-limited; i.e., the driver gas radiates all addi- 
tional energy to the driver walls. It is therefore necessary 
to find the optimum driver gas pressure which will pro- 
duce maximum shock speed and test time experimentally. 
I 
FORMER DRIVER---- 
NEW DRIVER  
I 
44,000 
40,000 
36,OOC 
d 32,000 
3 
28,000 
24,000 
20,000 
1 20 
DRIVEN TUBE PRESSURE 
=0.25mm 
I 45 55 65 75 
A€, J/cm3 
Fig. 3. Shock speed vs energy input 
L = DRIVEN TUBE LENGTH 
q o o o  
35 45 55 6 5  
L /D 
Fig. 4. Shock-speed attenuation 
P4i = v I50  psi 
0 175 psi 
0 200 psi 
f ;  = 0.25 mm 
6 7 8 9 IO I I  12 13 
us, mmhs 
Fig. 5. Test time vs shock speed 
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This is being accomplished as part of the driver evalua- 
tion program. 
One of the most desirable characteristics of the driver 
is the decrease in shock-speed attenuation. As can be 
seen in Fig. 4, shock-speed attenuation has been greatly 
reduced, especially at the higher shock speeds. It is 
expected that a longer driven tube can be used with this 
driver and even better test times can be obtained. Follow- 
ing current tests, these possibilities will be evaluated. 
To date, the driver has been operated at the higher 
energy densities and shock speeds using the 9-in. driver 
length. As can be seen in Fig. 5, test times have been 
greater or equal to the previous high values obtained 
with the former driver (Ref. 1). In Fig. 6, test time versus 
driven tube length for the two drivers is compared. No 
increase in useable test time was obtained when testing 
at driven tube lengths up to 40 ft with the former driver. 
So far, the new driver has been able to produce longer 
test times at higher shock speeds and shorter driven tube 
length. 
The new 6-in.-diameter driver has undergone quite a 
few changes since its installation in January 1967. The 
optimum driver configuration is nearly finalized, and only 
minor modifications should be necessary .during the re- 
mainder of the evaluation. A new ceramic electrode face 
will be evaluated as well as a different firing mechanism 
in order to eliminate electrode ablation and simplify 
driver operation. Modifications have also been made to 
the collector ring assembly and to the instrumentation 
ports in order to make them compatible with the new 
driver. Of interest is the fact that if special instrument 
ports are not used, what little ablation there is from the 
ceramic liner will ruin the windows in two or three 
firings. Evaluation of the new instrument ports has shown 
them to be highly successful in eliminating window 
damage and as a result improve the quality of the shock 
Fig. 6. Test time VI driven tube length/diameter 
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speed and test time data obtained. At present 181,000 
joules of energy are available due to necessary modifica- 
tions to the collector ring assembly. This limits shock 
speeds to about 35,OOO ft/s unless very short driver lengths 
are used. Following the installation of a new collector, 
now being fabricated, a maximum of 290,000 joules will 
again be available. Evaluation of the driver to determine 
its maximum capability will then be undertaken. 
B. A Study of Molecular, Continuum, and line 
Radiation from Planetary Atmospheres, 
W. A. Menard and G. M. Thomas 
The various sources of equilibrium radiation important 
to planetary entry problems have been studied (Ref. 2). 
Shock tube measurements of the radiation from a mixture 
of 30% COz-40X N , - W  A were made over the temperature 
range 7000-16,00O0K. 
Several approximate theoretical models for the mo- 
lecular band structure were presented. These models 
were then compared with the results of spectral measure- 
ments of the CN violet band system (Fig. 7) .  The best 
fit to the data was obtained using a CN dissociation 
energy of 7.7 eV. 
Calculations were made of the free-free ( f f )  and free- 
bound (fb) continua of singly ionized N, C, A, and 0 
tI' I / I  cN VIOLET BAAD SYSTEM r =7m0°~ 
N = 3 191 X 10'4molecules/cm 
0 EXPERIMENT 
=32 a 
- 61-BRnNCH ROTATIONAL MODU 
---SMOOTHED ROTATIONAL MODEL 
----FIRST VIBRATIONAL MODEL 
WAVELENGTH, 4 
Fig. 7. Comparison of three molecular band models 
with experimental data 
TOTiL RADiATION'GAGE 
I I I I 
W'l I I I I I I '. I I 
9 10 I I  12 13 14 15 16 17 
T, OK x io5 
Fig. 8. Total radiation measurements in 30% COP 
40% N,-30% A for a flat-faced 
cylinder model 
atoms, employing nonhydrogenic cross sections, and the 
electron attachment continua of neutral N, 0, and C 
atoms, using measured cross sections. Self-absorption was 
accounted for in the calculation of atomic line radiation 
by using a statistical model that considers overlapping 
of the individual lines. Total radiation in the region 0.3 
to 2.7 p was measured at the stagnation point of a 
flat-faced cylinder model (Fig. 8). Comparison of the 
theoretical predictions with the data suggests that an 
unknown source, which was not included in the calcula- 
tions, may be present. 
C. Base Heating of 60-deg Half-Angle Cone, 
1. C. KIose 
Wind Tunnel Test 21-205 was concerned with devel- 
oping a technique for using commercially available 
temperature-sensitive paints in wind-tunnel heat-transfer 
work. The paints used during this test are manufactured 
by U. S .  Radium Corporation and are available in four 
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temperature ranges (65-1760F7 95-266OF, 248-536°F, and 
482752OF). When illuminated by long-wave ultraviolet 
radiation, the paints will retransmit varying amounts of 
visible light depending on their temperatures. 
The principal purpose of the test was the evaluation 
of the temperature-sensitive paints and the test pro- 
cedure. It was also hoped that useful temperature mea- 
surements might be made on the base of the model. 
The model shape used in the test was a 60-deg half- 
angle spherically blunted cone. The nose-radius-to-base- 
diameter ratio was 0.10. Since the base of the cone was 
the region of interest, it was spread with temperature- 
sensitive paint and instrumented with three thermo- 
couples. Photographic and thermocouple data were taken 
during the test. Approximate test conditions were: Mach 
number = 8.0, tunnel total pressure = 700 cm of Hg, and 
tunnel total temperature = 625OF. 
Insufficient accuracy in calibration of temperature- 
sensitive paints made a quantitative reduction of the 
photographic data taken during the test impractical. 
However, visual observations of the temperature-sensitive 
paint indicated that the base temperature was approxi- 
mately 70°F. Thermocouple readings recorded at the 
same time indicated a base temperature of approximately 
73OF. 
Even though the results from Wind Tunnel Test 21-205 
were not good, it is felt that this does not disqualify 
temperature-sensitive paints as a useful tool in wind- 
tunnel heat-transfer work. 
D. Errors Associated with Atmosphere 
Reconstruction from Capsule Onboard 
Measurements, R. H .  Prislin 
1. Determination of a Planetary Atmosphere from 
Acceleration Measurements 
The reconstruction of a planetary atmosphere from 
onboard measurements of accelerations by an entry 
vehicle has been proposed by A. Seif€ and D. E. Reese, Jr. 
of the NASA Ames Research Center (Refs. 3 and 4). A 
number of possible sources of error in atmospheric defini- 
tion are associated with this method. Among these are 
inaccuracies of the accelerometers, validity and avail- 
ability of a time versus altitude boundary condition, 
uncertainties in entry speed and entry angle, errors in 
determination of a time history of the vehicle aero- 
dynamic coefficients, and effects of frequency of data 
measurements. Prior to an actual utilization of the tech- 
nique, an assessment of the effects of these potential 
errors, and the corresponding applicability or limitations 
of the method, must be made. 
The density variation with altitude will be the only 
relation considered in this discussion since it is the 
quantity with the least accurate determination from 
acceleration measurements. It should be noted that time 
is the common parameter linking the atmospheric prop- 
erties and the trajectofy variables. An error in a calcu- 
lated density variation with altitude could be due to 
errors in density at  given altitudes or errors in altitude 
at given densities or a combination of the two. The dif- 
ferential and algebraic equations relating the two types 
of variables are not independent; however, the depen- 
dence of density on altitude is not explicit and is of 
second order. Therefore, it is possible to have small errors 
in density versus time, but large errors in the altitude- 
time history, and hence a rather poor atmosphere defini- 
tion. This very circumstance proves to be one of the 
major difficulties encountered in the application of the 
technique. 
The accuracy of an accelerometer is, in general, a 
function of the full range of the instrument and is not 
dependent on a particular acceleration being measured. 
In practice, it may not be known which atmosphere, 
within postulated extremes, will be encountered on a first 
mission to a planet. This means that accelerometers must 
be designed to accommodate the maximum possible accel- 
eration. The worst case from the standpoint of atmosphere 
definition would be designing for the maximum expected 
accelerations, but actually experiencing the minimum 
values. If the accelerometer error is a constant percentage 
bias of the instrument full range (in actual use it would 
probably be more of a random error within a fixed limit, 
and therefore not as bad as this example), this problem 
is equivalent to considering accelerometers of various 
accuracies taking measurements in a fixed atmosphere. 
Figure 9 shows errors in density as a function of velocity 
resulting from various assumed bias errors in the accel- 
erometer. The low-velocity errors arise from the fact 
that in this region the accelerations are small, and even 
0.1% of the maximum acceleration is a large error in 
terms of the measured value. One way of eliminating 
this difficulty is to design the vehicle to impact the 
surface at a velocity ratio of 0.2 or greater. However, 
such an alternative can seriously cut into the communi- 
cation time available after blackout and prior to impact, 
and is, in general, not feasible. Accelerometers meeting 
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Fig. 9. Error in density vs velocity ratio 
and exceeding the 0.1% accuracy specification needed for 
good determination down to the V/Vn = 0.2 point are 
commercially available. Any accuracy increase beyond 
this level would result in a further decrease of error in 
density determination. 
The previous paragraph shows that, within communi- 
cation time limitations, it is desirable to impact the 
planet at as high a velocity as possible. Subsequent 
illustrations will consider a model atmosphere of the 
planet Mars as proposed in Ref. 5. The so-called maxi- 
mum atmosphere with a surface density of 40 mbar will 
be used since it constitutes a worst-case situation. Con- 
sideration of atmospheres more in line with present 
thought would result in less serious error restrictions. 
For the particular entry capsule and conditions con- 
sidered, this model atmosphere results in an impact 
velocity ratio of less than 0.02. 
The total error in a density-altitude history due to 
accelerometer inaccuracies can be divided into three 
parts: (1) errors resulting from direct use of the accelera- 
tions in the density equation; (2) errors in velocity due 
to integrating the acceleration errors; and (3) errors in 
altitude due to integrating the velocity errors. The im- 
portance of each of these is displayed in Fig. 10, assum- 
ing a constant biased accelerometer error of 0.1% of 
maximum acceleration. The figure shows that if velocity 
and altitude are measured accurately by an independent 
method, then the density results are excellent down to 
an altitude of 100,OOO ft, with a subsequent error increas- 
ing to a factor of two at impact. The definition is equally 
good over a slightly smaller range if only the altitude is 
measured independently. Finally, the largest errors are 
shown to be a result of errors in the integrated altitude. 
ERROR OF 0.1% Omor 
CALCULATED 
10-6 10-7 IO 
DENSITY p. slugs/ft’ 
Fig. 10. Accuracy improvement due to 
additional measurements 
This last curve is somewhat misleading in that errors are 
shown to be large over the entire trajectory. The altitude 
at entry is not known a priori, and therefore the boundary 
condition used for the differential equation describing 
altitude versus time is an assumed value of 0 altitude 
at probe impact. The majority of the error in the high- 
altitude values is actually accumulated over the low- 
speed part of the trajectory where errors in velocity are 
large. Since the boundary condition used is at 0 altitude, 
integration over this regime cannot be avoided. 
The atmosphere definition, as shown in Fig. 10, de- 
termined by accelerometer readings alone is unaccept- 
able. This may, of course, be improved by increasing the 
accuracy of the accelerometers. A biased error of 0.01% 
of the maximum acceleration would provide good agree- 
ment down to an altitude of 100,OOO ft. However, this is 
felt to be beyond the present state-of-the-art capability. 
A second way to increase accuracy is to use an alternate 
method to measure atmospherie properties once the probe 
velocity is reduced to low values. This, in efEect, means 
providing a reliable time-altitude boundary condition 
prior to impact. The increase in accuracy corresponding 
to a boundary condition given at various altitudes is dis- 
played graphically in Fig. 11. Work by A. S e a  and 
D. E. Reese, Jr. (Ref. 6) indicates that velocity, altitude, 
and atmosphere properties can be well determined by 
direct measurements at subsonic speeds. Figure 11 clearly 
shows that, at least within present day limitations on 
accelerometer capabilities, this technique is only valid 
when used in conjunction with other measurements such 
as a subsonic experiment. Therefore, for the remainder of 
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this discussion it will be assumed that the accelerom- 
eter experiment has been terminated at a velocity of 
750 ft/s. 
Three boundary conditions are required for the tra- 
jectory differential equations; these are an altitude-time 
correspondence as discussed in the previous paragraph 
and initial values for velocity and entry angle. If the 
time-altitude condition as determined by an independent 
experiment is in error, there will be a corresponding 
error in the density versus altitude relationship. How- 
ever, the altitude affects the other variables only in the 
calculation of local gravity. This term is so dominated 
by the planet radius that even a relatively large altitude 
error will be of small consequence. Therefore, an initial 
error does not tend to magnify, but rather remains as a 
constant offset in the altitude versus density plot. Simi- 
larly, an error in initial entry angle does not affect the 
density directly, but leads to small errors in velocity and 
somewhat larger errors in altitude. This error is cumu- 
lative over a period of time. However, because of the 
gravity term, the entry angle tends to approach 90 deg 
independent of the initial value, thereby abating the 
cumulative effects. An uncertainty of k2.5 deg in entry 
angle results in a tolerable error band for atmospheric 
definition. An error in initial velocity also has its most 
pronounced effect on aItitude determination. A 1% error 
in initial velocity again results in a tolerable error band. 
The aerodynamic coefficients throughout the entry 
trajectory are not explicitly functions of time. They are 
generally functions of gas cornpasition, Mach number, 
Reynolds number, and vehicle attitude. However, the 
aerodynamic characteristics of most simple bodies with 
thin shock layers are not strongly dependent on gas com- 
position. Furthermore, Mach number and Reynolds num- 
ber variations with time can be determined approximately 
from the calculation of the trajectory so that these 
parameters do not seem to constitute a serious problem. 
The major difficulty results from the fact that aerody- 
namic coefficients can be strongly dependent on vehicle 
attitude and excursions in attitude from a mean can be 
large during a passive entry. However, the body atti- 
tude can be inferred from three-component accelerom- 
eter data. Furthermore, at least during the first portion 
of the entry, the combination of supersonic dynamic 
stability for most shapes and an increasing dynamic 
pressure gradient will insure a rapidly converging angular 
envelope. If the entry configuration is a blunt body, the 
aerodynamic coefficients would be nearly constant near 
zero angle-of-attack, so a rough determination of angular 
orientation is more than adequate. 
As a practical necessity, the amount of data trans- 
mitted from a probe to earth must be minimized. All 
of the previous errors discussed were based on the 
assumption that the number of acceleration measure- 
ments was effectively infinite. It is difficult to assess the 
effects of reducing the data sampling frequency ana- 
lytically. However, a numerical study done by V. L. 
Peterson of Ames Research Center (Ref. 7) indicates 
unnoticeable effects as the sampling period varies be- 
tween 0 and 2 s. 
In summary, the major errors in atmospheric determi- 
nation by measured accelerations can be traced back to 
errors in the accelerometers. This difficulty is com- 
pounded by the fact that the experiment must be designed 
so as to accommodate a perhaps unknown maximum 
possible acceleration. Accuracy specification of 0.1% of 
the maximum value would be adequate, if it were known. 
Uncertainties in possible atmospheres must be accounted 
for by a more stringent requirement. Furthermore, as- 
suming the accelerometer experiment constituted the only 
measurements taken during the entire entry trajectory, 
the resulting density-altitude relationship would be char- 
acterized by large errors in altitude during the high- 
velocity portion of the flight and large errors in density 
during the low-velocity regime. The actual magnitude 
of the errors, as well as altitudes corresponding to high- 
and low-velocity regimes, would depend on the particular 
atmosphere and entry capsule involved. The examples 
discussed here corresponded to engineering models for 
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a Mars entry vehicle and atmosphere. If the minimum 
atmosphere from Ref. 5 had been used rather than the 
maximum (10-mbar surface pressure instead of 40), the 
errors would have been smaller and the dividing alti- 
tude would have been 25,000 instead of 100,000 ft. 
In either instance, the use of this technique alone 
will not produce an acceptable atmospheric definition. 
The most desirable single independent measurement 
which would increase the accuracy of the technique 
would be a time-altitude measurement. However, even 
wit$ such an aid, there would still be large errors in 
density during the very-low-velocity region. Therefore, 
in order to insure an accurate determination of the whole 
atmosphere it would be necessary to adjoin a complete 
experiment in say the subsonic portion of the flight 
rather than an independent altitude measurement. Thus, 
the applicability of the accelerometer experiment is 
limited to not only a high-velocity flight regime, but 
also to one where atmospheric characteristics pertain- 
ing to the low-velocity region are known. 
2. Subsonic Atmosphere Definition Experiment 
The preceding material has discussed the determina- 
tion of a planetary atmospheric structure from the 
acceleration-time history of an entry vehicle. The indi- 
cation was that as the entry vehicle slows to subsonic 
speeds, significant degradation of accuracies results from 
integrating imperfect acceleration readings over long 
periods of time. Also, since a terminal condition is used 
as one of the boundary values for the trajectory dif- 
ferential equations, errors actually generated in the low- 
speed part of the flight affect the definition of the 
high-speed region. It was, therefore, concluded that the 
use of the accelerometer method should not only be 
restricted to that portion of the atmosphere traversed 
at speeds greater than the sonic speed, but also to a 
situation where atmospheric characteristics pertaining to 
the low-velocity region are known. 
In Ref. 8, S. C. Sommer and A. 6. Boissevain of the 
Ames Research Center discuss a subsonic experiment 
which could be used in conjunction with the accelerom- 
eter method in order to completely determine the 
atmosphere. The technique consists of onboard mea- 
surements, by the entry capsule, of pressure, tempera- 
ture, and acceleration (versus time) during the latter 
portion of the flight. The mathematics involved in com- 
puting the atmospheric characteristics and trajectory 
parameters from these measurements point out several 
advantages of this technique over the accelerometer 
method: (1) lengthy numerical integrations and corre- 
sponding cumulative errors are not required; (2) prior 
trajectory information, i.e., initial and/or boundary con- 
ditions for the trajectory differential equations, are not 
needed; (3) the average molecular weight of the atmo- 
sphere may be determined without prior knowledge of 
the gas properties. The restriction of this experiment to 
the low-speed portion of the flight insures the feasibility 
of the pressure and temperature measurements. 
The accuracy of the resulting atmospheric definition 
is, of course, a function of the accuracy of the experi- 
mental measurements. However, errors are not necessarily 
propagated in direct proportion. The purpose of this 
work is to discuss the manner in which measurement 
errors do affect the determination of the atmosphere. 
In general, stagnation conditions can be measured with 
greater accuracy than can free-stream conditions. There- 
fore, it will be assumed that the instrumentation is de- 
signed to measure stagnation temperature and pressure. 
The first phase of data analysis is concerned with the 
calculation of free-stream conditions using these mea- 
surements. The second phase is the subsequent com- 
putation of the remaining atmosphere properties and the 
trajectory parameters. This error discussion considers the 
problem in these two phases. 
The measured pressures will be affected by vehicle 
angle-of-attack as well as flow compressibility. The angle- 
of-attack may be determined from the transverse and 
axial accelerations in conjunction with knowledge of the 
vehicle aerodynamics. Pressures can then be corrected 
to stagnation values by use of wind-tunnel pressure dis- 
tributions. Stagnation temperatures may be measured 
directly with properly designed instrumentation. The 
method of converting stagnation pressure and tempera- 
ture to free-stream values will be an iterative one. The 
dynamic pressure q can be calculated from the measured 
aerodynamic acceleration along the flight path and an 
assumed drag coefficient: 
Assuming an ideal gas and a value for the ratio of spe- 
cific heats 7, the ratio q / p ,  uniquely determines a Mach 
number. A new drag coefficient corresponding to the 
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Mach number may then be used, and the process con- 
tinued until a compatible pair is produced. If the flow 
is supersonic, the measured pressure can be corrected for 
passage through a normal shock during the iteration. It is 
expected that in either case convergence would be quite 
rapid. The final Mach number which results from this 
iteration can be used to calculate free-stream temperature 
and pressure. 
0- 
One obvious source of error is that y will probably not 
be reliably known. However, an examination of Fig. 12 
shows that within the postulated range (1.35 < y < 1.45) 
y has only minor effects, generally less than 1%. An esti- 
mate from best available information may be used and, 
if necessary, improved upon in an iterative fashion using 
the results of the complete analysis. A second source of 
0 . 4  
0.2 
I I I MACH No. I 
0.4 
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0.8 ! I 
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- 
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Fig. 12. Effects of y on corrections to 
free-stream conditions 
error arises from the actual determination of the Mach 
number. Figure 13 shows that the generation and in- 
fluence of a Mach number error is dependent on the level 
at which it occurs. However, for the regime of interest, 
0.2 < M < 1.0, the three raGos of Fig. 13 can be approxi- 
mated by linear functions of Mach number. The slopes 
of the p / p t  and q / p t  curves are about equal in magnitude, 
but opposite in sign. The slope of the T/Tt  curve has the 
same sign as that of p / p t ,  but is about half the magnitude. 
Therefore, an error in the ratio q / p t  will be related to 
the ratio p / p t  in a one-to-one fashion and to T / T t  in a 
two-to-one fashion, but with a change in direction in 
both cases because of the opposite algebraic signs of the 
slopes. Consequently, a measurement error in p t  is ef- 
fectively doubled during the calculation of p ;  e.g., a 
high p t  leads to a low q / p t  resulting in a low Mach 
number, which in turn leads to a high p / p t .  Error bounds 
expressed as percentages of the actual free-stream values 
may be derived in terms of error bounds on the measured 
values. Letting A (  ) represent a signed error bound for 
0.6 
0.4 
0.2 
0 
I .o 
0.8 
0.6 
0.4 
0 0.2 0.4 0.6 0.8 I .o 1.2 
MACH No. 
Fig. 13. Effects of errors in Mach No. determination 
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a measured or calculated value in terms of a percentage 
of the actual value, and retaining only first-order terms, 
would be expected to vary between zero and some limit, 
Eqs. (3) and (5), though reliable error bounds, should 
be regarded as very conservative error estimates. 
A q  A a 8  
A - - - a a , - A p t  
( ; t )  - 
A - - -A - - A p t  - -aa ,  (3 - (3 - 
Since we are establishing error bounds, it should always 
be assumed that errors will occur with the worst pos- 
sible combination of signs, i.e., that they will &ways be 
additive. This should not, however, preclude the pos- 
sibility of self cancellation of errors during a calculation. 
The best procedure to follow is to derive equations with 
signed error bounds, examine the effects of all possible 
sign combinations of contributing factors, and determine 
a final result in terms of magnitudes of mor bounds. 
Therefore, the last equation becomes 
In a similar fashion, the signed error expression for A T is 
This leads to the error bound, 
The equation of state, the barometric equation, Eq. (I), 
and the trajectory equation dh = -V sin 6 dt yield 
($) gz sin* e a, - P 
(%y 
T 
R =  
P 
P = j @  
dP dh =- 
Pg 
(7) 
The value of g changes little during the latter portion 
of the trajectory, and may be assumed constant for a 
first time through the equations. The resulting altitude- 
time history can then be used to correct for the variation 
in g. Therefore, the only unknown on the right side of 
Eq. (6) is the flight-path angle 8. For the purpose of 
error estimation, assume that e is also known. Propaga- 
tion of measurement errors may then be determined 
directly, and the problem of eliminating 0 considered 
separately. Under this condition, Eq. (6) could be formu- 
lated in terms of integrals rather than derivatives. This 
would be advantageous for computational purposes since 
numerical integrations can be performed with greater 
reliability than numerical differentiations. For this dis- 
cussion, it is sufEcient to note that the denominator can 
be reduced to a function of 
Since a change in pressure can be determined more 
accurately than a pressure level, we can assume the 
denominator is exact. Therefore, at any given time 
The fact that the drag coefficient, which is a function 
of Mach number, was used to determine the Mach num- 
ber is not considered in the error bounds given by 
Eqs. (3) and (5). However, for the general subsonic case 
of increasing drag coefficient with increasing Mach num- 
ber, any error in Mach number due to other sources 
would be abated by an induced error from the drag 
coefficient. Because of this, and since measurement errors 
A R = a, -I A p  - A T  
Substituting signed error expressions for Ap and AT, 
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1 3 
2 2 A R = - Aa, + -Apt - A Tt 
A comparison of the latter equation and the signed 
error expression for A p, Eq. (2), shows that A a8 and A pt 
cannot be cumulative in both. Similarly, comparing the 
latter equation and the signed error expression for AT, 
Eq. (4), shows the A Tt and A pt also cannot be cumulative 
in both. Though this implies that maximum errors can- 
not occur simultaneously in p, T, and R, it does not 
eliminate the possibility of a maximum error occurring 
independently in each sometime during the duration of 
the experiment. Therefore, the following three equations 
result from Eqs. (7), (8), and (9): 
Ap=Aa8 (11) 
A h  oc Ap (12) 
Again, Eqs. (lo), (ll), and .(12) should be used as error 
bounds, not necessarily error estimates. 
The elimination of 8 from Eq. (6) cannot be handled 
in such a straightforward manner. Ref. 6 suggests using 
the differential equation describing the halance of forces 
normal to the trajectory along with Eq. (7), Eq. (€9, and 
dh = -V sin 8 dt to obtain another expression for R. 
Equating this with Eq. (6) results in a first-order dif- 
ferential equation with cos e as the independent variable. 
A solution can be found in terms of numerical integra- 
tions of known quantities. However, the initial condition, 
cos e;, which is not known, also appears in this solution. 
Eq. (6) may be solved for cos 6, substituted for cos 6 and 
cos 6; in the solution (with the pressures and tempera- 
tures, etc., at the proper respective times), and an 
expression containing R, implicitly, results. However, 
because of the complexity of this equation, R may not 
be isolated, an iterative solution is necessary, and esti- 
mates of errors and convergence characteristics are dif- 
ficult. An alternative approach somewhat less elegant, 
gives an indication of the magnitude of errors associated 
with the elimination of e. In general, and especially for 
steep entry angles, eB > 45, 6 changes quite slowly for a 
large portion of the flight. This in itself indicates that 6 
is of second-order influence and contributes a negligible 
amount to errors. A &st approximation of a constant 0 
somewhere between the entry angle and 90 deg could 
be used to compute the atmospheric properties, including 
an average R, and the velocity-altitude time history. A 
variable 0 history would then follow from the altitude- 
velocity information. The process could be repeated until 
some convergence criterion is met. A built-in check on 
the iteration is available since R must actually remain 
constant for the entire trajectory. The probable unique- 
ness of a 6 versus time history which would satisfy both 
R = a constant and dh = -V sin 0 dt implies a reliable 
solution and relegates the elimination of e to introduction 
of second-order errors. Therefore, Eqs. (lo), (ll), and 
(12) are good error bounds as they stand. 
This part has discussed error propagation from ex- 
perimental measurements to atmosphere definition cor- 
responding to a pressure, temperature, acceleration 
experiment. Under assumptions of subsonic speeds and, 
a steep entry angle, expressions bounding errors in final 
results in terms of measurement accuracies have been 
derived. The experiment is, of course, not necessarily 
restricted to these cases. Note that it is necessary to have 
a complete knowledge of the vehicle aerodynamics and 
pressure distributions. Though angle-of-attack deviations 
are mentioned, it is tacitly assumed that they will remain 
small; i.e., the vehicle is dynamically stable for the 
majority of the fight. Furthermore, if co&cients are 
sensitive to Reynolds number an attempt to account for 
this must be made. This experiment can operate inde- 
pendently of the high-velocity accelerometer experiment, 
the converse of which is not true. As such, it becomes 
the more important of the two, and could feasibly be 
extended into the supersonic regime in order to function 
as a sole experiment. 
E. Cold-Wall Wedge-Wake Investigation, 
D. W. Kurtz 
Wind Tunnel Test 20-648 was the fourth in a continu- 
ing series of detailed flow measurements in the near wake 
of a slender two-dimensional wedge with injection of 
gaseous nitrogen or helium from the base. The investi- 
gation was performed in cooperation with TRW Systems 
of Redondo Beach, California. The tests were run at a 
Mach number of 4.0 and Reynolds numbers of 3.04 X lo5, 
8.78 X lo4, and 2.57 X lo4. 
The model was a 6-deg half-angle wedge with a 
porous base through which the nitrogen or helium could 
be injected into the wake. Cooling passages within the 
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wedge allowed tests to be performed in a cold-wall 
condition. 
Two principal types of wake measurements were made. 
Pitot and static probes mounted on a vertical traverse 
surveyed the wake area at several centerline positions 
during various injection rates with the model in a cold- 
wall condi%on. The data indicate that small rates of 
injection cause sigdcant changes in the wake structure. 
This effect is most evident in the reduction of the trailing 
or wake-shock wave strength and in the widening of the 
viscqus wake bucket. 
Hot-wire fluctuation measurements were performed in 
the wake at various injection rates for the adiabatic 
condition. The wire was mounted on the vertical traverse 
in a horizontal position and had a nominal diameter of 
O.OOO10 in. A typical survey is shown in Fig. 14. 
Fig. 14. Mean square voltage vs vertical 
wake position 
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XIII. Polymer Research 
PROPULSION DIVISION 
A. Structural Integrity of Solid Propellant 
1. Introduction 
Retrorockets, 111, E. N. Duran 
The study program to compare the state-of-the-art of 
experimental and theoretical techniques pertinent to the 
prediction of the structural integrity of solid propellant 
retrorockets is complete. Program progress and results of 
tasks 1, 2, and 3 were reported previously in SPS 37-35, 
Vol. IV, pp. 106-115, and SPS 37-36, Vol. IV, pp. 147-153. 
Task 1 was the construction and hydrotesting of four 
%-scale Surueyor retrorocket cases. Task 2 was the three- 
dimensional viscoelastic stress analysis performed by 
Douglas Aircraft Company under Contract NAS7-392 
(Ref. 1). Task 3 was the measurement of temperature- 
time mechanical properties of Surveyor-type propellant 
and stress-freezing epoxy (Ref. 2) for use in the visco- 
elastic stress analysis. This article presents the results of 
task 4, an experimental verification of the analytical 
results obtained in task 2. 
2. Task 4 Results 
Task 4 consisted of two parts, a photoelastic study 
to evaluate the stress concentration caused by embedding 
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the instrumentation within the %-scale Surueym motors 
and the actual stress study, using a Surueyor-type pro- 
pellant. The general constraints for both experimental 
studies were the same as those used for the viscoelastic 
stress analysis, i.e., temperatures of 80 and 20°F, loading 
ramps of 250 ms, and a maximum pressure of 600 psig. 
These values were believed to be representative of actual 
flight conditions. 
Miniature stress transducers (Ref. 3) were constructed 
and calibrated, both mechanically and thermally, for the 
ranges under study. Two cases were instrumented with 
the transducers and two were instrumented with thermo- 
couples. In the former, a rosette, consisting of three trans- 
ducers aligned along the three axes of principal stress, 
was placed at each of five points considered to be critical 
(Fig. 1). In the latter, a single thermocouple was placed 
at each point. 
Initially, stress-freezing epoxy was cast into one 
thermocouple-instrumented and one stress-transducer- 
instrumented case. The second set of cases was cast 
with propellant identical to that used in task 2. All four 
motors were then cured, the mandrels removed, and the 
resulting void filled with mineral oil. Fig. 2 shows two 
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Fig. 1. locations of the embedded miniature stress rosettes and thermocouples 
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motors ready for pressurization. A graphical summary of 
the test cycles is shown in Figs. 3 and 4. The temperature- 
time history, from the time when the motors were cast to 
the end of the test, is presented. 
a, a, a. Method 
623 633 639 Ref. 1 (analytical) 
625 625 655 Experimental 
After both motors containing Surveyor-type propellant 
were simultaneously pressurized at SOOF, an attempt was 
made to cycle to 20°F for the second pressurization. Due 
to equipment malfunction, this attempt was unsuccessful, 
and the low-temperature pressurization was carried out 
at M°F, which was the lowest stable temperature that 
could be obtained. This deviation from the test schedule 
was not considered prejudicial to the results. The gage 
output-time history of one transducer rosette is included 
to depict the complete duty cycle. After the motors had 
been stabilized at SOOF, they were pressurized to 600 psig 
following a ramp function of 250 ms from zero to peak 
pressure. After cycling to 40°F, the motors were again 
pressurized to the same peak pressure and at the same 
rate. The gage temperature dependence was eliminated, 
and stress dependence only has been plotted. Cure shrink- 
age is indicated by the change in output at the cure tem- 
perature. Gage output during the two pressurization 
cycles is clearly indicated, and gage stability is confirmed 
by lack of zero drift on pressure release. The absolute 
magnitude of the gage output could not be reduced to 
stresses of the expected level of magnitude on the basis of 
calibration alone. It was necessary to compensate for the 
hydrostatic stress field in the data reduction. When this is 
done, it may be observed (Table 1) that the stresses ex- 
perimentally observed during the 80OF pressurization rea- 
sonably correspond to the analytically predicted stresses. 
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Fig. 4. One-quarter-scale Surveyor motor simulated duty cycle 
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8. Electron Spin Resonance Study of the Reaction 
Between Sodium and 2,4-Bis-W-Biphenyl)- 
Pentane, F. E. Stewart and A. Rembaum 
1. Introduction 
A recent study of the reaction between sodium and 
poly-4-vinyl-biphenyl (PVB) in dimethoxyethane (DME) 
has shown that electrons could be transferred from sodium 
to the biphenyl moieties of the polymer and that these 
electrons were delocalized along the polymer chain 
(SPS 37-43, Vol. IV, pp. 191-196). However, not all of the 
biphenyl moieties of PVB accepted electrons, but the 
extent of complexing increased as the molecular weight 
of the polymer decreased. Electron transfer from sodium 
to 4ethyl biphenyl (EB), which represents the unit seg- 
ment of the polymer chain, could be accomplished in 
stoichiometric proportions. The limited extent of reaction 
of PVB with sodium was attributed to either coulombic 
repulsion of electric charges, or to steric hindrance due to 
chain coiling. 
In order to determine which of these two mechanisms 
predominates, the model compound 2, 4bis-(4-biphenyl)- 
pentane (BBP) was investigated (Fig. 5). In this com- 
pound, the effect of steric hindrance is negligible, and it 
should be possible to transfer electrons to both biphenyl 
moieties, unless coulombic forces prevent it. Thus, the 
results of a simple sodium titration could distinguish 
between the two mechanisms. In addition, an electron 
spin resonance (ESR) study of the Na-BBP complex was 
carried out to verify the formation of BBP radical anions 
and to determine the extent of electron delocalization. 
1 
2 
2. Experimental Method 
BBP was prepared by J. Heller of the Stanford Research 
Institute. Its purity and structure were ascertained by 
H H H 
0.0133 0.0132 
0.00027 0.0002 
Fig. 5. 2,4-bis-(4-biphenyI)-pentane 
means of elemental and nuclear magnetic resonance 
analyses. The preparation of solutions of BBP radical 
anions over a sodium mirror, as well as the purification 
of DME and tetrahydrofuran (THF), were described else- 
where (Refs. 4 and 5). Sodium titrations were performed 
on samples which had been in contact with a sodium 
mirror for 20 h at -78OC (dry ice-methanol bath). Liquid- 
gas chromatography showed absence of any decomposi- 
tion products and the absorption spectrum of the radical 
ion remained unchanged at room temperature over a 
period of 24 h. ESR measurements were made on a Varian 
V-4502 spectrometer equipped with the V-4540 variable 
temperature accessory. 
3. Experimental Results and Discussion 
Sodium titration results (Table 2) show that no more 
than one electron may be accepted by each BBP mole- 
cule, indicating that the incomplete complexing of bi- 
phenyl moieties of PVB is predominantly due to coulombic 
repulsion. 
Table 2. Sodium titration results 
Sample No. I BBP concentration, m/l 1 Na concentration: m/ l  
The ESR spectrum of the singly-charged BBP radical 
anion (Fig. 6) consists of a group of seven lines and is no 
doubt an envelope of several hundred hyperfine lines 
broadened as a result of intramolecular electron exchange 
between the two biphenyl moieties. All attempts a t  fur- 
ther resolving the spectrum were unsuccessful. Several 
samples of varying concentration from to M in 
both DME and THF were prepared and examined from 
+40 to -1OOOC. Care was taken to insure the absence of 
field modulation broadening and microwave power satu- 
ration. Changes of temperature or solvent did not signifi- 
cantly alter the spectrum of Fig. 6, the width of which 
Fig. 6. ESR spectrum of BBP radical anion (5 X MI 
in DME at -80° C 
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(17 gauss) is governed by the intramolecular exchange 
rate and is consistent with the fact that the BBP molecule 
contains two biphenyl groups. Because no intramolecular 
exchange occurs in 4-ethyl biphenyl, the latter yields a 
486-line spectrum characterized by a total width of 25.1 
gauss; in PVB of moderately high molecular weight 
(M, z lo4), extensive intramolecular exchange over sev- 
eral hundred biphenyl sites results in an ESR spec- 
trum consisting of only a single narrow line (<2 gauss) 
(SPS 37-34, VOl. IV, pp. 191-196). 
Change in hardness (Show or Rockwell) 
Product and 120OC l5OoC 135OC 135OC 
material typo 1500h 354h 5 7 6 h  576 h 
NZ Nx N* air 
Solithone No. 1 3-1 -20 -13 -I- 1 
(polyurethane) 
RTV 30/T-12 (silicone) 4-6 -!- 3 -t 3 -!- 5 
Butyl 3 18-7 -2 -12 - 4 -12 
Fiberglar 91LD +5 + 5  + 8  + 7  
(phenolic/gloss) 
Tear rtreng(h, Y. retained 
Kopton 100 (polyimide) 62 82 1 1 1  
Previous investigations (SPS 37-34, Vol. IV, pp. 191-196) 
have shown that electron transfer to aromatic polymers 
leads to chain scission, the occurrence of which was at- 
tributed to repulsive interaction of unpaired electrons. 
Tensile strength (psi). YO retained 
l2OoC 150OC 135OC 135OC 
l5OOh 354h  5 7 6 h  576 h 
N. Nx Nt air 
68 38 60 62 
95 88 90 110 
io3 89 90 40 
112 90 98 98 
100 94 92 91 
The assumption that two neighboring electrons con- 
stitute a driving force for bond scission is supported by 
the present study, since the BBP radical anion containing 
only one unpaired electron was found to be remarkably 
stable at room temperature. 
C. Effects of Various Sterilization Cycles on the 
Properties of Polymeric Products, S. H. Kalfayon, 
6. A. Campbell, and R. H. Silver 
1. Introduction 
In the type-approval test procedures for the steriliza- 
tion of materials, the JPL environmental specification 
VOL 50503-ETS calls for exposure to dry heat at 135OC 
for six 96-h cycles in nitrogen. Other time-temperature 
cycles, equivalent to the VOL 50503-ETS provisions, may 
also be used as effective heat sterilization conditions. 
In order to study the effects of some of these other 
time-temperature cycles on the properties of polymeric 
materials, five products of interest in spacecraft applica- 
tion, in addition to cycling at 13SoC, were also subjected 
to the following regimens: (1) six cycles of 250 h each at 
12OOC in dry nitrogen; and (2) six cycles of 59 h each 
at 15OOC in dry nitrogen. The five products were also 
exposed to dry heat in air at 13SoC, for six cycles of 96 h 
each, so that the effects of oxygen on these products could 
be assessed. 
2. Experimental Method 
a. Materials. The five products tested were: (1) a 
polyurethane encapsulant (Solithane 113); (2) a silicone 
encapsulant (RTV 30); (3) a butyl-rubber-based gasket 
material (Butyl 318-7); (4) a phenolic/glass laminate 
(Fiberglas 91LD); and (5) a polyimide film (Kapton 100). 
b. Testing. Standard tests (ASTM) were performed on 
both the exposed and unexposed samples to determine 
the changes in the physical, mechanical, and electrical 
properties of the polymeric products. In all cases, the 
compounds subjected to the various time-temperature- 
atmosphere conditions were first exposed to the specified 
ethylene oxide/Freon 12 decontamination procedure, 
which consisted of six 28-h cycles of exposure to sterilant 
gas at 5Q°C and 50 2 5% relative humidity. 
3. Experimental Results and Discussion 
The changes in the mechanical properties of the five 
compounds after exposure to dry heat in nitrogen and in 
air at various temperatures are given in Table 3. Values 
obtained for two electrical properties (volume resistivity 
Table 3. Change in mechanical properties after exposure to dry heat at various conditions 
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and dielectric strength) are given in Table 4. Weight loss 
and volume changes are reported in Table 5. 
Control 
The data in Table 3 indicate that in an atmosphere of 
nitrogen the polyurethane-based product, Solithane 113, 
and the butyl-based product, Butyl 318-7, were more 
affected by exposure to the higher temperature (150OC) 
for a shorter period (354 h) than by exposure to the lower 
temperature (12OOC) for a longer period (1500 h). At 
150°C, the polyurethane showed considerable loss in 
hardness and tensile strength, and the butyl product 
showed considerabie softening, but not as much loss in 
tensile strength. 
120% 1 50°C 135OC 
1500 h 354 h 576 h 
N2 N2 Nz 
These two products were also the more affected, among 
the five, by exposure to 135OC in air. The results of ex- 
posure to air at 135OC, however, were different with each 
of the two products. Solithane 113 hardened slightly and 
lost in elongation, suggesting crosslinking, whereas Butyl 
8.1 x 101' 
3.17 x ioz4 
1.94 X IO1' 
Product and 
material type 
2.3 x 10" 2.2 x 
3.7 x iox4 1.04 x ids 
4.6 X 10" 4.6 X 10" 
Solithone No. 1 
(polyurethone) 
RTV 30/1-12 (silicone) 
Fiberglos 91 LD 
(phenolic/gloss) 
Kopton 100 (polyimide) 
135OC 
576 h 
air 
318-7 softened, lost in tensile strength, and showed an 
increase in elongation: changes that suggest possible 
degradation. 
Volume change, % 
120% 15OOC 135OC 135OC 
1500 h 354 h 576 h 576 h 
Na Nz Nn air 
No pronounced ohanges in the mechanical properties 
of the other three compounds tested were observed with 
the changes in time-temperature conditions in nitrogen. 
Some noteworthy changes could be observed with both 
Fiberglas 91LD and Kapton 100 when exposed to air at 
135OC. These two products showed greater loss in elonga- 
tion after exposure, indicating crosslinking. The tear 
strength of Kapton 100 and the tensile strength of RTV 30 
increased after exposure to air at 135OC, while decreases 
in these properties were encountered after exposure to 
nitrogen at 135OC. 
120oc 
1500 h 
N2 
-0.380 
-0.357 
-1.714 
- 1.945 
-0.159 
Table 4 shows that, in general, the electrical properties 
of the products tested were not affected markedly by the 
changes in the time-temperature-atmosphere conditions. 
1 50°C 135OC 
354 h 576 h 
Nz N z  
- 1.759 -I- 0.825 
-0.445 -0.339 
-2.164 - 1.969 
- 1 .E88 - 1.578 
-0.131 -0.200 
Table 4. Electrical properties after exposure to dry heat at various cohditions 
I Dielectric strength, V/mil I 
2.59 X loia 
7.32 x 1014 
4.4 x lo1' 
6.9 X 10'" I 1 3  X 10" 
135OC 120oc 
3.9 X id" 465 480 
3.1 X lo1' 486 456 
4.7 X 10" 186 >337 
7.3 X Id" 4630 5720 
Table 5. Percent weight and volume changes after exposure to dry heat at various conditions 
Product and 
material type 
Solithane No. 1 
(polyurethane) 
RTV 30/T-12 (silicone) 
Butyl 318-7 
Fiberglos 91LD 
(phenolic/glars) 
Kapton 100 (polyimide) 
135OC ~: 
-0.386 
-0.446 
Samples 
deformed 
-0.699 -0.731 - 1.362 
-0.912 I -0.265 I -0.561 I 4-0.036 
- 1.946 - 1.869 -2.381 -0.593 - 2.271 
- 1 .E40 -1.193 -2.197 -0.119 -0.082 
-0.534 -0.050 -0.569 -0.398 -0.150 
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XIV. Research and Advanced Concepts 
PROPULSION DIVISION 
A. Nuclear System Studies: Uninsulated In-Core 
Thermionic Diode, 1. P. Davis 
1. Introduction 
Two major areas of uncertainty concerning feasibility 
of in-core thermionic diodes are the nuclear fuels and 
insulator materials. For systems of l0,OOO-h life yielding 
50 kWe net power delivered to an ion engine for pro- 
pulsion application, fuel burnups are fairly low, 20.3 at. %, 
for which fuel swelling for vented carbides, vented UO,, 
or unvented U0,-W is hoped to be tolerably small or 
nonexistent. Insulator performance, however, remains a 
distinct area of uncertainty for present thermionic reactor 
concepts. 
Insulators are required for seals to contain the cesium 
interelectrode gas, and to insulate collector structure from 
the liquid metal coolant, thereby permitting voltage out- 
put to be increased by series connection of diodes from 
the base 0.7 V available for an individual diode. For the 
externally fueled and pancake reactor designs, this col- 
lector or sheath insulator is not exposed to cesium gas. 
In the flashlight design, the sheath insulator is exposed 
to cesium. (Basic descriptions of these concepts are given 
in Ref. 1). Radiation damage to insulators in the expected 
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range of integrated fast neutron fluxes has indicated that 
potential cracking problems may exist. The dielectric 
strength of cracked insulator, both exposed and unex- 
posed to cesium gas, is presently not hown. Several 
experimental programs, including one being funded by 
JPL, are presently under way at various facilities. Seal 
insulators can be lwated outside the core itself for both 
the externally fueled and flashlight designs where inte- 
grated fast neutron flux is somewhat lower than within 
the core. In the pancake design, seal insulators are nec- 
essarily located within the core. At the present time, 
therefore, the question of insulator integrity is a signifi- 
cant and uncertain area of concern affecting, in various 
degrees, all the presently contemplated thermionic re- 
actor designs. 
It is possible to conceive of an in-core thermionic 
reactor design which eliminates all insulator materials 
from the core itself and still permits series connection 
of diodes to build output voltage to a reasonable magni- 
tude. The emitter-collector seals in the full core-length 
externally fueled diode, as proposed by Republic Avia- 
tion, are already outside the core. The collector-insulator- 
sheath trilayer construction could be eliminated by uti- 
lizing the liquid metal-filled coolant tube itself to carry 
the current out of the core. Just outside the reflector, the 
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desired series-parallel connections could be made by sub- 
stantial busbars. These busbars would also serve as the 
structural members maintaining the tube-to-tube spac- 
ings. The emitter and fuel structure is basically hung from 
its respective coolant tube. Additional support, if required, 
could be obtained from pins at the top and bottom of 
the fuel element cladding, which are electrically in- 
sulated from grid plates above and below the core. Since 
temperatures are relatively low and space is not a prob- 
lem, substantial insulator sections could be employed. 
In a 50-kWe design, roughly 200 diodes are required. 
Th'ese could be connected, for example, 5 in parallel and 
40 in series for about 25-V output. The paralleled diodes 
could have their coolant tubes manifolded to a single 
tube which then proceeds to the radiator. Thus 40 inde- 
pendent circuits would be established to form the radi- 
ator. One tube would make several loops in the radiator 
with appropriate finning. Finning would be electrically 
interrupted where one coolant loop was adjacent to 
another loop at a different potential. Again, inches of 
separation could be employed and insulated supports 
could be utilized for structural integrity. No current 
flows through these coolant tubes beyond the point of 
series-parallel busbar coupling; they are simply iso- 
potential surfaces. 
\\\A COLUMBIUM 
TUNGSTEN 
ALUMINA 
FUEL 
ALL DIMENSIONS IN  INCHES 
5 in.TO HORIZONTAL e 
CESIUM FEED 
UMlNA SPACER 
rl 1/8 DlAM 
DlAM 
k 10 B4 
Fig. 1. Uninsulated externally fueled thermionic diode 
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The major drawback to the concept is that 40 separate 
little pumps are required, although the pump efEciency 
requirements are not'severe. Since heat rejection is re- 
quired anyway, perhaps even thermoelectric pumps 
could be employed for the low-pressure drop require- 
ments of the system. Heat pipes would be another pos- 
sibility and ideally suited for such an application if the 
heat transport capabilities and the flow area available 
were compatible. This possibility will be investigated. 
Another significapt advantage of this concept is in- 
herent protec'tion against potential shorts to ground. 
Where the coolant loop is isolated from the electrical 
system as in all other in-core diode concepts, insulator 
breakdown from collector to sheath represents a short 
to ground. This type of failure is intolerable and must 
be protected against by fusing or some other positive 
means. In this concept, no such grounding possibility 
exists within the core itself. Outside the core, massive 
insulation can be provided to protect against this type 
of failure. 
-BUS BARS 
200 
PUMP 
RADIATOR 
-FLOW LOOP - ELECTRICAL CONNECTIONS 
Fig. 2. Schematic flow loops and electrical connections 
for five parallel diode matrix (two blocks shown) 
A typical diode and electrical schematic for series- 
paralleled coupling are shown in Figs. 1 and 2. Double 
seals have been incorporated for redundancy at these 
critical containment points. 
2. Analysis 
The analysis of relatively long, externally fueled diodes 
must consider the effect of axial voltage drops along the 
emitter and collector surfaces. Additionally, all diodes 
must optimize the lead which carries current from the 
emitter of one to the collector of the next when con- 
nected in series arrangement in order to minimize the 
combined electrical and thermal losses. 
The diode is represented schematically in Fig. 3. 
Symbols used in the analysis are defined in Table 1. 
A typical diode i-V characteristic is shown in Fig, 4 
(Ref. 2). A linearized characteristic over the operating 
HORIZONTAL e 
ic - 4 4 EMITTER I /  
COLLECTOR 
._ I 
I 10 
Fig. 3. Diode representation 
28 
24 
N 3 20 
>: 1s 
v) z 
W 
t- z 
W 
a 8  
3 
0 
12 
a 
4 
0 
OUTPUT VOLTAGE, V 
Fig. 4. Diode i-V characteristic 
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range of interest is taken of the form: 
Writing the equations for variation in voltage along 
the emitter and collector with the linearized i-V relation 
of Eq. ( 1 )  yields: 
(3) 
Solving these relations with appropriate boundary con- 
ditions yields Eq. (4) and, solving for the terminal voltage 
in terms of the output current, yields Eq. (4a): 
(4) 
where 
if R,  + R, is expressed in terms of Ri by: 
R, + R , =  K R i  
Eq. (4) is written as 
(5) 
A 
9 
i 
J 
K 
k 
1 
P 
0 
R 
V 
X 
Y 
AT 
P 
+ 
Table 1. Nomenclature 
area, cm2 
effective increase in gap resistance due to axial 
emitter and collector resistances 
current, A 
current density, A/cm2 
ratio of combined axial emitter and collector 
resistances to effective gap resistance 
thermal conductivity, W/cm - OC 
length 
electric power, W 
heat power, W 
resistance, 0 
voltage 
axial position from terminals 
length to area ratio for lead, cm-1 
temperature difference, O C  
specific resistance, 0-cm 
effective electron cooling constant, v 
Subscripts 
a collector (anode) 
c emitter (cathode) 
i effective internal resistance in linearized i-V 
curve 
1 lead 
n net 
o output or zero current intercept of linearized 
i-V curve 
T terminals (before optimized leads loss) 
where 
represents the “effective” increase in Ri due to the pres- 
ence of emitter and collector axial resistances. 
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The presence of the lead carrying the output current 
from emitter to collector of the next diode in series results 
in electrical power loss and heat conduction. In the best 
case, heat loss normal to the lead by radiation and con- 
duction is minimized and only axial conduction is con- 
sidered. The optimum lead losses can thus never be less 
than those given in Eqs. (7) and (8). 
It is desirable to maintain the emitter 
allowable temperature uniformly along 
(7) 
at the highest 
its length to 
achieve maximum output. It is therefore assumed that 
heat input along its length is “shaped” by variable fuel 
loading to maintain uniform temperature. Without this 
shaping, temperature would vary due to both the effect 
of varying current density and the end effect of heat 
conduction down the lead. With this shaping provision, 
AT is simply the temperature difference between the 
emitter and collector. Heat input to the diode is com- 
posed of Q7 combined thermal radiation and cesium gap 
conduction, +io electron cooling,l and the lead conduc- 
tion given by Eq. (8). 
The over-all efficiency is then given by: 
io v, 
kAT 
Qr + +io + -
Y 
’I= (9) 
The partial derivative of Eq. (10) may now be taken 
with respect to y to define the optimum lead. This yields: 
yopt = (2) = 
opt 
V o - i o R i 9  
The over-all efficiency may now be written, substitut- 
ing yopt from Eq. (11) into Eq. (10) as 
The numerator term in parentheses represents the 
terminal voltage prior to the optimized lead. The numer- 
ator term in braces represents the net output voltage 
to terminal voltage ,ratio through the optimized lead. 
The last term in the denominator represents the heat 
loss through the optimized lead. The numerator of 
Eq. (12) represents the net power available. The net 
power per unit emitter area and &ciency are plotted 
in Fig. 5 using the following values: 
v, = 0.92 v 
Ri = 0.0236 %cm2 f 43.6 cm2 = 5.4 X le4Q 
Q7 = u) W/cm2 X 43.6 cm2 = 872 W 
4 = 3.0 V 
k = 1.0 W/cm - O C  (tungsten) 
AT = 800OC 
pi = 0 (perfect lead), 50 X le6 a-cm (tungsten) 
4 = 1, 1.34,l .S 
Curves (1) represent the maximum attainable efficiency 
and power density with zero emitter and collector re- 
sistances (9 = 1) and a perfect lead (very thin zero 
The actual electron cooling expression is complex. Direct propor- 
tionality to current is a fair first order approximation. 
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Fig. 5. Efficiency and power density versus 
current density 
resistivity). Curves (2) represent zero emitter and col- 
lector resistances (4  = 1) and an optimized tungsten 
lead. Curves (3) represent a value of 9 calculated when 
emitter plus collector effective axial resistance is cal- 
culated from Fig. l assuming U0,-W fuel. Curve (4) 
assumes UO, fuel with some tungsten webs to electri- 
cally couple the inner and outer fuel clads. 
The uninsulated, externally fueled diode should suffer 
no performance penalties over the “conventional” ex- 
ternally fueled diode. For a given set of dimensions it 
should, in fact, improve performance somewhat due to 
effective reduction of the collector axial resistance by 
utilizing the entire coolant tube to carry current within 
the core. 
(1) 
Referring to Eq. (4a), it should be noted that if axial 1 .  
2 P ,  = -ma (V - VK) voltage drops are significant, the “local” operating point 
for the diode can vary significantly from the terminal 
to the center line. Lower current density and higher 
voltages exist as the axial location moves away from 
the terminals. The over-all effect on average power 
density and efFiciency can be considerable if axial voltage 
drops get too high just from the above consideration 
where ha is the captured liquid flow rate and V, is the 
velocity required at the downstream diffuser inlet at 
the pressure and void fraction existing at the exit of the 
component in question. The diffuser for the conversion 
and in addition to the direct i2R electrical power loss, 
This effect is, of course, taken into account in the anal- 
ysis contained herein. 
Refinement of the design concept and investigation of 
coolant pumping schemes will be pursued. 
B. liquid MHD Power Conversion, D.  Elliott, D .  Cerini, 
1. Hays, D. O’Connor, and G. Haskins 
The long lifetimes required of electric-propulsion 
powerplants make systems without rotating parts attrac- 
tive. A nonrotating Rankine cycle being investigated is 
the liquid-metal magnetohydrodynamic (MHD) system 
wherein lithium is accelerated by cesium vapor in a 
two-phase nozzle, separated from the cesium, decelerated 
in a magnetohydrodynamic generator, and returned 
through a diffuser and heat source to the nozzle. 
Hydraulic testing of the 50-kW NaK-nitrogen con- 
version system is continuing. Analysis of the data on 
corrosion of Nb-l%Zr by lithium flowing at 20-47 m/s has 
been completed. A second Haynes-25 alloy corrosion loop 
experiment is being prepared, and assembly of the two- 
phase cesium-lithium loop has been resumed utilizing a 
new welding chamber. 
1. NaK-Nitrogen Conversion System 
The 50-kW, room-temperature, NaK-nitrogen conver- 
sion system is being tested with water and nitrogen to 
optimize the separator and diffusers and determine the 
flow conditions that will exist in the NaK tests. The 
components tested to date are the nozzle, separator, and 
upstream diffuser. The relationship between these com- 
ponents is shown schematically in Fig. 6, and the experi- 
ment is shown in Fig. 7. The nozzle is mounted on a 
thrust table to permit measurement of the exit velocity 
from each component as it is added. Knowing the 
velocity leaving each component, the net available fluid 
power existing at any station in the conversion system 
can be calculated from 
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INJECTOR 
SECONDARY CAPTURE SLOT 
COMPENSATING 
POLE VANES 
SECONDARY FLOW 
INJECTION SLOT 
JET BOUNDARY 
PRIMARY CAPTURE SLOT 
DOWNSTREAM DIFFUSER SEPARATOR EXTENSION 
UPSTREAM DIFFUSER 
Fig. 6. Arrangement of components for conversion system hydraulic tests 
system has not yet been tested, but it is expected to 
have an efJiciency of 0.8 (actual/isentropic pressure rise) 
and this value is used to evaluate V,. 
In the initial tests (SPS 37-45, Vol. IV) the separator 
exit velocity was satisfactory, but the liquid flow by- 
passing the primary capture slot &, + &, was an ex- 
cessive 12% of the nozzle flow (at p l  = 230 psia and 
&/& = 25). It was found possible to recover 70% of 
this liquid loss with the secondary capture slot, but 
when the liquid was reinjected at the separator inlet the 
flow loss increased to 17%, of which 60% was recovered 
by the secondary slot, and the separator exit velocity 
was reduced by 12%. To reduce the flow loss, the sepa- 
rator was extended 5 in. with a 9-in. radius of curvature, 
and deflecting channels were added to the side walls. 
These changes reduced the flow loss to 2% at the expense 
of a 7% reduction in separator exit velocity, without 
reinjection. When the secondary capture slot flow was 
reinjected, the flow loss increased to 3%, of which 60% 
was recovered by the secondary capture slot and rein- 
jected, causing a velocity reduction of 1%. Thus, with 
reinjection, the separator exit velocity with the extension 
was 4% higher than without the extension, and the liquid 
loss rhC to the scrubber was 1% instead of 7%. 
The upstream diffuser was then added. Its length was 
1.8 in., the length required for the upstream compensat- 
ing pole of the generator. The inlet height ws was varied 
from 0.4 to 0.6 in. in a series of tests, and the most 
satisfactory balance between liquid flow bypassing the 
primary capture slot and gas intake into the primary 
capture slot was found to occur at 0.5 in. The exit height 
w4 was made 0.4 in., the value expected to provide the 
lowest possible exit void fraction without choking (nor- 
mal shock at diffuser inlet). Fourteen 0.02-in.-thick vanes 
were installed in the diffuser as required for suppression 
of eddy currents in generator operation. The system was 
then operated over; the range of nozzle inlet pressures 
and liquid/gas mixture ratios planned for the NaK- 
nitrogen tests, and the net fluid power values that were 
obtained, corrected to the density of NaK (6.741 more 
power at 12% lower mixture ratio than with water), are 
presented in Fig. 8. A maximum corrected power of 
115 kW was achieved. In the three runs at mixture ratios 
giving subsonic exit velocity the power is below the mean 
data, indicating possible shock losses. 
. 
The spec&! fluid power at the exit of the upstream 
diffuser is shown in Fig. 9. The maximum value is 
16 kW per lb/sec of N, flow, which is equivalent to 4.9% 
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Fig. 7. Conversion system hydraulic experiment 
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Fig. 8. Measured net available fluid power at 
upstream diffuser exit (corrected to NaK 
density and based on downstream 
diffuser efficiency of 0.8) 
cycle &ciency at 70% generator &ciency. The measured 
operating conditions, corrected to NaK density, at the 
mixture ratio for maximum specific power, are sum- 
marized in Table 2 and compared with the predicted 
conditions. The differences from the design predictions 
are due to the lower mixture ratio at which peak spec& 
power occurred and the Iower separator velocity. The 
specific power is within 11% of the predicted value. 
The hydraulic tests will continue with the addition 
of the generator channel and the downstream diffuser. 
2. High-Temperature Experiments 
a. Corrosion of niobiuml% zirconium by high-velocity 
lithium. An experiment to measure the material loss from 
H 150 
I I  
15 20 25 30 35 4 
MIXTURE RATIO mx/mg 
Fig. 9. Measured specific fluid power 
Nb-1% Zr alloy to a high velocity lithium stream was 
recently completed (SPS 37-43 and 37-44, Vol. IV). The 
test was conducted for a 500-h period at a lithium tem- 
perature which ranged from 1073-1143°C. Preliminary 
results were reported in SPS 37-44, Vol. IVY and an 
attempt was made to compare the measured materia1 
loss with that predicted from values of solubility of 
niobium in lithium reported in Ref. 3. The values of 
solubility in that reference were summaries of the original 
experiment data of Ref. 4. Examination of the experi- 
mental data pevealed that they were values of solubility 
by atomic fraction rather than weight fraction, as re- 
ported in Ref. 3. In addition, the scatter of the data 
appeared to be too great to warrant their representation 
by an empirical curve. When the data of Refs. 5-7 were 
also considered, experimental values for the solubility 
of niobium in lithium at 1000°C were found to range 
from less than 1 to 900 wppm. 
Because of the large uncertainty in solubility values 
it was decided to represent the high velocity corrosion 
results by the value of solubility which provides the 
best fit to the data. Fig. 10 presents a comparison of the 
measured material loss at the three velocity levels of 
the experiment with the curve that would be calculated 
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Table 2. Measured flow conditions at peak specific 
fluid power, and comparison with 
predicted values 
Parameter 
Nozzle inlet pressure PI, psia 
Nozzle exit pressure pz, psia 
liquid flow rate rhl, Ib/s 
Gos flow rate &, Ib/s 
Mixture rotio ;*/Ag 
Nozzle exit velocity VZ, ft/s 
Separator exit velocity Va, ft/s 
Liquid flow rate entering primary 
capture slot h., Ib/r 
capture slot I%, Ib/s 
scrubber &, Ib/s 
liquid flow rate entering secondary 
liquid flow rate entering nitrogen 
Primary capture slot height w3, in. 
Void fraction of flow entering primary 
capture slot V h  
Mach number of flow entering primary 
Upstream diffuser exit height wa, in. 
Upstream diffuser exit pressure p4, psia 
Upstream diffuser exit velocity V4, ft/s 
Void fraction of flow leaving upstream 
capture slot MI 
diffuser VF4 
Moch number of flow leaving upstream 
diffuser MI 
Velocity required at inlet of downstream 
diffuser for flow return to 260 psia, 
assuming 0.8 diffuser efficiency, 
VS, ft/s 
Pm = I& (V: - V:)/2, kW 
Net available fluid power 
Specific fluid power Pm/& kW per Ib/s 
Equivalent cycle efficiency for cesium, 
at 0.7 generator efficiency, 7 = 0.7 Pm/ 
(&L8 -k 0.7 P,) where L,, = 220 kW - 
sec/lb 
*Corrected to 27 psia; actual velocity was 3 
87 psia due to sewrotor curvature. 
Measured 
[corrected to 
UaK density) 
230 
27 
174 
6.3 
27.5 
380 
317" 
172 
3 
2 
0.5 
0.5 
2.1 
0.4 
132 
246 
0.26 
1 .o 
179 
103 
16 
4.9% 
ft/s, but liqi 
Predicted 
SPS 37-41, 
Vol. IVI 
230 
22 
186 
6.2 
30.0 
385 
330 
185 
5 
1 
0.6 
0.6 
3.7 
0.4 
94 
270 
0.26 
1.3 
210 
112 
18 
5.5% 
Dressure wa! 
using a value of the temperature coefficient of solubility 
of 
(2) - _  as - 1.2 x 1v9 g m / g  Li OC aT 
This value would correspond to a solubility in the 
2-3 wppm range at llOO°C for a reasonable value of 
the heat of solution (Ref. 3). 
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Fig. 10. Effect of lithium velocity on depth of material 
removal from Nb-1 %Zr in 500-11 test at 
1073-1 143OC 
The theoretical material loss and concentration of 
niobium in the bulk lithium flow for the conditions of the 
experiment, corresponding to the above value of aS/aT, 
was calculated by integration of the mass transfer rela- 
tions for diffusion limited dissolution around the test 
loop (the measured values of material loss have the same 
velocity dependence as the calculated values, indicating 
that the mass transfer process is diffusion-limited). The 
empirical expression for the test results produced by 
the detailed analysis of concentration through the loop is 
At, = 1.2 X lV9 k d  (ps/pw) (T ,  - T,) T (3) 
where 
At, = depth of material removal, cm 
k d  = mass transfer coefficient, cm/s 
ps = lithium density, g/cm3 
p, = Nb-1% Zr density, g/cm3 
T, = wall temperature, O C  
T, = effective concentration temperature, O C  
(SPS 37-44, VOl. IV) 
(SPS 37-44, VOl. IV) 
T = time, sec 
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This expression is different from the preliminary rela- 
tion reported in SPS 37-44, Vol. IV, by a factor of two 
because of the more accurate determination of T,. The 
results, when applied to the example of a 300-kWe 
liquid metal MHD space power system in that summary, 
still yield acceptable values of mass transfer during 
10,000 h operation. 
b. Haynes-25 corrosion loop. As reported in SPS 37-45, 
Vol. IV, a test loop of Haynes-25 alloy was operated at 
98OOC (1800°F) *with lithium at velocities to 64 m/s 
(210 ft/s) to determine the corrosion allowance which 
would be required to use this alloy for construction of 
a 300-kWe liquid MHD power system for minimum 
cost performance evaluation. Approximately 0.51 mm 
(0.020 in.) of material was lost from the high velocity 
location during 28 h of operation at  980°C before block- 
age of the pumping section occurred from mass transfer. 
The deposits have been removed from the pump and 
further operation is planned to more accurately deter- 
mine the temperature variation throughout the loop so 
that the results can be applied to the temperature con- 
ditions of the MHD system. Although the material loss 
was sufficiently low to permit a minimum-duration 
300-kW system, for the next loop test, the Haynes-25 
alloy will have an internal vapor-deposited coating of 
Nb-1% Zr to determine if such a coating can provide 
improved corrosion protection. 
c. 100-kW (thermal) cesiumlithium loop. A two-phase 
test system is being fabricated which will enable circula- 
tion of cesium and lithium at the temperatures, pressures, 
and velocities of a liquid metal MHD power system. The 
primary experimental objective for this facility is to 
evaluate long-term erosion and corrosion of Nb-1% Zr 
and other refractory alloys at a temperature of 1100°C 
and at lithium velocities to 150 m/s. Secondary objectives 
will be to measure the performance of a two-phase nozzle 
with the cesium-lithium mixture, to evaluate the solu- 
bility kinetics of cesium vapor and liquid lithium, to 
measure cesium condensation co&cients and to evaluate 
high-temperature generator duct designs. 
Fabrication of this test loop had been partially com- 
pleted (SPS 37-35, Vol. IV) but was interrupted to permit 
the construction and operation of the single-phase lithium 
loops. Machining and forming operations are now com- 
plete on all Nb-1% Zr components and major flow lines, 
and all support equipment is on hand. The NaK heat 
rejection system for this loop has been fabricated and 
is shown prior to the addition of insulation in Fig. 11. 
Fig. 1 1. NaK heat rejection system for 100-kW 
(thermal) cesium-lithium loop 
Final welding and assembly of the niobium alloy por- 
tions of the loop have been started using a vacuum/inert 
gas welding facility. The controlled atmosphere chamber 
and gas sampling and analysis system are shown in 
Fig. 12. The chamber, including the interior work surface, 
is constructed from type 304 stainless steel. The chamber 
is 54 in. in diameter and 72 in. long and is equipped 
with 3 glove ports and 2 view ports on each side. It has 
a flanged and hinged head for full diameter access and a 
12-in. diameter by 15-in. long air lock. The chamber is 
evacuated to below 5 X le3 torr by a 50 ft3/min 2-stage 
roughing pump for thorough removal of oxygen and 
moisture, and then filled with high-purity argon for 
welding. The chamber is instrumented with an argon 
sampling and analyzing system which is capable of moni- 
toring water vapor and oxygen content as low as 0.5 ppm. 
The monitoring system consists of a Teledyne oxygen 
trace analyzer, a C.E.C. moisture monitor, and two small 
vacuum pumps for withdrawing samples of the chamber 
atmosphere continuously during welding. 
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Fig. 12. Inert gas welding chamber for Nb-1 %Zr 
loop components 
6. Radial Distributions of Enthalpy, Mass Flux 
and Velocity for High-Temperature Argon 
Flow as Determined by a Calorimetric 
Probe, P. F. Massier and E. 1. Roschke 
1. Introduction 
In SPS 37-45, Vol. IV, pp. 141-151, comparisons of 
enthalpies as determined by the use of several different 
instrumentation techniques are discussed for weakly 
ionized argon flow in a constant-diameter duct. Those 
enthalpies were evaluated by means of a calorimetric 
probe, conservation of energy, a flow meter, and spectros- 
copy. The results were obtained as part of a continuing 
investigation to expand the knowledge of heat transfer 
from ionized gas flows as a consequence of the current 
interest in electrical propulsion and power generation 
concepts, as well as the interest in plasma test facilities. 
The purpose of this article is to supplement the in- 
formation presented previously by discussing a proce- 
dure for evaluating distributions of mass flux and velocity 
in addition to enthalpy as deduced from calorimetric 
probe measurements. To obtain the mass flux and 
velocity, measurements of the static pressure and dif- 
ference between stagnation and static pressures are re- 
quired. Experimental results are shown for one test in 
which the stagnation pressure was approximately 4.2 psia 
and the ionization fraction of the subsonic flow of argon 
at the probe tip was approximately 0.0001. The Reynolds 
number based on diameter was 600 and the Mach num- 
ber 0.07. 
Spectroscopic results are also presented which were 
obtained by viewing diametrically across the duct at the 
axial location of the probe tip; whereas, in the previous 
tests the spectroscopic viewport was located downstream 
of the probe. The spectroscopic data is analyzed and 
compared using transition probabilities from two sources. 
A diagram of the test apparatus is shown in Fig. 13, and 
a sketch of the calorimetric probe is shown in Fig. 14. 
Symbols used in this article are defined in Table 3. 
This experimental apparatus differs from the one with 
which the previous measurements were made primarily 
by the configuration of the arc heater. Three arc heaters 
are now used, from which the ionized gas flow dis- 
charges into a plenum chamber before entering the test 
section. In the past a single arc heater was employed 
and the flow negotiated a sharp 90-deg turn in a constant- 
diameter miter elbow before entering the test section. 
Higher maximum enthalpies are anticipated with the 
triple-arc heater configuration. The enthalpy probe also 
differs from the one used in the previous tests, but only 
very slightly in the bending arrangement. 
With the new test apparatus, radial distributions of 
the velocity in the test section were obtained for room- 
temperature argon flow, both with swirling flow and 
nonswirling flow entering the plenum from the arc 
heaters. Those results are discussed in SPS 37-45, Vol. IV, 
pp. 167-175. It was found that in both instances the 
velocity distributions were comparatively uniform. In the 
present high-temperature experiments the flow in the 
arc heaters was swirling, although the vortexes were not 
nearly as strong as in the cold flow tests because of the 
different mass flow rates at a given pressure. The maxi- 
mum tangential velocity near the end wall of the arc 
heater for cold flow at 4 psia was between 200 and 
300 ft/s, whereas in the high-temperature test it was 
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Table 3. Nomenclature H20 I 
A, cross-sectional area 
c, specific heat of coolant 
c, specific heat of gas 
e 2.713 
g gravitational constant 
H enthalpy 
I ,  ionization energy 
T& mass flow rate 
p pressure 
T radius 
R gas constant 
T temperature 
u velocity 
ionization fraction 
A denotes a difference 
p density 
Subscripts 
avg average conditions 
b sampled (bleed) 
c coolant except as noted for A, 
g gas 
t stagnation conditions except as noted 
w wall 
wb with bleed 
w/ob without bleed 
only about 80 ft/s. The radial distribution of the tan- 
gential velocity in arc heater B, as deduced from end 
wall pressure measurements, is shown in Fig. 15. 
2. Instrumentation and Data Analysis Procedure 
a. Radial distribution of the stagnution enthalpy. At 
each radial position of the probe, measurements of the 
probe coolant and sampled gas flow rates were made in 
addition to the coolant temperature rise and the tem- 
perature of the sampled gas leaving the probe. The 
ALL DIMENSIONS IN INCHES 
L-, I .44 - 
Fig. 14. Calorimetric probe 
.ET 
!O OUTLET 
RADIUS, In 
Fig. 15. Radial distribution of tangential velocity 
in arc heater B 
stagnation enthalpy of the sampled gas was then com- 
puted using the following energy balance equation: 
C(&) (4 (AT?CIWb - [(a (4 (AT)c lw,o  1, + ccb Tb Ht = 
&I 
(1) 
Since the magnitude of the sampled gas flow rate in- 
fluences the flow field of the main gas stream surround- 
ing the probe, and hence, the heat transferred to the 
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outer wall of the probe, measurements were acquired 
at several sampling flow rates at each radial position of 
the probe. The values of H t  versus bleed flow rate at 
each radial position are shown in Fig. 16. The stagnation 
enthalpies extrapolated to zero bleed flow rate were then 
used to determine the radial distribution of the stagna- 
tion enthalpy shown in Fig. 17. This procedure was used 
because the extrapolated value corresponds to the zero 
bleed flow condition at which the tare measurement was 
made. Small fluctuations ( -~0 .2%)  in the coolant Bow rate 
passing through the probe were observed during the 
test. Since no effort was made to determine critically 
the iduence of these low-frequency fluctuations on the 
accuracy of the results, the data points in the figures 
represent values that are considered to be the most 
realistic, based on the readability of the rotameters and 
on the energy balance results. Future experiments will 
be conducted with a modified coolant system in which 
an effort will be made to eliminate the fluctuations in 
the coolant flow rate. 
b. Radial distributions of mass flux and velocity. At 
zero sampling flow rate the calorimetric probe was also 
used to determine the difference between the local stag- 
nation pressure and the wall static pressure, in addition 
to the tare reading for heat transfer. The pressure dif- 
ference was observed directly on an inclined manometer 
containing oil, and the absolute value of the wall pres- 
sure was determined by means of a second manometer 
Fig. 16. Effect of bleed gas flow rate on 
indicated enthalpy 
DISTANCE FROM WALL, in. 
Fig. 17. Radial distribution of stagnation enthalpy 
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to which the wall pressure tap was also connected. From 
the pressure and the enthalpy data, it was then possible 
to compute the mass flux and the gas velocity at each 
radial station by use of the following procedure. 
equal. Thus, approximate static values of ionization frac- 
tion, temperature, and density could be computed and 
then an approximate value of the velocity could be de- 
termined. This velocity was then introduced into the 
equation for the definition of the stagnation enthalpy 
and a more accurate value of the static enthalpy com- 
puted. After that, the same procedure as above was 
repeated using the new value of the static enthalpy to 
Since the average gas velocity was comparatively low 
(approximately 320 ft/s), as a first approximation it was 
assumed that the static and stagnation enthalpies were 
40C 
u) 
1. 
>- 
+ 
I- 7~ 30( 
W > 
z: 
20( 
DISTANCE FROM WALL, in. 
Fig. 18. Radial distribution of mass flux 
I 
TEST NO. I I2 - 48H % 
pt= 4.2 psia I 
0 I 
0 
0 
I 
a I 
AVERAGE VELOCITY BASED ON 
MEASURED TOTAL MASS FLOW 
RATE = 320 ft/s 
DISTANCE FROM WALL ,in. 
Fig. 19. Radial distribution of velocity 
) 
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obtain a better value for the velocity. Only one iteration 
was required to achieve less than 1% change in velocity. 
Thus it was possible to establish the experimental mass 
flux (pu) and velocity distributions shown in Figs. 18 
and 19. The following equations were used: 
Spectroscopy 
Coates and Gaydon Olsen 
transition transition 
probabilities probabilities 
1210 1660 
9720 13,300 
(5400’0 (7400’K) 
Energy : 
From 
measured 
mass 
flow rate 
0.00335 
( H  - ala) 
5/2R (1 + a) T =  
The ionization fraction was evaluated from a Mollier 
chart using the experimental values of H t  and p. For the 
final iteration a was evaluated from the Saha equation. 
For this test a was negligibly small; however, the proce- 
dure is presented for situations in which a is large enough 
to have an effect. 
In Eq. (3), p is in psia and T in O R .  
State: P = (1 + (Y) RT 
%(Pt - P )  Momentum: 
Energy (definition of stagnation enthalpy): 
(4) 
(5 )  
c. Average values of stagnation and static enthalpy. 
After the iteration for H ,  p and u had been completed 
at each radial position of the probe, the product puH was 
plotted against cross-sectional area as measured from the 
duct centerline and the average static enthalpy was then 
computed from: 
(7) 
Next, the average u2 was evaluated by plotting local 
values of u2 against cross-sectional area and computing 
the average stagnation enthalpy from: 
As shown in Table 4 and Fig. 17, HtaVg obtained in this 
manner is 1220 Btu/lb as compared to 1290 Btu/lb ob- 
tained from the energy balance method. The kinetic 
energy amounts to only 2.3 Btu/lb. 
d. Spectroscopy. The arrangement of apparatus, and 
the method of acquiring and treating the spectroscopic 
data were similar to those previously described in 
SPS 37-45, Vol. IV, pp. 141-151. In the present case, how- 
ever, the center of the 0.25-in. diameter circular viewport 
was located just 0.15 in. upstream of the calorimetric 
probe tip. The relative intensities of 18 argon atom lines 
were measured; excitation temperature was evaluated 
by the relative line-intensity method using the transition 
probabilities listed by Olsen, Ref. 8, as well as the more 
recent values listed by Coates and Gaydon, Ref. 9. 
Results are shown in Fig. 20. Measured line intensities 
were not corrected for absorption and the two straight 
lines in Fig. 20 are visual “best-fits” and not least-squares 
determinations. 
For the tests discussed in SPS 37-45, Vol. IV, pp. 151- 
171, it was found that correction for absorption was to 
reduce the temperature by about 5%. However, it is clear 
from Fig. 20 that for this test the temperatures deter- 
mined from the slopes of the lines are considerably dif- 
ferent. The lower value of temperature as obtained by 
Table 4. Comparison of results 
Parameter 
I Energy 1 Calorimetric 
balance probe 
Average stagnation temperature of gas, “R 10,370 
(5760°K) (5460°K) 
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Fig. 20. Excitation temperature as determined from relative line intensities of argon atom lines 
using the data of Coates and Gaydon is due to the fact 
that their values of transition probability are generally 
lower in the blue, but higher in the red, than those of 
Olsen. It is to be noted that Olsen’s transition probability 
for the 7273 A line was incorrectly listed in Ref. 8, being 
high by a factor of 10; this has been amended in the 
present result. With the exception of the isolated 6032 A 
point, the data of Coates and Gaydon yielded relatively 
less scatter than did Olsen’s data. However, there is not 
yet sufficient data to form a basis for preferring one or 
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the other set of transition probabilities and there are 
other considerations beyond the scope of this article. The 
temperature determined by the Coates and Gaydon data 
agreed very well with the value of 5760OK determined 
near the center of the viewport section by means of the 
calorimetric probe, whereas, as shown in Table 4, the 
temperature determined by Olsen’s data is much higher, 
as it was also for the tests reported in SPS 37-45, Vol. IV, 
pp. 141-151. 
3. Results 
One of the significant results of the probe measure- 
ments is shown in Fig. 17. The enthalpy distribution is 
comparatively uniform from a distance of about 0.4 in. 
from the wall to, and beyond, the centerline indicating 
an adiabatic core flow. Although, if this were the case, 
the thermal layer would have originated at the exit of 
the plenum nozzle, because, based on energy balance, 
the average enthalpy at that location was 1420 Btu/lb 
which is nearly the same as the value in the core flow 
at the probe tip location. Since the boundary layer, how- 
ever, must certainly have originated upstream of the 
plenum nozzle exit, it is concluded that mixing of the 
main stream with the thermal layer, which undoubtedly 
occurred in the plenum, was still taking place in the 
plenum nozzle, but diminished by the time the flow 
reached the probe. Since the mass flux distribution is 
uniform, as shown in Fig. 18, the fraction of the mass 
flow which had been influenced by the heat transfer to 
the wall by the time the flow reached the probe (thermal 
boundary layer flow) is equal to [ l  - ( r e / ~ J Z ]  and 
amounts to 0.65. 
An evaluation of the detailed enthalpy distribution in 
the thermal layer would be of interest to gain additional 
insight of the boundary layer structure; however, data 
were not acquired at a sufficient number of radial mea- 
suring stations during this test to accomplish this. It is 
significant, however, that the mass flux distribution was 
uniform across such a large part of the thermal layer. 
The measurements are considered to be reliable because 
a comparison of the average mass fluxes determined from 
the probe measurements and from the total mass flow 
rate as shown in Table 4 indicates a difference of only 
about 2%. The velocity distribution in the thermal layer 
as shown in Fig. 19 has the same shape as the enthalpy 
distribution; however, it will be necessary to acquire data 
at more radial stations in this region to establish a good 
profile. 
A comparison of the average stagnation enthalpies as 
determined from the probe data and an energy balance 
as shown in Table 4 indicates a difference of less than 
6%. The probe results also agree within less than 1% with 
the spectroscopic value obtained using the transition 
probabilities of Coates and Gaydon. All of these com- 
parisons are considered to be very good and establish 
greater confidence in carefully acquired data from the 
use of a calorimetric probe. It is anticipated that this 
confidence level will be increased when a better coolant 
system becomes available for the calorimetric probe. 
4. Summary and Conclusion 
Radial distributions of velocity and mass flux as well 
as of enthalpy have been evaluated from heat transfer 
and pressure measurements obtained in a weakly ionized 
subsonic flow of argon in a constant-diameter duct by 
use of a 0.125-in. diameter calorimetric probe. The 
stagnation pressure was approximately 4.2 psia, the 
Mach number was 0.07, the maximum value of the stag- 
nation enthalpy was approximately 1440 Btu/lb and the 
Reynolds number based on diameter was 600. The en- 
thalpy distribution indicated the existence af an adia- 
batic core and a comparatively thick thermal boundary 
layer a distance of 2.2 duct diameters downstream of the 
plenum chamber. The velocity distribution had the same 
shape as the enthalpy distribution, and the mass flux 
distribution was uniform across most of the thermal 
boundary layer. The average mass flux as determined by 
the probe agreed within 2% with the mass flux deter- 
mined from the measured total mass flow rate. The 
average value of the enthalpy as determined from the 
probe data agreed within 6% with the average enthalpy 
determined from an energy balance and within less than 
1% of the spectroscopic value using transition probabilities 
of Coates and Gaydon. The enthalpy determined from 
the spectroscopic data using transition probabilities of 
Olsen yielded a value about 36% above the average 
enthalpy obtained from the probe data. Comparisons 
with the spectroscopic results are not conclusive because 
the gas was viewed only along one diametral line; hence, 
true averages could not be evaluated. The results have 
established greater confidence in the use of a calorimetric 
probe to obtain distributions in a highatemperature in- 
ternal gas flow. 
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XV. Liquid Propulsion 
PROPULSION DIVISION 
A. Liquid Propulsion System, L. R. Toth, F. A. Rush, 
and 0. F. Keller 
1. Introduction, L. R. loth 
The advanced liquid propulsion systems program is 
investigating selected problems generated by spacecraft 
operational requirements for propulsion systems capable 
of high inherent reliability; long-term storage in the 
space environment; multiple start in free fall (zero grav- 
ity); and engine throttling. The solutions proposed to 
satisfy these requirements are coordinated for practical 
application in a system. 
Periodic reports (starting with SPS 37-8, Vol. IV) 
describe the progress of work on the various parts of a 
specific system. Recent accomplishments concerned with 
material compatibility and with bladder development 
are outlined below. These include: 
(1) Material compatibility with hydrazine and 
hydrazine/hydrazine nitrate mix, and dimethyl- 
hydrazine/hydrazine propellants. 
(2) Heat sterilization of ethylene-propylene-rubber 
(EPR) material with hydrazine. 
2. Material CornpatibiUty, F.  A. R"SII 
A number of construction materials was subjected 
to long-term compatibility tests in hydrazine (NZH,), 
hydrazine/hydrazine nitrate mix (75% NzH4, 24% 
N2H5N03, 1 % H,O), dimethylhydrazine/hydrazine (50% 
NZH4, 50% UDMH). 
Each material sample was sealed in a glass ampule 
with a lox cleaned pressure gage attached so that tests 
could be terminated if the internal pressure buildup 
from decomposition reached 40 psia. This predetermined 
cutoff point would preclude failure of the glass ampule. 
The sealed ampules were stored at 110 25°F in the 
material compatibility test facility located at the Edwards 
Test Station. 
The metal specimens were cylinders ?4 in. in diameter 
and 3 in. long and were one-half immersed in liquid pro- 
pellant. The elastomeric specimens were typically thin 
sheets % in. wide, 4% in. long and 0.03-0.08 in. thick; 
these were fully immersed in propellant. 
All test and specimen data were fully documented for 
comparison with posttest analyses. This included such 
controlling pertinent information as: fixture internal 
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geometry and volume; coding; material physical mea- 
surements and properties; propellant composition and 
volume; and cleaning procedures involved during prep- 
aration. Evaluation of results includes: analysis for pro- 
pellant decomposition; metallurgical analysis to determine 
effects of exposure on the basic material at the liquid 
interface; and significance of pitting due to material con- 
stituents. Permeation rates are measured for elastomeric 
specimens. Complete information will be included in a 
formal report to be released at the conclusion of this 
phase I test program. 
Fuel sample tables were presented previously in 
SPS 37-44, Vol. IVY p. 175. The tables were updated for 
this report (Tables 1-3) to include final pressure data 
from 51 samples removed from test June 13, 1967. These 
were the last of the phase I fuel samples in test. Posttest 
results will be reported later. 
Table 1 .  Final results of compatibility tests with hydrazine 
IN,H,) 
(test terminated June 13, 1967) 
Material Description 
Days to reach Pressure at 
200 days, psia 
'otal number 
I days in tes 
Pressure 
attained, psia 
37 
39 
39 
40 
40 
40 
40 
40 
38.5 
41 
40 
Sample No. 
20 psia 35 psia 
1064 
3 74 
313 
31 1 
257 
205 
103 
97 
91 
63 
61 
- 
- 
773 
626 
421 
275 
453 
- 
1044 
210 
119 
288 
169 
85 
d -
20 
19 
2 2  
16 
137 
136 
17 
135 
18 
134 
183 
19-9 DL 
430 
440c 
410 
310 
3041 
416 
304 
420 
303 
A286 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
405 
172 
191 
171 
126 
84 
56 
54 
42 
35 
40 
1154 
408 
461 
367 
278 
239 
119 
110 
108 
86 
67 
1 2  
2 2  
21 
24 
26 
34 - 
- 
- 
- 
- 
0 
2 
9 
1 2  
19 
30 
2 
6 
30 
2 
29 
- 
- 
- 
Stainless steel 
Aluminum 
244 
243 
184 
185 
24 
186 
187 
356-T6 AI 
356-T6 AI 
71 78 AI 
71 78 AI 
6061 -T6 AI 
7075-T6 AI 
7075-T6 AI 
4.5 
10 
39.5 
41.5 
41.5 
42 
43 
793 
793 
835 
71 1 
506 
297 
635 
1502 
1198 
286 
166 
1421 
343 
180 
100 
- 
b -
457 
335 
201 
89 
276 
1492 
663 
133 
78 
1339 
130 
148 
43 
94 
163 
23 
90 
133 
49 
47 
249 
Platinum foil 
Teflon-aluminum laminate 
1018 Steel 
Gold 
6061 -T6 AI (brazed) 
6061-T6 AI ond 75-A Ti (brazed) 
6061 -T6 AI and 303 SS (brazed) 
Vico I loy 
20 
42 
39 
40 
21 
39 
31 
42 
17.5 
27.5 
48 
28.5 
42 
40 
40 
Miscellaneous 
_____ 
6061 -T6 AI with Apiezon-1 
6061-T6 AI with Rulon 
6061 -T6 AI with Rulon 
6 AI-4V Ti with Apiezon-1 
6 Al-4V Ti with Rulon 
347 SS with Apiezon-1 
347 SS with Rulon 
E -
1182 
25 
1096 
254 
126 
57 
- 
e -
49 
r 
361 
247 
95 
-
108 
105 
101 
107 
103 
106 
102 
1417 
1417 
77 
1417 
43 1 
2 73 
121 
2 
1 
2 
14 
25 
- 
- 
lubricants 
a21 pria at 1421 days. 
827.5 pria at 1417 days. 
'28.5 psia at 1417 days. 
a 4.5 pria at 793 days. 
b 10 psia at 793 days. 
C 17.5 psia at 1417 days. 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
d 
1 63 
Table 1 (contd) 
482 
326 
182 
646 
3 79 
259 
Description 
895 
483 
397 
1059 
1030 
410 
Ceramics and 
lubes 
Butyl elastomers 
64 
61 
61 
47 
42 
41 
38 
44 
27 
2 
17 
35 
32 
32 
< 1  
19 
40 
39 
51 
1 04 
146 
109 
118 
118 
117 
85 
83 
82 
79 
73 
47 
9 
24 
67 
60 
61 
10 
44 
194 
193 
197 
198 
196 
122 
53 
149 
129 
148 
61 
57 
147 
125 
55 
(95 
EPR elastomers 
SBR elastomers 
Miscellaneous 
elastomers 
Butyl banded to 
6-4 titanium 
strips 
g 19 psia at 1334 
3/s in. ceramic ball (A1202) 
j/s in. ceramic ball (AlaOa) 
3/8 in. ruby boll 
Ceramic ball and Rulon 
K ceramic ball and moly coat 
Ceramic ball and Apiezon-1 
155 Parker E 51 5-8 
15 Parker E 51 5-8 
200 Porker E 529-6 
201 Porker E 529-6 
199 Parker E 529-6 
162 Stillman SR EX 983s-75 
150 Stillmon SR EX 9838-75 
164 Stillman SR 722-70 
165 Stillman SR 722-70 
168 Stillman SR 722-70 
63 Stillman SR EX 1004-70 
14 Thiokol 132/54 
58 
123 
59 
60 
124 
157 G.E. RTV-60 (silicon) 
Connecticut Hard Rubber No. 3818 
Connecticut Hard Rubber No. 4610 
Connecticut Hard Rubber No. 3906 
Connecticut Hard Rubber No. 3954 
Connecticut Hard Rubber No. 4762 
62 Connecticut Hard Rubber 
156 DuPont 51 090-590 (EPTR) 
120 Stillman SR 634-70 
121 Stillman SR 634-70 
119 Stillman SR 634-70 
118 Stillman SR 634-70 
171 Hadbar XB-800-71 
170 Hadbar XB-800-71 
169 Hadbar XB-800-71 
No. 4706 (PBR) 
days. 
Parker B 496-7 
Parker B 496-7 
Porker B 496-7 
Parker B 480-7 
Porker B 480-7 
Parker B 480-7 
Hadbar No. XB-800-71 
Stillman SR 634-70 
Stillman SR 634-70 
Stillman SR 634-70 
Stillman SR 613-75 
Connecticut Hard Rubber No. 4131 
Connecticut Hard Rubber No. 3609 
Fargo FR 6-60-26 
Fargo FR 6-60-26 
Fargo FR 6-60-27 
-g 
h _. 
367 
325 
262 
198 
119 
1 1 2  
107 
31 
16 
5 
- 
--i 
689 
650 
528 
389 
297 
165 
161 
53 
26 
8 
Days to reach 
20 psia 35 psia 
- 
1334 
89 
842 
742 
613 
476 
317 
175 
175 
71 
30 
9 
309 
239 
492 
124 
97 
359 
49 
8 
19 
12 
43 
41 
42 
40 
37 
40 
40 
46 
41 
40 
40 
40 
16 
40 
42 
40 
39 
42.5 
240 
180 
180 
155 
86 
86 
86 
40 
31 
40 
40 
40 
40 
44 
296 
3 1  7 
45 
42 67 
Pressure at 
200 days, p i a  
Pressure 
attained, @a I Total number of days in test 
983 
571 
449 
1134 
1066 
457 
126 
126 
126 
109 
98 
98 
97 
77 
56 
16 
36 
72 
68 
74 
26 
49 
40 
40 
40 
41.5 
39 
40 
41 
40.5 
41.5 
40 
42.3 
42 
39 
37 
40 
50 
58 
38 
40 
40 
48 
38 
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Sample No. Description 
lotal numbw 
if days in test 
Pressure 
attained, psia 
Pressure at Days to reach 
35 200 days, psia Description 20 psia 
Total number Pressure 
of days in test attained, p i a  
Table 1 (contd) 
Days to reach Pressure at 
200  days, psia 
15 
20  
13.5 
19 
32 
33 
38 - 
- 
- 
Material 
EPR bonded to 
6-4 titanium 
strips 
20 psia 35 psia 
203 
204 
181 
182 
175 
177 
176 
1 74 
172 
173 
Parker E-529-6 
Parker E-5 29-6 
Parker E-51 5-8 
Parker E-51 5-8 
Stillman SR 722-70 
Stillman SR 722-70 
Stillman SR 722-70 
Hadbar EPR 500-2 
Hadbar EPR 500-2 
Hadbar EPR 500-2 
2 74 
200 
431 
21 1 
93 
91 
84 
50 
47 
43 
53 1 
377 
1018 
528 
259 
239 
182 
88 
88 
78 
608 
541 
1138 
770 
322 
339 
283 
115 
108 
97 
793 
1137 
1421 
854 
1208 
1137 
74 1 
642 
433 
180 
277 
86 
41 
43 
38.5 
41 
40 
40 
43 
42 
42 
42 
9 
10.5 
25.5 
39.5 
42 
42 
41 
41 
45 
40 
40 
40 
245 
179 
138 
206 
145 
158 
205 
178 
189 
207 
130 
126 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
Control sample 
1 -
-3 
1188 
597 
532 
590 
408 
326 
172 
86 
66 
44 
- 
- 
k -
786 
1101 
1012 
677 
566 
337 
139 
220 
84 
2 
4 
3 
5 
9 
6 
9 
15 
22 
34 
- 
- 
NzH4 only 
1 9  psia at 793 days. 
I 10.5 psia at 1137 days. 
k25.5 psia at I421 days. 
Table 2. Final results of compatibility tests with hydrazine/hydrazine nitrate mix 
~ 
Material Sample No. 
143 
23 1 
232 
142 
236 
235 
233 
234 
95 
45 
141 
230 
97 
229 
96 
2 2 7  
228 
41 
310 
310 
310 
3041 
3041 
3041 
347 
347 
347 
347 
304 
3 04 
3 04 
304 
303 
303 
303 
416 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
ss 
686 
568 
539 
322 
251 
149 
120 
108 
104 
49 
425 
57  
45 
40 
46 
16 
15 
18 
809 
666 
606 
350 
319 
191 
129 
134 
118 
55 
541 
70 
48 
42 
49 
17 
17 
29 
40 
45 
40  
39.5 
43 
43 
40  
44 
40 
40 
40 
40 
40 
37 
45 
44 
54 
38 
301 
250 
200 
194 
127 
64 
51 
46 
48 
26 
264 
41 
31 
14 
29 
10 
10 
12 
Stainless steel 
165 J P l  SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
d 
Days to reach Pressure at 
Table 2 (contd) 
~~~ 
Total number 
of days in test 
937 
937 
594 
937 
937 
572 
937 
937 
596 
937 
937 
586 
937 
937 
657 
937 
937 
586 
158 
Pressure 
attained, psia Description 200 days, psia 20 psia 35 psia 
- 
- 
414 - 
- 
561 
90 1 
53 1 
k -
- 
- 
485 - 
- 
589 - 
- 
495 
138 
- 
B -
1437 
163 
843 
33 
25 
11 
173 
20 
340 
267 
34 
119 
26 
- 
_. 
- 
- 
- 
- 
1255 
783 
606 
54 
54 
~ 
16 
10 
40 
9 
10 
44 
27.5 
36 
41.5 
8 
19.5 
40 
11 
44 
11 
13 
40 
41 
5.5 
a -
b -
194 
e -
d -
237 
76 1 
594 
213 
r 
215 
- 
-
g 
h 
-
-
256 
i 
1 
-
-
219 
91 
6AI-4V T i  
6AI-4V Ti with 6061 -T6 AI 
6AI-4V T i  with 321 SS 
6AI-4V-ELI Ti 
6AI-4V-ELI Ti with 6061-T6 AI 
6AI-4V-ELI Ti with 321 SS 
5Al-2.5 Sn Ti 
5Al-2.5 Sn T i  with 6061 -T6 AI 
5Al-2.5 Sn Ti with 321 SS 
5Al-2.5 Sn-ELI T i  
5Al-2.5 Sn-ELI T i  with 6061 -T6 AI 
5Al-2.5 Sn-ELI T i  with 321 SS 
6AI-6V-2 Sn T i  (Annealed) 
6AI-6V-2 Sn T i  with 6061 -T6 AI 
6AI-6V-2 Sn T i  with 321 SS 
6AI-6V-2 Sn T i  (heat treated) 
6AI-6V-2 Sn T i  with 6061 -T6 AI 
6AI-6V-2 Sn T i  with 321 SS 
6AI-4V T i  
6061-T6 AI 
6061 -T6 AI 
6061-T6 AI 
6061 -T6 AI 
6061 -T6 AI (brazed) 
6061-T6 AI (sprayed with Rulon) 
4 
3 
16 
3 
3 
21 
5 
7 
19 
2 
3 
19 
3 
2 
17 
1 
3 
19 
- 
5 
6 
9 
3 
10 
- 
1 -
734 
78 3 
116 
405 
m 
_. 
1553 
886 
1553 
191 
1421 
1030 
21 
25 
44 
19.5 
40 
38 
6061-T6 AI brazed to 304 SS 
6061 -T6 AI brazed to 303 SS 
Vicalloy 
3/s in. ceramic ball, ALzOa 
Ni-Span-C 
3/s in. sapphire boll 
34 
28 
12 
190 
29 
383 
37 
40 
42 
38.5 
52 
41 
20 
14 
91 
12 
138 
23 
14 
68 
12 
a 
FR 6-60-26 (Forgo) 
FR 6-60-26 (Forgo) 
FR 6-50-3 (Forgo) 
SR 634-70 (Stillman) 
336 
39 
151 
31 
1367 
1367 
1367 
1367 
886 
1317 
886 
668 
86 
86 
40 
40 
45 
43 
10 
6 
14.5 
6 
17 
37.5 
39.5 
40 
48 
44 
Control somple-blank 
Control sample-blank 
Control somple-blank 
Control sample-blank 
Control sample-blank 
Control somple-blank 
Control sample-blank 
Controt sample-blank 
Control sample-blank 
Control sample-blank 
2 
2 
2 
2 
4 
8 
11 
11 - 
- 
h5.5 psia at 937 days. 
1 1  psi0 at 937 days. 
J 13 psia at 937 days. 
k27.5 psia at 937 days. 
'18.5 psia at 1436 days. 
'"19.5 psia at 1421 days. 
n 10 psia at 1367 days. 
06 psia at 1367 days. 
P 14.5 psia at 1367 days. 
9 6  psia at 1367 days. 
r 17 psia at 886 days. 
8 25 psia at 886 days. 
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Table 3. Final results of compatibility tests with unsymmetrical dimethylhydrazine/hydrazine 
, 
Psia at no. of days to reach Material 
263 
264 
265 
266 
267 
268 
269 
271 
272 
2 73 
274 
263A 
269A 
6 AL-4V-Ti 
UDMH/NzHa 
only 
6 AL-4V-Ti 20 at 536 and 25 at 653 I 4 
7.5 at 653 
11.5 at 653 
15.5 at 653 
10 at 653 
15 at 653 
13 at 653 
20 at 533 and 23 at 653 
a at 653 
16.5 at 653 
1 8.5 at 653 
Control sample 12.5 at 653 
Control sample 20 at 41 7 and 33.5 at 653 
(50% UDMH, 50% N2H41 
(test terminated June 13, 1967) 
653 
653 
653 
653 
653 
653 
653 
653 
653 
653 
653 
653 
653 
Description 
25 
7.5 
11.5 
15.5 
10 
15 
13 
23 
a 
16.5 
8.5 
12.5 
33.5 
Pressure at 
200 days, 
psia 
3. Heat-Sterilization Compatibility Of EPR in NzH4, 
0. F. Kelrer 
As part of the next phase of the EPR material bladder 
development heat-sterilization program reported in SPS 
37-42, -44, Vol. IV, pp. 82 and 180, respectively, 24 addi- 
tional elastomeric patch-test samples were prepared. The 
samples were divided into two groups for compatibility 
testing in hydrazine. The first group, while immersed in 
hydrazine, was tested at 275°F for three cycles only; the 
second group at 30°F for three cycles only. Prior to 
testing, each group was again divided into subgroups of 
four samples each and mounted in three type-347 stain- 
less steel containers (Figs. 1 and 2) enclosed within an 
environmental test chamber. The samples were separated 
from each other by a type-347 stainless steel wire rack, 
as shown in Fig. 2. A fourth container, filled only with 
hydrazine, was also mounted in the environmental test 
chamber for use as a pressure generation reference, or 
control. 
During previous testing (SPS 37-42, -44, Vol. IV, pp. 82 
and 180, respectively) type2321 stainless steel containers 
of a slightly smaller diameter had been used. The purpose 
of this test was to investigate the heat-sterilization char- 
acteristics of the EPR patch-test samples in hydrazine at 
275 and 300”F, using the larger diameter type347 stain- 
less steel containers. The larger containers were chosen 
to minimize distortion of the samples during insertion 
and removal. The containers, with wire racks installed, 
0 
5 
6 
4 
4 
3 
7 
3 
5 
4 
4 
7 
of days aftained, 
in test 
were passivated by filling with hydrazine and allowjng 
to stand for 20h, then draining and flushing with hydra- 
zine, prior to testing. 
The heat-sterilization cycle was nominally 60 h duration. 
One container with patch-test samples was removed from 
the environmental test chamber after each 60-h cycle. The 
patch-test samples were then removed from the container 
and the following operations performed: 
(1) Samples reweighed. 
(2) Shore hardness measured. 
(3) Permeability to hydrazine measured.’ 
(4) Shore hardness measured. 
(5) Vacuum soaked at 1Wpm Hg. 
(6) Samples reweighed. 
(7) Shore hardness measured. 
A few of the samples exhibited signs of attack by the 
hydrazine, including some spall-like marks and occasional 
‘The permeability to hydrazine was measured in accordance with 
procedures as outlined in S. P. Vango’s Technical Memorandum 
33-55, “Determination of Permeability of Cast Teflon Sheet to 
Nitrogen Tetroxide and Hydrazine,” Jet Propulsion Laboratory, 
Pasadena, Calif., August 25, 1961. 
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Fig. 1. Four type-347 stainless steel containers 
mounted in environmental test chamber 
blistering, as shown in Figs. 3 and 4. Two blisters of this 
type were observed out of the 24 samples tested. The 
blisters did not appear to be critical defects; i.e., defects 
that could adversely affect the ability of the bladder mate- 
rial to perform its primary function as a barrier between 
the hydrazine and the pressurizing gas. Generally, the 
samples were in serviceable condition and still potentially 
capable of functioning as a bladder material. 
Table 4 is a compilation of test data obtained during 
this series of tests. At the start of the tests the hydrazine 
was colorless. After the first sterilization cycle the hydra- 
zine was light brown in color and contained fine black 
material in suspension, except in the reference containers. 
Table 5 lists typical volumetric measurements for the 
containers used during these tests. Each container is filled 
to the vent port with approximately 305 ml NzH4 prior to 
heat-sterilization. After three 60-h cycles at 275"F, the 
volume of NZH4 remaining in a container is about 47% 
of the original amount. This reduction in NZH4 occurs 
during the cooling and venting of the containers between 
heat sterilization cycles. 
Fig. 2. Type-347 stainless steel container 
with wire rack 
Differences in average shore A hardness and perme- 
ation rates occur because it has been necessary to use 
different sets of samples for each test operation. Figure 5 
indicates that the shore A hardness of the test samples is 
relatively independent of the number of heat-sterilization 
cycles at 275 and 300°F. At both sterilization temperatures 
a slight reduction of sample shore A hardness was noted 
after the third heat-sterilization cycle. 
Permeation rates also appear to be relatively independ- 
ent of the number of heat-sterilization cycles. While Fig. 6 
indicates an increase in permeation after the second and 
third heat-sterilization cycles at 275"F, a slight decrease 
in permeation after the third heat sterilization cycle at 
300°F is noted. 
Figure 7 by comparison indicates a marked decrease in 
the percentage of hydrazine, as determined by an assay of 
the test fluid after heat-sterilization. This relatively large 
decrease occurs in each case after the first heat-sterilization 
cycle. 
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Initial 
thickness, 
Increase 
(decrease), 
% 
Initial 
shore A 
hardness 
2 2 . 0  
Final 
thickness, 
in. 
I I 
I I 
Net 
(decrease), 
9 
Initial increase 
weight, 
9 
0.034-0.036 
0.034-0.037 
0.037-0.043 
0.03 8-0.04 1 
0.033-0.036 
0.034-0.037 
0.037-0.040 
0.038-0.042 
1 66 X 09201-1-01 0.034-0.036 
2 66 X 09201-1-02 0.035-0.037 
3 66 X 09201-1-bi 0.038-0.041 
4 66 X 09201-1-b2 0.039-0.041 
5 66 X 09201-2-01 0.034-0.036 
6 66 X 09201-2-02 0.035-0.037 
7 66 X 09201-2-bi 0.037-0.041 
a 66 X 09201-2-b2 0.038-0.042 
9 66 X 09201 -3-01 0.036-0.038 
10 66 X 09201-3-az 0.034-0.037 
1 1  66 X 09201-3-bi 0.039-0.042 
1 2  66 X 09201-3-bz 0.036-0.040 
13 66 X 09201 -4-01 0.034-0.036 
14 66 X 09201 -4-02 0.033-0.037 
15 66 X 09201-4-b1 0.038-0.041 
16 66 X 09201-4-b2 0.038-0.041 
17 66 X 09201-5-01 0.035-0.038 
18 66 X 09201-5-02 0.033-0.034 
19 66 X 09201-5-bl 0.035-0.039 
20 66 X 09201-5-b? 0.036-0.040 
1.3052 
1.3153 
3.3868 
3.3690 
(0.32) 
(0.49) 
(0.29) 
(0.1 3) 
1.2619 
1.3135 
3.3094 
3.5659 
72 
73 
71 
71 
(0.0042) 
(0.0065) 
(0.0100) 
(0.0043) 
(0.0069) 
(0.001 3) 
(0.0033) 
(0.0044) 
(0.55) 
(0.10) 
(0.10) 
(0.1 2) 
71 73 
- 73 
72 74 
72 74 
0.035-0.037 
0.034-0.036 
0.038-0.041 
0.03 6-0.03 9 
0.033-0.036 
0.033-0.036 
0.038-0.042 
0.038-0.042 
0.035-0.038 
0.032-0.034 
0.035-0.039 
0.036-0.041 
0.035-0.038 
0.035-0.038 
0.035-0.03 8 
0.037-0.042 
1.3235 (0.0094) 
1.2975 (0.0004) 
3.4381 (0.0019) 
3.2606 (0.0044) 
1.2519 (0.0052) 
1.2742 (0.0004) 
3.3060 0.001 2 
3.3979 0.003 1 
1.3380 0.01 48 
1.2221 0.0098 
3.1618 0.0225 
3.2941 0.0236 
1.3142 0.0038 
1.3131 0.001 3 
3.0955 (0.001 8) 
3.4006 (0.0008) 
Final 
shore A 
hardnes 
22 .0  
7 2  
73 
72 
72 
(0.71) 
(0.03) 
(0.06) 
(0.1 3) 
~~ 
72 71 
73 72 
72 71 
71 71 
(0.42) 
(0.03) 
0.04 
0.09 
1.11 
0.80 
0.71 
0.72 
0.29 
0.10 
(0.06) 
(0.02) 
73 73 
72 71 
71 72 
71 71 
74 69 
74 70 
70 68 
72 67 
7 2  72 
71 7 2  
71 72 
71 71 
25 
26 
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66 X 09201-7-01 0.036-0.037 - 1.3228 - - 72 - 
66 X 09201-7-02 0.033-0.034 - 1.1773 - - 73 - 
Shore A 
dry 
Shore A 
hardness hardness 
iermeation 
test 2 2 . 0  rt2.0 
70 73 
70 73 
after after 
vacuum 
- - 
- - 
71 72 
71 71 
- - 
- - 
70 71 
69 71 
- - 
- - 
69 72 
69 72 
- - 
- - 
68 71 
68 70 
- - 
- - 
69 71 
68 71 
- - 
- I 
Time of 
permeation 
test, 
h 
Permeation 
h/in.' 
mg N2Hd 
0.042 
0.05 1 
- 
- 
0.019 
0.023 
- 
- 
0.054 
0.078 
- 
- 
0.024 
0.028 
- 
- 
0.01 8 
0.022 
- 
- 
0.024 
0.020 
- 
- 
40 
40 
- 
- 
Pressure 
after 
one 
cycle, 
Psig 
407 
407 
407 
407 
262" 
262'' 
162d 
262d 
403 
403 
403 
403 
426 
426 
426 
426 
470 
470 
470 
470 
558 
558 
558 
558 
40 
40 
- 
- 
41 
41 
- 
- 
Pressure Pressure 
after after 
two three 
cycles, cycles, 
p5i9 Psig 
270 - 
270 - 
270 - 
2 70 - 
- - 
- - 
- - 
- - 
296 294 
296 294 
296 294 
296 294 
486 - 
486 - 
486 - 
486 - 
548 762 
548 762 
548 76 2 
548 762 
- - 
- - 
- - 
- - 
40 
40 
- 
- 
71 72 
73 73 
No. 
of 
cycles 
0.026 40 
0.028 40 
2b 
2b 
Zb 
2b 
3 
3 
l b  
l b  
l b  
l b  
190.5 94.7 6 Pa 498 494 314 
180 94.7 10 P i  79 2 740 420 
3b 
3b 
3b 
3b 
3e 
3e 
3' 
3e 
Table 4. Ethylene-propylene patch-test samples heat-sterilization test data 
Total 
time 
at test 
temperature, 
h 
130.5 
130.5 
130.5 
130.5 
70.5 
70.5 
70.5 
70.5 
190.5 
190.5 
190.5 
190.5 
120 
120 
120 
120 
180 
180 
180 
180 
60 
60 
60 
60 
Fig. 3. Diaphragm sample of EPR (SR 722-70) after 70.5 h in hydrazine at 275OF (outside, or liquid-side, surface) 
Fig. 4. Diaphragm sample of EPR (SR 722-70) after 70.5 h in hydrazine at 275OF (inside, or gas-side, surface) 
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Table 5. Typical volumetric measurements of test containers 
Volume Volume 
Confainer less to pressure 
No. sample, Port, 
ml ml 
2 502 475 
4 497 470 
5 504 473 
6 503 473 
Volume 
to vent 
POlt, 
ml 
309 
302 
309 
301 
Average 
container 1 502 1 473 1 305 
NzH4 
Volume 
after 
test, 
% 
Volume 
after 
test, 
mi 
NZHI 
Fluid 
test 
temperature, 
Volume No. 
samples, of 
O F  
ml 
- 
1 90 
145 
2 70 
- 
63 
47 
90 
- 
7.7 2 2 75 
7.7 1 2 75 
7.7 3 275 
N/A 1 2 75 
7.7 - 2 75 
172 
Fig. 5. Shore A hardness of EPR (SR 722-70) 
after heat sterilization cycles 
0 I 2 3 
NUMBER OF 60-h CYCLES 
N c' 
N z 
E 
z 
0 
Fig. 6. Permeation rates of EPR (SR 722-701 by 
hydrazine after heat-sterilization cycles z 
W 
0 
W a 
W 
a a 
a' 
NUMBER OF 60-h CYCLES 
L 
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IOC 
9t 
ae 
2- 
F 
0 
d 
2 g 9f 
2 
W 
a 
K 
0 > I 
94 
9: I I 
I 2 
NUMBER OF 60-h CYCLES 
Fig. 7. Hydrazine degradation after heat-sterilization 
cycles (assay results) 
From the test data, as shown in Table 4, an average 
rate of pressure generation has been computed for each 
heat-sterilization temperature. This information is shown 
graphically in Fig. 8. The dashed lines of the two curves 
W 
K 
3 
v) 
K 
s 
a 
W a 
K 
W 
a 
3 
I I HYDRAZINE ONLY IN TYPE-347 1 
(REFERENCE CONTAINERS) 
STAINLESS STEEL CONTAINERS 
I 
I EPR PATCH-TEST SAMPLES 
AND HYDRAZINE IN TYPE-347 
STAINLESS STEEL CONTAINERS 
I I 
W 
3 
a 
a 52 
% 
W 
W c 
STERILIZATION TEMPERATURE. O F  
Fig. 8. Temperature sensitivity of EPR patch-test 
samples immersed in hydrazine 
0 100 200 300 
are based on heat-sterilization test data previously re- 
ported in SPS 37-44, Vol. IV, p. 180. These data indicate 
that the average pressure rise in the reference containers 
was greater than the average pressure rise in the con- 
tainers with EPR patch-test samples. Also noted, as pre- 
viously reported in SPS 37-44, Vol. IV, p. 180, that the 
rate of pressure generation is very sensitive to changes in 
the heat-sterilization temperature. 
The next phase of this program will include additional 
cycling at sterilization temperatures of 275 and 300°F 
until six sterilization cycles at each temperature have been 
completed. A detailed posttest analysis will be carried 
out on the EPR patch test samples, the hydrazine pro- 
pellant, and the type-347 stainless steel containers. 
B. The Reaction Between OF, and BZH6: The 
Rate of Formation of BF,, R. A. Rhein 
1. Introduction 
The object of this research program (of which this 
article is one portion) is to measure the rate of reaction of 
OF, with B2H6. In order to determine the reaction rates, 
it is necessary to measure the partial pressure of the OF, 
and of the B2H6 continuously as the reaction proceeds. 
Infrared spectroscopy was chosen as the method for 
making these measurements. 
To determine the partial pressure of OF, in the pres- 
ence of B2H6 by infrared spectroscopy, it is necessary to 
know the pressure-broadening effect, of the B2H6 on the 
infrared absorption of the OF,. But since the OF, reacts 
with B2H6, it is difficult to determine the pressure- 
broadening effect unless one knows the reaction rate and 
uses it to calculate the partial pressures of the OF, and 
the for any time interval after they were mixed. 
This rate can be estimated by using the rate of formation 
of BF,. The same reasoning holds for determining B,H, 
in the presence of OF,. 
As neither OF, nor reacts with BF3, it was rela- 
tively easy to measure the pressure-broadening effect of 
'Each compound absorbs infrared radiation reasonably strongly at 
one or more frequencies. The amount of absorption of infrared 
radiation at any of these frequencies for a gas depends primarily on 
the path length through which infrared radiation passes and the 
concentration of the gas. For a gas mixture, however, because of a 
pressure-broadening effect, the presence of other gases increases 
the absorption of infrared radiation to a value greater than would 
be observed for a pure gas. 
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BZH6 and of OF, on the infrared absorption of BF,. By 
making continuous measurements of BF, partial pressure 
versus time for various initial values of the partial pres- 
sure of OF, and of B,H,, the initial rates of formation of 
BF, were determined. 
It was assumed that the initial rate of formation of BF, 
is a good indicator for the initial reaction rate of OF, with 
BZH6. As BF, was the predominant fluorine-containing 
product of the reaction of OF, and BZH6 (SPS 37-42, 
Vol. IV, pp. 73-80), the assumption is probably valid. 
As a result of this study, it was found that OF, reacts 
with B,H, in an interesting and very unexpected manner. 
The initial rate of formation of BF, from this reaction 
was found to be proportional to the square of the OF, 
partial pressure and to the inverse square root of the 
B,H, partial pressure. 
TAIL 14-mm OD x 50  cm LONG 
B, He STORAGE BULB OF2 STORAGE BULB 
GLASS VALVE 
1/8-in. SWAGECOCK 
1/8-in. COPPER TUBING 
l/B-in. NATIONAL 
PIPE THREAD 
TO RECORDER 
1 74 
I - 
INFRARED CELL 
INFRARED 
CELL HOLDER 
INFRARED SPECTROMETER I 
I 
'/o TRANSMITTANCE 
OUTPUT TO 
RECORDER 
EXPANDED 
SCALE 
READOUT 
ACCESSORY 
Fig. 9. Schematic of the experimental setup 
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The results of the experiments described in this article 
indicated that the initial rate of formation of BF, at 
ambient temperatures corresponded to the rate expression 
where the subscript 0 indicates initial conditions; time 
and pressure were expressed in minutes and torr. 
2. Experimental Procedure 
The experimental setup is shown in Fig. 9. The OF2 
and the B,H, were purified by the method described in 
SPS 37-42, Vol. IV, pp. 73-80, and were stored in the 
pyrex bulbs shown. In the bulbs, the pressure of the OF2 
and of the B2H6 was ordinarily held between 400 and 
800 torr. 
The infrared cells were constructed of either pyrex or 
316 stainless steel; the design for the stainless steel cell 
is shown in Fig. 10. The cell windows were made of 
NaCl, AgCl, or IRTRAN-2 (pressed polycrystalline ZnS). 
f 
1-1/2 
DIA 
r 
,I 
I 
I 
I 
I 
I 
I 
I 
1 
L 
8. CAP 
2-1/2 
1 
Although the experiments were conducted using either 
cell with any of the windows, there was no observable 
difference in the reaction rate due to the cell or window 
materials of construction. 
The pressure of gases in the cells was measured by an 
electronic transducer, attached directly to the cell. The 
pressure could also be measured by the diaphragm gage 
shown on the gas handling system attached to the cell. 
This system was connected to a standard high vacuum 
apparatus through the metal bellows, as shown. It was 
through the bellows that the cell and assembly were 
evacuated. 
The following procedure was used to conduct each 
experiment: 
(1) The cell and the attached system were evacuated 
to a pressure of approximately 1 pm. 
(2) The B2H6 was added, to both the cell and the 
system, to the desired pressure, as registered by the dia- 
phragm pressure gage. The stopcock between the cell 
and the system was closed and the system was evacuated. 
24 THREADS/in. 
12 THREADS 
TOTAL 
2 4  THREADS/in. 
12 THREADS 
TOTAL 
I.. 
~ I- 1/2 
11 
3-3/4 --J
C INLET ASSEMBLY 
1/4 OD COPPER 
TUBING -~~~ 13/16 HOKE VALVE 
10/30 3 INNER 
NOTE: ALL DIMENSIONS IN INCHES 
1/8 PIPE NATIONAL HRE D [ii 
Fig. 10. Stainless steel infrared cell design 
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(3) The OF, was added to the system until its pressure 
was equal to the BZH6 pressure in the cell; the stopcock 
between the cell and the system was then opened, and 
the OF, pressure was increased until the final desired 
pressure was achieved; the addition of OF, to the B,H, 
generally took about 1 min. Then the stopcock between 
the system and the cell was closed. 
(4) The voltage output from the electronic equipment 
associated with the transducer was impressed on a strip 
chart recorder. This voltage output was calibrated by 
the pressure measured by the diaphragm gage immedi- 
ately after the OF, was added to the B2H6. 
(5) The transmittance output from the infrared spec- 
trometer was impressed on one strip-chart recorder; and, 
simultaneously, the output from the electronics associated 
with the transducer was impressed on another strip-chart 
recorder for the duration of the experiment. 
(6) The experimental duration was approximately 
10 min. After that, the cell was evacuated. 
3. Results 
Perhaps the most important finding of this work was 
that the initial rate of formation of BF, from the reaction 
of OF, and BZH6 could be represented fairly well by 
Eq. (l), derived from experimentally measured values of 
which are listed in Table 6. Because the BF, rates de- 
pend upon the initial partial pressures of OF, and of 
B2Hs, these BF, rates, along with their rms deviations, 
are shown in Table 6 for a series of selected pairs of 
values of initial partial pressures of OF, and of BZH6. 
Each value for the BF, rate shown in Table 6 represents 
an average value from several experiments. Also listed 
are values for the BF, rates calculated from Eq. (1). 
The BF, partial pressure was determined from mea- 
surements of the transmittance of infrared radiation at 
the 6.88-pm absorption band of BF,. All infrared mea- 
surements were conducted at a 10-cm path length. For 
Table 6. Initial rates of formation of BF3 from the reaction of OF, and 
(PoF,),, torr 
5.0 
5.0 
5.0 
10.0 
10.0 
10.0 
10.0 
10.0 
10.0 
20.0 
20.0 
20.0 
20.0 
30.0 
30.0 
30.0 
30.0 
40.0 
1 .o 
2.5 
5.0 
1 .o 
2.5 
5.0 
10.0 
20.0 
30.0 
5.0 
10.0 
20.0 
30.0 
5.0 
10.0 
20.0 
30.0 
20.0 
1% (PBQi) lo  
(experimental), 
torrlmin 
0.0227 
0.01 24 
0.01 49 
0.0805 
0.0361 
0.041 8 
0.0353 
0.0223 
0.01 82 
0.1578 
0.1047 
0.0566 
0.0770 
0.434 
0.325 
0.1 82 
0.190 
0.5 10 
0.0038 
0.0004 
0.00 17 
0.001 3 
0.0031 
0.0008 
0.0048 
0.0042 
0.0026 
0.0079 
0.0068 
0.0035 
0.0067 
0.194 
0.032 
0.01 3 
0.024 
0.004 
[C (PBRJIo 
(calculated), 
torrlmin 
0.0205 
0.01 29 
0.0092 
0.0820 
0.05 19 
0.0367 
0.0259 
0.01 83 
0.01 50 
0.1 467 
0.1037 
0.0733 
0.0599 
0.3300 
0.2334 
0.1 650 
0.1 347 
0.2934 
[-& (Preo,tor)],, 
torrlmin 
0.01 00 
0.0287 
0.0228 
0.1 184 
- 
0.0854 
0.0901 
0.0741 
0.071 0 
0.2578 
0.1 800 
0.1 785 
0.1 133 
- 
-1.12 
0.1 20 
0.1973 
0.0564 
drmsl 
0.0000 
0.001 8 
0.0042 
0.0065 
- 
0.01 40 
0.0059 
0.0061 
0.01 28 
0.0386 
0.0142 
0.0258 
0.0054 
- 
0.49 
0.027 
0.1 171 
0.0252 
'Tabulated valuer ore for those observed experimentolly and those calculated from Eq. (1); the rate of change of pressure of the gases in the reactor (consisting of OFs. 
BgHa, and their gaseous products) are tabulated for values of the initial partial pressures of OF2 and of BzHa. 
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pure BF,, the absorbance, as a function of pressure is 
shown in Fig. 11. Because of the pressure-broadening 
effect described above, the presence of another gas mixed 
with BF, increases the infrared absorbance to a value 
somewhat greater than that for BF, alone. This pressure- 
broadening effect must be taken into account when the 
BF, partial pressure in the presence of OF, and B,H, is 
determined from measurements of its infrared absorb- 
ance. The pressure-broadening effect is called here the 
differential absorbance, i.e., the increase in absorbance 
due to the presence of another gas mixed with the BF,. 
For a particular partial pressure of BF,, the differential 
absorbance is a function of the partial pressure of the 
*The absorbance is defined as (absorbance) = - log,, (transmit- 
tance); the transmittance is the fraction of infrared radiation 
passing through a substance in an infrared cell. The transmittance 
(which depends on the infrared frequency) is the quantity mea- 
sured by the infrared spectrometer, and ranges in value from 
0 to 1.0 (or 100% ). For an empty infrared cell, the transmittance 
is 100%. 
BF, PRESSURE, torr 
Fig. 11. Infrared absorbance vs pressure of BF, 
IO-cm cell, 6.88-pm wavelength 
’61 
0.4 
Z 
IL 
0 
v) 
a m 
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_I 03 
f z 
w 
IL w 
LL 
0 0.2 
0.1 
0 
0 20 40 60 
8 rnm - 
.9 rnrn 
0.4 rnrn 
+ 
I I( 
OF2 PRESSURE, rnrn 
Fig. 12. The increase in absorbance, or differential 
absorbance, on the 6.88-pm absorption band of 
BF, vs pressure of OF, added to BF, at various 
initial pressures (10-cm path length) 
added gas. In Fig. 12, the differential absorbance, as a 
function of the OF, pressure, is presented for a series of 
values of BF, partial pressures. In Fig. 13, the difFeren- 
tial absorbance, as a function of the partial pressure of 
BzH6, is presented for a series of values of the BF, par- 
tial pressure. 
In each experiment involving the reaction of OF, with 
B2Hs, the total pressure was measured as a function of 
time. The slope of the total pressure versus time curve 
was determined, immediately after the OF, was added 
to the BZH6. The average initial total pressure rate of 
change, with time, and the rms deviation, for each pair 
of OF, and BZH6 initial pressures are listed in Table 6. 
No attempt was made to determine the significance of 
these rates, however. 
To convert absorbance to BF, partial pressure, it was 
necessary to h o w  the absorbance of pure BF,, the dif- 
ferential absorbance from the OF, present, and the differ- 
ential absorbance from the presence of the BZH6. The 
total absorbance is the sum of the absorbance due to BF, 
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Fig. 13. The increase in absorbance, or differential 
absorbance, on the 6.88-pm absorption band of 
initial pressures (10-cm path length) 
BF3 vs pressure of added to BF, at various 
alone (Fig. ll), the differential absorbance from OF,, and 
the differential absorbance from B2H6. 
The differential absorbance from OF, depends upon 
the pressures of both OF, and BF,. For a given OF, 
pressure, therefore, the differential absorbance due to 
OF, is a function of BF, partial pressure. This likewise 
holds true with the differential absorbance of The 
differential absorbance from a constant partial pressure 
of OF, with variable partial pressure of BF, can be 
determined from the information presented in Fig 12. 
Likewise, the differential absorbance for variable BF, 
and constant BZH6 partial pressures can be determined 
from the information on Fig. 13. 
The initial rate of formation of BF, is equal in value 
to the slope of the BF, partial pressure-time curve, mea- 
sured at that time where the reaction was assumed to 
have begun, that is, immediately following the addition 
of OF, to the &He. It is true that the total pressure 
would be equal to the sum of the pressures of the OF, 
and B,H, only if there were no reaction between them. 
It was assumed here that the reaction between OF, and 
B,H, is negligible while the OF, was being added to the 
B,H,. As it turns out, the assumption was a fairly good 
one, as the rate of formation of BF, was generally 
< 1 todmin  under these experimental conditions, and 
the length of time required to add the OF, was generally 
< 1 min. 
In order to find an algebraic expression from which 
one could calculate the BF, rate for a given initial par- 
tial pressure of OF, and of B2H6, the following form was 
used: 
The following procedure was used to obtain values for 
the constants A, a, and b: 
(1) An experimental condition was specsed by the 
initial partial pressures of OF, and of BZH6; for each, sev- 
eral experiments were performed. For each intial partial 
pressure of BZH6 there were several experimental condi- 
tions, specified by that value of the B2H6 partial pressure 
and by one of several values of the OF, partial pressure. 
For each of these sets of experimental conditions, defined 
by a particular value of initial partial pressure of BZH6, 
a graphical plot was made of the logarithm of the BF, 
rate plotted against the logarithm of the initial partial 
pressure of OF,. These plots were shown to be a family 
of approximately straight lines, and the slope of each of 
these lines was found to be closely equal to two. Conse- 
quently, the OF, pressure exponent a, was chosen to be 
two. 
(2) To get A and b, the rate equation was expressed in 
the form 
or 
A and b could be found by plotting log,, 
(4) 
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versus loglo ( P B ~ H , ) , .  This was done and the slope of this 
log-log plot was found to be approximately equal to -0.5. 
Consequently, the exponent b for the BF, concentration 
was presented as -0.5. From the intercept of this curve, 
the value of A was found to be 0.0082. 
C. The Reaction Between OF, and B,H,: 
Further Computations on the Rate of 
Formation of BF,, R. A. Rhein 
BF, is one of the products resulting from the reaction 
of OF, and The initial rate of formation of BF, 
has been measured for various values of the initial par- 
tial pressures of OF, and B,H,. The relationship between 
the initial rate and the initial reactant partial pressures 
was found to follow an equation of the form 
(3) merefore, as expressed before, (1) fits the 
experimental data reasonably well. 
4. Discussion 
It was noted that the relationship between the BF, 
rate and the initial partial pressures of OF, and B,H, 
could be expressed by Eq. (2). The experimental values 
of the BF, rate, and the values of BF, rate calculated 
from that expression (shown in Table 6) compare reason- 
ably well over the range of partial pressures of OF, and 
of BzH6 used in this study. It is likely that the algebraic 
expression is only an approximation to whatever the 
correct expression is. It may not apply at very low partial 
pressures of B2H6, for example. 
The experimental finding that the initial rate of forma- 
tion of BF, is inversely proportional to the square root 
of the B,H, partial pressure is interesting. If, indeed, the 
initial rate of formation of BF, corresponded to the reac- 
tion rate between OF, and B2H6, then the mechanism 
for this reaction would be different from the mechanisms 
for either the oxidation of diborane (Ref. 1) or €or the 
decomposition of B2H6 (Ref. 2). This is so because (in 
the references cited) the reaction rate of B2H6 with 0, 
was proportional to the 3/2-power of the value of the 
diborane partial pressure and was independent of the 0, 
pressure. The rate of decomposition of diborane was 
found to be also proportional to the value of the partial 
pressure of diborane raised to the 3/2-power. 
5. Future Work 
The rate of formation of BF, from the reaction of OF, 
with determined as described in this article, was 
assumed to be an indicator for the rate of reaction of 
OF, with B2H6. This rate will be used in the next part of 
this research program, concerned with finding the initial 
rate of change of partial pressure of OF, and of BZH6 in 
the OF,-B,H, reaction. From this information, it should 
be possible to devise a reaction mechanism that accounts 
for the initial rate of formation of BF,, as well as the 
initial rate of change of partial pressure of OF, and of 
B2H6. 
where the units were in torr for pressure and minutes for 
time. The constants A, b, and c were found by a 
graphical method to be: A = 0.0082; b = 2.0; and 
c = -0.5. (Refer to the previous subsection B of this 
SPS.) 
This article discusses the results of the calculation of 
the constants A, b, and c by a stepwise multiple re- 
gression of the matrix 
The first column represents the dependent variable, 
the second and third columns the independent variables. 
From the regression, the constants A, b, and c were 
found to be: A = 5.2 X 10-4; b = 2.15; and c = -0.43. 
For the regression, the multiple correlation coefficient 
was found to be 0.982. The matrix elements were calcu- 
lated from the data presented in Table 7, the first four 
columns of which are taken from the previous subsec- 
tion B of this SPS. 
The average measured rates, along with their standard 
deviations, were each computed from the results of 
several experiments. 
The rate expression obtained from the regression is, 
then, 
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Table 7. Measured and calculated values of the initial 
rate of formation of BF, resulting from the 
reaction of OF2 and B,H, 
partial pressure, 
0 F2 
5.00 
5.00 
5.00 
10.00 
10.00 
10.00 
10.00 
10.00 
10.00 
20.00 
20.00 
20.00 
20.00 
30.00 
30.00 
30.00 
30.00 
40.00 
BzHa 
1 .oo 
2.50 
5.00 
1 .oo 
2.50 
5.00 
10.00 
20.00 
30.00 
5.00 
10.00 
20.00 
30.00 
5.00 
10.00 
20.00 
30.00 
20.00 
Average 
measured 
rate, 
torr/min 
0.023 
0.01 2 
0.015 
0.080 
0.036 
0.041 
0.035 
0.022 
0.018 
0.1 58 
0.104 
0.057 
0.076 
0.434 
0.320 
0.182 
0.1 90 
0.51 1 
Standard 
deviation 
0.005 
0.001 
0.003 
0.002 
0.005 
0.001 
0.01 0 
0.008 
0.005 
0.01 2 
0.010 
0.005 
0.01 2 
0.274 
0.057 
0.026 
0.034 
0.004 
Calculated 
rate, 
torr/min 
0.01 7 
0.01 1 
0.008 
0.074 
0.050 
0.037 
0.028 
0.020 
0.017 
0.1 65 
0.1 22 
0.091 
0.076 
0.394 
0.292 
0.21 7 
0.182 
0.403 
Residual 
0.006 
0.001 
0.006 
0.006 
-0.014 
0.004 
0.008 
0.002 
0.001 
-0.006 
-0.019 
-0.034 
-0.000 
0.040 
0.028 
-0.035 
0.008 
0.109 
In Table 7 are shown the rates computed from this ex- 
pression, for the listed values of the initial partial pres- 
sures of OF, and of BZH6. The residual column shown in 
Table 7 is the difference between the measured and the 
calculated rates. 
The values of the residuals are small compared to those 
of the rates, and generally are of the same magnitude as 
the values for the standard deviations. Consequently, the 
calculated rates, based on the rate expression, compare 
favorably with the measured rates. We could also con- 
clude that the calculated and measured rates compare 
favorably from the fact that the regression correlation 
coefficient was 0.982. 
Before attempting to propose a mechanism for the 
OF,/B,H, reaction, it will be necessary to find the rela- 
tions between 
and 
as a function of (Po,,),,, (PB2H6)0, and (PI),, where I repre- 
sents an inert gas, i.e., one thl t  does not enter the reaction. 
These relations will be described in future articles. 
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XVI. Science Data Systems 
SPACE SCIENCES DIVISION 
A. Properties of Near-Maximal-length Cycles 2. Complementary Structure of {a,} 
The sequence {a,} over one period consists of two sub- 
sequences and each is the one's complement of the other. 
Generated by linear Feedback Shift 
Registers, M. Perlrnan 
1. Introduction EXAMPLE 1: 
(2) 
In SPS 37-44, Vol. IV, pp. 209-216, it was shown that 
cycles of h g t h  28 - 2 and 28 - 4 can be realized with 
s-stage linear feedback shift registers (FSRs). An odd 
number of feedback taps is needed for each s-stage shift 
{a,} = a, a, * . * - * a , *  * * *a13* * * register. For values of s from 4 through 21, a near- maximal-length cycle can be realized with a 3-tap 
feedback function which satisfies the linear recurrence 1 0 0 1 1 1 1 0 1 1 0 0 0 0 ~  * - 
relationship 
a, = an-I @ a n - 2  @ 4 - 4  
For the initial conditions a_, = a-2 = = a4 = 0, 
Note that a, = a:, anduk = ai+,. 
a, = 1 @ @ a,-j @ EXAMPLE 2: 
For the initial conditions a_, = a_, = a-3 = a_, = 0, The generating function for characterizing the sequence 
was discussed in SPS 37-45, Vol. IV, pp. 225-228. In this 
summary, the autocorrelation properties of {an} and 
methods for altering its periodicity are presented. 
{a,} emanating from a near-maximal-length linear FSR {a,} = a,a, . * ' '  * a l l *  ' * 
1 0 1 1 1 1 0 1 0 0 0 0 ~ ~ ~  
In example 2, a, = a,, and ai = ai+& 
JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 181 
a 
Sequence lengths of 24 - 2 and 24 - 4 are illustrated in 
examples 1 and 2, respectively. 
Similarly, in example 2, 
e (A) = (A + 1)3 ( ~ 2  + A + 1) 
The results of examples 1 and 2 are apparent when = (A3 + A2 + A + 1) (A2 + x + 1) 
examining the characteristic polynominals of the trans- 
formation matrices associated with the linear FSRs. In 
example 1, 
The linear combination of outputs of FSRs associated with 
(A + 1)3 and A2 + A + 1 appears as follows: 
- 
(A + 1 ) 3  1 1 0 0 1 1 0 0 1 1 0 0 1 1 0 - ~ *  
1 1 0 1 1 0 1 1 0 1 1 0 1 1 0 . . . 
{an>  0 0 0 , l  0 1 1 1 1 0 1 0 0 0 0; . . 
ha + A + 1 e (A) = (A + 1)” (A3 + A + 1) = (A2 + 1) (A3 + h + 1) 
The linear combination of outputs of FSRs associated 
with ~2 + 1 and 
The initial conditions of the component FSRs of both 
examples were assumed to be 0 0 * . 1 (i.e., a binary 1). + + 1 appears as follows: 
In general, the maximal-length component sequence 
appears twice per period for 2% - 2 lengths and four times 
per period for 2s - 4. The components associated with 
( h  + l p  and (A + 1)3 account for the two subsequences 
in each {a,} being complementary. 
A2 + 1 
h3 + A + 1 
{an} 
1 0  1 0  1 0  1 0  1 0  1 0 1  0 1 0  l e - -  
0 1 1 1 0 0 1 0 1 1 1 0 0 1 0 1 . . . 
0 0 0 ) l O  0 11  11 0 11  0 0 0 0,- - .  
3. Complementary Sequences Resulting From 
,nitia, 
The resulting sequence { a n }  has a length that is the least 
common multiple (LCM) of the lengths of the sequences 
associated with h2 + 1 and A3 + h + 1. Two periods of 
the latter combine with seven of the former to form one 
period of {a,}. 
In SPS 37-45, Vol. IVY the generating function associ- 
ated with an s-stage FSR with NOT EXCLUSIVE-OR 
feedback was shown to be 
The initial state 0 0 * * 0 where a_, = 
0 yields 
= - - = a_, = 
I (5) 
1 
) ( f = 1  (1 + 2) 1 + 2 C,-iXi 
G(x)  = 
Note that modulo 2 rules of arithmetic are used. Also, 
C, -+  = 1 if the i‘th stage is in the feedback (see Fig. 1). 
For C,-i = C,-j = C, = 1 (as in Eq. 1)) 
1 
(1 + x)( l  + xf + 39 + xs) C(x) = Fig. 1. An s-stage FSR sequence generator 
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When the initial state is 1 1 . * .1, Eq. (5) reduces to 4. The Autocorrelation of Near-Maximal-length 
Sequences 
The autocorrelation of a sequence is defmed (Ref. 1) as 
(7) 
xi + x i  + x8 
(1 + X ) ' ( l  + x i  + x i  + xt") G(x)  = 
The sum modulo 2 (linear combination) of the right-hand 
side of Eqs. (6) and (7) equals 
Thus, the sequences associated with Eqs. (6) and (7) are 
complementary. They emanate from the same linear FSR 
with initial states of O O - * - O  and 11 * . -  1, respectively. 
Successors to these initial states will also be comple- 
mentary. The successive contents of the FSR of example 1 
for both sets of initial states are shown below with minor 
cycles added. 
n an-1 an-:! an-s an-4 an-? a,+ an-4 
0 0 0 0 0  1 1 1 1  
1 1 0 0 0  0 1 1 1  
2 0 1 0 0  1 0 1 1  
3 0 0 1 0  1 1 0 1  
4 1 0 0 1  0 1 1 0  
5 1 1 0 0  0 0 1 1  
6 1 1 1 0  0 0 0 1  
7 1 1 1 1  0 0 0 0  
8 0 1 1 1  1 0 0 0  
9 1 0 1 1  0 1 0 0  
1 0 1 1 0 1  0 0 1 0  
1 1 0 1 1 0  1 0 0 1  
1 2 0 0 1 1  1 1 0 0  
1 3 0 0 0 1  1 1 1 0  
0 1 0 1  1 0 1 0  
where b, = 1 - 2an and p is the period of the sequence. 
The zeros and ones of {a,} correspond to p l w  one and 
minus me, respectively. 
Note that C ( T )  is the sum of the agreements minus the 
sum of the disagreements that a sequence has over one 
period, with the same sequence delayed T digit periods. 
The autocorrelation of the sequence in example 1 is 
enumerated for various values of T .  
{a,} 1 0  0 1 1  1 1  0 1 1  0 0 0 0 
{an} 1 0 0 1 1 1 1 0 1 1 0 0 0 0  
+ + + + + + + + + + + + + - I -  
C ( 0 )  = +14 
{a,} 1 0  0 1 1  1 1  0 1 1  0 0 0 0 
{ a n - l } O  1 0  0 1 1  1 1  0 1 1  O O O 
+ - + + + - - + - + + +  - -  
C(1) = +2 
{a,} 1 0 0 1 1 1 1 0 1 1 0 0 0 0  
{an-:!}O 0 1 0  0 1 1  1 1  0 1 1  O O 
- + - - - + + - + - - - + +  
C ( 2 )  = -2 
. . . . . . . . . . . . . .  
. . . . . . . . . . . . . .  
. . . . . . . . . . . . . .  
. . . . . . . . . . . . . .  
{a,} 1 0 0 1 1 1 1 0 1 1 0 0 0 0  
1 0 1 0  0 1 0 1  { u , - 7 } o  1 1  0 0 0 0 1 0  0 1 1  1 1  
- - - - - _ _ _ _ _ _ _ _ _  
Note that corresponding states of both cycles are comple- 
mentary when initialized with complementary states. 
C (7) = - 14 
A complete tabulation of C ( T )  for the sequence in ex- 
ample 1 appears in Table 1; C ( T )  for the sequence in 
example 2 is given in Table 2. 
For cycle lengths of 2" - 2 and 2" - 4, both the 
O O . - * O  and the 11...1 states appear. 
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Table 1. C (TI versus T for a,, = a,,-1 @ an-2 @ ak4 
and p = z4 - 2 
7 
0 
1 
2 
3 
4 
5 
6 
c (7) 7 c (7) 
+ 14 7 -14 
+ 2  8 - 2  
- 2  9 + 2  
+ 2  10 - 2  
- 2  11 + 2  
+ 2  12 - 2  
- 2  13 + 2  
Table 2. C ( T I  versus T for a,, = an-1 @ aW3 @ ak4 
and p = !Z4 - 4 
7 c (7) 
0 + 12 
1 0 
2 + 4  
3 0 
4 - 4  
5 0 
7 c (7) 
6 -12 
7 0 
8 - 4  
9 0 
10 + 4  . 
11 0 
In general, C (T) for near-maximal-length sequences is 
as follows: 
CASE 1: 
p = 2 8 - 2  
c (0) = 28 - 2 
CS(7) = 2 2  for T # O  or 28-1 - 1 
C (7)  = - C (T  + 284 - l )modp for all t 
c (28-1 - 1 ) = - (28 - 2) 
CASE 2: 
p = 2 " - 4  
C ( 0 )  - ~ 2 ~  - 4 
c (28-1 - 2); = - (28 - 4) 
C ( T )  = 0, +4 for T # O  or 2"l - 2 
C(T) = - C ( T  + 2"l- 2)modp for all I 
5. Altering the Periodicity of Near-Maximal-Length 
Sequences 
In Ref. 2, it was shown that a maximal-length cycle of 
28 - 1 from an s-stage linear FSR could be altered to 
realize every cycle length 1 where 1 61 .L P. The same 
method can be applied to near-maximal-length sequences. 
When the recurrence relationship of a near-maximal- 
length sequence is simpler than that of a maximal-length 
sequence, less combinational logic is required for the 
former. 
EXAMPLE 3: 
Table 3. Cycle lengths versus W for 
a n  = an-1 e3 Cf3 a L  @ W 
I 'Content of fifth stage i s  not sensed. I 
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The first three terms of the recurrence relationship are 
associated with a sequence length p = 25 - 2; W is a 
nonlinear term which senses the content of the five-stage 
shift register. The successor to that state (i.e., state or 
states for which W = 1) is changed because the bit fed 
back is complemented. This results in skipping or an- 
nexing states to the cycle. 
where 
The cycle lengths resulting for each W are shown in 
Table 3. 
When the content of all stages is sensed, states that are 
not in the desired cycle branch into the desired cycle 
(see Ref. 3). If the content of all stages but the last (i.e., 
an-5) are sensed, the cycle is split into branchless cycles 
or expanded into a single branchless cycle. From Table 3 
it can be seen that there are two distinct Ws associated 
with every realizable length. 
For W = an.-, an-2 a%-4 aL5 ,  a cycle length of 27 re- 
sults. This is also true for W = a L 1  ah-* an-, a L 4  an-5. The 
cycle length can be expanded to 32 for W = an-l a L  an-3 
a;-, or W = a;-, an-2 a',-3 an-,. 
Note that, except for 15, all odd cycle lengths less than 
p are realizable with a W of the form shown in Eq. (10). 
Even cycle lengths equal to or greater than 16 can be 
realized by detecting two words. For example, 
where the symbol + denotes a logical sum (i.e., OR). 
The first term shortens the cycle to a length of 19, and 
the second term shortens the 19-length cycle to 18. By 
this procedure, an even length of 18 is realized. 
In general, the following shortened cycle lengths can 
be realized with a W consisting of a single term: 
CASE 1: p = 2" - 2 
All odd lengths 1, except 1 = 2"l - 1, are realizable 
where 1 4 1 < 2s - 2. 
CASE 2: p = 2" - 4 
All odd lengths 1, except 1 = 28-2 - 1 and 3 (28-2 - l),  
are realizable where l - L l <  2s - 4. 
In both cases, the cycles may be lengthened to 2" by 
sensing the content of the leftmost s - 1 stages such that 
a jump is made into one of the states in the minor cycle 
(see Ref. 1). 
Values of s for which %(28 - 2) or %(2" - 4) are 
Mersenne primes (Ref. 4) result in shortened cycles (when 
W is of the form shown in Eq. 10) with lengths relatively 
prime to 2s - 2 or 2s - 4, respectively. 
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XVII. Lunar and Planetary Sciences 
SPACE SCIENCES DIVISION 
A. Flexible-Screw Rock Sampling Device: 
I I ,  First Breadboard Design and 
Performance, D. Nash 
(2) A triple-curved rigid transport tube made of thin- 
walled (0.010 in.) stainless steel with an ID of 0.105 
in. and length of 21.75 in. (from acquisition end to 
discharge vent) 
Described in SPS 37-38, Vol. IV, pp. 136139 were the 
operating characteristics of the Stockwell-Imus rotating- 
(3) A swivel joint in the transport tube near the dis- 
charge end 
helix conveying mechanism (Ref. 1). It also set forth the 
design criteria for incorporating this mechanism as the 
principal component of a simple, single-motored sample 
- 
(4) A housing for the swivel joint, swivel-torque spring, 
discharge vent, and drive shaft 
- - - - - - 
acquisition device to be used to supply particulate rock 
samples to the X-ray difFractometer or other remotely 
(5) A gear box with 1:l spur gears with 1-in.-pitch 
diameter 
operated analytical instruments. This article describes the 
first breadboard model of the sampler, discusses its per- 
formance, and outlines required modifications. 
(6) A 24-V, dc gearmotor which has a rated shaft torque 
of 6 - h - o ~  at 1120 rev/min 
- 
The weight of the sampling device is 0.9 Ib. 
The essential mechanical components of the sampling 
(1) A flexible helical transport screw which is wound 
from 0.035-in. square cross section Be-Cu wire into 
a helix (Archimedean screw) with an OD of 0.090- 
0.095 in. 
device are shown in Fig. 1: The operating mode of the sampler is as follows. The 
transport screw rotates inside the transport tube at 1120 
rev/min. When released, the curved transport tube swivels 
on the discharge axis until the acquisition end of the tube 
(and the exposed portion of the helical screw) contacts the 
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Fig. 1. Essential mechanical components of sampling device 
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powdered rock surface (Fig. 2). Frictional torque (devel- 
oped by friction between the helix and the wall of the 
tube), as well as torque from the helical spring inside the 
swivel joint-housing, force the acquisition end into the 
rock powder. Acquisition of the powder by auger action 
commences as the screw rotates and is driven forward; the 
powder is transported up the inside of the curved trans- 
port tube and is discharged through the discharge vent 
(Fig. 1) in the lower side of the transport tube. During 
acquisition the acquisition end slowly progresses (i.e., 
bores a hole) through the powder; the leading 5-in. sec- 
tion of the curved transport tube is curved to a radius 
such that the tube does not broach during initial circum- 
ferential motion (broaching inhibits penetration of the 
tube into the powder); during this initial 5-in. travel, 
enough powder is acquired to fill the sample cup which 
is mounted in the cup holder of the X-ray difli-actometer 
(XRD). Essentially, all powder acquired at the acquisition 
end is discharged, provided the screw continues to rotate, 
even though the acquisition end stops penetrating or con- 
tinues swiveling on out of the powder. 
The performance of the sampler in air at room tempera- 
ture was determined for sample material composed of 
pulverized basalt powder of particle size < 37p.m and 
bulk density approximately 1.0 g/cm3 (Fig. 3). The maxi- 
mum depth of penetration of the transport tube was set 
IO" 
1 TRANSPORT TUBE 
ACQUISITION END OF 
TRANSPORT SCREW, 
\ i 
Fig. 2. Schematic showing deployment of transport tube of sampling device through rock powder sample 
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1 
Fig. 3. Sampling device with transport tube deployed 
in box of rock powder. Note material fhaf has 
been delivered into XRD sample cup 
for 1 in.; the vertical transport distance was 11.5 in., as 
shown in Fig. 2. The test results were as follows: 
Time required to start discharge 19 s 
Discharge rate 4.5 cm3/min 
Discharge time required to fill XRD 
Total operating time required to fill 
Power (at 24 V dc input) 
cup (2 cm3) 28 s 
XRD cup 47 s 
Prior to acquisition (tube empty) 
During acquisition (tube full, 
0.35 A (8.4 W) 
0.45 A (10.8 W) < 3 7 P )  
Weight 0.9 lb 
During operation it was observed that best spreading 
action of the discharged powder occurred when the height 
of the discharge vent above the bottom of the XRD-cup 
was set at 0.5 in. At that height, the powder poured out 
of the discharge vent and initiaIIy buiIt a conical pile 
on the cup bottom; when the top of the growing pile con- 
tacted the turning screw, discharge continued down the 
forward slope of the pile and the pile grew laterally, 
parallel to the feed direction, until the whole cup was 
covered (or until the drive motor was stopped). A slight 
vibratory motion applied to the cup (by gently tapping it) 
caused the loose powder to collapse, increasing its bulk 
density about 20%. (High bulk density is favorable for 
optimum XRD data provided no preferred orientation of 
mineral grains results during compaction; Ref. 2.) It was 
also found that acquisition was most efficient when the 
acquisition end of the transport tube penetrated the pow- 
der at a low angle (e.g., ~ 3 0  deg) and to a shallow depth 
(e.g., 2 1  in.; Fig. 2) as opposed to vertical downward 
penetration. 
A second test was run under the same environmental 
conditions but with sample material composed of basalt 
rubble containing a mixture of particles ranging in size 
from fine dust, less than 5 pm, to pebbIes 2 cm in diameter. 
In this material, the acquisition end would not penetrate 
by the force of the swivel spring alone, and penetration 
was therefore achieved by forcing the acquisition end into 
the rubble by hand. 
Upon penetration of the acquisition end into the rubble, 
transport action commenced and continued for about 5 s, 
whereupon the screw jammed due to lodgment of milli- 
meter-sized particles, and the motor stalled. The transport 
mechanism was then dismantled, cleaned, and reassem- 
bled, and another penetration performed using a %-in. 
drill motor for power (as in the preliminary tests reported 
earlier in SPS 37-38). Acquisition and discharge com- 
menced and continued for about 30 s, whereupon the 
device failed due to twist-rupture of the helical screw at 
the driven end. 
An analysis was made of the particle size distribution 
of the discharged rubble powder and the powder acquired 
but left in the transport tube at failure; the data are 
shown in Fig. 4. It is notable that the maximum particle 
size acquired was 800 pm and that there was a consider- 
able increase in the finer size fraction of the acquired 
sample due to pulverization and particle size reduction 
during the acquisition and transport action. 
Chemical analyses (Table 1) of the rubble powder 
showed measurable amounts of contamination from abra- 
sion of the screw and tube material (Be-Cu and staidess 
steel, respectively). About 1% of metallic copper and lesser 
amounts of the metals beryllium, chromium, nickel, and 
cobalt were added to the discharged powder. The con- 
tamination was visibly evident in the darkening of the 
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Fig. 4. Particle size analyses 
I 
discharged powder compared to the color of the original 
powder. 
Metal concentration, wt % 
The contamination levels, although large @ relative 
terms, were sufficiently small in absolute magnitude so 
as to present no interference in either diffraction or 
Contaminant 
source 
Transport screw 
Transport tube 
fluorescence analyses of the sample. The major contami- 
nant was Cu, which is not excited by CuK radiation (used 
in the XRD), and, furthermore, not among the elements 
for which fluorescence analyses will be attempted (Ref. 3). 
Also, the Ni contamination was below the expected minf- 
mum detectable limit for Ni. 
Metal Acquired sample 
Sampler components Original sample powder 
(approxl Powder remaining in tube Discharged powder 
cu 97.5 0.003 0.60 0.93 
Be 2.5 0.01 4 0.01 8 0.030 
Fe 73 1.7 2.0 1.7 
Cr 18 0.01 9 0.096 0.15 
8 0.004 0.002 0.046 Ni 
co 1 0.003 0.0 1 4 0.028 
No chemical analysis was made of the <37-pm basalt 
powder sample, although it was noted that no darkening 
of the powder occurred during transport and discharge, 
suggesting that no substantial contamination occurs when 
the device operates in fine powder in air. 
The principal conclusions drawn from these tests are: 
The 0.9-lb sampling device that was tested performed 
satisfactorily in fine basalt powder; acquisition and trans- 
port were efficient and rapid, requiring only 47 s running 
time at a power drain of 11 W to fill the 2-cm3 XRD sam- 
ple cup located 10 in. above the sampled surface. 
The device failed in rubble because of jamming of the 
transport screw by 800-pm particles. Two basic design 
changes are planned to overcome this problem: (1) the 
motor size will be increased to prevent stalling when 
the transport screw is loaded with coarse particles; (2) the 
transport screw will be reinforced with a flexible braided 
wire (speedometer cable) core within the helix. The 
sampler will then be tested in a variety of rock types 
and under vacuum at simulated lunar and Martian 
temperatures. 
The swiveled-flexible-screw sampler concept provides 
a simple, lightweight, low-power, single-motored, self- 
deploying device capable of acquiring, transporting, and 
presenting finely particulate rock samples to the X-ray 
diffractometer and other analytical instruments for geo- 
logical and biological expeaents performed aboard 
unmanned lander spacecraft. 
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B. Mercury’s Microwave Phase Effect, B .  Gary 
Recent measurements at A 3.4 mm (Ref. 4) and A 19 mm 
(Ref. 5) of the phase dependence of Mercury’s micro- 
wave thermal emission are incompatible with each other 
according to a simple model for the thermal behavior 
of the planet’s surface. The model employed here was 
first formulated by Piddington and Minnett (Ref. 6) 
for application to the moon, and can be described 
briefly as a vertically and horizontally homogeneous and 
temperature-independent surface model. Conditions on 
Mercury seem to meet the requirements of the model 
and justify its use about as well as those on the moon. 
Figures 5 and 6 show the discrepancy between the two 
sets of Mercury observations. Although the amplitudes 
and phases of the variation in Mercury’s brightness disk 
lOem 
temperature are nearly the same at the two wavelengths 
of observation, the model lines predict large differences. 
For example, in Fig. 5 the observed variation in h 3.4 mm 
brightness temperature of (35 +4 SE)% corresponds to a 
model-predicted variation at A 19 mm of (9 +2)%, versus 
the (27 +3)% observed value. 
I 
The model lines in Figs. 5 and 6 were constructed by 
adopting a Mercury sidereal rotation period of 59 days 
(the recent radar value), a sunlight intensity at local noon 
corresponding to Mercury’s mean orbital distance to 
the sun, a local midnight temperature of 1W0K, and a 
7/4 conversion factor to allow for the disk temperature 
versus center-of-disk temperature effect on the amplitude 
of the phase variation. When allowance is made for the 
100 p m  I mm I em 
WAVELENGTH 
Fig. 5. Amplitude of Mercury’s microwave phase effect at X 3.4 mm and X 1.9 cm. The lines are predicted 
by a vertically homogeneous, temperature-independent thermal model for Mercury‘s surface, 
where 6 i s  the ratio between the depth of microwave emission to the depth 
of penetration of the surface temperature variation 
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192 JPL SPACE PROGRAMS SUMMARY 37-46, VOL. IV 
uncertainties in the above parameters, the model versus 
observations discrepancy still exists. 
Moon observations are in much better agreement with 
a similarly constructed set of model lines, as shown in 
Figs. 7 and 8. Recent high-resolution measurements of 
the moon’s center-of-disk brightness temperature (Ref. 7) 
have permitted a comparison to be made between obser- 
vation and model for the higher harmonics of the lunar 
phase effect. Agreement is poor, and Linsky (Ref. 8) and 
Gary (Ref. 7) point out that this constitutes evidence for 
the need to incorporate in any future surface models a 
temperature dependence of the moon’s thermal con- 
ductivity (caused by the porosity-associated radiative 
component superseding the conductive component at high 
temperatures). Although the observations of Mercury are 
incapable of providing the same accuracy and spatial 
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resolution as those of the moon, the more extreme thermal 
conditions on Mercury may be affecting the observed 
first harmonic of the planet’s phase effect. 
Peculiar differences in thermal conditions exist on 
Mercury due to its high orbital eccentricity and the 
apparent 2:l ratio between its solar day and orbital 
period. A cursory examination of the effect this might 
have on an observed phase effect predicts a maximum 
amplitude of variation discrepancy of 36%, whereas the 
observed discrepancy is (200 +90/60)%. 
Further speculation might produce a mechanism to 
account for the existing measurements, but perhaps an 
investment of time in observation to verify the discrepant 
phase effects would be more fruitful. 
\ 
)O pm I m m  I cm 
WAVELENGTH 
Fig. 7. Amplitude of the moon’s microwave phase effect 
10 cm 
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Fig. 8. Phase of the moon's microwave phase effect 
C. Retention of Water in the Martian Atmosphere, 
1. E. Gunn 
Photochemical-diffusion equilibrium studies have been 
carried out in order to estimate the lifetime of 
water molecules in the Martian atmosphere. Using the 
troposphere-stratosphere models of Prabhakara and 
Hogan (Ref. 9), which predict a temperature minimum 
of about 150°K, it is found that water is effectively cold- 
trapped at an altitude of approximately 20 km, though 
the vapor pressure is sufficiently high that a few percent 
of the water mixes to levels at which significant photo- 
chemical action can occur. Though heavily shielded by 
the relatively transparent but overwhelmingly abundant 
carbon dioxide component, the destruction rate is still 
high, of the order of 109/cm2-s. 
For a total abundance of 10 pm, this corresponds to a 
mean life of 1000 yr. The dissociation components mixed 
downward, however, can recombine, so that this need 
not represent the characteristic life of water in the 
atmosphere. For an eddy-diffusion coefficient correspond- 
ing to a mixing time of 1 day per scale height, the 
hydrogen produced in the destruction of water diffuses 
upward to the escape level (Ref. 10) with a character- 
istic time of the order of lo4 yr, and this does represent 
a real retention time. The time scales are two orders 
of magnitude too short to explain the origin of the water 
in terms of hydrogen from the solar wind. 
D. Emission Spectra of Silicates in the Spectral 
Region 8-1 4 pm and Application to Remote 
Compositional Analysis of the Moon's 
Surface, J .  E. Conel 
Thermal emission spectroscopy in the spectral region 
8-14 pm has been examined as a method of remote com- 
positional analysis of planetary surfaces. Laboratory 
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emission spectra of a wide variety of common igneous 
rocks, rock-forming minerals and meteorites, both solid 
and granulated, show that surface roughness and granu- 
lation induce gray spectral behavior in silicates which 
otherwise contain mineralogically diagnostic emission 
features. Spectral contrasts are never removed by granu- 
lation alone, but may be reduced to a few percent for 
particle sizes near the wavelength. Spectral emissivities 
of size-fractionated particulate samples generally follow 
patterns similar to emissivities of corresponding solid 
samples until particle sizes are reduced to the order of 
the photon mean free path in silicates (tens of microns). 
When particle size is small, new diagnostic features 
may be added to those normally present. Spectral 
emissivities of polyminerallic samples having mixed 
particle sizes may differ significantly from the emissivities 
of well-sorted or solid material of identical mineralogy. 
This method is useful for distinguishing gross differences 
in composition. Precise identification of rock types ap- 
pears difficult unless a single mineral phase is very abun- 
dant or the sample is not particulate or rough. 
These experimental results have been compared 
with available lunar observations. Goetz (Ref. 11) has 
noted small spectral contrasts in region 8-9 pm between 
the (source/reference) areas Plato/Tycho and Plato/ 
Copernicus. 
The laboratory data suggest the following possible 
interpretation: 
(1) Surface material in Plato is enriched in ferromag- 
nesian silicates relative to the reference areas 
(2) Surface material in Plato is granulated to particle 
sizes the order of the wavelength 
(3) The reference areas are nearly black emitters in 
this spectral region 
These conditions are generally compatible with infer- 
ences made from other infrared, photometric, and visible 
spectroscopic data for the moon. 
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SPACE SCIENCES DIVISION 
A. Low-Energy, High-Resolution Electron 
Impact Spectrometer, S. Trajmar 
1. Introduction 
Recent developments in high-vacuum techniques, par- 
ticle counting, and energy analyzing equipment, as well 
as theoretical advances in the field of low-energy electron 
scattering, made it feasible to design and build an elec- 
tron impact spectrometer for attacking problems that 
were not amenable for investigation up to the present. 
Some of these are the vibrational (and in limited cases 
the rotational) structure of electronic excitations by elec- 
tron impact, resonances in elastic and inelastic channels, 
differential cross sections (nonzero angle scattering), near- 
excitation threshold phenomena, optically forbidden elec- 
tronic transitions, and excitations in the far-ultraviolet 
and above-ionization limit. 
Low energy is defined here as the 0- to 100-eV region 
that corresponds to ihe binding energy of electrons in 
atoms and molecules. This energy range is therefore of 
greatest interest in atmospheric and plasma physics, in 
chemistry, and in spectroscopy. 
The design and operation of a low-energy, high- 
resolution electron impact spectrometer1 are briefly re- 
'Designed and built in cooperation with A. Kuppermann and J. Rice 
of California Institute of Technology, Pasadena. 
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ported here and will be described in more detail in a 
forthcoming technical report.2 
2. General Description 
The spectrometer is designed to investigate the follow- 
ing process: molecule (ni) + electron (Ei,ei) = molecule 
(nr) + electron (Er,  O r ) ,  where n represents all the quan- 
tum numbers characterizing the molecular state before 
and after scattering, and E and e refer to the energy and 
direction of the electron. 
The apparatus is of the same type as described by 
Purcell (Ref. I), Simpson (Ref. 2), and Kuyatt and Simpson 
(Ref. 3), and consists of an electron gun, two hemi- 
spherical electrostatic energy selectors (monochromator 
and analyzer), a scattering chamber, and a detector 
system. It is shown schematically in Fig. 1. The elec- 
tron gun forms an intense (1 PA) well-collimated beam 
(half-angle 0.5 deg), which is then decelerated and 
focused into the monochromator. The beam leaving the 
monochromator is reaccelerated to the required impact 
energy and focused into the scattering chamber which 
contains the static gaseous sample. Electrons that are 
scattered into the O r  direction within a small solid angle 
are then collected, energy-analyzed, and focused into the 
detector system. 
'NOW in preparation by the author. 
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There are three parameters (in addition to pressure and 
temperature) that can be varied in different types of 
experiments : 
(1) The impact energy of the electrons ( E i ) .  
(2) The energy loss during the collision (E4 - E f ) .  
(3) The scattering angle ( O f ) .  
These three variables are extremely important in recog- 
nizing the type of scattering processes and in gaining 
insight into the details of the phenomenon. In the present 
apparatus, the target is a gas in the to lO-,-torr 
region. The temperature is controllable from -180 to 
t300OC. The energy range covered is from 0 to 100 eV, 
in both impact energy and energy loss, and the angle O r  
can be varied from -30 to +90 deg. 
An ideal beam of highly directional low-energy elec- 
trons represents a compromise between two incompatible 
requirements : 
(1) High current density. 
(2) Low angular divergence. 
High energy resolution by the hemispherical analyzers 
and high efficiency of both the energy selectors and the 
scattering chamber require that the electron beam be 
launched with a low divergence angle. This angle (and 
electron energy), however, sets an upper limit to the 
achievable current density. 
In designing a low-energy electron impact spectrom- 
eter, it is of basic importance to understand the limitations 
that determine the flow patterns, the beam profile, and the 
density of the low-energy electron beam. These limita- 
tions are due to space charge and thermodynamic effects. 
Three basic restrictions must be satisfied: 
a. The beam current intensity mu& be below space- 
charge limit. The maximum current that can flow through 
a tube of length 1 and diameter 2r against the dispersive 
forces of space charge is 
I,, = 38.5 V3l2 - 38.5 V3I2 tan2 a ( :), 
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where 
I,, = the space charge limited current, pA 
V = kinetic energy of the electrons, eV 
a = half-angle of divergence 
This relationship applies all along the beam path and 
determines the saturation current one can put through 
the given space. In order to achieve this maximum current 
throughput, the beam must enter the volume so that in 
the absence of space charge the beam would focus to a 
point at the center of the volume. 
b. The law of Helmholtz and Lagrange: 
V, d(2, dA, = V, do,  dA, 
where 
di2 = differential solid angle 
dA = differential area 
This equation expresses the conservation of current along 
the beam path or conservation of electron brightness. Ef 
this relationship is applied to conjugate image and object 
or to object and crossover planes, one obtains (Ref. 4) 
Vi/2 sin a1 = M Vy2 sin aq 
where M is the Gaussian magnification. 
c. Langmuir’s equation (Ref. 5): 
This equation relates the maximum achievable current 
density J,,, in an electron beam to the current density 
and other parameters at a thermionic cathode. 
3. Electron Energy Analysis 
The electron beam generated by the gun has a half- 
width of 20.5 eV. In order to resolve vibrational structure 
of electronic transitions in a spectrum, a resolution of 
about 0.050 eV is required. To achieve this resolution, 
hemispherical electrostatic electron energy selectors were 
chosen for the monochromator and analyzer. 
The equation of motion for this system can be rigorously 
solved, and the trajectory equation for an electron in the 
sphere is given by 
2Rz COS, a X 
R(8)  = cos 0 (2Ri - cos2aX - R,) - 2RicosZatanasinf3 X + R, 
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where 
R = the position of the electron measured from the 
center of the spheres; i index refers to initial value 
at the entrance, and 0 to the center of the gap 
e = the angle measured from the entrance face of the 
hemisphere 
a = half-angle of the beam divergence 
E = kinetic energy of the electron in the sphere 
E, = kinetic energy of the electron that will make a 
circular orbit if CY = 0 and Ri = R, 
Typical trajectories are shown on Figs. 2,3, 4, and 5. 
\ 
~ l ~ ~ t r ~ ~ - ~ ~ t i ~ l  of the analyzer and the 
question of line shape, resolution, and external field effects 
will be discussed in a JPL report now in preparation. 
Fig. 3. Dependence of trajectory on entrance position 
RI = 1.00 
v = v, 
Fig. 2. Dependence of trajectory on entrance angle 
Fig. 4. Dependence of trajectory on entrance 
energy (8 VI 
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a = O  
v, = 2.0 
Rj = 1.00 
\ 
Fig. 5. Dependence of trajectory on entrance 
energy (2 VI 
4. Scattering Chamber 
The scattering chamber (shown in Fig. 6) consists of a 
double bellows, entrance and exit electron optics, sample 
inlet and pressure monitoring elements, and a retractable 
Faraday cup. Cooling or heating media can be introduced 
into the space enclosed by the double bellows. Continuous 
rotation of one end of the scattering chamber and the 
SCATTERING 
CHAMBER 
\ ,  .’
Fig. 6. Scattering chamber 
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incoming electron beam is possible from - 30 to + 90 deg 
with respect to the detector. 
The electron gun and the entrance end of the chamber 
are mounted on a gear wheel which can be driven from 
outside the vacuum chamber. The Faraday cup is used to 
monitor the beam intensity entering the scattering cham- 
ber, and is retracted when not in use. The sample gas 
flows continuously from a temperature-controlled sample- 
handling system through a variable leak, thus maintaining 
the required pressure in the scattering chamber in spite 
of the leakage through the entrance and exit apertures. 
The pressure is monitored by either a miniature GE 
ionization gauge or an RCA-1946 thermocouple gauge, 
both of which are calibrated against a McLeod gauge 
specifically designed for this region (1W to torr). It 
is expected that the pressure will be known to within 5%. 
The entire apparatus is enclosed within a stainless-steel 
vacuum chamber which is bakeable up to 400OC. A back- 
ground vacuum of torr or better is required for the 
efficient operation of the gun. 
5. Detector System 
When the scattered beam intensity permits, the signal 
is detected by a vibrating reed electrometer which is use- 
ful down to A, or about 600 electrons/s. In case of 
low signal levels, counting techniques are used. The 
counting system used operates up to 1Q6 counts/s. It 
Fig. 7. Time signal relations for MCS-II mode 
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consists of the following elements: electron multiplier, 
preamplfier, amplifier, single-channel pulse height ana- 
lyzer, tigger, and a count rate meter or a Nuclear Data 
(ND) 181 system. 
The ND system is a 1024-channel analyzer with some 
custom-built-in features. The multichannel scaling (MCS) 
mode is specifically designed for electron scattering ex- 
periments. In these experiments, the 1024-channel mem- 
ory is divided into halves: Into the first half, signal plus 
noise is counted; into the second half, only noise. The 
electron beam is chopped by a signal (VI) which is sup- 
plied by the counting system and which is synchronized 
with the jumps from the first to the second half of the 
memory. The memory channel number is decoded, and an 
analog signal (V,) is produced by a digital-to-analog con- 
verter. It is used for reaccelerating the electrons after 
scattering (i.e.; for the energy loss sweep). This analog 
signal is proportional to the channel number into which 
the counting occurs, and can change in steps 1,2,4,6,8, 
10, 20,30,40, or 50 mV when going from one channel to 
the next. The time relations of the different signals are 
shown in Fig. 7. 
A complete sweep is repeated as many times as set on 
a preset counter. Channel dwell times can be varied from 
50 p to 2 s. The memory can be read by an X-Y recorder, 
scope, punch tape, or typewriter. 
6. Performance 
The operation and performance of the spectrometer 
according to design and expectations have been demon- 
strated. Energy loss spectra of He, N,, and C,H, have 
been obtained in the impact energy range of 20 to 50 eV 
and the angular range of -30 to +SO deg. 
The advantage of electron impact spectroscopy over 
optical spectroscopy has been shown in two areas: 
(1) The study of optically forbiclden transitions. 
N ~ ( P =  10-3 torr) 
EO = 40 eV 
Q = 80 deg 
UQ-fo 
m 
0 1  2 3 4 5 6 7 8  
B3IIg 
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~ I I I I I I I I I  I I I  I l l  
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Fig. 9. Electron impact spectrum of N, at 80 deg 
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(2) The observation of highly excited states (far UV). 
The angular and energy dependence of electron excita- 
tion cross sections presents an extremely powerful tool for 
identifying the type of excitation process. (There are no 
analog variables corresponding to energy and angle in 
optical spectroscopy.) At present, there is no theory avail- 
able to properly describe these dependences for low- 
energy electron excitation of molecules (or even atoms). 
The experimental information is also very scarce. In order 
to establish general patterns for assisting the assignment 
of unknown transitions and developing adequate theories, 
this information will be obtained systematically, starting 
with He as the simplest system. Several examples are 
presented here to demonstrate the performance of the 
instrument as well as the angular dependence of cross 
sections. 
Figure 8 shows the energy loss spectrum of the nitro- 
gen molecule in the 6.0- to 15.0-eV region (a = 20 deg, 
E, = 40 eV, fi2 = torr), Transitions from the X '2; 
(u = 0) ground state to the different excited electronic 
and vibrational levels are shown and marked at the cor- 
responding peaks. In addition to the strong optically 
allowed transitions (e.g., X '2; 3 blI&J, levels associated 
with symmetry-forbidden (all&), spin-forbidden (A 32;, 
C "J, and both symmetry- and spin-forbidden (B 
E 322;) systems can be observed. The vibrational structure 
of several electronic transitions are resolved. (Resolution 
can be further improved by sacrificing intensity.) The 
elastic peak is shown before and after scanning the spec- 
trum. It defines the zero on the energy loss scale, and 
serves as a check on the stability of the instrument. In 
Fig. 9, the same spectral range is shown for a = 80 deg. 
The intensity of the triplet transitions does not change 
appreciably from 20 to 80 deg, while the intensity of the 
singlet systems is reduced by about a factor of 100. 
Figure 10 shows the electron impact spectrum of acety- 
lene. Most of the features (2 to 14) are optically allowed, 
belong to two Rydberg series, and have been seen in 
optical spectroscopy. Peak 1 is a yet unidentified system; 
2 is the first member of one of the Rydberg series. This 
spectrum is far superior to any published electron impact 
spectrum of C2H2 in both resolution and intensity. 
Figures l la and b show the 3- to 9-eV energy loss 
region at 60 and 20 deg, respectively, with a factor of 
about lo3 increased sensitivity. The bands indicated as 
a and b do appear on these figures at 5.2- and 6.2-eV 
energy loss. They have been studied by Wilkinson (Ref. 6) 
and Ingold and King (Ref. 7) by means of optical spec- 
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Fig. 10. Electron impact spectrum of C2H, 
troscopy, using long path absorption, and were assigned 
to transitions from a linear 'x ground to the trum bent 
IA and ' B  states. The low intensity of the bands was 
attributed to the low Frank-Condon overlap factor. 
Preliminary data on angular and energy dependence 
of the a and b transitions indicate that they are not 
singlet-singlet transitions. The intensities of peaks a, b, 1, 
6, and 10 were normalized to peak 2; the angular depen- 
dence of each peak is shown in Pig. 12. Transitions of the 
same types should have similar angular dependence. 
Peaks 6,10, and 2 behave similarly, while a, b, and 1 have 
different characters. 
The energy and angular dependence of these and other 
features of molecules of atmospheric and of general inter- 
est are being studied. The findings will be reported in 
later publications. 
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B. The Determination of Chemical Mechanisms 
by Ion Cyclotron Resonance, 
1. King, I r .  and D. D. Ellernan 
1. Introduction 
The reaction of ions with atoms and molecules has gen- 
erated great interest during the past few years. This type 
of reaction is not only important in the study of planetary 
atmospheres but also plays an important role in thermo- 
nuclear and plasma research. Recent interest in ion- 
molecule reactions has been sufficient to warrant the pub- 
lication of the first monograph on the subject (Ref. 8). 
In the past, conventional mass spectrometers have been 
used for most of the experimental investigations of ion- 
molecule reactions. For example, tandem mass spectrom- 
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eters have provided a wealth of data on various aspects of 
ion-molecule reactions, but the methods are not suitable 
for the study of complex, high-order reaction sequences. 
A new instrument, the ion cyclotron resonance (ICR) 
spectrometer, provides a straightforward method for ob- 
taining the mechanism of complex ion-molecule reactions. 
In this spectrometer, ions of differing masses are detected 
by the absorption of energy from an oscillating electric 
field. The charged particle moving in a uniform magnetic 
field H describes a circular orbit in a plane perpendicular 
to H, with an angular frequency, or cyclotron frequency, 
we. When an alternating electric field E ( t )  is applied 
normal to H at wC, the ions absorb energy from the electric 
field and are accelerated to larger velocities and orbital 
radii. A mass spectrum is obtained by sweeping the mag- 
netic field so that the cyclotron frequency of ions of differ- 
ing masses is brought to the operating frequency of the 
spectrometer and energy is absorbed (resonance). 
2. Experimental Apparatus and Conditions 
The ion cyclotron resonance spectrometer was pat- 
terned after an instrument designed and constructed by 
Varian  associate^,^ and consists of a resonance cell, a high 
vacuum system, an inlet system, and a 12-in. magnet with 
its associated power supply. The cell is enclosed in a 
4-in. OD X 36-in. cylindrical vacuum chamber which was 
constructed to fit between the pole faces of the 12-in. 
magnet. 
There are three compartments in the cell. In one com- 
partment, electrons from a rhenium filament are acceler- 
ated in the direction of the magnetic field by a negative 
bias on the filament and enter the source region of the 
cell through a side plate. Ions formed in the source region 
are caused to drift into the resonance region by the appli- 
cation of static voltages. The top and bottom plates of the 
resonance region form part of the capacitance in the tank 
circuit of a marginal oscillator. The irradiating oscillator 
leads are also attached to these plates. The output of the 
marginal oscillator-detector is ampMed and fed to a 
phase-sensitive detector. The phase-sensitive detector is 
referenced to a modulation oscillator which allows field 
modulation methods, common in nuclear magnetic reso- 
nance (NMR) and electron paramagnetic resonance (EPR) 
techniques (Ref. 9), to be employed. 
The third region of the resonance cell is the collector 
region in which the total ion current is measured with an 
electrometer. The feature of the instrument that makes it 
3Syrotron Mass Spectrometer, Varian Associates, Palo Alto, Calif. 
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unique is the separation of the regions where the ions are 
formed and where analysis takes place. This separation 
allows double-resonance techniques to be used to ascer- 
tain chemical mechanisms. The double-resonance tech- 
nique involves the simultaneous RF heating of one type 
of ion while a second type is being observed under reso- 
nance conditions. Any coupling of the species, through 
charge transfer or other types of ion-molecule reactions, 
is easily detected, since ion-molecule collision cross sec- 
tions are strongly dependent on the relative ion-molecule 
velocity (Ref. 10). Thus, if one type of ion is heated with 
a strong R F  electric field, E, (t) at frequency w,, substan- 
tial changes should occur in the concentrations and tem- 
peratures of other ions in equilibrium with the irradiated 
ion. These changes are detected with a weak RF electric 
field, El(t) at frequency ol, through changes in the line 
shape and intensity of the observed ion spectra. 
In the present investigation, the marginal oscillator 
operated at 76.6 kHz, which corresponds to 50 G/amu. 
The magnetic field was swept from 2000 to 7000 G, cover- 
ing the mass range from 40 to 140 amu. The double- 
resonance experiments were performed with 60-eV elec- 
trons. The instrument was equipped with an automatic 
pressure controller which maintained the pressure at a 
preset value. 
3. Results 
In order to check out the ICR spectrometer and to ob- 
tain useful scientific information, a study was made of 
the ion-molecule reactions occurring in heduoroethane 
(CZF,). This compound was chosen because very little 
is known in general about the decomposition processes 
of peduoroalkane ions, and very recently speculations 
(Ref. 11) have been made about the reactions occurring 
in C,F,. Smith and Kevan (Ref. ll), in their study of the 
dissociative charge exchange of rare gases with CzF6, 
interpreted the various charge-exchange mass spectra as 
portraying the dissociation of C,F; as a function of its 
excitation energy. 
In reactions with Kr+, AT+, Ne+, and He+, Smith and 
Kevan observed the production of C,F:, CF;, and CF;. 
ATOMIC MASS UNITS 
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Fig. 13. The ion cyclotron resonance spectrum of C,F, 
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The presence of two maxima in CF; formation was 
attributed to at least two separate processes. To account 
for an unexpected increase in CF; production, Smith and 
Kevan suggested that C,F; could possibly dissociate to 
give CF; instead of CF;. However, the charge should 
appear on CF, instead of CF,, since CF, has the lower 
ionization potential (Ref. 12). 
These apparent irregularities prompted the use of the 
ion cyclotron resonance technique to ascertain the mecha- 
nism of CF; and CF; formation in the decomposition 
scheme of C,F,. 
When C2F6 is subjected to electron bombardment, it 
fragments into three major ionic components, C,F$ CF;, 
and CF;. These components can be seen in the single- 
resonance ion cyclotron spectrum of C,F, in Fig. 13. 
In the double-resonance experiments, one component 
is detected at frequency ol, while the other two com- 
ponents are heated, in turn, with E, (t) at 0,. The field E, 
was modulated at 39 Hz, and the signal at o1 was detected 
with a phase detector referenced to the modulating fre- 
quency. This setup allowed the difference between the 
single- and double-resonance spectra to be directly dis- 
played so that only those products that are coupled to 
the irradiated species by chemical reaction produced a 
spectrum. The double-resonance spectra in Fig. 14 were 
taken under the condition of o1 set at the resonance fre- 
quency of C,F$ while first CF; and then CF; were heated 
by sweeping the frequency. The positive results show 
that both CF,: and CF; are reactants in C,Ff formation. 
The results of all the double-resonance experiments are 
shown in Table 1. A minus sign indicates that no spectrum 
was observed. 
ATOMIC MASS UNITS 
Fig, 14. Double-resonance spectra of C2F6 (the C,F; was monitored while CF,' and CF; were irradiated, in turn) 
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Table 1. Double resonance experiments in CZF6 
xperiment number 
I 
2 
3 
4 
5 
Observed ion 
C K  
C,F: 
CF: 
CF: 
CF: 
irradiated ion 
6 CF: CF: 1 I 
Results 
4. Discussion 
The following mechanism is proposed to explain the 
electron impact decomposition of hexafluoroethane with 
60-eV electrons: 
CF: + CF, + 2 e- Pa) 
CF: + CF, + 2e- (IC) 
By varying the electron energy, it was found that reac- 
tion (la) occurred at low electron energy (+12eV), while 
(lb) and (IC) occurred at much higher energies. This 
energy dependence agrees with that found by Smith and 
Kevan (Ref. 11). The following set of secondary reactions 
is compatible with the data in Table 1, where the encircled 
number refers to the experiment number of Table 1. 
@ C,F; + M c) CFg +CF, + M  (4) 
@ C,F; + M #+ CF; +CF, + M  (5) 
@ CF; + CF, c) CF; + CF, (6) 
@ CF; + CF, 4 CF; + CF, (7) 
Although this set of secondary reactions explains the 
experimental observations, it is, obviously, not all inclusive. 
For example, the reaction 
CF; + CF,+C,F; + F (8) 
could explain experiment @ as well as reaction (2). Simi- 
larly, the reaction 
CFg, + CF, + C,F; (9) 
is compatible with experiment 0. However, reaction (9) 
competes with reaction (6), and the latter is chosen be- 
cause of its greater exothermicity. 
The charge-transfer reaction (6) is compatible with the 
ionization potentials Z of the species (Ref. 13), provided 
the Z o u ,  value for the ionization potential of the CF, 
radical is correct (Ref. 12). 
Reaction (7) proceeds contrary to the ionization po- 
tentials, since Z(CF,) > I (CF,) (Ref. 12). With both re- 
actants in their ground state, reaction (7) is endothermic 
by approximately 25 kcal/mole. Thus, its occurrence sug- 
gests that one of the reactants is in an excited state. It is 
quite probable that CF; is formed with enough excess 
energy in reaction (la) to permit reaction (7) to occur. 
The nonionic reaction 
CF, + CF,+ CF, + CF, (10) 
is known to occur (Ref. 13) and is exothermic by approxi- 
mately 25 kcal/mole. The investigation of reaction (7) is 
continuing. 
The results offer an explanation for some of the dis- 
coveries of Smith and Kevan. The second maximum in 
CF; formation could be explained by reactions (4) and (6), 
which allow CF; to be formed at the expense of C,F'; 
and CF;, respectively. 
The increase in the CF; formation at high energies 
could be accounted for if its rate of production by reaction 
(IC) is greater than its disappearance by reactions (3) 
and (6). This would cause an increase in its rate of rise 
with energy. This point requires further quantitative 
study. The suggestion of Smith and Kevan that C,F; could 
possibly dissociate to give CF; instead of CF; is incom- 
patible with experiment @ in Table 1. 
5. Conclusion 
These experiments show the potential of the ion cyclo- 
tron double-resonance technique for deciphering complex 
mechanisms in ion-molecule reactions. It should become 
a very useful tool in the study of ion-molecule reactions 
occurring in planetary atmospheres. The investigation of 
these and other potential applications is continuing. 
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C. MOSES: A FORTRAN IV Program for 
Calculating Properties of Polyatomic 
Molecules, M. Geller and L. M.  Sachs4 
1. Introduction 
A new computer program has been designed for the 
computation of approximate wave functions for poly- 
atomic molecules. The program has been named MOSES, 
which is an abbreviation for Molecular _Orbital self- 
Consistent Field Energy System. It is a flexible system 
of programs of high speed and accuracy that permit 
extensive variation of given basis sets in a finite time. 
Thk program has been written completely in FORTRAN 
IV language, so that only minor changes are needed to 
switch from one computer installation to another, and is 
designed to function in a 32K memory. The use of a 
larger core storage would result in a decrease in compu- 
tation time, although exact time estimates are unavail- 
able. There are no stops in the program, and no special 
operator action is required during running. 
2. General System layout 
As presently constituted, MOSES is restricted to single- 
configuration self-consistent field (SCF) calculations. The 
main program sequentially initiates calls to the three 
major subprograms; this is done automatically from a 
few input specifications. Each of the subprograms is com- 
pletely independent of the others, with the proviso that 
certain information is available at all times via block 
common or the peripheral storage units. The three major 
subprograms are: 
GPACKG-produces the necessary one- and two- 
electron integrals from the raw input data. These 
input data are a basis of Gaussian atomic orbitals. 
Gaussian functions have been chosen so that all inte- 
grals can be analytically evaluated (Ref. 14). 
SCF-solves the Roothaan self-consistent field equa- 
tions (Ref. 15), thereby generating the following: 
Molecular orbitals (MOs) formed by the appro- 
priate linear combination of the Gaussian atomic 
orbitals. 
The total energy of the system. 
The individual orbital energies. 
The level ordering. 
'Martin Co., Research Institute for Advanced Studies ( RIAS ) , 
Baltimore, Md. 
Control is switched either to SCF 1 for closed-shell 
systems or SCF 2 for open-shell systems. (SCF 2 is 
not yet completely operational.) 
PROPTY-utilizes the MOs formed above in SCF to 
calculate specific properties of the system such as 
population analysis, dipole and higher multipole 
moments, and others. 
At the beginning and end of each major section, the 
run is identified, and the clock (if one exists) prints out 
the time in seconds. The symmetric matrices used in the 
SCF process are stored lower-triangularly and the MOs 
are stored as a one-dimensional array. This storage makes 
efficient use of the core and avoids a great deal of tape 
handling. No special tape searching routines are neces- 
sary. 
MOSES is capable of handling any number of runs 
successively, with up to 72 basis  function^.^ The input 
data have been kept to a minimum to avoid errors and 
time consumption in making up the input cards. 
3. Integral Subprogram-GPACKG 
A schematic of the integral subprogram GPACKG is 
presented in Fig. 15. Unnormalized Gaussian functions 
'This restriction is based on the use of a 32K capacity machine. In 
testing this program on a GE-625 with a 128K core, 100 basis 
functions can easily be handled. 
SKIP IF ERROR 
A 
OUTPUT DATA - 
FNORM 
1 
I TABULATE F,(x) I 
t 
PREPARE SAFs CALCULATE S 
m 
I 
SKIP IF ERROR 
IF SAFs 
Fig. 15. Flow diagram of integral subprogram GPACKG 
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on different centers are read in. These can be of S-type 
[exp(-arz)], P-type [x, y, or x exp(-&)], or D-type 
[x2, xy, xx, y2, yx, or x2 exp (-&)I. An input card also 
gives the total number of input Gaussians, the number 
of symmetry types, whether or not symmetry-adapted 
functions (SAFs) will be constructed, an option to print 
out the one-electron integrals, all the integrals, or none 
of the integrals, and an integral-changing option. This 
latter option is extremely important in making variations 
on the bases. A new integral tape is generated from the 
integral tape of the original basis, with only the new two- 
electron integrals being recalculated, while preserving 
the old tape in its original form. Further input cards 
specify the names of the symmetry types and the number 
of SAFs belonging to each symmetry. 
The input specifications are then checked for errors; 
if any are found, that case is abandoned and control pro- 
ceeds to the next case. If no errors are detected, the 
specifications are printed out. Next, the total nuclear 
repulsion energy of the system (NUCREP) is calcu- 
lated, and then the Gaussian functions are normalized 
(FNORM) . 
The only auxiliary function needed in the complete 
analytic evaluation of all the integrals is the error func- 
tion (Ref. 16) 
For xL9.8, we make use of an iaterpolation schemea 
based on 
from which we can derive, by a Taylor expansion, 
precision from the series 
(4) 
with a tolerance of 10-l1, and then stored in single pre- 
cision. For any value of x in this range, six terms in the 
series of Eq. (3) guarantee an accuracy of, at worst, 
On the IBM 7094/2 computer, about 0.2 ms is needed to 
obtain a value by this interpolation scheme. For x > 9.8, 
we use the asymptotic series 
i=1 
(5) 
We have obtained empirical expressions for the number 
of terms in the series M as a function of n and x. Calcu- 
lation time on the 7094/2 ranges from 0.2 to 1.0 ms, with 
an error of at most four in the eighth figure. 
After the error function table is prepared, the one- 
electron integrals are calculated: first, the overlap inte- 
grals S ;  then the kinetic energy integrals 2'; and last, the 
potential energy integrals V. The latter two are com- 
bined to form h integrals, since they are never needed 
separately; thus, a savings in core storage can be effected. 
If SAFs are being employed, the codcients of the SAFs 
are read-in via the NAMELIST input, and S is trans- 
formed to S' (overlap matrix over SAFs) and h to h' 
(TI+ V matrix over SAFs), the transformation matrix 
being stored for later usage. The overlap matrix is then 
diagonalized (S or S'), and the eigenvalues and determi- 
nant of the overlap matrix are printed out. 
Finally, the two-electron integrals are computed. They 
are written on the integral tape(s), one record at a time, 
as they are computed. We have chosen the logical record 
size equal to the physical record size, so that no wasted 
space appears on the tape. All zero integrals are written 
out. This is the most he-consuming part of GPACKG, 
as the number of two-electron integrals is proportional 
to N4, where N is the number of basis functions. We 
have taken advantage of all special cases of the formulas 
nents. Further, wherever possible, specific expressions for 
(3) 
Q=O 
We first construct a table of F ,  (x); x = 0 (.1) 9.9 and 
n = 0 (1) 13. The table entries are calculated in double 
'This method was suggested to the authors by Professor S. Huzinaga, 
Kyushu University, Japan. It apparently originated with A. D. 
McLean of IBM, San Jose, Calif. 
'Om the equality Of and 
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every type of integral arising is programmed individu- 
ally. The time to produce the integrals ranges from 0.3 
to 1.5 ms for <SSISS>; from 1.0 to5.5ms for <PPIPP>; 
and from 3.0 to 45.0 ms for <DDIDD> on a 7094/2. 
Table 2 gives the number of integrals arising and an 
estimate of the time needed to calculate these integrals 
(for an S, P basis) for a few different size bases. From the 
table it can be seen that, at present, with the 7094/2, 
bases of greater than 72 functions are unfeasible.' 
Number of 
basis functions 
18 
24 
33 
54 
Table 2. Number of integrals and estimated computation 
time on IBM 7094/2 for different size bases 
Estimated time 
for integral 
evaluation 
Number of 
integrals 
14,706 40 s 
45,150 2 min 
157.64 1 7 min 
1,103,355 50 rnin 
72 
100 
3,454,506 2% h 
12,753,776 10 h 
The accuracy of most integrals is about +5 in the 
eighth significant figure, with the exceptions happening 
when the value of the integral is very small. In no case 
do the errors run into the sixth decimal figure. 
4. Self-consisting Subprogram-SCF 
The workings of the Roothaan SCF programs have 
been described in detail many times (Ref. 17) and will 
not be repeated here. SCF 1 and SCF 2 do no calcula- 
tion, but merely monitor the flow and shift control to the 
appropriate subsections. Basically, the Fock F matrix is 
formed, diagonalized, and checked for self-consistency 
by means of an iterative procedure. With the exception 
of the contraction of the two-electron integrals to form 
the coulomb and exchange matrices, all products are ac- 
cumulated in double precision and then truncated to 
single precision, thereby guaranteeing accuracy. Con- 
tractions could not be done in this manner on the 7094/2 
because of the shortage of core storage. With the avail- 
ability of a larger core machine, this feature will be 
added. The input data to SCF are the option parameters 
for open or closed shell, the convergence criteria, the 
molecular orbital occupancy, and an initial guess of the 
eigenvectors. Several other options have been included: 
'The integral package presented here has been tested on the CDC- 
6600 at NYU, and the integral times appear to be roughly a factor 
of 5 faster, thus making the use of larger size bases practicable. 
An option to either read-in zero eigenvectors, any 
starting guessed set, or the set generated in the 
previous calculation. 
An option to freeze one or more vectors and then 
let the remaining vectors approach self-consistency 
before unfreezing (although this has been found to 
be unnecessary with the use of SAFs). 
A Newton-Raphson-type procedure to extrapolate 
the eigenvectors from three successive runs to gen- 
erate a new starting set. 
The diagonalization of the Fock matrices are done by 
the Jacobi method, using a slightly modified version of 
HDIAG.8 The eigenvalues and eigenvectors are then 
ordered algebraically. A single-vector diagonalization op- 
tion has also been included to increase convergence speed 
when the energy has stabilized to one part in lo6. After 
the occupied eigenvectors of the Fock matrices are ob- 
tained, they are checked for self-consistency with the 
eigenvectors from the previous iteration, subject to the 
convergence criteria. When self-consistency has been 
reached, the output program is called into use, and the 
final vectors are printed out in splendid fashion and are 
then punched out on cards for future employment. 
5. Physical Properties Subprogram-PROPTY 
After the completion of an SCF run, the main program 
calls in the physical properties subprogram PROPTY. At 
present, PROPTY contains only the routines needed for 
calculating the electronic population analysis, as out- 
lined by Mulliken (Ref. 18), and the dipole moment. 
6. Future Plans 
Among the areas of improvement scheduled for MOSES 
(1) Replacement of the Jacobi diagonalization rou- 
tine by the faster, more accurate and efficient 
Wilkinson-Householder routine (Ref. 19). 
(2) Completion of SCF 2-the open-shell SCF subpro- 
gram. 
(3) Programming of additional one-electron property 
subroutines, such as quadrupole moments, suscepti- 
bility, field-gradient, etc. 
(4) Major subprogram to do multiconfiguration SCF 
calculations, with the ultimate aim of chemical 
reality. 
are the following: 
'MIHDIB, SHARE distribution number 705. 
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At present, the systems being investigated include 
BeH,, BH;, NF;, NF;, and 0,, with the aim of quanti- 
tatively elucidating the geometry, energy-level orderings, 
total energy, binding energy, and molecular properties. 
In a future issue of this volume, the use of MOSES for 
study of these systems will be considered. 
D. Reactions of 0 ('Dl and 0 ('PI With Olefins, 
token, the method should be particularly useful in detect- 
ing small activation energy differences among competing 
reactions that have low activation energies, owing to the 
high sensitivity as shown above. The present experiments 
demonstrate the utility of the method by yielding new 
information on the activation energies for addition of 
0 (,P) to a series of olefins, a topic about which there has 
been much disagreement in the literature. 
W. B. DeMore ' 2. Review of the Literature 
1. Introduction 
Previous reports (SPS 37-35, Vol. IV, pp. 222-227; 
SPS 37-43, Vol. IV, pp. 287-290) have described experi- 
ments on the reactions of O(ID) with saturated hydro- 
carbons, including CH,, CZH6, C3H,, and i-C4Hl0. The 
experiments involve photolysis of mixtures of 0, and 
hydrocarbons dissolved in liquid Ar at 87.5OK. A princi- 
pal result of the earlier work was that G-H bonds in 
alkanes were found to be attacked indiscriminately by 
0 (lD), without regard to bond type (primary, secondary, 
or tertiary) or bond strength. The present work extends 
the investigations to compounds containing the carbon- 
carbon double bond, and permits a determination of the 
relative rate of attack by O(ID) on C-H and C=C 
bonds. 
An additional feature of the present work is that the 
corresponding reactions of ground state (,P) atomic oxy- 
gen with several olefins have also been studied. The 
sequence of reactions that produce 0 (") is 
0 3  + hv (2537 A) + 0, + 0 (ID) (1) 
0(1D)+Ar-+O(SP)+Ar (2) 
where reaction 2 represents deactivation of O(*D) by 
the solvent. Conditions can be chosen such that reactions 
of O(ID) are slow compared with the O(3P) reactions, 
provided that the O(,P) reactions have low activation 
energies. Reactions with activation energies greater than 
1 or 2 kcal/mole cannot compete detectably with the 
association reaction 
The only previous work on the reaction of 0 (lD) with 
olefins is that of Sat0 and Cvetanovic (Ref. 20) who 
studied the addition of 0 (ID) to 1-butene. An increased 
yield of a-butene oxide, relative to the 0 (,P) case, was 
taken as evidence that 0 (lD) adds directly to the C=C 
double bond to form the epoxide, as opposed to 0 (,P) 
which is believed to add first to give a triplet biradical 
in accordance with the spin conservation rule: 
(singlet) 
\ / \ I  
/ \ I\/\ 
O('D)+ C=C += C-C (4) 
0 
(triplet) 
\ / \ ! I  t 
1 / 1 1  (5) 
o(3~) + c=c -+ c-GO 
There is extensive literature on the O('P) addition to 
olefins, most of which supports the biradical mechanism 
represented by Eq. (5). (For a review, see Ref. 21.) The 
principal disagreement is in the area of activation energies 
and Arrhenius A-factors for addition of O('P) to the 
various olefins. For instance, Cvetanovic and co-workers 
(Ref. 21) find an activation energy E, for the O(,P)- 
C,H, reaction of 2.6 kcal/mole, whereas Elias and Schiff 
(Ref. 22) and Elias (Ref. 23) report a value of 1.6 kcal/ 
mole. The difference, though small, is considered by each 
group to be outside the experimental uncertainties of 
their own measurements. Avramenko and eo-workers 
(Ref. 24) not only reported different activation energies 
than the other groups, but also found a different trend 
in activation energy with increasing substitution at the 
C=C bond. The foregoing uncertainties have to some 
extent frustrated attempts to correlate rate parameters 
with molecular structure (Ref. 24). 
3. Results The reason for the foregoing limitation can be illus- 
trated as follows: At 87.5OK, a 1 kcal/mole activation 
energy effectively lowers the rate of a reaction by a factor 
of 300, compared with a competing reaction that has no 
energy barrier but is otherwise equivalent. By the same 
a. Rates of OPD) reactions with olefins. In order to 
study the 0 (ID) reactions with olefins without inter- 
ference from 0 (") reactions, it is necessary to scavenge 
the 0 (,P) with added 0,. As shown in later sections, the 
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scavenging reaction (3) is suGciently rapid so that at an 
O,/olefin ratio of 7:l the 0 (,P) reaction is nearly com- 
pletely suppressed. The 0 (ID) experiments were carried 
out under these conditions; where necessary, a correction 
was made for the slight residual O(,P) contribution. 
Ozonolysis of the olefin is an additional complication 
in the present experiments. Rate measurements, which 
will be reported separately, show that ozonolysis of C,H, 
and C2F4 is negligibly slow compared with the photo- 
chemical reaction. However, for C,H, and higher olefins, 
the ozonolysis process prevents a quantitative study of 
the,O (lD) reactions; therefore the experiments were lim- 
ited to C2H4 and CZF4. 
As discussed previously (SPS 37-43, Vol. IV, pp. 287- 
290), quantum yields of 0, disappearance in low- 
temperature solutions can be correlated with the rates 
of 0 (ID) reactions by the following equation: 
In Eq. (6), kd denotes the rate constant for 0 (lD) deac- 
tivation by the added substrate, kAr represents solvent 
deactivation, and kr is the rate constant for 0 (lD) reac- 
tion with the solvent. The notation aO3 (lD) indicates that 
the quantum yield refers only to the ID reaction. 
The results for C2H4 and CZF4 are shown in Fig. 16; 
for comparison, data from previous work on other sub- 
1 I I 
, 20 30 40 5 
[SUBSTRATE]-', I/mole 
Fig. 16. Quantum yields of 0, decomposition 
for 0 PDI reactions 
strates are included. The implications of these results are 
discussed in a later section. 
b. Rates of 0 ("P) reactions with olefins. Two methods 
were employed in these experiments. The first was based 
on quantum yield measurements and involved competi- 
tion between an olefin and 0, for O(,P). For 0, pho- 
tolysis at a given olefin/O, ratio, the quantum yield of 
0, disappearance due to the 0 (") reaction with the 
olefin is given by 
1 - 1 - I +  k3 to21 -- 
Bo, (,P) @03 (tot) - @,a ('D) - +k4 [olefin] 
(7) 
In Eq. (7) @.,,(tot) refers to the total observed quantum 
yield, including the ID contribution a0,(lD). The latter 
quantity, obtained from the data of Fig. 16, was small 
compared with (tot), and was subtracted to obtain 
Q ~ , ( ~ P ) .  The quantity Q is the limiting quantum yield 
of 0-atom production in the primary photochemical 
process (Eq. 1). 
Results for experiments of the above type for C,H, and 
C,F4 are shown in Figs. 17 and 18, respectively. In most 
cases, the 0, concentration was taken as equal to the 
0, decomposed. The validity of the latter calculation is 
shown by the data of Fig. 17, which show good agree- 
ment between points determined by the method of 0, 
decomposed and by points determined from experiments 
in which 0, was added initially. 
The intercepts in Figs. 17 and 18 are equal, and give 
a value of Q equal to 0.8. The latter quantity is in good 
agreement with a previous measurement of Q made by 
an exchange technique (SPS 37-31, Vol. IV, pp. 225-228). 
The slopes in Figs. 17 and 18 are 38 and 33, respec- 
tively, and, combined with = 0.8, indicate that 0 (,P) 
reacts with 0, 30 times faster than with C,H, and 
25 times faster than with CzF4. Within the experimental 
error, these values may be taken as equal; therefore 
0 (,P) reacts with C2H4 and C,F, at nearly the same rate. 
The second method used for relative rate measure- 
ments was based on product analysis and involved com- 
petition between olefin pairs for O(3P). As shown later, 
the major products of the O(.P) addition to olefins are 
the corresponding epoxides and isomeric carbonyl com- 
pounds, which are suitable for accurate determination 
by gas chromatography. Mixtures were photolyzed con- 
taining CzH4 and a second olefin at a known ratio 
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0 02 ADDED INITIALLY 
I5 
Temperature, 
O K  
87.5 
87.5 
87.5 
87.5 
77.4 
77.4 
87.5 
87.5 
01 I I I 
0 0. I 0.2 0.3 
[OZI/[C2H41 
Fig. 17. Quantum yields of 0, decomposition 
by the reaction of O13P) with C2H4 
Product ratio' 
(olefin products/ 
GH, products) 
[C*Hal fC3HeI [ 1 -CaHsl [CZH41 / 
(M x io3] (M x 109 IM X 10'1 Iolefinl 
11.6 1.53 - 9.35 1 .86 
12.4 1.53 - 10.4 1.96 
6.3 2.10 - 3.6 5.55 
19.2 1.05 - 22.5 0.89 
12.6 1.26 - 12.6 1.90 
14.4 1.26 - 14.0 1.87 
12.6 - 1.26 13.0 1.94 
15.8 - 0.99 20.3 1.34 
C,H,/olefin, and the product ratios were measured. A 
correction was made for chromatographic sensitivities. 
The rate constant ratios could then be calculated by the 
expression 
(8) 
kolefin - [C,H,] olefin products 
k,,,, 1. olefin] CZH4 products 
Results for the above measurements are listed in 
Table 3; experiments at 87.5OK and 77.4OK are included. 
At 87.5OK7 the relative rates for C&, C3H6, and 1-C4H, 
are in the ratio 1:16:20. 
c. Products of the 0 P P )  reactions. With the exception 
of C,F4, the major products for each olefh were the cor- 
responding epoxides and isomeric carbonyl compounds. 
In addition, aldehydes formed by scission of the double 
bond were found; for example, the formation of propanal 
01 I I 
0 0. I 0.2 0 
[021 /[c2~41 
Fig. 18. Quantum yields of 0, decomposition 
by the reaction of 0 13P) with C2F, 
in the reaction of 0 (") to 1-butene. Table 4 lists prod- 
ucts and product ratios for C&, C3H6, and 1-butene. 
Also in Table 4, the observed ratio of epoxide to total 
isomeric carbonyl compounds is compared to the same 
ratio obtained by Cvetanovic (Ref. 21) in the gas phase 
in the high pressure limit. It may be noted that the prod- 
uct distributions from the gas phase work are quite 
similar to those of the present work. 
In addition to the products listed in Table 4, small 
amounts of H, were also found, corresponding to approxi- 
mately 1-2% of the total products. Carbon monoxide, 
which is formed in fairly high yields in the gas phase, 
would not have been detected by the analytical methods 
of the present experiments. 
The material balance was satisfactory since the total 
oxygen-containing product yields accounted within ex- 
perimental accuracy (about 15%) for the 0, decomposed. 
In the case of CpF4, the chromatographic analysis was 
not applicable, since the expected products decompose 
23.9 
26.2 
20.8 
and ethylene oxide). 
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Table 4. Major products of 0 (3P1 addition to olefins 
Olefin 
Ethylene 
Propylene 
Butene-1 
Products 
Ethylene oxide 
Acetoldehyde 
Formoldehyde 
Propylene oxide 
Proponol a 
Acetaldehyde 
a-Butane oxide 
n-Butonal 
Methylethylketone 
Propanol 
Acetone t 
Ratios 
0.39 
0.52 
0.09 
0.50 
0.40 
0.10 
0.53 
0.41 
0.05 
Ratio epoxide, 
This work 
0.75 
1.25 
1.29 
lmeric carbonyls 
Gas phase 
(Ref. 21) 
1 .o 
1.1 
on the columns. Therefore, the analysis was made by 
infrared spectroscopy, and the only product which could 
be found was CF,O. The possible products perfluoro- 
ethyleneoxide and CF3CF0 were not present in detect- 
able amounts. Evidently, the initial reaction of 0 (") with 
CZF4 is 
0 ('P) + CZF4 4 CF, 0 + CF, (9) 
as is the case in the gas phase (Ref. 25). Unfortunately, 
the CF,O analysis was not quantitative, so that it is not 
clear whether the CF, produced by reaction (9) appeared 
as CF,O in the final products. Cyclo-C,F, which would 
be formed by addition of CF, to CzF4, could not be 
detected among the products. Further evidence bearing 
on the fate of CF, is the fact that the limiting @oo,(3P) 
from Fig. 18 was 0.8, and not a higher value. If CF, 
reacted quantitatively with 0, according to 
CF, + 03+ CF,O + 0, ( 10) 
the limiting ("p) would have been about 1.6; i.e., 2 +. 
There is thus no evidence for the occurrence of reac- 
tion (lo), and the fate of CF, is not known at the present 
time. 
d. Products of the 0 ('D) reactions. In preceding sec- 
tions, it has been shown that addition of 0, in the pho- 
tolysis of O,-oleh mixtures scavenges 0 ('PP), so that in 
the limit of high O,/oleh ratios the residual reaction 
is due entirely to O(lD). Figure 19 shows the effect of 
increasing Oz/CzH4 ratio on the total yield of addition 
products and on the ratio C2H40/CH,CH0. The yield 
of CzH4O and CH3CH0 decreased from a maximum of 
Fig. 19. Effect of the ratio OJC,H4 on products 
in the reaction of 0 t3P1 with CZH4 
about 0.85 for the 0 (") reaction to a minimum of about 
0.32 in the limit of pure 0 ('D) reaction. The ratio 
C,H40/CH3CH0 decreases from 0.75 to 0.44 in the same 
sequence. 
In comparing the relative C&O yields from the 0 ("p) 
and O(lD) reactions, account must be taken of the fact 
that O(*D) attacks both C-H and C = C  bonds, whereas 
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0 (") adds only to the double bond. The probable reac- 
tion of 0 (lD) with C-H bonds is 
Substrate 
H2 
CH4 
CZHE 
C2F4 
CsHs 
CZH4 
OS 
where the intermediate vinyl alcohol is unstable and re- 
arranges to acetaldehyde. Therefore, it is necessary to 
correct the CH,CHO yield for the amount arising by 
reaction (11). As shown in Section 4, reaction of O(lD) 
with the CH bonds of CZH4 accounts for about 40% of 
the overall reaction. When the latter amount is deducted 
from the observed CH3CH0 yield, it is found that the 
CzH40/CH,CH0 ratio resulting from attack of 0 (lD) 
on the C=C bond is approximately unity. It appears, 
therefore, that for 0 (lD) there is a slight increase in the 
C,H40/CH,CH0 ratio compared with that for O(,P). 
Relative rate 
(normalized to OS = 1) 
0.232 
0.267 
0.445 
0.370 
0.570 
0.610 
1 .om 
The observed decrease in yield of addition products 
is accompanied by an increase in the relative CH,O yield, 
suggesting increased importance of the reaction 
u: u1-2,b U L ,  u: -? (relative) A A A' Molecule 
H2 2.9 2.9 8.4 .73 
CHI 3.8 3.3 10.9 .94 
CzHe 4.4 3.6 13.0 1.12 
C3Hs 5.1 3.9 15.2 1.32 
CZHI 4.2 3.5 12.3 1.07 
OS -4.0 3.4 11.6 1 .oo 
- - - - CZh 
"Molecular diameter. 
bDefined by (ai f 02)/2. - 
There is some evidence, unfortunately not conclusive, 
that cyclopropane is formed in trace amounts, particu- 
larly in the 0 ('D) experiments, by the reaction 
The most striking difference in the O(lD) reactions is 
the appearance of HC=CH as a product of the 0 (lD) 
reaction with C2H4. The yield was about la%, which is 
similar to the amount of CZH4 formed in the reaction of 
0 (lD) with CzH6. Acetylene is undoubtedly produced 
by attack of O(lD) on the CH bonds 
H 
O(lD) + C,H,+ 
C,H, + H,O 
It is not clear at the present time whether both 
are removed from the same carbon or from 
carbons. 
( 14) 
H atoms 
adjacent 
Hydrogen was also observed in the O(lD) reactions, 
in somewhat higher yield than for O(3P). 
4. Discussion 
a. Relative rates of the O(1D) reactions. The data of 
Fig. 16 summarize the relative rates of O(lD) attack on 
a variety of substrates. The most rapid reaction observed 
is that with 0,: 
O(lD) + Os+ 2 0 ,  (15) 
For purposes of discussion, it is convenient to express the 
other rates relative to the 0, reaction, as in Table 5. An 
important question then arises as to what factors deter- 
mine the reactivity of a given substrate. One possibility 
would be that the reaction rate depends entirely on the 
dimensions of the reactant molecule, through influence 
of the cross-sectional area of the molecule on the collision 
rate. In Table 6 the significant molecular parameters are 
tabulated on absolute and relative bases. From the latter 
data, it is clear that the observed relative reaction rates 
cannot be correlated with the collision cross sections, 
since, for example, C,H, is smaller than C,H, but is never- 
theless more reactive. It is necessary, therefore, to intro- 
duce a dependence on bond type to account for the 
relative reactivities. 
In regard to the concept of bond reactivities, two 
significant relationships can be pointed out on the basis 
Table 6. Molecular dimensions and collision 
cross sections 
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of Table 5. First, if the relative reactivity per C-H bond 
is determined from the results for CHI, C2H6, and C3H8, 
an average value of 0.071 +0.004 is found. It is shown, 
therefore, that the reactivities of the saturated hydro- 
carbons depend, to a close approximation, only on the 
number of C-H bonds present in the molecule, regard- 
less of the bond types and bond strengths. Second, it 
may be shown that if the observed reactivity of c2F4 is 
taken to represent the C = C  reactivity, since CF bonds 
are inert to O(ID), then the relative reactivity of C2H4 
can be represented quite accurately as the sum of the 
reactivities of four C-H bonds and one C==C bond. 
These calculations are summarized in Table 7, and are 
based on R (CH) = 0.071 and R(C=C) = 0.37. These 
results show that the C=C is five times more reactive 
to O(ID) than a C-H bond. 
Compound 
Relative reactivity 
Calculated I Observed Bonds 
I I I I 
CHI 
CnHe 
CaHs 
C2H4 
4 CH 0.28 0.27 
6 CH 0.43 0.44 
8 CH 0.57 0.57 
4 C H  -k 1 C = C  0.65 0.61 
b. Rates of O("P) addition to olefins. The data of 
Figs. 16 and 17 and Table 3 indicate that the relative 
rates for addition of O(3P) to C2H4, C,F,, C3Hs, and 
1-C4H8 are 1:1:16:20 at 87OK. The different rates are 
apparently due largely to activation energy differences. 
For example, the CZH4 and C3H6 rates point to an acti- 
vation energy difference E, (C,H,) - E,  (C,H,) = 0.52 
kcal/mole. The relative rate increases from 16.0 to 20.2 
in going from 87.5OK down to 77.4OK, and from this 
change the calculated value is E,(C,H4) - E,(C,H,) = 0.31 
kcal/mole. Thus the relative rates at 87.5OK can probably 
be used to calculate relative activation energies with an 
uncertainty of only a few tenths of 1 kcal. 
CsH4 
CZh 
CaHe 
1 -6Hs 
The relative values can be placed on an absolute scale 
provided that any one of the activation energies is shown. 
The most reliable absolute E, measurement seems to be 
for 1-butene, the result being 0.85 kcal/mole (Refs. 22 
and 23). In Table 8 the calculated values are tabulated 
and compared with the results of other workers. 
1.4 1.6 2.6 1.5 1.35 
1.4 - - 0.6 - 
- 0.6 3.00 0.9 - 
0.85 0.85 1.4 - - 
(assumed) 
Those values in Table 8 that are greater than 2 kcal/ 
mole are almost certainly in error, since they are com- 
pletely incompatible with the present low temperature 
results. 
c. Reaction mechanisms. The similar product distri- 
butions obtained for 0 (") reactions in the present work 
and in the gas phase (Ref. 21) attest to the exceedingly 
short lifetimes of the biradical intermediates of these 
processes. The effective collision rate in liquids is approxi- 
mately lo1, s-l, and therefore the lifetimes of the biradical 
intermediates must not be greater than 10-I' to 10-12s. It 
would be difficult to explain the unchanged product ratios 
if extensive deactivation of the biradical intermediates 
occurred. 
Fragmentation processes of the biradical such as 
(16) 
would be particularly sensitive to the energy loss by the 
biradical, yet comparison with the gas phase work shows 
that these processes occur with undiminished efficiency 
in the liquid. 
E. A Physical Frame for Schwarzschild 
Space-Time, F. B .  Estabrook 
The Schwamschild line element is the best known, and 
also the most studied, exact solution of the Einstein field 
equations of general relativity. It describes the space- 
Table 8. Activation energies for addition of 0 (,PI to olefins 
E,, kcal/mole 
Olefin 
This work" I Refs. 22,23 I Ref. 21 I Ref. 26' I Ref. 24 
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time metric of the empty space around a spherically 
symmetric distribution of matter. The small deviations 
from Newtonian theory which it predicts for the motion 
of planets and light rays about the sun are the basis 
for the few present local experimental verifications of 
the theory. 
It appears that detailed experimental understanding 
of solar space-time, as well as careful verification of the 
general theory through the Schwarzschild solution, will 
result when the presently achievable accuracy of radar 
tracking of smdl transponding interplanetary space 
probes is fully utilized. 
The physical understanding of the predictions of the 
general theory is often, at first sight, obscure because of 
the plethora of possible coordinate systems that may be 
used. Although covariant formulation allows any suf- 
ficiently well-behaved coordinates to be used, it is always 
best, in practice, to seek, in a given solution, for intrinsi- 
cally determined frames. As a facet of a general investi- 
gation of this problem, a new and interesting frame for 
the Schwarzschild metric has been discovered. 
The coordinates used by Schwarzschild in the original 
exact solution were based on an isometry congruence 
which can be shown to be immersed in the space-time. 
The Schwarzschild coordinate R and the two angular 
coordinates e and + are constant along the lines of this 
congruence. The Schwarzschild coordinate T is then 
taken so as to diagonalize the line element. For values 
R > 2m (m is the mass of the central body in appropri- 
ate units) the isometry is timelike, and this region of 
Schwarzschild space-time is called “static.” For values 
R < 2m the isometry is spacelike; in fact, R is then a 
timelike coordinate, and T spacelike-a conceptually con- 
fusing situation. Moreover, at R = 2m, the metric appears 
to be singular-a result of the use of these particular 
coordinates. At R = 0, the metric is indeed singular, as 
may be shown by computation of curvature scalars from 
the Riemann tensor. 
It has been discovered that there exists in Schwarzschild 
space-time a geodesically parallel family of Euclidean 
3-spaces. When coordinates t, r, 8, + based on this family 
are used, the line-element takes the form shown in Fig. 20. 
The three-dimensional surfaces t = const. are Euclidean; 
Fig. 20. Schwarzschild space-time 
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in each of these, ordinary spatial geometry obtains. The 
timelike congruence T = eonst., 0 = const., + = const., 
normal to the Euclidean spaces, is geodesic: coordinate 
time, in our frame, is read directly by this family of radial 
freely falling clocks. The Schwarzschild isometry appears 
as a family of straight lines along which the metric may 
be moved into itself. The true, or essential, singularity 
at R = 0 is shown with a saw-tooth. The coordinate singu- 
larity at R = 2m now is not present, although by inspec- 
tion of the paths of light rays it may be seen how this 
is an event horizon. This coordinate chart covers one-half 
of a geodesically complete Kruskal diagram. 
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XI X. Com m u n ica t ions Systems Resea rc h 
TELECOMMUNICATIONS DIVISION 
A. Combinatorial Communications: The Index of 2. Coding Preliminaries 
Comma Freedom for the Mariner Mars 1969 
High Data Rate Telemetry Code, L. D. Baumert 
and H. C. Rumsey, I r .  
A Hadamard matrix is a square matrix of 1’s and -l’s, 
whose rows are orthogonal. These rows, considered as 
code words, constitute an orthogonal code. The asso- 
1. Introduction 
Orthogonal and biorthogonal codes and their indices 
of comma freedom have been extensively studied (Refs. 
1,2). In this article Stiffler’s upper bound for the comma- 
free index of a general biorthogonal code is improved 
slightly. Further, a method of Stiffler (Ref. 2) is used to 
compute an exact value for the index of comma freedom 
achievable by any coset of the Mariner Mars 1969 high 
data rate telemetry code. For this code Stiffler’s bound 
on the comma-free index is 13, whereas our improved 
formula gives the value 11. Actually, we are able to show 
that the exact value is 7, and we determine all cosets 
achieving it; the best value previously achieved was 6. 
For each of these cosets we give the complete distribu- 
tion of the correlation values occurring between code 
words and overlaps of code words. 
ciated code consisting of these rows and their negatives 
form a biorthogonal code. 
It is often convenient to use symbols other than 1 and 
-1 in the code words. If we define the correlation of 
two n-tuples to be the number of times they agree less 
the number of their disagreements, we can preserve the 
important property of code word orthogonality in any 
binary representation. (We use both 1, -1, and 0,l as 
our alphabets below, each notation being standard for 
the computations in which they occur.) 
If every overlap b,, - e . ,  b,, ax; * - - ;  b,,, h, ..*, a,,-l pos- 
sible in a coded message disagrees with every code word 
of the code in at least i positions, then the code is called 
comma-free of index i. Some receiving systems can dis- 
tinguish only between agreement and disagreement but 
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cannot say which is which. For such systems it is con- 
venient to insist that every overlap agree as well as 
disagree with every code word in at least i positions be- 
fore one calls the code comma-free of index i. For our 
purposes (dealing with biorthogonal codes exclusively) 
there is no distinction between these definitions. 
Given a code in 0,l notation, the code derived from it 
by adding modulo 2 a fixed 0,l vector to every code 
word is a coset of the original code. Clearly, such a 
coset has the same correlation properties as the original 
code; however, it may have a different index of comma 
freedom. Thus, if the comma-free index of a code is im- 
portant, one would like to find a coset code having 
maximum such index. (A much more comprehensive and 
leisurely presentation of these definitions and their con- 
sequences appears in Ref. 1.) 
3. General Upper Bound 
The code words of a binary orthogonal code (in 1, -1 
notation) form an orthogonal basis for the N-dimensional 
vector space which they span over the real field. Any 
m-tuple of +l's (m 5 N) will have a correlation of max- 
imal absolute value with one of these coded words. (If 
m < N we adjoin N - m zero components to our 
m-tuple.) We wish to compute the minimal such maximal 
correlation as a function of m. Let ri,pi denote the code 
words and the correlations our modified m-tuple y 
achieves with them. Then 
Thus, the correlations are such that the average value 
of their squares is m, i.e., 
Note that in dealing with a biorthogonal code this maxi- 
mal correlation can be assumed to be positive. So we have 
Lemma 1. Let m 5 N and let an N word orthogonal 
code (in 1, -1 notation) be given. Then, any 1, -1 
m-tuple has a correlation in absolute value at least p with 
some word of the code, where p > 0 is the least integer, 
such that p2 2 m and p,m have the same parity. 
Consider an overlap of two words from a biorthogonal 
code which consists of the last three symbols of the first 
word and the first N - 3 symbols of the second word. 
The m = N - 3 symbols give a positive correlation of at 
least p with some word w of the code, where p is given 
by the lemma above. Since N is necessarily even, p can 
be expressed by the formula 
where [r]  indicates, as usual, the greatest integer i 5 x. 
Since the code is biorthogonal, we may assume that the 
last three symbols of the first word agree with the first 
three symbols of the maximal correlation word w, (pro- 
vided N > 8). Thus, some overlap has correlation 
1 1 - (N - 3)" 2 p + 3 =  4 -  2[ 
L -1 
with a d e  word. Hence, an upper bound for the index 
of comma freedom (N 2 8) is given by 
N - p - 3  - - N - 4 + [ 1 - (N2- 3'M-j 
2 2 
The first few values of this function are given in Table 1. 
Except for a few early irregularities, this upper bound 
improves the previous bound (Ref. 1) by Zt most 2. 
4. The Reed-Muller (32,61 Code 
We are interested in computing an exact upper bound 
for the index of comma freedom achievable by any coset 
of the Reed-Muller (32,6) code. This code is biorthogonal 
with 32 symbols per word and is distinguished among all 
such codes by its unique algebraic structure over GF(2). 
Table 1. Upper bounds for the comma-free indices 
of biorthogonal codes 
N 
8 
12 
16 
20 
24 
28 
32  
64 
128 
Bound 
1 
3 
4 
6 
8 
10 
11 
26 
56 
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Much of the work below would be prohibitively harder 
for any other biorthogonal code of word length 32. This 
unique algebraic structure facilitates not only our com- 
putations but also encoding and decoding of this code. 
As a consequence, extremely efficient decoding schemes 
have been worked out for this code (SPS 37-39, Vol. IV, 
pp. 247-252), whereas nothing camparable is known for 
other biorthogonal codes of word length 32. Indeed, this 
algebraic structure is so important for efficient decoding, 
that it may well be that no comparable decoding algor- 
ithms are possible for the other biorthogonal codes of 
word length 32. Consequently, it is not surprising that 
this Reed-Muller code has been selected for use in the 
Mariner Mars 1969 high data rate telemetry system. 
The computation below is nothing more than an exer- 
cise in linear algebra; but because it deals with matrices 
of fairly high dimension, almost every step of the process 
had to be done by digital computer (SDS 930). Further- 
more, high speed memory limitations forced the compu- 
tation to be broken into many segments. In order to 
distinguish among these segments they shall be referred 
to as computer programs A, B ,  C, --.. We recall from 
linear algebra the concept of row reduction. The matrix A 
is said to row reduce the matrix M if A is nonsingular 
and AM has the following properties: 
(1) The first nonzero entry in each row is 1, and it is 
the only nonzero entry in its column. 
(2) Each zero row comes below all nonzero rows. 
(3) Of two nonzero rows the one whose first nonzero 
entry has the smaller column index also has the 
smaller row index. 
We use a method of Stiffler’s (Ref. 2) to compute the 
desired bound. First nate that the Reed-Muller (32,6) 
code has generator matrix G, where 
r l o o o o o l  1 0 0 0 0 1  
L i i i 1 i i - I  
That is, G is a 32 X 6 matrix whose nth row is the binary 
representation of n + 31. The code words arise by matrix 
multiplication of G into the &tuple of information sym- 
bols [arithmetic here is that of GF(2)I. Thus, the general 
form of a word of a coset code is Gx + c, where the 
32-tuple c is the so-called coset leader. 
Let G: denote the I X 6 matrix, consisting of the last 
I rows of G, and G: denote the 1 X 6 matrix, consisting 
of the first 1 rows of G. Then 
is the general form of a vector e whose weight (= num- 
ber of 1’s) is the number of disagreements of the kth 
overlap of Gy + c, Gn + c with Gx + c. (Here ck denotes 
the kth cyclic shift of c.) Let Ak be a matrix which row 
reduces Mk. Then 
and, restricting attention to the rows 2f Ak which annul 
all columns of M k  (call this submatrix Ak), one has 
(3) 
N 
We computed (PROGRAM A) Ak, and, hence, Ak for 
k = 1,2, - - e ,  31. is 18 X 32, and, when e was allowed 
to range oLer all 32-tuples of weight 8 or less, (PRO- 
GRAM B) Al,e exhausted all possible 18-tuples. Thus, for 
any c, there is a vector e of weight 8 or less satisfying 
Eq. (3). This implies that there is a u satisfying Eq. (2); 
multiplying through by A;: produces a solution to Eq. (1). 
Thus, there is, for every coset leader c, at least one 
vector u such that Eq. (1) is satisfied with an e of weight 
8 or less. That is, the maximum index of comma freedom 
possible for any coset of this Reed-Muller code is 8. 
In order to decide whether this bound was attained, 
we2ttempted to construct a coset leader which achieved 
it. Ak is 18 X 32 for k = 11, 13. For k = 11 there are 216 
18-tuples which do not satisfy Eq. (3) when e is limited 
to be of weight less than 8 (PROGRAM B). Similarly 
there are 360 such 18-tuples for k = 13. Let u denote a 
generic member of the 216 and let w be generic for the 
360 18-tuples. Then 
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Let J be the matrix which corresponds to a cyclic shift Lemma 2. Every coset of the Reed-Muller (32,6) bi- 
orthogonal code has an index of comma freedom less 
than or equal to 7. 
of 1 position; i.e., let 
5. lower Bound 
and izk = 
Eq. (4) becomes 
othenvise, Then letting H~ = ;i, (1 + ~ k ) ,  The upper bound for the Reed-Muller code given in 
the preceding subsection is actually achieved. To show 
this, we used the same process as above. However, the 
computations became harder because of the larger num- 
ber of things which had to be considered. This forced us 
to modify our approach somewhat. 
(5) [::I [ c ]  = [ ~ ]  
Let S be the row reduced form under R of the H 
matrix in Eq. (5); then 
R and S were computed (PROGRAM C). The last 13 
rows of S are zero; thus, the last 13 rows of R are con- 
straints on the v,w pairings. (Indeed, only 17 of the 
216-360 v,w pairs satisfied these constraints: PRO- 
GRAM D.) Since S is 36 X 32 with rank 36-13= 23, S 
has a null space of dimension 9 = 32 - 23. Thus, for each 
of the 17 satisfactory V,W pairing,s, there were 2, = 512 
solutions to Eq. (6). These can be derived from any one 
solution by adding all vectors of the null space of S. 
We can reduce these 512 solutions to just 23 = 8 sig- 
nificant ones by noting that if c is a satisfactory coset 
leader, then so is c + g, where g is an arbitrary word of 
our Reed-Muller code. Thus, any basis for the null space 
of S (one such can be read off directly from S, since S is 
in reduced form) can be transformed into another basis 
for this null space, where 6 of the new basis vectors form 
a basis for the code (i.e., they may be assumed to be the 
column vectors of the generator matrix G). The remain- 
ing 3 basis vectors generate all significant solutions to 
Eq. (6). (The fact that this actually happened, PRO- 
GRAM E, served as a check on the calculations to this 
point.) 
There were, thus, 8 coset leaders for each of the 17 
v,w pairings (PROGRAM N D). By means of PROGRAM F, 
their images A, (c  + c9) were generated. These were 
compared with the table of 18-tuples which did not sat- 
isfy Eq. (3) for e’s of weight less than 8 (PROGRAM B). 
Only 4 coset leaders remained, none of which survived 
the corresponding test for k = 15. Thus, there are no 
coset leaders which required e’s of weight greater than 
7 for k = 9,11,13,15. That is, 
We computed for k = 11 the 31,644 18-tuples which 
do not satisfy Eq. (3) when e is limited to be of weight 
less than 7 (PROGRAM B). Similarly, we computed the 
more than 31,000 such 18-tuples for k = 13. As it would 
have been extremely time consuming to solve Eq. (6) for 
each of the more than (31,000)2 pairs of u,w so obtained, 
we were forced to analyze Eq. (6) more closely. Since the 
last 13 rows of R annul all valid v,w pairs, by restricting 
attention to these rows, we have 
N N 
R,v = R , w  (7) 
For a k e d  v, this equation can be solved for all zom- 
patible 18-tuples w. In fact, since the null space of R, is 
of dimension 5, there are exactly 25 = 32 18-tuples w 
which satisfy Eq. (7) when a particular v is used. Not all 
these 18-tuples belong to the set of - 31,000 w’s com- 
puted by PROGRAM B. Another program (PROGRAM G) 
was used to solve Eq. (7) for each of the 31,644 possible 
2)’s; it selected for each v those of the 32 possible solu- 
tions which were legitimate w’s. This same program then 
solved Eq. (6) for these 153,098 selected v,w pairs. 
As pointed out previously, the matrix S of Eq. (6) has 
an associated null space of dimension 9, which implies 
that there are 512 solutions to Eq. (6) for each v,w pair. 
We can restrict attention to 8 solutions for each valid 
v,w pairing, as noted above. Thus, there were precisely 
8(153,098) coset leaders which satisfied Eq. (6). 
These 8( 153,098) coset leaders were compared (PRO- 
GRAM F) with the table of 18-tuples which did not 
satisfy Eq. (3) for e’s of weight less than 7 (PROGRAM B), 
for all other (# 11,13) shift values k. In the process, it 
was observed that one of the 8 vectors from the null 
space of S had no effect on the calculations. That is, 
denoting the vector by h, then c + h and c were inter- 
changeable insofar as these tests were concerned. This 
fact was used to shorten the computation. (The vector h is 
OOO10001OOO10001O0010001OOO1OOO1; its behavior is ex- 
plained below.) 
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Sixteen coset leaders passed the tests for all cyclic 
shifts k. Thus, these coset leaders generate cosets of the 
Reed-Muller (32,6) code which have index of comma 
freedom 7. Adjoining the vector h to these yields sixteen 
more such cosets. 
5 or 6 
2352 
18976 
38576 
154624 
200896 
550272 
51 8592 
1084416 
8 1 2448 
13641 60 
Thus, we have 
9 or 14 10orl l  
4576 2176 
19824 16640 
391 04 39104 
152384 155392 
189984 202432 
549824 556544 
525920 51 2576 
1092800 1089792 
813280 81 6576 
1351072 1344000 
Lemma 3. There are exactly 32 distinct cosets of the 
Reed-Muller (32,6) code which have comma-free index 7. 
Any coset of this code is generated by c' + g as well as 
by c for all code words g of the code. Hence, there are 
64 different coset leaders which generate the same coset. 
Thus, there are 64(32) = 2048 coset leaders which can be 
used to generate a coset of the Reed-Muller (32,6) code 
with comma-free index 7. These are all vectors of the 
form (ai = 0,l) 
where 
gl = 01010101010101010101010101010101 
g2 = 001 1001 10011001100110011001 10011 
g3 = 000011 110o0o111100001111oooo1111 
g4 = OOOOOOOO1111111100Ollllllll 
g5 = OOOOOOOOOOOOOOOO1111llllllllllll 
g6 = 11111111111111111111llllllllllll 
h = OOO100010001OOO10001~1~1oOO1 
2 1  8 
f16 
k 1 4  
2 1  2 
f10 
+ 8  
2 6  
f 4  
f 2  
0 
1 o r 8  
2304 
22896 
39392 
151360 
198048 
551 872 
522720 
1044672 
8 10400 
14391 36 
2 or 16 
1824 
20272 
41 152 
157632 
196448 
533952 
521760 
1101888 
81 1680 
1353248 
and c is one of 
10101100100111oO0101OOOOOO0OOO00 
o0o10011111011101100101101010110 
00OOOoO0101011111001110001010011 
11 1oO010111011101010010101010110 
010111 110101 1101001 110100101001 1 
00110101101o0O1101o0o10100000101 
10oO0100101101001001100101010110 
01 1001 1010010011 101OOOOOO1010011 
01 1110101 11 11 1001010M)1000000000 
01111110011110010101111100m101 
011 100101 10101 11010011o0o1010011 
l o o l 0 0 l l o l o l l m l ~  
1100101011o0o11m101m0oOO 
01110111001100101011011111010110 
11001 loo001 1101 100101001m101 
1o0o1011001100100110100111010110 
If we examine Eq. (l), we can see why the vector h be- 
haves so curiously. For (c + h) + (c  + h)k = (e + ck) 
+ (h + h k )  and h + h k  is a code word for all values of k. 
Thus, the effect of replacing c by c + h is equivalent to 
changing x in Eq. (1). Since our results depend upon all 
64 values of x and not just on particular ones, this has no 
noticeable effect in Eq. (1) or in any of the subsequent 
calculations. 
Table 2. Correlation distributions 
3 o r 1 3  
1072 
18928 
41360 
173888 
198496 
496064 
521 888 
1 1  28640 
8 10048 
1345696 
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4 or 7 
1952 
28368 
37696 
154560 
208736 
527680 
504352 
1025088 
820128 
1509344 
12 or 15 
2368 
19904 
41920 
156672 
198272 
544000 
506240 
1076224 
8 24064 
13871 36 
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6. Correlation Distributions for the Reed-Muller Cosets 
of Index 7 
Index 7 implies that all correlations p of code words 
with overlaps lie in the range -18 5 p 5 18, since 
32 - 2.7 = 18. We have computed the distribution of 
correlation values for each coset of index 7 found in the 
previous subsection. (For fixed c, all coset leaders of 
the form c + 8aigi + a,h have the same correlation dis- 
tribution.) Only 8 distinct distributions arise, each asso- 
ciated with a pair of c’s. Numbering the c’s according to 
their position in the list of subsection 5, the distributions 
are given in Table 2. That is, Table 2 records for each c 
the number of times the correlation p occurs when all 
code words are compared with all overlaps. 
B. Communications Systems Development: 
Acquisition and False-lock Behavior of 
Phase-locked loops With Noisy Inputs, 
R. C. Tausworthe 
1. Introduction 
It is a well-documented fact that first- and second- 
order loops are stable and lock onto the incoming car- 
rier, provided the carrier frequency is not separated too 
far from the voltage-controlled oscillator (VCO) rest fre- 
quency. The practical implementation of such loops is 
seldom ideal because there are usually other time- 
constants in the loop besides those designed into the loop 
filter F(s). However, it can be argued that this extraneous 
characteristic will have little effect on the form of the 
in-lock loop-equations so long as its bandwidth W H  is 
much larger than that of the loop wL. But there are 
practical limitations on how wide wH may be made be- 
fore noise begins to saturate amplifiers, phase detectors, 
etc., and there is a theoretical limitation on how narrow 
wH may be made before the formulas for loop perform- 
ance are affected. 
As wH is narrowed, the first effect one may notice is 
not a departure from the performance formulas when the 
loop is locked, but a degradation in loop frequency- 
acquisition range known as false-lock. This anomaly re- 
sults when the beat-note between the incoming carrier 
and the VCO, appearing at the phase-detector output, 
causes frequency-modulation of the VCO in such a way 
that one of the frequency-modulated (FM) sidebands of 
the VCO lies precisely at the carrier frequency. When 
this occurs, there is a dc voltage out of the phase detector 
which tends to force the VCO to remain at that particular 
frequency, falsely phase-locked to a VCO sideband. 
There are both stable and unstable false-lock frequencies, 
just as there are stable and unstable phase-lock points in 
the normal loop behavior. 
The second-order loop phase-plane diagram shown in 
Fig. 1 exhibits a limit cycle to which trajectories from 
both above and below converge. In this article we will 
see analytically what causes such behavior. The treat- 
ment is essentially an extension of the methods of Develet 
(Ref. 3) and Gruen (Ref. 4). 
The problem in its most rigorous form is one much too 
difficult to solve. There are a myriad of possible har- 
monics of the VCO to which the loop could lock; hence, 
rather than to enumerate these and give conditions for 
false-lock in each case, we shall focus our attention 
mainly on deriving a condition whereby false-lock may 
be avoided altogether and examine the effect of input 
noise on this condition. 
+ 
Fig. 1. lock-in behavior of a second-order loop with 
imperfect integrator, F(s1 = (1 4- r2 s V ( 1  i- r1 SI, 
for OJAK = 0.9 and AKr2,/r1 = 2 
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2. limit Cycles in the loop 
Suppose a phase-locked receiver is in a false-lock con- 
dition, and assume that a frequency offset (0 = not + eo) 
is incident to the loop. Then in order to produce a stable 
condition, the VCO input must be a periodic function of 
time. When noise is incident to the loop, it is also then 
clear that for a suitable choice of the time origin, the 
phase error + takes the form 
+ = * + vt + (Po + a, sin ot + * * * (1) 
for appropriate nonrandom v, +o, a, 2 0, and o 2 0, each 
to be determined, and for a low-frequency zero-mean 
random process q. We may also consider no > 0, as a 
completely symmetric argument will account for no < 0. 
We shall suppose that the higher harmonic terms of 
Eq. (1) are negligible as, indeed, a more detailed analysis 
will verify. The phase error must satisfy the usual loop 
equation 
in which T is the loop excess delay. The expression in 
parentheses is the ordinary second-order loop filter. 
The assumption necessary to carry out a simple analysis 
is that 
For the usual first- and second-order loops, this condition 
reduces to o >> 2wL. The hypothesis is a reasonable one, 
as it merely requires1 that if there is a false-lock its offset 
frequency lies outside the bandwidth of the loop. 
It is evident in Eq. (3) that the cosine coefficient ala 
must be related to a term in the expansion of sin 9, and 
therefore 
This bound can be combined with our assumption to 
reveal that 
(7) AKI F ( h )  1 << 1 a1 I o where A is the incoming rms signal voltage; K the open- 
loop gain; F(s) the loop-filter transfer function; p the 
Heaviside operator; and n(t) the baseband equivalent 
input noise process with spectral density N,.  nus we 
must have 
Since ai is SO small, we can approximate cos a, = 1 and 
sin a, = a, with excellent accuracy to produce the equa- 
tion 
no = 4 + v + ala COS ot + A K F ( p )  
sin [$ + vt + +o + a, sin ut] + (3) 
The ,solution of Eq. (3) is effected by equating the coef- 
ficients of each harmonic zone in the series to zero. 
[Higher harmonic terms may fail to vanish because of the 
simplified form we assumed for + in Eq. (1); neverthe- 
less, these terms should be very small.] 
The loop filter function F(s) represents the total open- 
loop response of the output frequency to the phase 
detector error; this nominally contains IF filters, system 
delays, VCO output filtering, etc., in addition to the nor- 
mal design loop filter. The actual loop function F(s) over 
the frequency range of interest often can, for example, be 
approximated by 
(4) 
a. = 4 + v + alocosot + A K F ( p )  sin(vt + $ + +,) 
(8) 
{ 
+ a,sinotcos (vt + $ + $ 0 )  + 
from which it is clear that either Y = 0, or Y = 0. But 
v = 0 leads to the conclusion that 0 < AK I F(j0) 1 , con- 
trary to our hypothesis. One equation relating the various 
parameters can be gotten by averaging Eq. (8) with re- 
spect to sample functions of the input noise n(t) 
0 0  = v + U ~ W C O S  ot + GAKF(p) { ~ i n ( v t  + (Po + $0) 
+ a, sin ot cos(vt + $0 + (Po)} (9) 
'It is interesting to note that in a more detailed analysis this same 
condition also insures that the second harmonic coefficient a, of 
is much smaller than a,. Such a condition thus also insures that 
the representation of @ given in Eq. ( 1) is a sufficient one for the 
analysis here. 
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in which q0 = arc tan [E(sin $)/E(cos + ) I  and 
S = E(cos $)/cos $o. It is evident in Eq. (9) that w = V ,  
and that a,, &, and w must satisfy the conditions 
Q 0 = w -  sin (40 + +bo) alW cos ut + SAK I F ( ~ w )  I SAKFa, 2 
X sin [wt + q0 + (po + arg F ( j o ) ]  = 0 ( 10) 
with F = F(0) .  Obviously, the latter of these two equa- 
tions can be satisfied only when 
yz = h (cos UT)/,, h taking the value in parentheses 
of Eq.  (13).  Since there is a multiple root in- 
volved at the point of tangency, both the equation 
WT(QOT - W T )  - A cos WT = 0 and its derivative can be 
solved simultaneously for fi07 and 07, but the roots are 
transcendental. It is, of course, clear that the smaller T is, 
the wider the frequency-acquisition interval is. 
When x is small, the corresponding or is less than T/2 
where, in fact, cos WT - 1 - (WT>’/2. This approximation 
yields a quadratic equation for WT, which must then have 
two equal roots because of the point of tangency. The 
two roots are equal when the quadratic discriminant is 
zero, a condition which requires ( Q o ~ ) 2  = 4x (1 - X/2). 
As a final result, the condition under which no false-locks 
occur for such A is 
and these, along with the first equation in (10) produce f i o T  < 2[h(l-h/2)J] (14) 
the false-lock condition 
For the usual second-order loop with rT1>> r2 and in terms 
of the in-lock loop bandwidth wL, this condition is 
( S A K ) 2 F  I F(’W) I cos [arg F ( ~ w ) ]  ao--0= (12) 2w 
4rS ( 71 [ 
71 ( S ~ ~ ; ) ’ ] ) ”  l - ,  < - -  0 0  -W L  rs-1 272 
As a special case, for example, the approximate loop 
characteristic given by the F ( s )  in Eq. (4) produces the ( 15) 
noise-extended Develet equation 
which, as T + 0, reduces to the case 
(13) 
in terms of the parameter T = A K T ~ / T ~ .  Solutions to this 
equation are readily obtained graphically, as in Fig. 2, or 
by iteration, and correspond to stable and unstable false- 
locks. tively). 
Except for the factor 6, this result is the same as that found 
in Gmen, Develet, and Viterbi (Refs. 4, 3, and 5, respec- 
The effect of the noise is clearly displayed in the factor 
S multiplying A K :  the behavior is the same as one would 
notice if no noise were present and the loop gain reduced 
by a factor 6. 
3. loop Acquisition Range 
Of special note in Ineq. (14) is the fact that x cannot be 
made to0 large without seriously degrading the loop 
lock-in range. According to Ineq* (14L there is an optimum 
value of somewhere around unity. This is not a particu- 
larly good approximation of b p t  because it corresponds 
to WT = 2, a value too large for our estimation of cos w. 
Since we are looking for a way to avoid false-locks, let 
us seek the largest azo for which Eq. (12) has no solutions. 
This value we will define as the acquisition range. It is 
the largest frequency offset for which the loop will lock, 
regardless of the VCO initial conditions. As indicative of 
the method, we shall limit our attention, for the present, 
to the simplified example of Eq. (4). Referring to Fig. 2, 
one can readily see that the critical case occurs when 
the line yl = Q07 - WT is just tangent to the curve 
When the condition (14) is violated, both stable and 
unstable lock-frequencies are contained in the transcen- 
dental solutions of Eq. (13). Physical reasoning based on 
small perturbations away from the intersection in Fig. 2 
indicates that the only stable solutions are those in which 
the angle from the line to the curve has a clockwise 
rotation. Since stable and unstable points alternate, it is 
obvious that the system will eventually drive to one of 
the stable points. 
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0.5 
0.4 
0.3 
0.2 
0. I 
\ 
0 
-0. I 
-0.2 
-0.3 
-0.4 
w z  =-arg F ( j w ) ,  rad 
Fig. 2. Graphical method for solutions to the false-lock condition €IT - 07 = A COS(OT)/W 
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It is interesting and significant that the first solution 2 .o 
(intersection), when one exists, is always unstable. If the 
VCO initial condition produces an initial OT somewhat 
larger than this solution, the loop will be driven away 
from signal lock to a stable point at higher WT; if OT is less, 
the loop is driven to the stable solution OT = 0, and the 
loop locks to the incoming signal phase. It should be 
remembered that solutions to Eq. (13) are only valid 
does not appear as one of the solutions in Fig. 2, although 
there is always agtable lock there. 
1.5 
e 
1.0 
8 
when the restriction >> AKIF(jw)Iis met; hence, OT = 0 0.5 
0 
0 I 2 3 4 5 6 
x As A increases to the degree at which the critical value 
better one than 1 - (OT)'/2, in which case Ineq. (14) 
would be replaced by 
Of the approximation - is a Fig. 3. Value of Q07 producing marginal acquisition a s  a 
function of the parameter h = '12 (8AKd2 F I F(jw) 1, 
along with approximate curves to show their 
region of applicability 
no7 < - h (17) 
or for the usual case T T ~  >> T ~ ,  the VCO. The maximum excess loop delay must, therefore, 
not exceed 
if the loop is to acquire lock unconditionally. One startling 
conclusion which may be reached at this point is that a 
perfect-integrator loop (TI+ co ) will always have false-lock 
points, but a loop with an imperfect-integrator in the loop 
Again we see that A cannot be made too large without 
seriously degrading the lock-in range. The optimum h 
according to Ineq. (18) is at hopt = ~ / 2  for OT = d 2 ,  a 
point accurately given by the cosine approximation. 
filter may not. 
One must be careful not to interpret the optimum h in 
(19) 
- - 
Fig. 3 wrongly; while it is true that t?,o~ is maximized at 
A = ~ / 2 ,  itself is always maximized when T =O. As 
illustrated in Fig. 4, which shows how a0 and T are inter- 
related at the critical false-lock condition, the acquisition 
range is monotically decreasing in 7. The figure also im- 
plicitly shows how the lock-in interval is related to the 
loop parameter 
Finally, when A is still larger, the critical OHT,  so the 
proper approximation is COS 07 - - 1 i- (WT - ~)'/2,  
leading to 
a07 < -hT c [h(2+h)(?r2-2)IM (20) 
These approximations are very good for algebraic eval- 
function of A is shown in Fig. 3, with each of the approxi- 
mations. 
uation of the lock-in range; the actual lock-in range as a P=aAK [ ~IF(h)l  2 IM = - 3--= 
which simultaneously stretches the ordinate and shrinks 
the abscissa. With a fixed value of excess loop delay 7,  the curve in 
Fig. 3 puts an upper bound on the ratio 71/72 (and thus 
the loop gain) which can safely be used. In fact, if h is 
ever greater than 7.75, the lock-in range drops to zero so 
the loop will not acquire lock for all initial conditions of 
The way UT at critical false-lock varies as a function of 
and OT are cross- h = p2r2 is depicted in Fig. 5, and 
plotted in Fig. 6. 
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0 
0 
Fig. 4. Acquisition range as a function of loop-filter time 
delay at critical false-lock frequencv, normalized 
by the parameter p = GAKW I F ( j d  1/21'/O 
x 
Fig. 5. Variation of loop-filter phase angle at critical 
false-lock a s  a function of the parameter 
A = '/a (6AKd2 F I FCjd I = p2? 
4. Conditional Acquisition Range 
Under the restriction that the initial VCO offset is 
winit = 4, as will be the case when the loop is open prior 
to acquisition, we can see from Fig. 2 that the loop will 
lock provided a07 is less than the first (unstable) false-lock 
solution. Since the line y1 intersects the abscissa at O07, 
and since y2 intersects first at 07 = d 2 ,  it is clear that this 
conditional acquisition will take place whenever OO;2o7 < d 2  
for A > ~ / 2 .  With A < 7/2 there is no conditional lock-in: 
if the loop locks in with minit = Oo, it will lock for all 
conditions of the VCO. 
2.0 I I I I I I I 
wT=-arg F ( j w ) ,  rad 
Fig. 6. Value of O07 producing critical acquisition as a 
function of loop-filter phase angle UT at critical 
false-lock frequency 
One aspect worth noting whenever A > 7/2 is that the 
conditional acquisition range Oo = 7/27 is not a function 
of the loop gain, bandwidth or damping factor, but de- 
pends only on the value of excess loop delay. Figure 3 
indicates the conditional acquisition range as a function 
of A, and Fig. 4 translates the behavior to a function of 7. 
5. The Effects of Extraneous Time Constants 
The analysis for the example in subsection 3 was carried 
out under the assumption that the effect of extraneous 
time constants internal to the loop could be approximated 
by e-ss. This assumption is clearly valid over a certain 
frequency range, but it cannot extend beyond the band- 
edge of the extraneous filter characteristic, for example. 
In a more detailed analysis, these extraneous effects 
should be represented by their true response, call it F,(s) 
We still assume F,(O) = 1, but in addition to the phase lag 
[( = 07 in the previous analysis), there is also an attenua- 
tion F ,  = I F,(jw) 1 
The largest value that the excess phase shift 6 = - arg F,(jo) 
can reach is limited by the number of poles and zeros in 
the extraneous filter F,(s). Specifically, if the order of 
F,(s) at infinity is n (i.e., there are n more poles than 
zeros), then 
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The true response F(s) when inserted in the false-lock 
condition (12) modifies the previous condition (13) only 
slightly to read 
Each side of Eq. (25) is conveniently plotted whenever F, 
and .f are known or measured functions of 0. Such a plot 
reveals the false-lock character of the receiver. However, 
by defining T = T(O) = [/o, we produce an equation analo- 
gous to Eq. (13) from which much insight is available. 
relative to the restriction OT 5 m/2. The only difference 
between Eqs. (26) and (13) is that A' and a , ~  are functions 
of O, so even the simplified bounds, Ineqs. (14), (17) and 
(20), we derived for 0, are transcendental in W .  It is usually 
the case that F, < 1 and that A' < hpt. As a result, the 
value of the maximum allowable is degraded whenever 
Fx(s) departs significantly from unity. What this means, 
insofar as loop design is concerned, is that the frequency 
acquisition interval can be limited, perhaps very severely, 
whenever the Fx(s) is too narrow or has too many poles. 
Whenever a false-lock condition exists, it can sometimes 
be broken by slowly tuning the VCO to reduce a,, until a 
solution of Eq. (26) no longer exists. For loops with 
A' > 7.75, this requires tuning until Qo goes negative (we 
assumed it was positive to start with). That is, to acquire 
an incoming signal higher in frequency than the VCO, it 
may be necessary to tune the VCO to a frequency above 
that coming in just to break false-lock. But then the loop 
may false-lock again because of the negative a0 seen by 
the loop. In such cases the operator must open the loop, 
tune the VCO near enough the incoming frequency that 
the initial OT lies below the first (unstable) false-lock, then 
close the loop. Such acquisition is conditional, as it will 
not occur for all initial conditions of the VCO. 
232 
6. Calculation of 8 
It thus remains only to evaluate 6. The subtraction of 
Eq. (9) from Eq. (8), evaluated only in the low-frequency 
zone, shows that the false-lock phase error + must satisfy 
which, with & removed by Eq. (ll), reads 
4 + Ma,AKF(p) {cos [$-+o-arg F(j~ ) l  
\ 
- 8 cos [arg F(~o)] + - 
This equation is almost the same as the normal in-lock 
phase error, except that A has been replaced by ?h a,A and 
the sinusoidal phase-detector characteristic by 
g(+) = cos[$ - q0 - arg F(jw)] - 8 cos[arg F(~o)] 
(29) 
We shall approximate + by a zero-mean gaussian process 
with variance c2 and use the linear spectral method (Ref. 6) 
to compute c2. Straightforwardly, one may then verify that 
$o = 0, because E(sh +) = 0; and, as a result, 
For simplicity it is necessary at this point to restrict 
F,(s) = 1 (i-e., have no extraneous effects in the loop). 
With this done, 
q.=o 
The variance c2 has been tabulated in terms of the param- 
eters of the second-order loop as [Eqs. (9-28) and (9-29) 
of Ref. 61 
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Further, at the marginal false-lock [i.e., the double-root 
condition for Eq. (12)] we find 
(33) 
Substitution of %a,A for A, along with r ] ,  y, and a, above, 
produces the estimate 
in terms of the linear-theory in-lock signal-to-noise ratio 
(SNR), p = A2/NowL, following the assumption 7, >> Q. 
A solution can be found by inserting the receiver param- 
eters into Eq. (34), assuming a particular value of c2, and 
solving for the loop SNR required. Figure 7 illustrates 
then how c2 and 6 vary as a function of p for various loop 
configurations. 
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7. lock Detection and Automatic Gain Control Readings 
Most receivers are fitted with quadrature detectors to 
detect lock, calibrate signal strength, and provide auto- 
matic gain control. The synchronously-detected automatic 
gain control (AGC) waveform is AKD cos (P, which, with 
no false-lock in effect, would deliver A& volts dc into the 
AGC system; with a false-lock, however, the dc compo- 
nent is only a fraction of this, namely 
(35) 
a16 E(cos (P) = - - sin [argF(jw)] 2 
as large. Thus, depending on arg F(jo) ,  the AGC detector 
reading may be negative or positive. The incoming signal 
level is often known or predictable to a certain degree 
a priori, in which case false-locks can be detected by 
comparing the false-lock AGC reading with that predicted. 
Whenever E(cos (P) is positive, the false-lock AGC volt- 
age will be the same as that produced by another input 
signal only [E(cos + ) I 2  as strong, but in lock. Thus, even 
p, dB p ,  dB 
Fig. 7. Variation of false-lock phase error c2 and signal degradation factor 6 = E (cos as u function 
of loop SNR: (a) T J T ~  = 0.01; (b) 72/71 = 0.001 
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though a, is relatively small, a sensitive receiver may 
indicate that lock has been achieved on a signal many 
dB below the actual signal level. 
Whenever E(cos 4) is negative, however, the receiver 
gain drives to its maximum-normally a no-signal indi- 
cation-and hangs up. It is not unusual in such cases for 
the receiver IF amplifier, etc., to be severely overdriven. 
Since amplifiers often have phase-delay characteristics 
different when overdriven than when operating linearly, 
it is usually difEcult to predict accurately what the false- 
lock frequency will be in such a case. 
Some false-locks will thus be strong enough to give an 
AGC voltage sufficient to indicate that a lock is in effect; 
others produce a negative or very small AGC voltage, a 
no-signal indication when in truth it is in a false-lock 
condition. The latter situation is sometimes very difficult 
to detect, for an oscilloscope connected to the detector 
output will show the presence of a beat note, but only if 
noise is small enough. It can also be very confusing, as 
for example, when the operator, not seeing a lock indi- 
cation, attempts to tune the VCO until a lock is indicated, 
but finds that the tuning control is inoperative-that is, 
that there is not enough VCO voltage range to break the 
false-lock. It is also possible for an indicating false-lock 
to go completely undetected until later reduction of 
doppler data comes up with some ridiculous doppler shift. 
For these reasons the importance of proper acquisition 
procedures and adequate design measures are self-evident. 
C. Communications Systems Development: 
Phase-locked loops With Externally 
Aided Track, R. C. Tausworthe 
the loop could have been pretuned to the correct fre- 
quency, so the integrator would not have been needed. 
Had the offset been known only approximately, the 
lesser-order loop could still have been pretuned to the 
expected arrival frequency, and then, once the loop was 
locked, tuned to remove steady-state phase error. 
What the foregoing discussion shows is that the loop’s 
complexity, or bandwidth, or both can be reduced by an 
external tracking-aid. Sometimes this can be supplied by 
an operator tuning the VCO manually, as we described 
above; sometimes it can be automatic, programmed 
tuning according to a doppler ephemeris; and sometimes 
the external aid can be derived from a signal whose 
phase variations are correlated with the phase we desire 
to track, as would be the case if carrier-loop information 
is used to aid a subcarrier track. 
This article treats the performance and design of loops 
with such external aid. 
2. Predict-Aided Track 
The simplest type of externally-aided loop is depicted 
in Fig. 8. There is a voltage inserted into the VCO by an 
operator or by an automatic device of some sort, attempt- 
ing toLune the VCO to an expected incoming frequency 
offset no. The prediction must be converted to a voltage 
Qo/KVco to do this. But the VCO constant Kvco is not 
really constant-it is a function of temperature, drifts, 
and the VCO operating point; henc% the predictor, at 
best, uses a value somewhat in error, Kvco. The equation 
describing the loop operation, [Eq. (4-2) of Ref. 61 in the 
present context, shows that the equivalent input phase 
function can be replaced by 
A 
(1) 
1. Introduction 9 G o  A
fjeq = 6 - c,n o  
Kvro One of the most fundamental concepts of communi- 
cation theory is that no system has been optimized until 
it makes full use of known or predictable variations in insofar as the loop error is concerned. - 
the system parameters. This concept applied to a receiver 
says, for one thing, that its best operation will be ob- 
tained only when the known or predictable part of the 
incoming signal phase function is removed, so that the 
loop is only required to track unpredictable variations 
in signal phase. To a certain extent, the optimized loops 
in Jaffee and Rechtin (Ref. 7) do precisely this, as, for 
example, pointed out by the fact that a loop required to 
follow a doppler offset has an integration in the loop 
filter in order to tune its voltage-controlled oscillator 
(VCO) output to the actual incoming frequency auto- 
matically. Had the doppler offset been known a piori, 
For example, if 13 = not + eo, then 
a much reduced frequency offset when predictions are 
good. The quantity in parentheses may be termed pre- 
diction error, and we see that there are two ways error 
is produced. First, it can be caused by inaccurate estima- 
tion of a0, to give Go; and second, it can be caused by an 
incorrect K,,O value, Rvco. 
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PRED I CT-TO- 
CONVERTER 
FREQUENCY PREDICT b VOLTAGE 
x ( t )  = A(2)%in ( w o t + 8 ) + n i ( t )  
Fig. 8. loop with simple open-loop tracking aid 
The latter of these difficulties can be eliminated by the 
mechanization in Fig. 9. Just as in the previous example, 
there is, in addition to the ordinary loop input, an input 
from a frequency ephemeris, or schedule giving the ex- 
pected frequency offset at any particular time. But now 
there is direct frequency conversion of the predict by a 
programmed local oscillator (or PLO), an instrument 
which generates a sinusoid at the expected incoming fre- 
quency, according to ephemeris, but offset by the rest- 
frequycy of the residual VCO. The resulting phase esti- 
mate 0 of 8 is a composite of the residual VCO phase, 
plus that of the PLO, 
Again, we see that the equivalent loop offset frequency 
ieq is decreased to 
A A  In the simple example 8 = not + 8, and = not + e,, 
we find 
The error, in this case, is merely dependent on how well 
no can be predicted. 
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The function performed inside the dashed box in Fig. 9 
can be synthesized many ways, but the result is equiva- 
lent to what we have shown. 
The subcarrier loop shown in Fig. 11 detects this phase 
difference, and causes an appropriate phase shift to be 
introduced for proper tracking. 
3. Subcarrier loops with Aided Track 
In a locked receiver, the phase of the reconstructed 
carrier component often carries much information about 
the phase variations of any subcarriers. This is especially 
true when the carrier and subcarrier are coherent fre- 
quencies; but even in the incoherent case, the two may 
reflect the same doppler offsets, for example. Whenever 
a subcarrier is related to the carrier frequency, either 
coherently, or nearly so, the carrier-loop information can 
be extracted to aid the subcarrier loop. There are several 
ways this can be done: 
In reference to the figure, the loop operates as follows: 
The carrier loop VCO output v( t )  is frequency-divided 
by some number %’, approximately the true carrier-to- 
subcarrier ratio, to give 
where Kaid is the rms divider output amplitude; 
wsc =oo /N;  and 8 contains the composite result of carrier 
loop phase noise, doppler phase, division by only an ap- 
proximate N ,  etc. 
(7) 
a. Open loop doppkr aid. First, and most obviously, A A  
8 = O(t) /N + $ + osct the carrier frequency can be processed to extract the 
doppler offset; then the subcarrier VCO can be tuned 
accordingly, as in Fig. 10, to have its center frequency at A The fact that N is usually very large produces an almost 
noise-free 8. the proper (computed) frequency. In this way, the equiv- alent frequency uncertainty interval is vastly reduced, - 
allowing the use of a narrow-band subcarrier loop. This 
type of rate-aid is of the open-loop type, in that uncer- 
tainties in a,, and KVco are not self-compensating. The 
The other input to the loop is the one to be phase 
tracked, the subcarrier itself, in noise. 
analysis in this implementation follows (Eq. 1) Gactly; 
the VCO rest-frequency drift. 
and, in fact, 8, is precisely equal to the predict 8, plus zsc(t) = A(2)” sin (os& + $) + ni(t) (8) 
b. Carrier-loop-aided subcarrier track. Assuming that 
the true carrier-to-subcarrier frequency ratio is 
N = W / w s c ,  then it follows that the carrier VCO output, 
when frequency-divided by N ,  provides a sinusoid at the 
subcarrier frequency with the doppler frequency offset 
properly scaled, but having a phase angle differing from 
that of the subcarrier by a constant angle, in the coherent 
case, and by a slowly varying one in the noncoherent case. 
Here A represents the rms subcarrier amplitude; $ its 
phase function relative to osct (highly correlated with 8); 
and ni(t) noise from the receiver input, with spectral 
density No.  The signal appearing in Eq. (8) is phase de- 
tected as shown, filtered, and the resulting error e( t )  used 
to alter the phase of oaid(t), the divided-down carrier. 
Just as in Fig. 9, the functions inside the dashed box 
shown in Fig. 11 may be synthesized in various ways, 
but functionally they are equivalent to those shown. The 
voltage-controlled phase-shifter we envision is a device 
where Kg represents the device gain, and is the loop 
estimate of the subcarrier phase $. The loop equation is 
thus 
FREQUENC’C 
[sin (q - $1 + - A 
TO-VOLTAGE A 
FROM CARRIER DOPPLER 
LOOP vco $ = $ - + = 8 +  
P 
Fig. 10. Subcarrier loop with carrier-loop aid (10) 
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Fig. 11. Subcarrier loop with closed-loop tracking aid derived from the carrier 
VOLTAGE-CONTROLLED LOOP-FILTER 
c 
PHASE SHIFTER G (SI 
SUBCARRIER 
INPUT u I 
I 
~ OUTPUT 
Fig. 12. Subcarrier loop with closed-loop doppler-aided track 
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which, with K = & i d K d K g ,  is exactly the same form as 
Eq. (3) when (p is defined as (p = + - $. The equivalent 
loop-offset function is 
and all variations in $I common to both carrier and sub- 
carrier are effectively removed. 
c. Doppler-aided subcarrier track. In a two-way earth- 
spacecraft link, the uplink carrier is rebroadcast down so 
that coherent doppler measurements can be made. When 
there is also an uplink subcarrier rebroadcast to the earth 
(as, for example, when there is ranging onboard), coher- 
ent subcarrier doppler measurements can also be made. 
These two bear a very precise relationship to one 
another; namely, the doppler ratio is the same as the 
carrier-subcarrier frequency ratio. Hence, the subcarrier 
VCO can be made to follow the subcarrier input exactly 
by forcing the subcarrier doppler to follow the properly- 
scaled carrier doppler. A mechanization of this scheme is 
shown in Fig. 12. The principle is the same as the aided- 
track discussed in subsection 3b. above; but there is an 
inner loop which causes the subcarrier doppler to follow 
the scaled carrier doppler and an outer loop which ad- 
justs the VCO to the proper subcarrier input phase. 
The doppler-track mechanization is sometimes more 
useful than the carrier-track depicted in Fig. 11, in that 
doppler-extracted frequency is usually easier to divide by 
an arbitrary (or time-varying) value of N than the carrier 
VCO frequency is. Figure 6, for example, shows a digital 
doppler-scaling device; basically, it operates as follows: 
the carrier doppler signal is determined by counting and 
the resulting number divided digitally by N ,  to any pre- 
cision desired (and the remainder retained for subsequent 
divisions, if greater precision is needed). This quotient, 
the correct frequency of the subcarrier, is the input to a 
number-controlled oscillator (NCO), a device which gen- 
erates a waveform whose frequency is precisely the input 
number. A bias frequency MA can also be added, as 
needed, to alleviate any difficulty at zero-doppler offsets, 
as long as it is accounted for in the subcarrier doppler 
detector as well. By the mode of construction, a number 
inserted into the “phase-shift” input of the NCO shortens 
or lengthens cycles of the output, advancing or retarding 
its phase as desired. 
With the phase-shift input disconnected, the remaining 
loop in Fig. 12 has virtually a noise-free input 8. Hence, 
the inner loop bandwidth wL can be made relatively 
large-a possibility which reduces the effects of VCO 
noise to a negligible degree and guarantees almost in- 
stantaneous response of the inner loop to any phase 
variation at its input. Then with the outer loop intact, 
and with the inner loop response made very fast com- 
pared to the overall loop response, the input and refer- 
ence phases into the second detector must compare, as 
In this equation + is the subcarrier phase; 
estimate of it; and the loop gain K is the product 
is the loop 
of the gains of the first detector K d l  and the phase shifter 
Kg. The reader will readily note that Eq. (12) is the same 
as Eq. (10) and Eq. (3), and thus that the doppler-aided 
loop with wL << w;  performs exactly the same as the other 
closed-loop systems we have considered. 
Solution of the double-loop system when the overall 
loop bandwidth wL is not much smaller than that of the 
inner loop is only somewhat more complicated, but does 
not represent a case of wide practical interest. 
D. Communications Systems Development: 
Signal Processing for Extended Frequency- 
Modulation Threshold, M. J .  Malone2 
1. Introduction 
This article describes a technique of postdemodulation 
processing for extending the threshold in high-index 
analog frequency-modulation (FM) systems. The value of 
the technique is restricted largely to those cases where the 
use of the more common extended-threshold demodu- 
lators, such as phase-lock and frequency-feedback de- 
vices, is impractical. Typical of such cases is the recovery 
of analog time-division-multiplexed data from a fre- 
quency modulated subcarrier, where the character of 
the modulation precludes threshold improvement using 
feedback devices, because of the wide loop bandwidth 
required to track the modulation without loss of lock. 
Results obtained for the conventional “test” case of sinus- 
oidal modulation indicate a threshold improvement 
capacity of 1% to 2 dB, using the technique to be 
described. 
‘Weapons Research Establishment trainee. 
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2. Background 
In the analysis of the threshold performance of FM 
systems, difficulties arise due to the complicated sta- 
tistical and spectral properties of the system output 
noise. While solutions have been obtained-typically by 
Stumpers (Ref. @-for the relationship between the input 
(IF) signal-to-noise ratio (SNR) and the output noise 
power, it has long been recognized that such solutions 
do not tell the full story. 
It has been observed that the output noise of an FM 
system is apparently separable into two very distinct 
components; normal noise, and a random sequence of 
impulses, which first appear as the IF SNR is reduced 
through threshold (about 10 dB), and whose average 
rate n increases rapidly as the IF SNR is further reduced. 
The explanation for this impulse phenomenon, in quali- 
tative terms, is simple enough, the effect being due to the 
random %-anomalies which occur when an estimate of 
the phase of a sinusoid in narrow band noise is made via 
the phase of the resultant vector. In essence, an ele- 
mentary FM demodulator obtains the time derivative of 
this phase estimate by operating on the zeros of the 
composite signal-plus-narrow-band-noise waveform ap- 
pearing at the IF filter output. Each 2 ~ p h a s e  anomaly, 
therefore, appears as an impulse of weight 2, at the 
output (weight unity if output is measured in Hz). 
Figure 13 illustrates the occurrence of one of these 
impulse events, known in F M  terminology as “clicks,” or 
as “origin encirclements” or “cycle captures” due to the 
association with each event of a complete 2~rotation of 
the resultant relative to the signal vector. Also indicated 
is the disparity in the spectral energy content during 
periods which do, and periods which do not, contain an 
impulse. Since the former spectrum is white, while the 
latter is essentially parabolic, at least within the modula- 
tion baseband-width Bo, the strong impulse noise contri- 
bution to the F M  threshold effect is clearly apparent. 
3. Threshold Extension 
Rice (Ref. 9) has recognized the inherent simplicity in 
the formulation of FM problems in terms of an FM out- 
put noise model, which consists of the sum of a Poisson 
sequence of impulses, and Gaussian noise having prop- 
erties given by strong signal F M  theory. He has also 
furnished a complete analysis of the properties of the 
impulse noise component in terms of the channel param- 
eters. Using this model as a starting point we approach 
the possibility of threshold extension by noting the gross 
differences in the spectra of the two noise components 
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Fig. 1’3. FM threshold effects 
and the desired baseband signal. The single-sided spectral 
densities are, respectively: 
Gaussian noise component 
Impulse noise component 
= 2n 
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Signal component 
where we have assumed a convenient flat-band limited 
spectrum for the signal, and where B r F  is the I F  band- 
width; p is the IF SNR (power); n is the average impulse 
rate; and Bo is the modulation base bandwidth. Note 
that the system output is measured in Hz, and this re- 
sults in spectral densities having dimensions also in Hz. 
Now a high index F M  system has B I F  >> Bo. Specifically, 
it is conventional to define a modulation index 
In order to test the threshold extension capacity of 
this scheme, a digital computer was programmed to 
simulate exactly-within the limitations imposed by time- 
and amplitude-discrete variables-the characteristics of a 
system in which the output is the time-derivative of 
the phase angle of the resultant sum of an angle modu- 
lated signal plus narrow band noise. The angle modula- 
tion was a sinusoid of frequency equal to 76 Bo, peak 
frequency deviation fd, and with Bo and f d  chosen for 
m equal to 1, 3, and 7. As a program check, a simulation 
run was performed without threshold extension; and the 
system output noise power (computed for various IF 
SNR after baseband filtering in a sharp cut-off filter of 
bandwidth Bo)  was checked against the calculated output 
noise power P ,  of the model, obtained from 
and to fix 
BIB = 2(fd + Bo)  = 2(m + l ) B o  ” + 2nB0 - 6(m + 1 ) p  
4n +- 3m2(m + 1)p m2B9 
1 SNR = 
where 2fd is the extreme frequency range of the FM 
signal-assumed peak limited. Under conditions of 
B I F  >> Bo it is clearly possible to devise a matched filter- 
decision device, operating within the baseband range 
0 2 f 2 B I F , ? ,  to indicate the occurrence of each noise 
impulse. The resulting information could be used to 
initiate some appropriate impulse-cancelling process 
which would operate on a delayed version of the de- 
modulator output (delay equal to that of the matched 
filter). Following this, normal baseband filtering would 
be performed. 
from which the system Output 
Here the average impulse rate n, from Rice’s Eq. (83) is 
In the ideal world, where the validity of the F M  noise 
model is unquestioned, this impulse cancelling technique 
would yield a considerable threshold extension, since in 
this ideal case the impulse noise bears sole responsibility 
for the threshold effect. The magnitude of the threshold 
extension would be limited largely by the impulse detec- 
tion error probability becoming significant at low SNRs. 
However, in reality the model is less than perfect; and 
we have to contend not only with impulse noise but also 
with additional ‘high-order noise cross-products, due to 
the high degree of nonlinearity evident in the trans- 
formation from signal-plus-narrow-band-noise to noise on 
the resultant phase angle. These additional components, 
although small relative to the impulse noise, make their 
own contribution to the departure of the FM demodula- 
tor performance from that predicted by strong-signal 
theory, and might be expected to limit the threshold 
extension practically available. 
where I o  is the modified Bessel function, zero order; 
and a is the mean square frequency deviation normalized 
relative to the square of the radius of gyration of the IF 
noise spectrum. For the case under consideration this is 
As Fig. 14 indicates, the agreement is good. A number 
of simulation runs were then performed with threshold 
extension operative. The impulse cancellation was ef- 
fected by deleting each detected impulse by a linear 
interpolation of duration ~ / B , F  across the region of the 
impulse. This duration represents the width, between 
zeros, of the envelope of the IF autocorrelation function, 
and seems intuitively appropriate. The impulse detection 
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employed an approximately matched filter having 
"voltage"/frequency response function 
H ( f )  = 0, O < f i B O  - k/f", f > Bo, k a constant 
followed by a decision element set for equal failure and 
false alarm probabilities. 
4. Results 
Figure 14 shows the distinct, if modest, threshold im- 
provement obtained using the threshold extension tech- 
nique described. An interesting side issue to this is that 
in the past some controversy has arisen over the validity 
of Rice's model; there being claims and counter claims 
to the effect that the noise-cross praducts mentioned 
earlier contribute more to the threshold noise than the 
impulsive component (Ref. 10). The present work would 
seem to indicate that the validity of the model extends 
50b 
IF SNR, dB 
Fig. 14. FM threshold 
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down to about 8 dB IF SNR in the general sense, and 
well below this if the only concern is with the total out- 
put noise power. 
E. Information Processing: Sync Error-Detecting 
Capability of the Deep Space Network 
Teletype Code, G. Solomon, E .  C. Posner, 
a n d  H.  Fredricksen 
1. Introduction 
Space Programs Summary 37-45, Vol. 111, pp. 3236, 
contains a description of an error correcting encoder- 
decoder for use on Deep Space Network teletype lines. 
In this article, we give the arguments on the distance 
between code words from which the error-correcting and 
sync error-detecting capabilities can be computed. 
2. Minimum Distance in the Code 
In SPS 37-45, Vol. 111, it was asserted that the (15,9) 
Reed-Solomon code over the 16-element field chosen for 
transmission of information is capable of correcting up 
to 3 errors in each block of 15 code symbols. This is true 
because the minimum distance between any pair of code 
words is 7. 
The code words are formed by the polynomial re- 
cursion 
8 
F ( x )  = n ( x  + p) 
i=n 
where p is a solution of x4 = x + 1. This means that if 
a,, . . *,  as are the 9 information symbols of the code, then 
For the code word 
associate a polynominal, as in Ref. 11, of degree at most 8 
8 
g,(x) = c+ xi  
3x0 
24 1 
Van de Monde’s determinant theorem insures that g, 
exists for every a. Thus, the correspondence between 
(c,,, . . ., cs) and (a,,, . a ,  as) is unique and linear. 
To see this, we shall show that, with r,, defined as 1, 
But this sum is 
and the inner sum is 0 because the 8 roots of F are 
So we have indeed shown that the ai for a nonzero code 
word a are the values of the nonzero polynomial g,(x) as 
x ranges over the Bi, 0 < j < 14, the 15 nonzero elements 
of the 16-element field. 
Since g,(x) is of degree at most 8, it has at most 8 
zeros. Therefore, g,(x) has at least 7 nonzero positions in 
any nonzero code word. Since the set of code words form 
a group, the minimum distance between any two code 
words is the same as the minimum number of nonzero 
positions in a nonzero code word. Thus, the code has 
minimum distance at least 7; code words of weight 7 can 
readily be exhibited. 
\ 
3. Synchronization Error Detection 
In SPS 37-45, Vol. 111, it was asserted that errors of 
synchronization due to insertion or deletion of symbols 
could be detected by adding to each code word a specific 
vector before transmitting the code word. The vector 
chosen was 
It was claimed that y was at a distance of 6 from any 
vector in the code, and that y + T i y ,  where T i y  is equal 
to y shifted cyclically to the right by i positions, is also 
at distance 6 from any vector in the code. This is true 
beeause y belongs to a larger code, which also contains 
the code F defined by F(x) .  
Consider 
H ( x )  = (x + p-l) F ( x )  
The quantity H ( x )  determines a cyclic code having asso- 
ciated polynomials 
Since h is of degree at most 9, the minimum distance in 
H is 2 6 (and, in fact, exactly 6). So, any vector in H 
but not in F is at distance at least 6 from any vector in F .  
Now 6 = (p14,p13,,P12,...,p,1) is clearly in H ,  since it 
satisfies the recursion x + p-’. If we add to 6 the code 
word E in F having information symbols ,R14,p13,p12,p11, 
. . *,p6, i.e., 
we get y(  = 6 + E ) ,  of weight 6 (hence, not in F ) .  Since H is 
cyclic, y + Ti.y is also in H and is, therefore, distance 6 or 
more from code words in F.  If a synchronization error 
occurs in transmissions, then the code word originally 
sent, say all( =a + y ) ,  would be received as all( = a + y 
+ T”) a word at distance 6 from any code word, so that 
the decoder will state that an uncorrectable error has 
occurred. 
F. Information Processing: An Efficient Method 
for Estimating Noise Variance, E. C. Posner 
1. Introduction 
In the Mariner Mars 1969 high-data rate block-coded 
telemetry system, the most likely waveform of 32 orthog- 
onal waveforms and their 32 components is found by 
correlation techniques. That is, one correlates the noisy 
received word with the 32 waveforms, and determines 
the correlation of largest absolute value. If that correla- 
tion is positive, the word causing that largest correlation 
is chosen; if that correlation is negative, the negative of 
the dictionary word causing the largest correlation in 
absolute value is chosen. 
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When one has correct sync, the correct word corre- 
lates with a mean output of say p ,  where p is the signal; 
the incorrect words all have average correlation 0, with 
the same unknown standard deviation u. Hence, an esti- 
mate can be used to determine whether sync still holds, 
for when sync is lost, the estimate of p / ~  drops, for the 
mean signal goes to 0. This article studies the estimation 
of u. 
The ground rules are as follows: To conserve equip- 
ment, u is to be estimated from one of the nonlargest 
correlations. The one chosen is to be selected only by 
successive comparisons of the correlations in a serial sys- 
tem; no arithmetic operations are to be used. Further- 
more, at most two of the preceding correlations are to be 
retained at any step. 
Subject to these constraints, the estimator chosen is 
based on the largest of the correlations (other than the 
one selected as belonging to the correct word). This 
statistic meets the constraints. It is shown that the vari- 
ance of the estimator? of u so obtained goes to 0 with N ,  
where N 4- 1 = 32 in this system. This statistic turns out 
to be most efficient, subject to the constraints. However, 
the present system operates with the constraint that at 
most one previous correlation is to be retained. Thus, the 
present system uses less hardware (one less register), but 
has a higher variance of its estimator 2 of U. 
In the ensuing discussion, we assume that we have N 
Gaussian random variables yi of known mean 0 and 
unknown variance u2 to be estimated from the knowledge 
only of I yi 1, 1 5 i 5 N .  There is a slight effect due to 
the fact that the wrong word is chosen as correct. Since 
this probability is small even at threshold, this effect is 
ignored in what follows; it is a third-order effect. 
2. The Extreme-Value Distribution 
The estimator? of U, which turns out to have minimum 
variance among the estimators satisfying the ground rules 
of the preceding section, is based on the statistic ql), 
the largest of the N values xl, . *  e ,  xN,  where xi = I y i  I, 
1 2 i 5 N .  To obtain Z from ql), we proceed as follows: 
The random variables xi have the common density 
function h(x), where 
Define 
H(x)  = 1: h(t)dt 
Assuming N large (10 or 20 will suffice; in our applica- 
tion, N = 31,63, e * . )  we shall find the asymptotic distri- 
bution of the largest x i ,  which we call ql). ‘I 
We use Gumbel’s extreme-value theory (Ref. 12) as 
follows: The random variable ql) has for large N a dis- 
tribution function F(x) = pr(qlt 5 x )  given by 
where a and u are related to h (and N )  as follows: 
1 H(u) = 1 - - N 
a = Nh(u) 
In our application, we find, using the fact that for u large 
1 - H(u) ~ 2u “XP( -&) 
(2,rr) ”* u 
(Ref. 13, p. la), that as N+co 
u = u(2log N)” + ~ ( l )  
21 
U- 
a = 7 + o(1) 
We shall use these values for u and a in what follows, 
since the convergence is good even at N = 31. 
3. The Estimator Based on x ( ~ )  
In this subsection, we estimate u by;. The estimator G is 
obtained from x ( ~ )  by estimating E ( x ( , ) )  by x ( ~ )  itself, 
which gives the maximum-likelihood estimate for u. The 
expectation of ql) turns out to be a linear function of U, 
so that u is readily estimated from xtl). 
Consider z = a(q,, - u), which has the distribution 
e-exp-(=). Now 
(Ref. 12, p. 175), where y is Eulei’s constant 0.57722 om.. 
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Thus 
Y 
a E ( x , , , )  = u + - 
Consequently, we find the unbiased estimator 
for U. 
Let us find the variance of Z. It is known (Ref. 12, p. 174) 
that 
*2 u2 - Varx,,, = - - 6a2 12logN 
Hence 
2 log N Var q1, 
(210g N + y)' VarF = 
%; T4 
(2 log N + y)' = . 
Thus, for large N 
*? u? 
24 (log N)2 Var 7- 
which approaches 0 as N + 00. For N = 31, the more 
exact formula gives 
VarZ = 0.0297 V~ 
4. Comparison with Minimum-Hardware Method 
The minimum-hardware method uses a random wave- 
form of the nonlargest measured correlations. Again the 
effect of a wrong decision on the estimation can be ig- 
nored, since the error probability is small. The random 
one of the N correlations is chosen by choosing the last 
correlation value computed; unless, with probability 
N/(N + l) ,  it turns out to be the largest. Then 0 is used. 
The effect of this replacement is easily measurable. Since 
a large number M of codewords are treated by either 
method, M = 4096, the variance of the estimator ha ob- 
tained is approximately ( N  + 1)/N what it would have 
been if a truly random waveform could have been 
chosen. For the sample size is cut, in effect, by about 
N / ( N  + l) ,  assuming N much smaller than M, as it is 
in the Mariner system. 
The estimator 2 of G is obtained by using 
mal of mean 0 and variance u2. We readily 
Then the unbiased estimator ha' for u is just 
The variance of (yI is E(ly21> - [E(lyl)]2, so 
Var2  = U? (2 - 1) = 0.571 2 
and of course is independent of N: Var ^a does not ap- 
proach 0 with N. 
The variance of ha, defined only for M/N large, is 
Var G = (T) N f l  Var 
In the Mariner system, then 
Var $ = 0.590 u2 
We see that in the Mariner system 
-- - 0.050 Var 7 Var G 
However, if the system using the random waveform 
of the nonlargest correlations does not keep track of 
how many times the last correlation was the largest, then 
another effect comes in, increasing the variance of the 
final estimator for U. For, suppose one estimates u by 
Here the y i  are independent Gaussian of mean 0 and 
variance -2. Also, M' = M - K ,  where K has a binomial 
distribution with probability p = 1/(N + 1) of success, 
corresponding to the last correlation being largest. Thus, 
M( 1 - p )  is the expected number of yi. 
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It turns out that V* is no longer unbiased for U. Further- 
more, U* has a larger variance than 2, which is the esti- 
mator of u when M’ is known. To get a good estimate 
for Var c*, we proceed as follows: The variance of U* is 
the variance of $ plus a term due to the uncertain denom- 
inator. Typically, M’ differs from its expected value by 
about “one sigma” in either direction, which is M” N /  
( N  + 1). Hence, the extra variance to be added is about 
So we use 
1 
M N  V a r 2  = VarG + -u2 
- N + l  1 
Since we are interested in the case N large (but small 
compared to M ) ,  we see that we can indeed not record 
the exact number of times that the last correlation was 
largest, and still not increase Var V* much. In fact, for 
the Mariner system, our above estimate for Var U* (with 
the M dropped) turns out to be 
Var U* = 0.624 u2 
We shall ignore this effect in what follows. 
We have seen that Z is more than twice as good as 2, 
in the sense of variance. However, since M = 4096 code- 
words are being used in a batch (about 1.5 s at the data 
rate of 16.2 kilobitds), the system is sufficiently good for 
its purpose even at threshold values of p / ~ .  Thus, the 
extra register necessary to implement the extreme-value 
system is not justified in this case. However, because 
Var F does approach 0 with N ,  there may be telemetry 
systems in which estimators using extreme values will 
find use. 
G. Astrometrics: An Integral Arising in Fourier 
Inversion, E.  R. Rodemich and E.  C. Posner 
1. lnfroduction 
In certain radar mapping techniques, one can, in effect, 
measure the radar brightness integrated along lines in 
the map plane. To recover the brightness map, the tech- 
nique is to use Fourier transforms. Consider integrals of 
the form 
Here y is a parameter depending on a polar coordinate 8; 
the final brightness is 
where the point on the plane at which the brightness is 
obtained depends on the function G(p) .  
Here G(p) is a complex number of absolute value 1, 
depending on the point of the plane, times the Fourier 
transform of a function g(t) (which also depends on the 
suppressed polar coordinate angle e). This function g( t )  
is actually the measured data, consisting of the correla- 
tion function of a received waveform in a chirp radar at 
a certain chirp rate proportional to 8. Thus 
and we want to evaluate Z(y) in Eq. (1) from knowledge 
only of g in a simple manner. The finaI brightness map 
is then obtained by the sum 
where the 6i are points on the (0, h) circle. 
In the analysis, we assume that g(t) is integrable on 
(- ca, m); vanishes outside a bounded interval corre- 
sponding to the radar target’s finite diameter; and has an 
integrable third derivative. This third derivative is ob- 
tained from numerically differentiating the measured g(t). 
2. The Formula 
Starting with Eq. (l), we can write 
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(3) 
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where G(p) = G( -p), since g ( t )  is even. Now it happens that 
Hence, 
Thus, for our purposes, it suffices to calculate 
and then use 
J(Y) + J( -Y) = Z(Y) + I( -!A 
in the final de integral. We then have 
I P  I exp(--EIp I + iPY - i p t ) g ( t )  
is integrable dpdt, since g ( t )  vanishes outside an interval, and I p I exp ( - E I p I ) is integrable in p for every E > 0. 
Thus, Fubini's Theorem can be used to write Eq. (5)  as 
The integral in braces, however, is readily evaluated in closed form to be 
2 [ E' - ( y - t )2 ]  
[ E' + (y-t) '] '  
Hence, Eq. (6) becomes the single integral 
We now integrate by parts twice 
But the first term vanishes at t = Z co , since g( t )  vanishes outside an interval. Continuing, we have 
1 m 1 
2 A(€) = -g' (t)  log [ e2 + ( z J - ~ ) ' ]  I + 2 g" (t) log [E' + ( y - t ) ' ]  dt (9) -m 
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Again, g(t) vanishes at loo. Then 
J(y) = lim A(€) 
&+ 0 
m 1 g” (t)  log [ E* + (y-t)z] dt 
Now the integrable function 
1 
2 
- g” (t) log (y- t )Z = g” ( t )  log I y - t  I 
dominates the function 
Equation (14) is the desired answer. It expresses J(y) 
as the convolution of g”’ (t)  with the kernel 
t l o g I t (  - t 
Since the kernel is 0 at 0, and g vanishes outside an inter- 
val, ordinary numerical techniques easily lead to the 
answer. The formula also readily lends itself to an esti- 
mate of the variance of the brightness map so obtained. 
Previous methods were not only ad hoc, but gave no 
error estimate. 
(10) 
H. Data Compression Techniques: Entropy of 
a Five-Point Space, E. C. Posner and P. Slepian 
1 2 g” (t) log [ E *  + (y - t )Z ]  1 .  Introduction 
Let X be a compact metric space, for example, the 
space of functions defining possible spacecraft orbits. De- 
fine for E > 0 the €-entropy H , ( X )  as follows: for every E > 0. Hence, Lebesgue’s dominated conver- gence theorem can be used to conclude 
lim log [ E ?  + ( y - t ) ~ ]  = 2 log I y - t  I 
& + O  
where V is the set of all coverings of X by, say, closed 
sets of diameters at most E. This H E ( X )  measures how 
many bits are necessary to describe all of X within E by 
words of fixed length. Eq. (11) implies 
However, the kernel log I y - t I is not good for numer- 
ical integration, so we integrate Eq. 12 by parts to obtain where 
m M E ( X )  = sup card W 
lV&Y J(Y) = g”(t) [ ( t - y )  1% I Y-t  I - ( t - y ) ]  I 
-m 
where Y is the set of all collections of points of X at 
mutual distances strictly greater than E. - 1: g’’ (t) [ ( t - y )  1% I t -Y  I - (t-Y)] dt , 
Then it is immediate that (13) 
Since g” (t) vanishes outside an interval, we finally obtain 
for every X ,  E > 0, since no two points of X at distance 
greater than E are in the same set of diameter I E. (14) 
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Now define for every n 2 1 and every compact metric 
space X, a space X(,) as follows: The point set of X(la) is 
the Cartesian product of the point set of X with itself 
n times. And, if X has metric d, X(n) has metric d, 
h,(X) = log- defined by 2 
It can be shown by a random coding argument, due to 
Elwyn Berklekern~,~ that 
5 
Also, 
1 c(X) 2 2 log 5 
General question (unsolved): Is it true that for every 
compact metric space X and every positive E that since a construction exists giving 5 points in X X X at dis- 
tances > 1 (i.e., 2 2). Furthermore, it is easy to see that 
C,(X(")) - H,(X(")) 
1 
c,(X) 2 C,(X(")); all n, X, E > 0 a s n +  cn? 
Thus, if 
Remark: It can be shown by using the fact that C,(X(")) is 
that the two limits 
superadditive in n, whereas H,(X(")) is subadditive in n, 5 
c m  + 1% 2 
and 
1 h,(X) = lim -H,(X(")) 
n + m  n 
the general question has a negative answer. This X seems 
a good space to look at for a counterexample. Also, this 
c(X) for this X has a connection with Shannon's concept 
of ''zero error capacity" for a certain channel with five 
inputs and five outputs. In fact, c2(X) is equal to the zero 
error capacity of any channel with inputs 1, 2, 3, 4, 5 
and outputs 1,2, 3, 4, 5, such that the effect of the chan- 
ne1 is that i goes to either i or i + 1 (modulod), and 
there is for every i positive probability that either will 
happen. The theory of zero error capacity sheds no light 
on the problem, however. The rest of this article studies 
C,(X(k)) for this special compact metric space X. 
1 c,(X) = n+m li -CC,(X(")) n 
both exist. The first h@) is called the absolute epsilon 
entropy of X; the second CE(X) is called the absolute epd- 
lon cupucity of X. The above remarks imply that 
C&(X) I h&(X) 3. Results 
Define the subset A of X(k), k = 1,2,3, + . e ,  to be 
2-separated if and only if the distance between any two 
distinct points of A is 2 (which is the maximum distance 
of any two points of X(k)). To find C,(X@)), we must find 
It can also be shown that c,(X) is 0 if and only if k (X)  
is 0. For if X has a diameter greater than E, then c,(X) 
2 log 2. The general question can be rephrased: is 
c,(X) = h,(X) for every E > 0, and for every compact 
metric space X? sup cardA 
A 2-separated 
2. Possible Counterexample We can prove 
Let X be the five-point metric space { 1,2,3,4,5} with 
Theorem: C1(X(l) = log 2; C1(X(2J) = log 5; C1(X(3)) 
= log 10; C1(X(4)) = log 25. 
d(i,j) = min [ i - i ,  5 - ( i - j ) ] ,  i > _ i  
Formerly a consultant with JPL; now employed by Bell Telephone 
Laboratories. 
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Proof: The result for k = 1 is trivial. For k = 2, Fig. 15 
proves that Cz(X(z) )  > log5; the x’s are single knight 
moves apart on a toroidal chessboard. 
Fig. 15. Cz(X(2) l  
To prove Cl(Xcz)) < log 6, suppose A were 2-separated 
in X ( z )  and contained 6 points. Then one column of X @ )  
would contain 2 points of A. This means that neither of 
the two adjacent columns could contain any points of A. 
In the remaining two columns, the same argument shows 
that there are at most 2 points of A. Hence, A has at most 
4 points, and not 6 points. Thus, we have proved that 
C1(X(2))  = log 5 and, in fact, that any A with 5 points 
which is 2-separated is essentially the A of Fig. 15, 
The proof that C1(X(3))  = log 10 is along the same 
lines, but with much bookkeeping. The result that 
C,(X(“)) = log 25 is barely doable. The details are 
omitted. 
The methods used in the above theorem are special 
and depend strongly on the dimension k. They do not 
appear to generalize. Nevertheless, we conjecture that 
The truth of this conjecture would imply that 
1 
2 cl(X) = -log5 
Hence, we would have answered the general question in 
the negative. However, a weaker form of the general 
question might still have an affirmative answer: is 
as E + 0, for every compact metric space X ?  
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XX. Communications Elements Research 
TELECOMMUNICATIONS DIVISION 
A. low Noise Transponder Preamplifier Research, 
S .  Petty 
A commercial tunnel diode amplifier is being evaluated 
for possible application as a low noise spacecraft trans- 
ponder preamplifier. The tunnel diode unit, as compared 
with transistor and parametric amplifiers (SPS 37-45, Vol. 
IV, p. 321), has many advantages, provided that certain 
design problems can be solved: 
(1) The amplifier must be small and lightweight. With 
presently available miniature four-port circulators, the 
amplifier (not including bias supply) would weigh less 
than 9 oz and occupy about 3.5 in.3 
FOUR- PORT CIRCULATOR r---- 1 
I I 
I I INPUT OUTPUT I 
I '0"l"d"oEE' I 
AMPL I Fl ER 
tBIAS 
VOLTAGE 
Fig. 1. Tunnel diode amplifier 
(2) The amplifier must operate over a wide tempera- 
ture range. The noise figure and power gain must remain 
at an optimum and reasonably constant level over this 
range. 
efficiently from the spacecraft power supply. 
(3) Bias power for the tunnel diode must be obtained 
Work in the last two areas will be described below. 
A diagram of the test amplifier (Microstate Model NC- 
2113) is shown in Fig. 1. The ambient temperature per- 
formance of this amplifier at the spacecraft transponder 
frequency of 2115 MHz is described in Table 1. The par- 
ticular constraints placed on a tunnel diode amplifier by 
the spacecraft environment would not degrade the speci- 
fications shown in the table. 
Table 1. Tunnel diode amplifier performance 
Signal frequency 
Net gain 
Tempemture 
Noise figure" 
Bondwidth (3 dB) 
Bios voltage 
Input power for 1-dB gain compression 
2115 MHz 
20 dB 
25'C 
4.8 dB 
80 MHz 
80 mV 
-46 dBmW 
.Measured with ambient and cooled terminations. lndudes contribution from 
12.5-dB follow-up noise figure. Automatic noise figure meter measures 4.4 dB. 
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1. Temperature Compensation 
Gain and noise figure variations as a function of tem- 
perature are undesirable and must be reduced as much 
as possible by inserting temperature-varying RF compo- 
nents in the amplifier itself, and by causing the diode 
bias supply to have a temperature coacient such that 
these variations are minimized. 
The first approach is not feasible with the present test 
amplifier but will be incorporated if a new tunnel diode 
amplifier is constructed. The second approach, diode bias 
compensation, has been investigated in the present test 
amplifier. 
Figure 2 shows noise figure and power gain of the test 
amplifier as a function of diode bias voltage. These data 
are shown for each 10-deg interval of temperature between 
-30 and +60°C. From these curves, the various bias 
voltage/temperature relationships which give the most 
stable gain and optimum noise figure can be plotted. All 
noise temperature data were obtained with automatic 
noise figure equipment and are approximately 0.4 dB 
below those measured with cold and ambient termina- 
tions. These data also include the contribution from a 
follow-up noise figure of 12.5 dB, thus approximating total 
system performance when the transponder preamplifier is 
followed by a diode mixer. 
A linear bias voltage/temperature relationship was 
found to provide nearly the best compensation possible. 
Figure 3 shows power gain and noise figure versus tem- 
perature for the tunnel diode amplifier when the bias sup- 
ply varies linearly from 111.8 mV at -3OOC to 82.0 mV 
at +6OoC. This is compared with similar data taken with 
a constant bias voltage of 98.0 mV. 
2. Bias Supply 
A transformer-rectifier bias supply is being designed to 
accept spacecraft power (50 V peak square wave, 2400 Hz) 
and provide regulated bias voltage to the diode. Various 
configurations of temperature-sensitive resistive elements 
are being investigated to provide the linear voltage/ 
temperature characteristics required above. Since the 
diode itself requires only 1 mW of bias power, the total 
power drain for the amplifier will be determined by trans- 
former efficiency and dissipation in the voltage regulator 
and rectifier circuits. A total input power requirement of 
10-40 mW is a definite possibility since the ac-powered 
transformer supply allows the choice of optimum dc 
operating voltage for the regulator circuit, with corre- 
sponding minimum power drain. 
70 BO 90 loo I10 120 I 3 0  
BIAS VOLTAGE, mV 
Fig. 2. Amplifier performance versus 
temperature 
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21 I I I I I I I 
LINEAR BIAS VOLTAGE VARIATION WITH TEMPERATURE, I/ =(101.86-0.331 T )  mV 
TEMPERATURE, OC 
Fig. 3. Amplifier performance with and without temperature-varying bias voltage 
B. Precision Calibration Techniques: Precision 
Rotary Vane Attenuator Calibration, C. T .  Stelzried 
1. Summary 
The theory of microwave rotary vane attenuators with 
account taken for the rotor vane phase shift and attenua- 
tion is reviewed. A derivation is given for the attenuation 
error in terms of the parameters used in the calibration 
formula. These error terms are useful for design, evalua- 
tion, and calibrations. A program has been developed 
from this analysis for use on the IBM 7094 computer. The 
program listing and sample printout are given. 
2. Introduction 
Applications of a microwave rotary vane attenuator for 
primary and interlaboratory attenuation standards are 
well known (Ref. 1). These microwave techniques are 
applicable to spacecraft or ground-receiving system cali- 
brations. A “perfect” rotary vane attenuator provides an 
attenuation standard because it obeys the simple precise 
mathematical law. 
where 
A = attenuation, power ratio 
e = rotor vane angle relative to the stators, deg 
Inaccuracies of this law are caused by: (1) vane angle 
readout errors, (2) misalignment errors, (3) mismatch 
errors, and (4) transmission errors. 
The angular readout error which provides the principal 
source of error in most rotary vane attenuators can be 
reduced with mechanical calibrations (SPS 37-46, Vol. 111, 
pp. 73-82). The transmission error which is a function of 
rotor attenuation and phase shift can be measured and 
accounted for by the expanded mathematical law 
(2) 
1 
1 
L 
A =  2 cos 4 
cos4 e + -
( L P  
sin2 6’ cos2 6’ + - sin4 .8 
where 
L = the attenuation ratio between the normal and tan- 
gential power components at the rotor output 
+ = angular phase shift difference between the normal 
and tangential components in the rotor, deg 
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It is standard practice to make the rotor attenuation ratio 
L as large as possible so that Eq. (2) approaches Eq. (1). 
The rotor attenuation ratio is then treated as an error 
(Ref. 1). In situations where it is not desirable to neglect 
L, e.g., in a precision rotary vane attenuator where the 
highest accuracy is required or reduced weight or size is 
important, Eq. (2) is especially valuable. 
3. Error Analysis 
An error analysis of the attenuator calibration can be 
obtained from Eq. (2). This analysis provides parameter 
specifications for the design of a rotary vane attenuator, or 
performance data of an existing design. Calibration accu- 
racy information is required not only for qualitative inter- 
est but is used quantitatively as a weighting parameter for 
measurement data which is averaged with other calibra- 
tions (SPS 37-46, Vol. 111). The probable error of A deter- 
mined from Eq. (2) is given by (Ref. 2) 
PEd4 = [ PE; ($)' + PE2, (2)' + PE$ ($)'I
where 
PE,  = probable error of 8, rad 
PEL = probable error of L, ratio 
PEq, = probable error of 4, rad 
The rotary vane angle is given by 
e = e, + cyl + a2 
where 
Then 
where 
254 
0, = indicated vane angle, deg 
a, = boresight error, deg 
a2 = additional readout errors, deg 
PE,  = (PE:, + PE:, + PEQX 
PE,, = probable error of BI,  rad 
PE,, = probable error of al, rad 
PE,, = probable error of a2, rad 
The differentials required in Eq. (3) are 
X c o s 2 0 - 2 ( ~ - ~ ) s i n 2 B ] A 2  
A 
L'/s! (s) = (2 sin (p sin2 e cos2 8) - 
For design and calibration purposes it is usually neces- 
sary to know not only the total error PEA but also the 
individual error contributions. The individual sources of 
error with account taken for the effect of internal mis- 
match are defined by: 
PEA/+ (dB) = probable error of A(dB) due to the 
error in +, dB 
PEA/, (dB) = probable error of A(dB) due to the 
error in L, dB 
PEA/, (dB) = probable error of A (dB) due to the 
error in 8, dB 
PEA,, (dB) = probable error of A(dB) due to the 
error caused by internal mismatch, dB 
These errors are calculated from 
and (Ref. 1) 
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where 
I r I = amplitude of the reflection coefficient 
at the interface of the stator and rotor 
resistance cards 
The probable error of A in dB is then most readily given 
by 
Eq. (6) has been programmed for the IBM 7094 computer 
(program CTS/29B).l The program listing is shown in 
Fig. 4. The first sample case (Fig. 5) is appropriate to the 
JPL WR 430 waveguide precision rotary vane attenuator 
shown in Fig. 6. The input parameters and errors are 
tabulated on the left-hand side. The computed attenua- 
tion errors due to individual sources of error are tabulated 
on the right-hand side. The attenuation errors are in sub- 
stantial agreement with those obtained by perturbing the 
operating parameters as presented in SPS 37-46, Vol. 111. 
The subsequent sample cases (Fig. 7) are the same as the 
above except the rotor attenuation ratio and accuracy 
parameters are varied. The rotor attenuation probable 
error is assumed to be 1% in dB of the rotor attenuation 
ratio in all cases except the last. The error due to the rotor 
attenuation ratio shown graphically in Fig. 8 is minimized 
at low attenuation. Accurate calibration of the rotor atten- 
uation reduces this error further. 
‘L. Busch, JPL, Feb. 26, 1967. 
C CTS 29B...PROBABLE ERROR OF ROTARY VANE ATTENUATOR 
C 
--
~ L=.Ql-L45329L ~- 
TLOGE-4.342944819 
15 READC5.5J NRUNrplpzS 
K=O 
ZLwRUublL  
W R I T E ( 6 1 2 1  
N = 6  
25 READ(5,31 A D B ~ P H I D ~ P E P H I D I E L D B ~ P E L O B ~ P E T H I D ~ P E A I D ~ P E A ~ O ~ G A M M M  
2 6  A=lO.O**(ADB/lO.I 
C CONVERSIONS AND TRIG. FUN.LTIONS 
LC=u)* o** E L O R /  10.1 
PEL=EL*PELOB/TLOGE 
PHI=PHID*C 
PEPHI=PEPHID*C 
S I N P H I = S I N ( P H I l  
COSPHI=COS(PHII  
PETHI=PETHID*C 
PEAl=PEAlD*C 
PEA2=PEAZO*C 
COSTH=l.O/IA**0.251 
COSTHQ=COSTH**2 
S INTH=SQRT( l~O-COSTHQI  
C 
SINTHQSSI**7 
PETH=SQhT(PETHI**Z + PEA1**2 + PEA2**21 
El=PEPHI*(Z.O*SINPHI*SINTHQ*COSTHQ)* A**2/SQRT(ELI  
EZ=PEL*( S INTH**4/EL**2 + _CO_SPHl/9lCT ( E_i**3 )*SINTHQ*COSTHQ I *A**2 
E3~PETH*(COSTHQ*(l~O-COSPHI/SQRT~EL)I - SINTHQ*( l .O/EL -COSPHI/ 
F I N A L  CALCULATIONS 
1 SQRT1FLll1*4.0*A**2*.5INTH*COSTH 
ElDB=El*TLOGE/A 
ELDB=EZ*TLOGE/A 
E3DB=E3*TLDGE/A 
E 4 D B = ( ~ ~ ~ O ~ A ~ ~ G 1 ~ ~ ~ ~ O + 2 ~ O * ( G A M M M * S I N T H l * * Z l * * 2 l l / 5 ~ 0  
PEADB=SQRT(ElDB**2 + EZDB**2 + E3DB**2 + E4DB**ZI 
PFTH~=PFTH*57.2957795 
WRITE(6.41 ADB~PHIOIPEPHIO~ELDB.PELDBIPETHIDIPEA~D~PEA~D~GAMMM~ 
N=N+1 
L E E I t L D L l D B  aE7DB F70B 9E40B.PEADB 
- -~ 
IF(N.EQ.601 GO TO 2 0  
IFIK.EQ.NPTS1 GO TO 15 
GO TO 2 5  
c-- 
5 FORMAT(215 I  
LE0-0.dLL 
1 FORMAT(lHlv38X52HPROBABLE ERROR OF ROTARY VANE ATTENUATOR CTS 
2 FORMAT(20X2HPE~13X2HPE15XZHPEIBX2HPE18XZHPE,22X2HPE~5(6X2HPE),/ 
1 7 Q R .  I l l  
1 5X~4~7X3HPHI~4X3HPHIr5X1HL,6X1HL,6X6HTHETAIr4X6HALPHA1r4X6HALPHA 
2 2 , 3 X 2 H M M , 1 3 X 5 H T H E T A , 3 X 5 H A / P H I , 3 X 3 H A / L ~ 5 X 7 H A / T H E T A * l X 4 H A / M M ~ 4 ~ l H A * /  
4 5 X 5 H G A M M A ~ 1 O X 5 H ~ D E G I r 3 X 4 H ( D B ) r 4 ( 4 X 4 H I D B l l l  
3 4X4HrD B l ~ 4 X 5 H ~ D E G ~ ~ 2 X 5 H ~ D E G t ~ 2 ~ 3 X 4 H ~ D B l l ~ 3 X 5 H ~ D E G l ~ 2 ~ 5 ~ 5 H ~ D E G l l ~  
I FORMAT(F10.5r4F7.2r3FlO~6*F8.4r7XbF8.41 
EN0 
Fig. 4. IBM 7094 computer listing of microwave precision rotary vane attenuation error program, CTS/29B 
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PROBABLE ERROR CF ROTARY VANE ATTENUAl 
-- _ _  - -_ 
PE PE PE PE PE 
A 3 1  , E l  (:I Ib81 (b81 1 E z A 1  1EEA 1 & E A 2  KMII 1 
0.00001LLnD 0.U 88.00 1-00 D.000400 0.001030 0.- d l 5 0  
o a  88.00 1-00 O,ILMIQO O.OOIOOQ 0 . 0 0 ~ 5  4~ a-oi50 
0.06498 1-00 0.12 88.00 i .ao ~ m 4 n o  o.oo1oon o.~oaa699_-1~oiso 
0.09860~~0 0.17 88.00 1-00 0. o11040a_lL1211l111111lL000835o..aiso 
1-00 o a  88.00 1.00 0 . 0 0 0 4 ~  o.o(uooo O.OPL;?~P LQSO 
0.01928 1-00 0.12 88-00 1-00 0.000400 0.001000 0.000437 0.0150 
0.05384 1.00 0.12 8 8 - 0 0  1-00 0.000400 0.001000 0.000647 0.0150 
0.07874 1-00 0.12 88-00 1.00 0.000400 0.001000 0.000759 0.0150 
O.,l98ll 1-00 0.12 88.00 1-00 0.000400 0.001000 0.001131 0.0150 
0.39735 1-00 0.12 88.00 1-00 0.000400 0.001000 0.001520 0.0150 
~ . 5 9 h 9 u o o . . i ~  88.00 i . 0 ~  0.0004~0 o-- -0,0150 
0.79626 1-00 0.12 88.00 1-00 0.000400 0.001000 0.001993 0.0150 
1.07575 1-00 0.12 88.00 la00 0.000400 0.001000 0.002206 0.0150 
1.80510-LOO 0.12 88.00 1-00 0 . W  0 0 . 0 0 1 0 0 0 0 . 0 0 2 5 1 9 0 1 5 0  
1.99412 1-00 0.12 88-00 1-00 0.000400 0 . 0 0 ~ 0 0 0  0.002556 0.0150 
2.59748 1-00 0.12 88.00 1-00 0.000400 0.001000 0.002599 0.0150 
--0.13es.ool,nom 5 _LQ150 
3.56604 1-00 0.12 8 8 - 0 0  1-00 0.000400 0.001000 0.002462 0.0150 
_ 2 9 9 ~ 5 _ ~ 9 n _ _ ~ ~ ~ - ~ a u a n  O - O R O I I I ~ D  J3.0150 
4.99400 1-00 0.12 8 8 - 0 0  1-00 0.000400 0.001000 0.001878 0.0150 
5 . 9 9 3 8 8 _ L , a a _ 9 . ] 3 B B . o o 0 0 0 . 0 0 ( 1 4 0 0  0 . 0 0 1 o o o ~  -.a. -0 
6.99239 1-00 0.12 88.00 1-00 0.000400 0.001000 0.000635 0.0150 
7 . 9 9 0 2 0 1 - 0 ( 1 o L - a - . & - 4 a  II .OB0 
8.99121 1-00 0.12 8 8 - 0 0  1.00 0.000400 0.001000 0.001218 0.0150 
9.99211.0~1 0.17 8 R . m  1-no ( ~ n a 9 4 0 0  a91111~00 a.nnzlo 1. 0.0150 
11.99165 1.00 0.12 8 8 - 0 0  1-00 0.000400 0.001000 0.003936 0.0150 
- 0 d . 0 0  I - Q O ~ O O  l ~ a ~ u z o o  ..mw? % IIdll5D 
15.99919 1 - 0 0  0.12 8 8 - 0 0  1-00 0.000400 0.001000 0.007263 0.0150 
20.00310 u1.00 0.12 8 8 - 0 0  1-00 0.000400 0.001000 0.009751 0.0150 
2 L Q Q 4 1 9 - l d 3 t - W  l . n n  (LM Q-UU 0.0150 
29.98366 1-00 0.12 88.00 1.00 0.000400 0.001000 0.012906 0.0150 
l k 9 8 p 2 8 - _ L M .  0.12 E L 0 0  1.00 AdlQ! l40CL0.0010000.a13601 4.0150 
39.99485 1-00 0.12 88.00 1-00 0.000400 0.001000 0.014067 0.0150 
-190 0.17 &@.an 1.- awaa__l~aou~aa_l~1i~4 0.0150 
42.25285 1-00 0.12 88 .00  1-00 0.000400 0.001000 0.014244 0.0150 
-Q..LZ 8 R . m  1-nn u m w o o  o.ooiaa0 OAML 44 LO150 
44.99959 1-00 0.12 8 8 - 0 0  1.00 0.000400 0.001000 0.014455 0.0150 
99 1 . a ~  0.12 88.on i.an o.oo0400 0 . 0 0 1 0 0 0 ~ 0 ~ 1 5 ~  
54.96424 1-00 0.12 88.00 1-00 0.000400 0.001000 0.015491 0.0150 
1 .-U ~ l L l ) d l Q & 4 ~ X ~ 1 & 4 ~  0.0 l50 
0.99556L-1.00 0.13 88.00 1.00 O,Q004(10 112152_ -a.auo 
I W  1- o . o o o 4 a o ~ a ~  ,a150 
02 1-00 0-17 m o o  i.no o - o o c l a o  0.001000a4.0~0 
IOR ... CTS 248 
~ ~~~ 
PE PE PET- PE PE PE 
THETA, BLetiL - A I L  - .AlXEIA 41MH A 
(OEG) (OBI 108) I081 (OB)  (OB1 
0.0011 0,tlQOQ- Q.QO0Q QAR- 
0.0012 0.0000 0.0000 0.0000 0.0000 0.0000 
0 . 0 i x L  0.0000 0 ~ 0 0 0 0  Jl-- 
0.0013 0.0000 0.0000 0.0000 0.0000 0.0000 
0.0013 0.0000 0.0000 0.0000 0.0000 0.0000 
O.OOL4 0.0000 0,OODO - 0 - V -  
0.0016 0.0000 0.0000 0,0001 0.0000 0.0001 
0.0017 D.0000 . I L O O 0 1 L ~ L M I I L 0 . 0 0 0 0 O Q Q L  
0.0019 0.0000 0.0000 0.0001 0.0000 0.0001 
0.0023 0.0000 0.0000 0.0002 0.0001 0.0002 
0.0024 O.OOOQ~.O~QOOO Q-&OL- 
0 . ~ 0 ~  a x m o  BAQRO - I L ~ ~ ~ ~ O _ _ ~ , ~ ~ ~ ~ A A I O Q I X  
0.0021 -0 .000~ o . o o a a _ n a ~ . ~ ~ a n a a r _ a a a a r  
0.0025 o.oooo o.oooo o.aoo3 o.oooi 0.0003 
0.0027 o.oooo o.oooo L a m -  L-
0.0028 0.0000 0.0000 0.0004 0.0002 0.0005 
0.0028 - 0.OOQO 0.0900 0,0005 . M D L A A Q Q 5  
0.0028 0.0000 0.0000 0.0005 0.0002 0.0005 
0.0028 o*oooo 0.0000 0 . o m  ~ 
0.0027 0.0000 0.0000 0.0006 0.0003 0.0006 
O.002A 0.0000 0.0000 0,0006 aLao4X-o.oon7 
0.0022 0.0000 0.0000 0.0006 0.0003 0.0007 
O.QQl7. 0,0000. O.OOO0 O ~ O O Q % A L O Q ~  
0.0013 0.0000 0.0000 0.0004 0,0004 0.0006 
O.OOi2 0.OOOO 0.0001 0.0131% D- 
O.Obl6 0.0000 0.0001 0.0007 0.0005 0.0006 
0.0024 0.0000 0,0051 LlACU-- 
0.0041 0.0000 0.0001 0.0021 0.0006 0.0022 
0.0073 0.0000 0.0002 0.0051 0.0007 0.0052 
0.0087 O-OODO L M 0 3  0-004p - 0 - m n S a Z O -  
0.0098 0.0000 0.0004 0.0089 0.0007 0.0090 
0.0130 0.0000 0.0012 0.0217 0.0008 0.0218 
0.0136 0,0000 0.0022 4Q3QB. Q&Q- 
0-0141 0.0000 0.0040 0.0427 0.0008 0.0429 
0.0142 0.0000 0.0046 -OA04h2 . - O L O O w  
0.0143 0.0000 0.0051 0.0494 0.0008 0.0496 
0.0144 0.0000 0.0059 OAl531- O-MaB-aOllh 
0.0145 0.0000 0.0071 0.0588 0.0008 0.0593 
0.0155 0.0000 0.0227 0.1138 0.0008 0.1160 
0.0165 0.0000 0.0417 0.1612 A W 8 - m  
0 . ~ ~ 8  ~ a o o o  o . ~ a z  - o , a o u - a s a o h m -  
0.0118 o.oooo 0.0007 0 ~ 1 4 7  Q.- 
o . a w _  a,oooo 11.0126 D,QEOLAIAMLLOUL 
Fig. 5. Computer printout of errors pertinent to the JPL precision WR 430 waveguide rotary vane attenuator 
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NULL INDICATOR 
INSERTION LOSS SET 
. .  % 
. .  
1 ', , .  
Fig. 6. WR 430 waveguide precision rotary vane attenuator 
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A 
IC81 
0.00000 
1.00000 
3.00000 
6.00000 
10.00000 
20.00000 
40.00000 
0.00000 
1.00000 
3.0000C 
6.00000 
1o.oocoo 
20.00000 
40.00000 
0.00000 
1.00000 
3.00000 
6.00000 
10.00000 
20.00000 
40.00000 
0.00000 
1.00000 
3.00000 
6.00000 
10.00000 
20.00000 
0.00000 
1.00000 
3.00000 
6.00000 
10.00000 
20.00000 
0.00000 
1.00000 
3.00000 
6.00000 
10.00000 
20.00000 
P H I  
ICEGI 
1.00 
1.00 
1.00 
1.co 
1.co 
1.00 
1.CC 
P E  
P H I  
(CEGI 
0.12 
c.12 
0.12 
0.12 
0.12 
0.12 
0.12 
L 
( O B I  
88.CO 
ee.co 
88.CO 
88.CO 
8e.co 
88.CO 
88.CO 
PROBABLE ERROR C F  ROTARY V A N E  
PE 
L 
( O B I  
0.88 
0.88 
0.88 
0.88 
0.88 
0.88 
0.88 
PE- 
THETA1 
1 OEG I 
O.CO04CO 
0.000400 
O.CO0400 
0.000400 
0.00040C 
0.000400 
O.CO0400 
P E  
ALPHA1 
(OEGI 
0.001 000 
0.001000 
0.001000 
0.001000 
o.oc1ooo 
0.00 1000 
0.c01000 
P E  
ALPHA2 
(OEG J 
0.014000 
0.014000 
0.014000 
0.014000 
0.014000 
0.0 14000 
0.014000 
ATTENUATOR ... CTS 298 
p_F_.. . 
HM TPETA 
G A H P A  ( C E G I  
0.0150 0.0140 
0.0150 0.0140 
0.0150 0.0140 
0.0150 0 -0 140- 
0.0150 0.0140 
0.0150 0.0140 
0.0150 0 -0 140 
1-00 0.12 60.00 0.60 C.COO4CO 0.001000 0.014000 0.0150 
1.00 0.12 6C.CO 0.6C O.CO0400 O.OOlCO0 0.014000 0.0150 
1.CO 42-12 60.CO 0.60 O.CO0400 0.001000 0.014000 0.0150 
1.OC C.12 6C.CC C.60 O.CO0400 0.001000 0.014000 0.0150 
1.00 C.12 6C.CO 0.60 0.000400 0.001000 0.014000 0.0150 
1.00 0.12 6C.CO 0.60 O.COO400 0.001000 0.014000 0.0150 
1.GO C.12 6C.CO 0.60 O.COO4CO 0 ~ 0 0 1 0 0 0  0.014000 0.0150 
1 - 0 0  C.12 5C.00 C.50 0.000400 0.001000 0.014000 0.0150 
1.00 0.12 5C.CO 0.50 0.000400 0.001000 0.014000 0.0150 
1.00 0.12 5C.00 0.5C 0.0004CO O.OC1000 0.014000 0.0150 
1 - 0 0  0.12 5C.CO 0.50 0.000400 0.001000 0.014000 0.0150 
1.00 C.12 50.60 0.50 0.000400 D.001000 0.014000 0.0150 
1.CC C.12 5C.CO 0.50 0.000400 0.001000 0.014000 0.0150 
1.00 C.12 5C.00 0.50 0.000400 0.001000 0.014000 0,0150 
1 - 0 0  0.12 40.00 0.40 O.CO0400 0.001COO 0.014000 0.0150 
1 - 0 0  0.12 40.CC C.40 O.CO0400 0.001000 0.014000 0.0150 
1-00  0.12 40.CO 0.40 0.000400 0.001000 0.014000 0.0150 
1 - 0 0  0.12 4C.00 0.40 0.000400 0.001000 0.014000 0.0150 
1.JO 0.12 40.00 0.40 0.000400 0.001000 0.014000 0.0150 
1.CO 0.12 40.CO C.40 O.CO0400 0.001000 0.014000 0.0150 
1 - 0 0  0.12 30.00 0.30 0.000400 0.001000 0.014000 0.0150 
1 - 0 0  0.12 3C.CO 0 .30  0.000400 0.001000 0.014000 0.0150 
1-00  0.12 3C.CO 0.30 0.000400 0.001000 0.014000 0.0150 
1 - 0 0  0.12 30.00 0.30 0.000400 0.001COO 0.014000 0.0150 
1.CC 0.12 3-0.00 0.30 0,000400 0.001000 0.014000 0.0150 
1-00  0.12 30.00 0.30 0.000400 0.001000 0.014000 0.0150 
P E  
A/PH I 
[ O B I  
0.000c 
0.000c 
0 .oooo 
0.000c 
0.000c 
c.oooc 
0.0000 
P E  
A I L  
( O B I  
0.0000 
0.0c00 
0.0000 
O.OCO0 
0.0001 
0.0003 
0.0035 
P E  P E  
A/THElA A / M w  
1081 ( 0 8 )  
0.c000 0.0000 
O.CO15 0.0001 
O.CO27 0.0002 
0.0042 0.0004 
0.0063 0.0005 
0.0128 0.0007 
0.0425 0.0008 
PE 
A 
( 0 8 )  
0.0000 
0.0015 
0.0027 
0.0043 
0.0063 
0.0128 
0.0427 
0._0140_ o.ooo0 0.0c00 0.c000 0.0000 0.0000 
0.0140 0.OOOC O.OCO1 O.CO15 0.0001 0.0015 
0.0140 0.OOOC 0.0002 O.CO27 0.0002 0.0028 
0.0140 0.OOCC 0.0006 O.CO42 0.0004 0.0043 
0.0140 0.0000 0.0013 O.CO63 0.0005 0.0064 
0.0140 0.0000 0.0054 0.0129 0.0007 0.0140 
0.0140 0.OOOC 0.0653 0.0465 0.0008 0.0801 
0.0140 0.OOCC 0.0000 0.0000 0.0000 0.0000 
0.0140 0.OOOC 0.0002 O.CO15 0.0001 0.0015 
0.0140 0.OOOC 0.0007 O.CO27 0.0002 0.0028 
0 ~ 0 1 4 0  0.0000 0.0016 O.CO42 0.0004 0.0045 
0.0140 0.OOOC 0.0034 O.CO63 0.0005 0.0072 
0.0140 0.0000 0.0146 0.0131 0.0007 0.0196 
0.0140 0.0001 0.2055 0.0554 0.0008 0.2129 
0,0140 C.0000 0.0000 O.COO0 0.0000 0.0000 
0.0140 0.OOOC 0.0005 0.0015 0.0001 0.0016 
0.0140 0.0000 0.0017 0.0027 0.0002 0.0032 
0.0140 0.OOOC 0.0040 0.0042 0.0004 0.0059 
0.0140 0.OOOC 0.0088 O.CO63 0.0005 0.0109 
0.0140 0.OOOC 0.0392 0.0138 0.0007 0.0416 
0.0140 0.000C 0.0C00 O.COO0 0.0000 0.0000 
0.0140 0.0000 0.0012 O.CO14 0.0001 0.0019 
0.0140 0.OOOC 0.0040 0.C027 0.0002 0.0048 
0.0140 0.0000 0.0097 O.CO42 0.0004 0.0106 
0.0140 0.0000. 0.0219 O.CO65 0.0005 0.0229 
0.0140 0.0001 0.1097 0.C159 0.0007 0.1108 
1-00  0.12 30.CO C.03 O.CO0400 0.001COO 0.014000 0.0150 0.0140 0.0000 O.OCO0 0.0000 0.0000 0.0000 
1.00 0.12 30.00 0.03 O.COO400 0.001000 0.014000 0.0150 0.0140 0.0000 0.0001 O.CO14 0.0001 0.0015 
1-00  0.12 3C:OO 0.03 0.0004CO 0.001000 0.014000 0.0150 0,Ol~O -0 .OOOC 0.0004 O.CO27 0.0002 0.0027 
l . d O  0.12 3C.CO 0.03 0.000400 O.CO1000 0.014000 0.0150 0.0140 0.COOC 0.0010 0.0042 0.0004 0.0044 
1-00  0.12 30.00 0.03 O.CO0400 0.001000 0.014000 0.0150 0.0140 0.0000 0.0022 O.CO65 0.0005 0.0069 
1.00 0.12 30.00 0.03 0.000400 0.001000 0.014000 0.0150 0.0140 C.0001 0.0110 0.12159 0.0007 0.0193 
Fig. 7. Computer printout of errors pertinent to the JPL precision WR 430 waveguide rotary vane attenuator 
with various combinations of rotor attenuation ratios and errors 
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4. Conclusion 
A calibration formula is available to account for the 
rotor attenuation ratio in a microwave rotary vane attenu- 
ator. The effect of the individual sources of error on cali- 
bration accuracy can be determined from the above error 
analysis. Study of the individual errors is especially valu- 
able for design applications. Considerable savings in 
weight and size can be obtained using a rotor with low at- 
tenuation ratios. This can be achieved without sacrifice of 
performance by accurately accounting for rotor attenua- 
tion in situations where low values of calibrating attenua- 
tion are applicable. A radio astronomy radiometer with a 
“front end” rotary vane calibration attenuator provides an 
excellent example. The primary advantage of a front end 
attenuator over an IF attenuator for this application is 
the elimination of nonlinearity problems in the radiometer. 
A, d0  
Fig. 8. Attenuation error versus attenuation setting for 
various combinations of rotor attenuation and 
accuracy relating to the JPL precision 
WR 430 waveguide rotary vane 
attenuator 
C. RF Breakdown Studies, R. WOO 
1. Introduction 
Further results of high pressure RF breakdown in co- 
axial transmission lines at S-band frequencies are reported 
here. 
PRESSURE, torr 
Fig. 9. RF breakdown power for 7 / 8 -  and 1 -5/8-in. coaxial line at 1700 and 2400 MHz a s  a function of pressure 
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Presented in SPS 37-45, Vol. IV were breakdown' data 
in air for l%-in. rigid coaxial transmission line obtained in 
the frequency range of 1700-2400 MHz. Representation 
of the data by a three-dimensional surface similar to that 
introduced by MacDonald and Brown was discussed. 
In this article we will change the p h  axis of this three- 
dimensional plot ( p  is pressure and h is d/T, where d is 
the electrode separation distance) to fd (f  is frequency). 
Previous data and additional data obtained for 7/8-in. 
rigid coaxial transmission line at 1700 and 2400 MHz will 
be presented in this format. 
2. Results and Discussion 
Shown in Fig. 9 is the breakdown data in air for 7/8-in. 
rigid coaxial transmission line obtained at 1700 and 2400 
MHz. As is expected, the power handling capability de- 
creases with decreasing line size. Shown in Fig. 10 are 
these data plotted along with the theoretical curve of 
Gould (Ref. 3). For the case of 7/8-in. coaxial line, Gould's 
curve covers only pressures greater than 3.2 torr. Com- 
parison of Herlin and Brown's data (Ref. 4) and our data 
indicated that their breakdown power levels were again 
approximately 10% lower. 
The pA-ph plane discussed in SPS 37-45, Vol. IV is 
reproduced in Fig. 11. If the p h  axis is changed to fd, it 
can be seen that the constant ph lines would represent 
135-deg lines with the p h  axis. The fd-ph plane, along 
with the various limits, is shown in Fig. 12. The main 
advantage of the fd-ph plane is that the constant fd  lines 
are now parallel to the p h  axis. Shown in Fig. 13 are the 
breakdown data for 5 0 4  coaxial transmission line plotted 
as a function of ph. When combined with Fig. 12, the 
three-dimensional surface representing breakdown can 
be conveniently constructed. 
D. Spacecraft Antenna Research, K .  WOO 
1.  High-Impact Square-Cup Radiator 
a. Introduction. An S-band, low-gain, circularly polar- 
ized, high-impact square-cup radiator has been developed, 
100 2 4 6 IO ' 2 4 6 IO 2 4 6 IO' 
po rI, cm- torr 
Fig. 10. Ratio of normalized cw breakdown field to pressure as a function of pressure times inner conductor radius 
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Fig. 11. The PA-pX plane 
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Fig. 12. The fd-ph plane 
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p i ,  cm-torr 
Fig. 13. Breakdown power a s  a function of p h  for various values of fd 
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It is capable of surviving an indirect impact of 10,000 g, 
is relatively simple in construction, and is compact. The 
electrical characteristics of the antenna are similar to 
those of the rectangular-cup radiator (SPS 37-44, Vol. IV) 
except that a nearly axially symmetric beam is achieved. 
(Refer to SPS 37-40 to -45, Vol. IV, for other articles about 
high-impact antennas.) 
b. Experimental model. The experimental model of the 
antenna is shown in Fig. 14. It consists of a ruggedized 
square cup (aluminum, internal dimensions 2.25 X 2.25 X 
2.475 in.) having ridges extending along the inside sur- 
faces of two opposite walls, and a feed probe (beryllium 
copper, 3/32-in. diam) slanted between two adjacent 
walls, as shown in Fig. 15. The probe excites the orthogo- 
nal TEZ, and TEE modes, and the ridges introduce phase 
shift between these two modes. For sustaining high im- 
pacts, the cup is filled with low-loss foam. The foam is 
formed by mixing Eccofoam FP2 (foam-in-place liquid 
resin) and catalyst. Upon curing, the foam (having density 
of about 26 lb/ft'{) gives an all-around rigid support to 
the probe and the cup walls. The cup dimensions, probe 
'Distributed by Emerson & Cuming, Inc. 
position, ridge configuration, and foam density have been 
properly chosen so that the antenna radiates predomi- 
nantly right-hand circularly polarized waves. 
c. Test results. Electrical measurements of the experi- 
mental antenna at 2298 MHz showed a gain of about 
5.9 dB, and a maximum ellipticity (within zk60 deg from 
the beam axis) of about 5 dB. The half-power beamwidths 
were respectively 92, 91, 90, and 94 deg along the 0-, 45, 
99-, and 135-deg cuts (Fig. 14a). 
An indirect impact test of the antenna at 10,000 g 
(0.6-ms duration) was performed. The antenna was at- 
tached in a test fixture, and then the fixture was impacted 
against a target. There was no visible damage to the 
antenna or appreciable change in the electrical perfor- 
mance. Fig. 16 shows the radiation patterns at 2298 MHz 
of the right-hand and left-hand circularly polarized com- 
ponents before and after the impact. The input VSWR 
remained about the same (1.77 before impact, 1.75 after 
impact). 
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Fig. 14. High-impact square-cup radiator 
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Further work on the antenna is in progress. It includes: 
(1) Improving the ellipticity by optimizing the ridge 
(2) Reducing the antenna weight (present weight 0.77 
(3) Investigating the power handling capability. 
Ib) by further trimming the cup walls. 
configuration. 
Fig. 15. Internal 
of square-cup 
construction 
radiator 
CONE ANGLE, deg 
Fig. 16. Radiation patterns before and after 10,000-g indirect impact 
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XXI. Spacecraft Telemetry and Command 
TELECOMMUNICATIONS DIVISION 
A. Relay Telemetry Modulation System 
Development, C. Car/ 
1. Introduction 
The overall objective of this effort is the design, devel- 
opment, and test of telemetry modulation systems for 
early-late gate integration type, suggested by J. Layland.' 
Referring to the timing diagram in Fig. 1, the synchro- 
nizer loop error signal is an estimate of 
relay link applications, such as between a planetary entry 
capsule and a nearby orbiting or flyby spacecraft. Phase- 
shift-keyed and frequency-shift-keyed (FSK) subcarrier 
techniques, and transmitted versus data-derived bit syn- 
chronization techniques are among the design approaches 
being studied. 
2. Present Activities 
where D is the incoming pulse-code-modulated (PCM) 
data plus noise and 1/T is the bit rate. This error esti- 
mator is independent of data polarity and is zero for the 
cases of no transition in the data. Any dc bias existing on 
the output of the receiver is removed by the ac coupling 
at the synchronizer input. 
Currently, a breadboard of a proposed relay link for a 
Mariner 1971 type mission is being evaluated. It is 
a 500-biWs binary FSK system with data-derived bit 
synchronization (Fig. 1). The receiver has wide (with 
respect to the data rate) IF bandwidths to accommodate 
the anticipated frequency uncertainty of the mission. The 
breadboard receiver is a low-frequency equivalent of the 
eventual RF receiver, using Q-multiplier, rather than 
the prospective crystal, filters. The bit synchronizer is an 
The breadboard system is being evaluated to: (1) com- 
pare its results with the available analytic work with 
regard to data performance of FSK with large IF  
bandwidth-to-data-rate ratios; (2) determine acquisition 
time as a function of system parameters; and (3) char- 
acterize other bit synchronizer behavior, such as drift 
susceptibility. 
'Member of JPL Technical Section 331. 
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Data and acquisition performance are to be measured 
as a function of S/N,, the signal-to-noise-density ratio at 
the input to the receiver; Af, the sync loop initial fre- 
quency offset; and 2BL, the sync loop noise bandwidth. 
As a starting point, N the IF noise-bandwidth-to-data- 
rate ratio is 28; the sync loop 2BL is 7.5 Hz (at 200-mV 
signal input). 
Bit-error data are taken by an accurately instrumented 
channel which adds spectrally-flat Gaussian noise to 
achieve a precise value of S / N ,  at the receiver input. 
Errors in the demodulated data output are detected and 
counted by logic circuits. Acquisition time data are taken 
by a closed-loop system that automatically disconnects 
the signal from the instrumented channel (noise remains 
on) when the sync loop is locked; waits 10-20 s to allow 
sync loop to return to rest frequency; simultaneously 
reapplies signal and starts a time-interval count; tests for 
sync loop lock-in and, when achieved, inputs that time- 
Fig. 2. Experimental FSK link acquisition time, 
2BL = 75 Hz, data rate = 500 bits/s 
interval count to a computer log program and disconnects 
the signal to start the process again. "In-lock" has been 
arbitrarily defined to be within +30 deg of phase-lock for 
226 consecutive bit times (to insure against false-lock being 
announced in cases of cycle-skipping during acquisition). 
The first set of acquisition and bit-error data has re- 
cently been completed. Figure 2 represents the average 
lock time, in bits, for various values of Af and S/N,. 
Figure 3 is the time to acquire with probability 0.9. 
Each graph point is derived from lo00 samples of the 
respective acquisition time; computer reduction yielded 
the sample mean and distribution. Figure 4 shows bit- 
error probability performance compared against theory 
(Ref. 1). In both the acquisition data and bit-error data, 
performance is better with the 1-0 data (alternate ones 
and zeros) than with the PN data (pseudo-noise random 
data, derived from an 18-stage shift register). This is as 
expected for two reasons: First, the transition density for 
=o Hz 
=2 Hz 
0 =I -0  
=I-0 + =PN 
Q =PN 
2 
IO ' 
40 42 44 46 
S/No dB 
Fig. 3. Experimental FSK link acquisition time, 
2BL = 7.5 Hz, data rate = 500 bitsis 
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S/NO, dB 
Fig. 4. Experimental FSK link bit-error probability, 
2BL = 7.5 Hz, data rate = 500 bitsis 
1-0 data is twice that for pseudo-noise data; the 1-0 data 
effectively give the sync loop a larger bit clock compo- 
nent to track. Second, PN data suffer transient distortion 
from the ac coupling into the synchronizer. Pronounced 
dc-level shifting occurs especially on long sequences of 
ones or zeros. This level shifting particularly affects the 
data detector, as indicated in Fig. 4 by the rapid depar- 
ture of PN data performance from the theoretical for 
increasing S/N,. 
The “better than theory” discrepancy in Fig. 4 is being 
investigated. It is most probably caused solely by mea- 
surement tolerances, although the theoretical curve is 
considered slightly pessimistic due to the central limit 
theorem assumption used in its derivation. In studies at 
the Radio Corporation of America (Ref. 2) some experi- 
mental data, particularly at N = 100, were also better 
than prediction, using the same assumption. 
3. Future Plans 
While these data at 2BL = 7.5 Hz offer a good reference 
point, it is felt that the acquisition times are too high for 
a Mariner 1971 application. When present data runs are 
completed, the bit synchronizer will be modified to a 
2BL = 25 Hz configuration to obtain much lower acqui- 
sition times, as suggested by Viterbi’s relation (Ref. 3) 
that time to frequency lock is 
2 7 ( % ~ f ) ~  
256 B i  t2:  
in the no-noise case. 
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XXII. Spacecraft Radio 
TELECOMMUNICATIONS DIVISION 
A. Analyses of Certain Errors for d'Arsonval 
Movement Meters and Similar Instruments, 
M. K .  Tam' and C. E. Gilchriest 
1. Introduction 
This analysis is part of a continuing program in the 
area of telecommunication systems methodology research 
for determining and specifying performance margin. In 
SPS 37-45, Vol. IV, pp. 343-351, the first article on this 
program presented criteria for acceptance of a system 
design in which individual tolerances need not be con- 
sidered. As an additional contribution to the overall pro- 
gram, a particular facet of the tolerance problem is 
discussed here. 
It is the prevalent practice of the instrumentation in- 
dustry that the inaccuracy of instruments such as 
d'Arsonval movement meters, slide-wire potentiometers, 
and other similar instruments with calibrated scales is 
summarily specified in percent of full scale. The specifi- 
cation of this nature is overly conservative, unrealistic, 
and is of little use in system tolerance evaluation, since a 
specific probability distribution of the instrument error 
Tam Research Associates. 
is not given. Moreover, it implies that the specific per- 
centage error is applicable to the entire range of the 
instrument even though zero and full-scale adjustments 
are available; hence it penalizes the accuracy of the 
instrument unnecessarily. These difficulties prompted us 
to investigate the nature of error for this type of instru- 
ment from the theoretical point of view, in an attempt to 
obtain a more reasonable method of determining the 
error specifications for these instruments and other re- 
lated measurement problems. 
In the subsequent mathematical development and dis- 
cussion, we mention almost exclusively the inaccuracy of 
d'Arsonval movement meters. The general concept, how- 
ever, is equally applicable for slide-wire potentiometers 
and other similar instruments. 
2. Theoretical and Mathematical Background 
There are several sources contributing to the inaccu- 
racy of a d'Arsonva1 meter. Among the more noticeable 
are the observational error, the stiction and hysteresis 
errors, and the inherent meter errors due to such origins 
as scale calibration and internal mechanism imperfection 
(nonlinearity). It is realized that the observational error 
is, by its very nature, independent of the scale position. 
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On the other hand, the inaccuracy due to the internal 
causes is to a certain extent correlated between two scale 
positions, simply because of the internal limitation of the 
construction of the meter. In other words, it is very 
unlikely that error indication of these types would differ 
drastically within two adjacent scale positions. 
Let us ignore the observational, stiction, hysteresis, 
and other unspecified errors as being separable and con- 
sider only the errors due to the internal sources of the 
meter. Then, if accurate adjustments at some positions 
along the scale are available, it is reasonable to believe 
that the expected error will be a function of the scale 
position with respect to the positions at which adjust- 
ments are made. In the case for d’Arsonval meters, zero 
and full-scale adjustments are usually available. 
To investigate the error function of a meter in relation 
to its scale position, it is necessary to imagine a scale of 
infinite length for which an appropriate curve fitting can 
be performed and a set of residuals from this curve can be 
generated. If an ensemble of such imaginary scales is 
considered, a set of curves, as shown in Fig. l(a), will be 
obtained. Since the scale of a particular meter is neces- 
sarily finite, the error curve of this meter is essentially a 
segment of one member of the above ensemble. This 
segment of curve is shown in Fig. l(b). 
(a) ENSEMBLE OF ERROR CURVES 
(b) ERROR CURVE FOR A PARTICULAR METER 
Fig. 1. Error curves for meter scales 
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Let us assume that for any given scale position, the 
error is normally distributed with zero mean and standard 
deviation U. Furthermore, a correlation function R( 1 )  
exists between any two scale positions that are separated 
by a distance 1, where R(1)  is not a delta function. Then, 
the joint probability density function for the two scale 
positions is given by 
where x1 and xz are random variables representing the 
error for the two scale positions in question. 
If one of the random variables, e.g., x,, can be set to 
zero or some fixed magnitude X,,  then, according to 
Bayes’ theorem, one can obtain the conditional probability 
density function for x z  given x ,  as follows 
1 - 
(27r)1’z u[l - RZ(R)]”2 
1 [xz - R(R)xIl2 
exp {- 2a“ [ l  - RZ(,q] 
The same method can be extended for n scale positions 
in which the values for n - 1 positions are given. In gen- 
eral, the joint probability density function for n variables 
each normally distributed with zero mean and standard 
deviation u is given by 
where 
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and 
In Eq. (4), the term pi i  is the correlation factor be- 
tween the random variables xi and xi. In the case of 
meter scale error when the correlation function is solely 
dependent upon the distance between the two scale posi- 
tions i and i, the following conditions become true. 
Namely, 
p . .  = 1 a a  
The matrix term I M, l i i  in Eq. (5) is the cofactor of 
the term pii in the determinant M,.  It can be readily 
obtained by evaluating a reduced determinant of M ,  in 
such a way that the row and column indicated in the 
subscript i and j are eliminated. The resultant quantity 
is then prefixed by a sign-controlling factor which is f l  
if the sum of the subscripts is even, and -1 if this sum 
is odd. 
FULL 
ZERO SCALE POSITION SCALE 
Fig. 2. Error curve for meter with zero adjustment only 
Eq. (2), the conditional error distribution for any other 
point of the scale is given by 
1 
(27p o[l - Rz(m)]" d x z  I x1 = XI) = 
The conditional probability density function for x, 
given xl, xz, e . . ,  x , - ~  can be generalized as follows 
1 [xz - R(L)X1IZ 
exp{- 20' [l - RZ(L)] } 
Under the special condition when XI = 0, Eq. (7) 
becomes 
1 
(27r)V' o[l - RZ(l)]" p(x2 I xl = 0) = 
1 1 x ;  xexp{-- 2 2  [l - RZ(L)] 
p ( ~ ,  xz, * * * )  xn) 
~ ( 3 ~ 1 ,  xz  . . xn-1) 
1 
p(xn I ~ 1 , x z r  * * . ,  xn-1) = It can be seen from the above equations that the con- 
ditional distribution for xz is also normal, and that the 
effective mean meff and standard deviation ueff are - 
(9) 
(10) 
- 
meff = XIR(I) 
Upff = o[l - R"L)]" 
1 n - t n - 1  Both of these parameters are a function of the correla- I Mn-l Iii xixi]} (6) tion function R(L),which is dependent upon the position -- 
M n - 1  % = I  j = i  
along the scale. 
With the above 
problems in error 
measurements are 
basic considerations in mind, practical 
specifications for meters and related 
examined. 
3. Meters With Zero Adjustment 
Consider a d'Arsonva1 movement meter with zero 
adjustment only. The error curve for this case is as 
shown in Fig. 2. As indicated, the zero adjustment pro- 
vision permits the error at the zero position of the scale 
to be set at any fixed magnitude XI. Thus, according to 
The correlation function R(L) cannot be derived by 
theoretical means but it must be obtained through sta- 
tistical methods based on actual data. At present, let us 
assume that this function is exponential in terms of the 
scale distance I. Thus, 
R(1) = e-"/X , O < L < L  (11) 
where A is the unknown characteristic constant of the 
meter scale. 
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With this assumption, the effective mean and standard 
deviation at a particular distance R are XI 
Zef f  (1) 
m,,f( 1) = X, , 0 < R 5 . L  (12) 
(13) 
aeff(R) = a[l - exp (- 2R/h)llh, 0 < R _ < L  
- _ _ _ _ _ _ _ _ _ _ - _ _ -  -- 
~ 
A sketch for the above parameters is shown in Fig. 3. 
The actual shape of the curves, however, is dependent 
indicated by Eqs. (12) and (13). SCALE DISTANCE 2 
teff (2) 
upon the magnitude of the characteristic constant A as 0 L 
x, = x, 
Notice from the above equations that when X, can be 
set at zero, the error of the meter scale is represented by 
Eq. (13) alone. 
-"-.-- x2=x2 
4---.e---w 
The results as shown in Fig. 3 are as expected. It can 
be reasoned that since XI is fixed, there should be no 
deviation at the zero position, Furthermore, as the scale 
position is fu'her away from zero, the deviation should 
increase asympc3tically to u due to the decrease of the 
correlation factor; and the expected value should ap- 
proach zero due to the regressive nature of the error 
curve. 
Fig. 3. =and aeff as a function of R 
I 
I 
SCALE POSITION 
I 
ZERO 
I 
FULL 
SCALE 
Fig. 4. Error curve for meter with independent 
zero and full-scale adjustments 
4. Meters With Both Zero and Full-Scale Adjustments 
To analyze this particular problem, it is appropriate 
to utilize the joint distribution of three random variables 
in which two are specihally given. The error curve dia- 
gram depicting this particular case is shown in Fig. 4. 
in which 
- (pl3 - PlZ p23) xl f (p23 - PlZ p13) XZ 
meff = 1 - PTZ 
(16) 
From Eq. (6) 
- In the special case when X, = 0 and X, = 0, meff be- 
comes zero and 
It can be shown that the conditional probability den- If the same assumption as given by Eq. (12) is adopted 
sity function for x3, given x1 I= X, and xz = X,, is for various correlation factors, we have 
P (x3 [ x1 = Xl, x, = X,) 
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and, substituting, 
The shape of the above curves depends upon the L / x  
ratio. In addition, the values X, and X, also determine 
the shape of meff curve. If the L / A  ratio is sufficiently 
large, then ueff will be equal to u and mell equal to zero 
near the middle of the scale. If this ratio is small, the 
maximum ueff which occurs at the middle of the scale 
is given by 
-
-
1 - e - L / A  Vi 
uelf (w) - u [ 1 + e - L / A ]  
= u (tanh L/2A)" (21) 
Two families of curves showing the effective mean and 
the effective standard deviation for various magnitudes 
of A in relation to the scale length L are given in Fig. 5. 
5. SNR Measurement Error 
In obtaining signal-to-noise ratio (SNR), it is customary 
to measure the signal and the noise voltages separately 
with a single meter, as shown in Fig. 6. With this scheme, 
the errors for the two measurements are correlated to 
some degree, and the resultant SNR thus obtained is 
reasonably accurate, even though a meter of questionable 
accuracy is used. 
The SNR can be obtained by taking the difference 
between the signal and the noise voltages if they are 
expressed in decibels. It is possible to obtain ac volt- 
meters with linear logarithmic (decibel) scale for which 
normal error distribution can be assumed. Even if mn- 
ventional voltmeters are used, the region of error is 
usually small in comparison to the entire range of mea- 
surement and, when converted to decibels, the error 
Teff 
SCALE POSITION I 
- Fig. 5. Families of curves for m,ff and ueff 
 m VOLTMETER 
BANDWIDTH 1 NOISE ] '-1 FILTER 
Fig. 6. Measuring SNR with a single meter 
distribution is still approximately normal. With this in 
mind, the SNR measurement error can be expressed as 
where E ,  and E ,  are, respectively, the error of the signal 
and of the noise measurement in decibels. 
If E ,  is given at some specific noise level, E, will be 
correlated to &, unless the signal level is remote from 
the noise level at which E,  was observed. Under the nor- 
mal distribution of error assumption, the SNR measure- 
ment error can be determined by utilizing the technique 
previously described and developed. In this particular 
case, four variables xl, x,, x,, and x4 are involved in which 
the conditional distribution of x4 given x,, x,, and xs is 
sought. Here, it is assumed that the meter is provided 
with zero and full-scale adjustments so that XI and X, 
are zero. In addition X, is equivalent to E,  while x4 
denotes the error for the signal measurement. Thus, the 
conditional distribution for x4 given x1 = 0, x z  = 0, and 
x3 = X, is equivalent to the distribution of E,. It should 
be pointed out that, in reality, X, is unknown. However, 
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P 
since X ,  and X ,  are zero, the average value of X 3  is also 
zero, as indicated by Eq. (19), irrespective of the scale 
ZERO FL= SCALE POSITION FULL SCALE 
Fig. 7. Error curve for SNR measurement with 
common meter 
position. For generality, however, X 3  is treated as an 
arbitrary constant in the subsequent derivation. 
Consider the error curve as shown in Fig. 7.  
According to Eq. (6), 
By solving the above equation and substituting with appropriate constants, it can be shown that the conditional 
distribution for x4 assumes the same form as given by Eq. (15). This equation is again stated as follows: 
where 
in which 
-2(p12p14p23p34 + P l Z P 1 3 P 2 4 P 3 4  + Pl3Pl4P23P24) + P;z Pi4 + P:, Pi4 
+ p:4 Pi3 - ( P L  + P;3 + P;4 + Pi3 + Pi4 + P:4) (27) 
The probability density function for the SNR measurement error can be obtained by the familiar functional trans- 
formation method according to the following relationship. 
Thus, 
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1 
In the above distribution, the effective standard deviation is the same as that shown in Eq. (26) and the quantity 
- (X3 + Gf) is the mean of that distribution. If denotes this quantity, then 
- 1) x3 (30) 
p34 - p23p24 - p13p14 + plZp13p24 + p12p14p23- ptz p34 
1 + 2P12P13P23 - P;z - p& - p;4 
Now, if the correlation functions in Eqs. (26), (27), and (30) axe again assumed to be exponential with respect to the 
scale distance, then, with reference to Fig. 7, 
p12 = e - ( L i + L z ) / A  
Substituting, and after some mathematical manipulation, we obtain 
and 
Eq. (32) indicates that the maxima of aeff occur at the points LJ2 and L + L2/2. 
A sketch of 3 and aeff versus scaIe position P is given in Fig. 8. 
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Fig. 8. Error curves Fand ueff for SNR measurement, 
common meter 
It should be mentioned again that the average value of 
X3 is zero for this particular case and the error for the 
SNR measurement on the average is represented by the 
ue!f curve only. 
Although the above example centered around an SNR 
measurement, the results can be applied to other signifi- 
cant examples. A notable one arises in the measurement 
of antenna patterns. This task is frequently accomplished 
on antenna ranges which utilize a standard gain horn (for 
reference to remove range errors) and common instru- 
mentation. In this example, the antenna being tested and 
the standard gain horn are analogous to the signal and the 
noise measurements. This analysis gives credibility to 
the intuitive feeling that the accuracy is better for mea- 
sured values of the antenna being tested which are close 
to that of the standard gain horn. 
6. Interpolation and Extrapolation 
Eq. (6) may be employed for interpolation and ex- 
trapolation problems. Suppose an apparatus having n - 1 
known calibration points. We can obtain the expected 
value and its associated standard deviation at any posi- 
tion by utilizing the aforementioned equation. Unfor- 
tunately, the solution of this equation is extremely tedious 
for n > 4, and the aid of a digital computer that can 
handle matrices of high orders is necessary. 
It can be perceived, however, that for an apparatus of 
this type the expected value and standard deviation 
curves will appear as the forms shown in Fig. 9. This 
is based on the results of the illustrative examples given 
in the preceding sections. The actual shapes for these 
curves, of course, depend upon the magnitude of the 
calibration points and the correlation functions. 
/ y C A L l B R A T l O N  POINTS // / j r lNTERPOLATION CURVE 
I 
MAGNITUDE 
OF CORRECTION 
EFFECTIVE 
STANDARD 
ZVl ATlON DE 
CURVE 
ZERO F U L i  
SCALE 
Fig. 9. Interpolative value and standard deviation 
curves for apparatus with numerous 
calibration points 
As an example of extrapolation, let us consider a 
simple case in which two calibration points that are not 
the end points of a scale are given and the expected 
values outside of these points are desired. This problem 
is graphically represented in Fig. 10. 
Fig. 10. Simple extrapolation problem 
From Eq. (IS), the expected value of x3 is 
If the correlation function is exponential, we have 
It can be shown that 
(34) z3 = X, e-e/x 
in which the magnitudes of XI is irrelevant. Under this 
condition, the extrapolation problem exhibits the char- 
acteristic of a Markov process. 
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This characteristic is valid for the condition when the 
correlation function is exponential. If the correlation 
function is linear with respect to the scale position, for 
example, the expected value X, will also be influenced 
Under certain circumstances, it is more practical to 
present the extrapolation curves of X, normalized with 
respect to X,. Thus, 
-2.0 
L 
(36) 
- 2(a - 1) - x, 
x 2  = 1.0 x, = 2a-1 
-- - -  L c 
Consider a special case when R = L. In this case, the 
normalized value for F3 with respect to X, is given by This is shown in a separate diagram (Fig. 12). 
- x, = 2(a - l)X, - 1 XI = 1.0 (35) The preceding analysis might be thought of as another 
form of curve fitting. It assumes that the randomness is 
in the construction of the instrument but remains fixed. 
Subsequent calibration of the instrument then yields the 
same errors. The interpolation and extrapolation curves 
are the expected correction values that we might obtain 
along the scale from those members of the amad& of 
instruments whose calibration points are identical. Sig- 
nificantly the expected correction values are identical to 
2u-1 
where a = A/L, the characteristic constant of the scale. 
an example, if a = 5, a family of extrapolation 
curves can be constructed for various X,. These curves 
are shown in Fig. 11. 
‘v - 2  a = 5  
Fig. 12. Extrapolation curves for z3 normalized 
against X, 
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the calibrated points at those points. Extrapolation and 
interpolation values have a centralizing influence which 
says essentially that the average correction is expected to 
be zero. As the distance between or beyond the calibra- 
tion points becomes large with respect to the width of 
the correction function, w, approaches zero and the ueff 
approaches U. Smoothing is dependent on the correlation 
function, and only in special cases would one expect 
cusps as illustrated in Fig. 9. 
Least squares polynomial curve fits differ from the 
above example in that the randomness is usually thought 
of as being in the observation rather than in the con- 
struction of the instrument. The fitted curve then would 
not be expected to pass through the observed values. 
Both methods have usefulness in interpolation, extrapo- 
lation, and smoothing - depending upon the circum- 
stances. Either method is considered to be superior to the 
usual unsophisticated method of straight-line interpola- 
tion between the calibration points. 
7. Conclusion 
The results of this study indicate that the error speci- 
fications of instruments such as d'hsonval movement 
meters, slide wire potentiometers, and many others can 
be realistically assigned. Instead of the prevalent flat 
percent of full-scale error specification, one can establish 
a region depicting the probable error limits in relation to 
the scale position according to the adjustments available 
and to the correlation function of the scale under con- 
struction. This specification permits realistic and accu- 
rate system tolerance evaluation which, in the authors' 
opinion, is, an important branch in the modern system 
engineering disciplines. 
The examples used assumed correlation functions to 
illustrate the principles of the methods. If further use is 
to be made of the analysis, it is necessary to determine 
empirically the correlation functions for the various 
classes and types of instruments involved. There is noth- 
ing unusually difficult about this task; it is a fairly 
standard process. 
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