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Objective.Toestablishanearlydiagnosticsystemforhypoxicischemicencephalopathy(HIE)innewbornsbasedonartiﬁcialneural
networks and to determine its feasibility. Methods. Based on published research as well as preliminary studies in our laboratory,
multiple noninvasive indicators with high sensitivity and speciﬁcity were selected for the early diagnosis of HIE and employed in
the present study, which incorporates fuzzy logic with artiﬁcial neural networks. Results. The analysis of the diagnostic results from
the fuzzy neural network experiments with 140 cases of HIE showed a correct recognition rate of 100% in all training samples and
a correct recognition rate of 95% in all the test samples, indicating a misdiagnosis rate of 5%. Conclusion. A preliminary model
using fuzzy backpropagation neural networks based on a composite index of clinical indicators was established and its accuracy
for the early diagnosis of HIE was validated. Therefore, this method provides a convenient tool for the early clinical diagnosis of
HIE.
1.Introduction
Neonatalhypoxicischemicencephalopathy(HIE)isaserious
illness with a high incidence rate worldwide and can result in
death or disability and signiﬁcantly aﬀect the quality of life.
MostcurrentclinicaldiagnosismethodsforHIEarebasedon
medical history and clinical manifestations in combination
with imaging techniques. Due to the variability of HIE
clinical manifestations and the results of the examinations,
these methods are not only time-consuming and costly, but
also subject to variations in the experience and skill of the
diagnosingphysicianaswellasothersubjectivefactors.These
factors make it diﬃcult for HIE to be diagnosed at the
early stage. Thus, further research on early diagnosis and
intervention of HIE is of great signiﬁcance for improving the
survival, cure rate, and prognosis.
T h eu s eo fa r t i ﬁ c i a ln e u r a ln e t w o r k si sar e c e n t l yd e v e l -
oped cross-disciplinary ﬁeld that integrates neuroscience,
information science and computer sciences. It is suitable
for the processing of diverse and variable medical data to
solve complex issues in the ﬁeld of medical diagnosis, such
as feature extraction. It can eliminate subjective human
factors and provide an accurate and objective diagnosis
[1–5]. Among many neural network models, the back-
propagation (BP) neural network displays a strong learning
ability using nonlinear models with a high fault tolerance. It
can overcome the deﬁciencies of traditional medical models
and is suitable for pattern recognition and disease diagnosis.
In the present study, non-invasive indicators with high levels
of early sensitivity and speciﬁcity were selected and utilized
in fuzzy neural network experiments based on the clinical
manifestations of HIE as well as several related studies
conducted in China and abroad [6–9].
2. BP Neural Network Algorithm and
Its Improvement
The ﬁrst part of the present study focused on improving
the optimization of the momentum terms and structure
of the BP network, to eliminate the disadvantages of BP
network algorithms such as their liability to fall into a local2 Journal of Biomedicine and Biotechnology
minimum, diﬃculties in determining the number of hidden
layer nodes, slow convergence rate in algorithm learning,
poor generalization of the network, and excessive sensitivity
to initial values.
2.1. Increasing Momentum Terms. In a standard BP algo-
rithm, weights are adjusted only according to the descending
gradient direction of errors at time t without consideration
of the gradient direction before time t. This setup often
leads to oscillations during the learning process and slow
convergence. To improve the training speed, a momentum
term was added in the weight adjustment formula [1]
ΔW(t) = ηδO+αΔW(t − 1),( 1 )
where α is the momentum coeﬃcient, 0 <α<1.
2.2.OptimizationoftheNetworkStructure. Theoptimization
was focused on the number of hidden layers and the number
of nodes in each layer of the network.
(1) Number of hidden layers: an increase in the number
of hidden layers can form more complex decision-making
domains, which can enhance the ability of the network to
solve nonlinear problems. An appropriate number of hidden
layers can also minimize the system error of the network.
Based on the results of a large number of experiments,
a three-layered network structure can solve most complex
problems.
(2) Number of nodes in the hidden layers: the choice
of neuron numbers in the hidden layers is a very complex
issue, which is dependent on the experience of the designer
and the results from multiple experiments. No optimal
analytical expression exists. The number of hidden layer
units is directly related to the requirements of the problem
and the number of input/output units. If the number is too
small, the information obtained through the network will
be insuﬃcient to solve the problem. If the number is too
large, it will lead to increased training time, longer learning
time, a nonoptimal error rate, poor fault tolerance, failure
to recognize samples that were not involved in the previous
training set, and the possibility of the so-called “transitional
agreement” issue. Therefore, the selection of an optimal
number of hidden layer units is crucial [10].
The following are the three reference formulas used in
this study for the selection of the optimal number of hidden
layer units:
n  
i=0
Ci
n1 >k ,( 2 )
where k is the sample number, n1 is the number of hidden
layer units, and n is the number of input units,
n1 =
√
n+m +α,( 3 )
where n is the number of input units, n1 is the number of
hidden layer units, m is the number of output units, and α is
a constant in the range [1,10],
n1 = log2n,( 4 )
where n is the number of input units and n1 is the number of
hidden layer units.
The optimal boundary numbers of the hidden layer
units, min and max, were ﬁrst determined through the
incorporated use of formulas (2), (3), and (4). The network
training then started from the minimum unit number min,
followed by a gradual increase in unit number until the
maximum unit number max was validated. For each number
of hidden layer units, the network convergence speeds were
compared after network convergence was achieved using
the same training samples. Finally, the optimal number of
hidden layer units was determined based on the training
and testing errors of the training results. This approach can
eﬀectivelyreducetheveriﬁcationtimeandprovidethefastest
way to identify the optimal number of hidden layer units.
3. StructuralDesignof the Fuzzy BP
Neural Network
The integration of fuzzy systems and neural networks can be
classiﬁed into ﬁve categories based on the form and function
of the integration: loose, parallel, series, network learning,
and structural equivalence integration.
A series of fuzzy BP networks were employed in the
present study, with their frame diagram shown in Figure 1.
The entire network [11, 12] is composed of two parts, fuzzy
processing and a conventional BP network, with the network
input the same as a conventional BP network input. Fuzzy
processing was performed on the network input through the
membership function in the fuzzy processing part, and the
processed data were submitted directly to the BP network for
further processing. The output data were compared with the
expected output and reversely adjusted based on the mean
square error to specify the network connection weights.
The structure of a series of fuzzy BP neural networks is
shown in Figure 2.
This network consists of ﬁve layers. The processing
procedure of each layer is as follows.
(1)Theﬁrstlayeristheinputlayer.Thenodesinthislayer
receive input from the outside and send it to the next layer.
Theconnectionweightconstantbetweentheﬁrstandsecond
layer is 1.
(2) The second layer is the fuzziﬁcation layer. It performs
fuzzy processing on the input and calculates the membership
function value for each input component.
(3) The third layer is connected to the output of fuzzy
processing through the weights. This layer is equivalent to
the hidden layer of a three-layered BP network.
(4) The fourth layer is the defuzziﬁcation layer. It
performs defuzziﬁcation processing on the output of the BP
network.
(5) The ﬁfth layer is the output layer.
4. FeatureExtractionand Fuzzy Preprocessing
4.1.DataSource. ThemedicalrecordsofnewbornswithHIE
admitted to our hospital were used as the original raw data.
A total of 140 cases were included, with 90 patients and 50Journal of Biomedicine and Biotechnology 3
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Figure 1: Frame diagram of the fuzzy BP network.
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Figure 2: The structure of the series of fuzzy BP neural network consisting of ﬁve layers.
normal controls. All the HIE cases were diagnosed by group
consultation of the experts in the newborn department in
our hospital.
4.2. Feature Extraction and Quantiﬁcation. The present
study utilized 10 qualitative and quantitative parameters
corresponding to fetal distress, neonatal asphyxia, and HIE
clinical manifestations, as well as 15 indicators selected
from early diagnostic indicators considered to be important
based on several related studies. These indicators, which
were used as the input vectors in the ﬁrst layer, included
Lac/cr (basal nuclei), NAA/Gr (basal nuclei), DWI (ADC
value); (lenticular nuclei), lactic acid/creatinine in urine (the
ﬁrst day), S100B protein C (the third day), fetal distress
(absent, mild, severe), and neonatal asphyxia (absent, mild,
severe), as well as eight clinical manifestations that included
awareness, muscle tension, embrace reﬂex, sucking reﬂex,
convulsions, central respiratory failure, pupil changes, and
anterior fontanel tension.
To integrate these qualitative and quantitative data, the
ten qualitative parameters in the above diagnostic indicators
were quantiﬁed. The speciﬁc quantiﬁcation for these qualita-
tive indicators is as follows.
(i) Fetal distress: 0 = absent, 1 = mild, and 2 = severe.
(ii) Neonatal asphyxia: 0 = absent, 1 = mild, and 2 =
severe.
(iii) Clinical manifestations:
(1) awareness: 0 = normal, 1 = slightly excited, 2 =
sleepy and sluggish, and 3 = coma;
(2) muscle tension: 0 = normal, 1 = decreased, and
2 = increased;
(3) moro reﬂex: 0 = normal, 1 = slightly active, 2 =
weak, and 3 = absent;
(4) sucking reﬂex: 0 = normal, 1 = weak, and 2 =
absent;
(5) convulsion: 0 = absent, 1 = rare, 2 = frequent,
and 3 = sustained;
(6) central respiratory failure: 0 = absent, 1 = mild,
and 2 = severe;
(7) pupil changes: 0 = absent, 1 = constricted, and
2 = dilated;
(8) anterior Fontanel tension: 0 = normal, 1 =
slightly tense, and 2 = tense.
4.3. Selection of Membership Function. Among the com-
monly used methods for the determination of member-
ship functions, which include the expert evaluation, fuzzy
statistical, function approximation, and comparison sorting
methods, the main method used in the present study was
based on the practical experience of experts, which was
gradually improved and optimized through practical tests.
Diﬀerent membership functions were used for diﬀerent
diagnostic indicators. The membership function for each
diagnostic indicator is listed below.
(1) Magnetic resonance spectroscopy examination re-
sults:
Lac/cr (basal nuclei),
f (x) =
⎧
⎪ ⎨
⎪ ⎩
exp
 
−50(x −a)
2 
, x>a ,
1, x ≤ a,
(5)
where a is the average of an input indicator.4 Journal of Biomedicine and Biotechnology
Table 1: Analysis of the diagnostic results from the fuzzy BP neural
network.
Correct
recognition rate of
training samples
Correct
recognition rate
of test samples
Correct
recognition rate
of all samples
Normal 100% 100% 100%
Mild 100% 100% 100%
Moderate 100% 100% 100%
Severe 100% 70% 95%
NAA/Gr (basal nuclei):
f(x) =
⎧
⎪ ⎨
⎪ ⎩
exp
 
−5(x −a)
2 
, x ≤ a,
1, x>a .
(6)
DWI (ADC value) (lenticular nuclei):
f (x) =
⎧
⎪ ⎨
⎪ ⎩
exp
 
−30(x −a)
2 
, x ≤ a,
1, x>a .
(7)
(2) Urine biochemistry test results:
urine lactic acid/creatinine (the ﬁrst day),
f(x) =
⎧
⎪ ⎨
⎪ ⎩
exp
 
−0.09(x − a)
2 
, x>a ,
1, x ≤ a.
(8)
S100B Protein C (the third day),
f(x) =
⎧
⎪ ⎨
⎪ ⎩
exp
 
−0.1(x −a)
2 
, x>a ,
1, x ≤ a.
(9)
For three-level qualitative parameters, normal, mild, and
severe were represented by 1, 0.5, and 0, respectively. For
four-level qualitative parameters, normal, mild, moderate,
and severe were represented by 1, 0.75, 0.25, and 0, respec-
tively.
5. Hidden LayerProcessing
In the present study, an improved BP neural network
algorithm was used to determine the number of hidden layer
nodes. Using (2), (3), and (4), the boundary numbers of the
hidden layer nodes were calculated to be 4 and 15. Network
training started at the minimum unit number 4, until the
maximum unit number 15 was reached for veriﬁcation. The
experimentalveriﬁcationshowedthattheoptimalnumberof
hidden layer nodes was 12.
6. Design of Defuzziﬁcation Layer
The number of output nodes of the BP network was 4,
w i t ha ne x p e c t e do u t p u to f( 1000 )a sn o r m a l ,( 001
0) as mild HIE, (0 0 1 0) as moderate HIE, and (0 0
0 1) as severe HIE. Defuzziﬁcation was performed based
on the corrected maximum membership principles in the
defuzziﬁcation layer. Since each output node value is either
0 or 1 in the BP network, the node with the maximum value
1 was ﬁrst identiﬁed among the four output nodes, and the
output from this node would be the diagnostic result.
7. ExperimentalResults and Analysis
7.1. Operating Environment
(1) Software: MATLAB 7.0 programming software
(MathWorks), and windows XP operating system.
(2) Hardware: Intel Pentium Dual E2180 2.00GHz,
3.00GHz RAM, and 120GB HDD PC platform
7.2. Experimental Results and Analysis. A total of 80 cases
were randomly chosen from all the samples as the training
sets (20 normal controls, 20 cases of mild HIE, 20 cases of
moderate HIE, and 20 cases of severe HIE). The remaining
60 cases (30 normal controls, 10 cases of mild HIE, 10 cases
of moderate HIE, and 10 cases of severe HIE) were used as
test sets.
10 normal controls as well as patients with mild,
moderate, and severe HIE underwent test of the 15 diag-
nostic indicators: Lac/cr (basal nuclei), NAA/Gr (basal
nuclei), DWI (ADC value); (lenticular nuclei), urine lactic
acid/creatinine (the ﬁrst day), S100B protein (the third
day), fetal distress, neonatal asphyxia, awareness, muscle
tension, embrace reﬂex, sucking reﬂex, convulsions, central
respiratory failure, pupil changes, and anterior fontanel
tension.
After treatment, the result of BP network and the ﬁnal
output were displayed. The results of test sample of normal,
mild, and moderate were entirely consistent with the clinical
diagnosis.Thedeterminationofdiseaselevelinthemoderate
and severe cases accounted for most of the diagnostic error.
The analysis of the diagnostic results for the 140 samples is
shown in Table 1. The correct recognition rate was 100% for
the training samples, and the correct recognition rate was
95% for the test samples, indicating a misdiagnosis rate of
5%.
8. Conclusions
Thefuzzylogicusedinafuzzyneuralnetworkwasintegrated
with an artiﬁcial neural network in this study. Fuzzy logic
can express the logical meanings commonly used by humans
in a more natural and direct way. Logical decision-making
was performed according to the language rules proposed by
experts, which can solve nonlinear questions that cannot be
addressedusingrigorousmodelingmethods.Theintegration
of fuzzy logic with a neural network can facilitate self-
adaptation through a learning function and automatically
acquire an algorithm for the information expressed as fuzzy
or precise data. This method can overcome the diﬃculties in
expressing time-varying knowledge and processes, a featureJournal of Biomedicine and Biotechnology 5
of fuzzy logic. The integration of these two components
can compensate for the insuﬃciency of a neural network
in fuzzy data processing and the deﬁciencies of pure fuzzy
logic in learning functions [12, 13]. To construct a fuzzy
neural network structure, this system adds a fuzziﬁcation
layer before the input layer of the neural network and a
defuzziﬁcation layer after the output layer, which results in
thefuzziﬁcationoftheinputinformationanddefuzziﬁcation
oftheoutputinformation,respectively.Thepremisesandthe
conﬁdence level of the conclusions in fuzzy logic, provided
by experts in the ﬁeld, were used as the inputs and expected
outputs of the learning samples for the neural network.
With the aid of the strong learning and associative memory
capabilities of the artiﬁcial neural network, the neural
network is trained for its learning function to automatically
acquire fuzzy rules that are stored in the network in the
forms of weights and thresholds. Thus, our fuzzy neural
network obtains the capabilities of analyzing fuzzy questions
and making diagnoses and achieves an eﬀective combination
of fuzzy logic with a neural network.
The introduction of a fuzzy neural network for the
early diagnosis of HIE enables the developed system to have
better fault tolerance and information processing. During
the practical process of determining a speciﬁc diagnosis,
the developed system processed the fuzzy input information
(including fuzzy terms for the description of clinical symp-
toms such as severe, mild, etc.), and the parallel reasoning
of the neural network eliminated the collision problem from
theineﬃciencyofthefuzzyrulematchingandrulesearching.
These abilities enable the system to have a fast reasoning
speed and meet the requirements for practical diagnosis. The
fuzzy BP neural network used in this study exhibited high
accuracy in the early diagnosis of HIE (Table 1), which can
provide quantitative indicators for early clinical diagnosis
and serve as a convenient diagnostic tool for physicians.
In summary, through experiments using the fuzzy neural
network, a preliminary data model was established, and
its feasibility for early diagnosis was veriﬁed. Nevertheless,
further research with expanded amount of data should be
conducted to increase the accuracy of this method.
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