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Abstract
In this paper, we consider the computation of the degree of the Dieudonne´
determinant of a linear symbolic matrix A = A0 + A1x1 + · · · + Amxm, where
each Ai is an n × n polynomial matrix over K[t] and x1, x2, . . . , xm are pairwise
“non-commutative” variables. This quantity is regarded as a weighed general-
ization of the non-commutative rank (nc-rank) of a linear symbolic matrix, and
its computation is shown to be a generalization of several basic combinatorial
optimization problems, such as weighted bipartite matching and weighted linear
matroid intersection problems.
Based on the work on nc-rank by Fortine and Rautenauer (2004), and Ivanyos,
Qiao, and Subrahmanyam (2018), we develop a framework to compute the degree
of the Dieudonne´ determinant of a linear symbolic matrix. We show that the
deg-det computation reduces to a discrete convex optimization problem on the
Euclidean building for SL(K(t)n). To deal with this optimization problem, we
introduce a class of discrete convex functions on the building. This class is a
natural generalization of L-convex functions in discrete convex analysis (DCA).
We develop a DCA-oriented algorithm (steepest descent algorithm) to compute
the degree of determinants. Our algorithm works with matrix computation on
K, and uses a subroutine to compute a certificate vector subspace for the nc-
rank, where the number of calls of the subroutine is sharply estimated. Our
algorithm captures some of classical combinatorial optimization algorithms with
new insights, and is also understood as a variant of the combinatorial relaxation
algorithm, which was developed earlier by Murota for computing the degree of
the (ordinary) determinant.
Keywords: non-commutative rank, Dieudonne´ determinant, skew field, discrete con-
vex analysis, mixed matrix, combinatorial relaxation algorithm, submodular function,
L-convex function, Euclidean building, uniform modular lattice.
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1 Introduction
A linear symbolic matrix or linear matrix A is a matrix each of whose entries is a linear
(affine) function in variables x1, x2, . . . , xm. Namely A admits the form of
A = A0 + A1x1 + · · ·+ Amxm, (1.1)
where each Ai is a matrix over a field K and A is viewed as a matrix over the polynomial
ring K[x1, x2, . . . , xm] or the rational function field K(x1, x2, . . . , xm). In this paper, we
address the symbolic rank computation of linear matrices and its generalization. This
problem is a fundamental problem in discrete mathematics and computer science. In a
classical paper [11] in combinatorial optimization, Edmonds noticed that the maximum
matching number of a bipartite graph is represented as the rank of such a matrix: For
each edge e = ij, consider variable xe and matrix Ee having 1 for the (i, j)-entry and
zero for the others. Then the rank of linear matrix A =
∑
eEexe (with A0 = 0 in (1.1))
is equal to the maximum matching number of the graph. In the same paper, Edmonds
asked for a polynomial time algorithm to compute the rank of a general linear matrix.
Clearly the rank computation is easy if we substitute an actual number for each variable.
According to random substitution, Lova´sz [36] developed a randomized polynomial time
algorithm to compute the rank of linear matrices. Designing a deterministic polynomial
time algorithm is a big challenge in theoretical computer science, since it would lead to a
breakthrough in circuit complexity theory [33]. Currently, such deterministic algorithms
are known for very restricted classes of linear matrices. Most of them are connected to
polynomially-solvable combinatorial optimization problems, such as matching, matroid
intersection, and their generalizations; see [37].
The rank of linear matrices also plays important roles in engineering applications.
A mixed matrix due to Murota and Iri [43] is a linear symbolic matrix including con-
stant matrix A0 in the above bipartite graph example. Mixed matrices are applied to
the analysis of a linear control system including physical parameters (such as positions,
temperatures) that cannot be measured exactly, where these parameters are modeled
as variables xi. Then the rank describes several fundamental characteristics (such as
the controllability) of the system. See [41] for the theory of mixed matrices and its ap-
plications. The (infinitesimal) rigidity of a bar-and-joint structure is also characterized
by the rank of a linear matrix, called the rigidity matrix, where variables xi represent
“generic” positions of the structure. Polynomial-time rank computation are known for
mixed matrices (see [41]) and some classes of rigidity matrices (see e.g., [37]).
Recently there are significant developments in the rank computation of linear ma-
trices. In the above paragraph, we assumed that A is a matrix over polynomial ring
K[x1, x2, . . . , xm] with (commutative) indeterminates x1, x2, . . . , xm, and the rank is
considered in rational function field K(x1, x2, . . . , xm). However A can also be viewed
as a matrix over the free ring K〈x1, x2, . . . , xm〉 generated by x1, x2, . . . , xm, where vari-
ables are supposed to be pairwise non-commutative, i.e., xixj 6= xjxi. It is shown by
Amitsur [1] that there is a non-commutative analogue K(〈x1, x2, . . . , xm〉) of the ratio-
nal function field, called the free skew field, to which K〈x1, x2, . . . , xm〉 is embedded.
Now we can define the rank of A over this skew field K(〈x1, x2, . . . , xm〉). This rank
concept of A is called the non-commutative rank (nc-rank) of A. Fortine and Raut-
enauer [12] proved a formula of the nc-rank, which says that the nc-rank is equal to
the optimal value of an optimization problem over the lattice of all vector subspaces
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of Kn. Garg, Gurvits, Oliveira, and Wigderson [13] proved that the nc-rank of A can
be computed in deterministic polynomial time if K = Q. They showed that Gurvits’
operator scaling algorithm [16], which was earlier developed for the rank computation
of a special class (called Edmonds-Rado class) of linear matrices, can be a polynomial
time algorithm for the nc-rank. Ivanyos, Qiao, and Subrahmanyam [26, 27] developed
a polynomial time algorithm to compute the nc-rank over an arbitrary field. Their
algorithm is a vector-space analogue of the augmenting path algorithm for bipartite
matching, and utilizes an invariant theoretic result by Derksen and Makam [7] for the
complexity estimate. Independent of this line of research, Hamada and Hirai [18] in-
vestigated the optimization problem for the nc-rank which they called the maximum
vanishing subspace problem (MVSP). Their motivation comes from a canonical form of
a matrix under block-restricted transformations [23, 29]. They also developed a poly-
nomial time algorithm for the nc-rank based on the fact that MVSP is viewed as a
submodular function optimization on the modular lattice of all vector subspaces of Kn.
In this paper, we consider a “weighted analogue” of the nc-rank. Our principal
motivation is to capture the weighted versions of combinatorial optimization problems
from the non-commutative points of view. Consider, for example, the weighted match-
ing problem on a bipartite graph, where two color classes are supposed to have the
same cardinality, and each edge e has (integer) weight ce. By introducing new indeter-
minate t, modify the above bipartite-graph linear matrix A as A :=
∑
e t
cexeEe. Then
the maximum weight of a perfect matching is equal to the degree of the determinant
of A with respect to t. This well-known example suggests that such a weighted ana-
logue is the degree of the determinant. This motivates us to consider the degrees of the
determinants of linear matrices in the non-commutative setting.
The main contribution of this paper is to develop a computational framework for
the degrees of the determinants in the non-commutative setting, which captures some of
classical weighted combinatorial optimization problems. Our results and their features
are summarized as follows:
• For a determinant concept for matrices over skew field F, we consider theDieudonne´
determinant [8]. Although the value of the Dieudonne´ determinant is no longer
an element of the ground field, in the skew field F(t) of rational functions (Ore
quotient ring of polynomial ring F[t]), its degree is well-defined, see e.g., [46]. In
this paper, we use the notation Det for the Dieudonne´ determinant, whereas det
is used for the ordinary determinant.
Our target is the degree deg DetA of the Dieudonne´ determinant DetA of a linear
matrix A = A0+A1x1+ · · ·+Amxm, where each Ai is a square polynomial matrix
over K[t] and A is viewed as a matrix over the rational function skew field F(t) of
the free skew field F = K(〈x1, x2, . . . , xm〉).
• We establish a duality theorem for deg Det, which is a natural generalization of
the Fortin-Rautenauer formula for the nc-rank. In fact, a weak duality relation
was previously observed by Murota [39] for deg det, and is now a strong duality
for deg Det. Analogously to the Fortine-Rautenauer formula saying that the nc-
rank is equal to the optimal value of an optimization problem (MVSP) over the
lattice of all vector subspaces of Kn, our formula says that deg Det is equal to the
optimal value of an optimization problem over the lattice of all full-rank K(t)−-
submodules of K(t)n, where K(t)− is the valuation ring of K(t) with valuation
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deg. In the literature of group theory, this lattice structure is known as the
Euclidean building for SL(K(t)n) [3], whereas the lattice of all vector subspaces is
the spherical building for SL(Kn) [47].
• We approach this optimization problem on the Euclidean building from Discrete
Convex Analysis (DCA) [42] with its recent generalization [20, 21]. Although
DCA was originally a theory of discrete convex functions on Zn that general-
izes matroids and submodular functions, recent study [20, 21] shows that DCA-
oriented concepts and algorithm design are effective and useful for optimization
problems on certain discrete structures beyond Zn. L-convexity, which is one of
the central concepts of DCA, is particularly important for us. L-convex functions
are generalization of submodular functions and arise naturally from representa-
tive combinatorial optimization problems such as minimum-cost network flow and
weighted bipartite matching. L-convex functions admit a simple minimization al-
gorithm, called the steepest descent algorithm (SDA), on which our algorithm for
deg Det will be built.
We introduce an analogue of an L-convex function on the building. The previous
work [20, 21] introduced L-convexity on Euclidean buildings of type C, whereas our
building here is of type A. We show that the established formula of deg Det gives
rise to an L-convex function, analogously to the submodular function in MVSP
for the nc-rank. Consequently deg Det is computed via an L-convex function
minimization on the Euclidean building.
• We develop an algorithm to compute degDetA for linear polynomial matrices
A over K[t]. Our algorithm requires a subroutine to solve MVSP over K, and
is described in terms of matrix computation over K. However it can be viewed
as the steepest descent algorithm (SDA) applied to the L-convex function on the
Euclidean building. Geometrically, SDA traces the 1-skeleton of the building with
decreasing the value of the L-convex function. Each move is done by solving an
optimization problem on the spherical building associated with the local structure
of the Euclidean building. This local problem coincides with MVSP. By utilizing
the recent analysis on SDA [44], we show that the number of the moves is sharply
estimated by the Smith-McMillan form of A.
Our algorithm can also be interpreted as a variant of the combinatorial relaxation
algorithm, which was developed earlier for deg det of matrices (without variables)
by Murota [38, 39] and was further extended to mixed polynomial matrices by
Iwata and Takamatsu [31]; see [41, Section 7.1] and recent work [30]. This inter-
pretation sheds building-theoretic insights on the combinatorial relaxation algo-
rithm.
• We study a class of linear matrices A for which deg detA = deg DetA holds. In
the case of the nc-rank, it is known from the results in [24, 36] that if each Ai
other than A0 is a rank-1 matrix over K, then it holds rankA = nc-rankA. We
show a natural extension: if each Ai other than A0 is a rank-1 matrix over K(t),
then it holds deg detA = degDetA. This property implies that some of classical
combinatorial optimization problems, represented as deg det, fall into our frame-
work of deg Det. Examples include weighted bipartite matching and weighted
linear matroid intersection. In these examples, the optimal value is interpreted as
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deg det as well as deg Det. A mixed polynomial matrix [41] is also such an exam-
ple. We explain how our SDA framework works for these examples, and discuss
connections to some of classic algorithms, such as the Hungarian method, the
matroid greedy algorithm, and the matroid intersection algorithm by Lawler [35].
For mixed polynomial matrices, our framework brings a new algorithm, which is
faster than the previous one [30, 31] in terms of time complexity. One of mo-
tivating applications of mixed polynomial matrices is the analysis of differential
algebraic equations (DAE); see [42, Chapter 6]. We present a possible application
of our result to the mixed-matrix DAE analysis.
The rest of this paper is organized as follows. In Section 2, we summarize basic facts
on skew field, nc-rank, Fortine-Rautenauer formula, MVSP, and Dieudonne´ determi-
nant. In Section 3, we introduce L-convex functions on Euclidean buildings and show
their basic properties. Instead of dealing with Euclidean buildings in the usual axiom
system, we utilize an elementary lattice-theoretic equivalent concept, called uniform
modular lattices [22]. This class of modular lattices admits the L-convexity concept
in a straightforward way. In Section 4, we establish a formula for the degree of the
Dieudonne´ determinant of a linear matrix and present an algorithm. In Section 5, we
study linear matrices with rank-1 summands.
Closing the introduction, let us mention a recent work by Kotta, Belikov, Hala´s and
Leibak [34] in control theory. They showed that the order of the minimal state-space
realization of a (linearized) nonlinear control system is described by the degree of the
Dieudonne´ determinant of the non-commutative polynomial matrix associated with the
system, where the matrix involves elements in the skew polynomial ring of two variables
t, δ with commuting rule tδ − δt = 1 (i.e., Weyl algebra). This result generalizes the
basic fact on the degrees of the (ordinary) determinants in linear time-invariant control
systems; see e.g., [32]. They gave a primitive algorithm to compute degDet based on
(symbolic) Gaussian elimination. It would be an interesting future research direction
to extend our framework to deal with this type of deg-Det computation.
2 Skew field
A skew field (or division ring) is a ring F such that every nonzero element x ∈ F has
inverse element x−1 ∈ F with x−1x = xx−1 = 1. The product Fn of F will be treated as
a right F-vector space of column vectors as well as a left F-vector space of row vectors;
which one we suppose will be clear in the context. The set of all n × n′ matrices over
F is denoted by Fn×n
′
. The rank of matrix A ∈ Fn×n
′
is defined as the dimension of
the right F-vector space spanned by columns of A, which is equal to the dimension
of the left F-vector space spanned by rows of A. Let kerRA denote the right kernel
{x ∈ Fn
′
| Ax = 0}, and let kerLA denote the left kernel {x ∈ F
n | xA = 0}. Then
the rank of A ∈ Fn×n
′
is equal to n − dim kerLA = n
′ − dimkerRA. A square matrix
A ∈ Fn×n is called nonsingular if its rank is equal to n, or equivalently if it has the
inverse, which is denoted by A−1, i.e., AA−1 = A−1A = I. These properties are easily
seen from the Bruhat normal form of A; see Lemma 2.4 in Section 2.2.
An n× n′ matrix A ∈ Fn×n
′
is viewed as a map Fn × Fn
′
→ F by
A(x, y) := xAy (x ∈ Fn, y ∈ Fn
′
). (2.1)
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Then A is bilinear in the sense that A(αx+α′x′, y) = αA(x, y)+α′A(x′, y) and A(x, yβ+
y′β ′) = A(x, y)β + A(x, y′)β ′. Conversely, any bilinear map on the product of a left
F-vector space U and a right F-vector space V is identified with a matrix over F by
choosing bases of U and V . Let SR(F
n) and SL(F
n) denote the families of all right
and left F-vector subspaces of Fn, respectively. If F is commutative, then R and L are
omitted, such as S(Fn).
2.1 Free field, nc-rank, and MVSP
Let K be a field. Let K[x1, x2, . . . , xm] and K(x1, x2, . . . , xm) denote the ring of polyno-
mials and the field of rational functions with variables x1, x2, . . . , xm, respectively, where
variables are supposed to commute each other, i.e., xixj = xjxi. Let K〈x1, x2, . . . , xm〉
be the free ring generated by pairwise non-commutative variables x1, x2, . . . , xm over
K. It is known that the free ring K〈x1, x2, . . . , xm〉 is embedded to the universal skew
field of fractions, called the free field, which is denoted by K(〈x1, x2, . . . , xm〉), or sim-
ply, by K(〈x〉). Elements of K(〈x1, x2, . . . , xm〉) are equivalence classes of all rational
expressions constructed from xi, x
−1
i , and elements of K, under an equivalence rela-
tion obtained by substitutions of nonsingular matrices for variables xi; see [1, 4, 5] for
details. We do not go into the detailed construction of K(〈x1, x2, . . . , xm〉).
As mentioned in the introduction, a linear symbolic matrix or linear matrix on K is a
matrix of form A = A0+A1x1+A2x2+ · · ·+Amxm, where each summand Ai is a matrix
over K. A linear matrix is viewed as a matrix over K(x1, x2, . . . , xm) as well as over
K(〈x1, x2, . . . , xm〉). The (commutative) rank of A is defined as the rank of A regarded
as a matrix over K(x1, x2, . . . , xm). The non-commutative rank (nc-rank) of A, denoted
by nc-rankA, is defined as the rank of A regarded as a matrix over K(〈x1, x2, . . . , xm〉).
The nc-rank is not less than the (commutative) rank.
Let A = A0 + A1x1 + A2x2 + · · · + Amxm be a linear n × n
′ matrix. We consider
an upper bound of nc-rankA. For nonsingular matrices S ∈ Kn×n, T ∈ Kn
′×n′ (not
containing variables), if SAT has a zero submatrix of r rows and s columns, then nc-
rankA is at most n+ n′ − r − s. This gives rise to the following optimization problem
(MVSP):
MVSP : Max. r + s
s.t. SAT has a zero submatrix of r rows and s columns,
S ∈ Kn×n, T ∈ Kn
′×n′ : nonsingular.
This upper bound was observed by Lova´sz [37] for the usual rank. The name MVSP
becomes clear below. Fortin and Reutenauer [12] showed that this upper bound is
actually tight for the nc-rank.
Theorem 2.1 ([12]). For a linear n× n′ matrix A = A0 +A1x1 +A2x2 + · · ·+Amxm,
nc-rankA is equal to n + n′ minus the optimal value of MVSP.
As mentioned in the introduction, Garg, Gurvits, Oliveira, and Wigderson [13]
showed that nc-rankA can be computed in polynomial time when K = Q. One draw-
back of this algorithm is not to output optimal matrices S, T in MVSP. Such an al-
gorithm was developed by Ivanyos, Qiao, and Subrahmanyam [26, 27] for an arbitrary
field.
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Theorem 2.2 ([26, 27]). MVSP can be solved in polynomial time.
Hamada and Hirai [18] also gave a “polynomial time” algorithm based on submod-
ular optimization (see Lemma 3.3), though the bit-length required in the algorithm is
not bounded if K = Q.
As [18, 19] did, MVSP is formulated as the following optimization problem (maxi-
mum vanishing subspace problem) of the space of all vector subspaces of Kn:
MVSP : Max. dimX + dimY
s.t. Ai(X, Y ) = {0} (i = 0, 1, 2, . . . , m),
X ∈ S(Kn), Y ∈ S(Kn
′
). (2.2)
Recall the notation S(Kn) for all vector subspaces of Kn, and that each matrix Ai is
viewed as a bilinear form Kn × Kn
′
→ K as in (2.1). We call an optimal (X, Y ) a
maximum vanishing subspace or an mv-subspace. Notice that we can eliminate variable
X by substituting X = A(Y )⊥ (= the orthogonal complement of the image of Y by A),
and obtain the formulation of [13, 26, 27] — the minimum shrunk subspace problem.
The nc-rankA is also obtained via MVSP over K(〈x〉):
MVSP : Max. dimX + dimY
s.t. A(X, Y ) = {0},
X ∈ SL(K(〈x〉)
n), Y ∈ SR(K(〈x〉)
n′).
Indeed, MVSP has obvious optimal solutions (K(〈x〉)n, kerRA) and (kerLA,K(〈x〉)
n′).
Notice that K(〈x〉)n is a scalar extension of Kn, i.e., K(〈x〉)n ≃ K(〈x〉)⊗Kn. Therefore
a feasible solution in MVSP is embedded into a feasible solution in MVSP by (X, Y ) 7→
(K(〈x〉) ⊗ X, Y ⊗ K(〈x〉)). Then Theorem 2.1 also says that MVSP is an exact inner
approximation of MVSP:
Lemma 2.3. Any mv-subspace of MVSP is also an mv-subspace of MVSP.
2.2 Dieudonne´ determinant
Here we introduce a determinant concept for matrices over skew field F, known as
Dieudonne´ determinant [8]. Our reference of Dieudonne´ determinant is [4, Section
11.2]. Our starting point is the following normal form of matrices over skew field F.
Lemma 2.4 (Bruhat normal form; see [4, THEOREM 2.2 in Section 11.2]). Any matrix
A over F is represented as
A = LDPU, (2.3)
for diagonal matrix D, permutation matrix P , lower-unitriangular matrix L, and upper-
unitriangular matrix U , where D and P are uniquely determined.
Here a lower(upper)-unitriangular matrix is a lower(upper)-triangular matrix such
that all diagonals are 1. The proof is done by the Gaussian elimination, and is essentially
the LU-decomposition (without pivoting).
Let F× := F \ {0} denote the multiplicative group of F, and let [F×,F×] denote the
derived group of F×, i.e., [F×,F×] is the group generated by all commutators aba−1b−1.
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The abelization F×ab of F
× is defined by F×ab := F
×/[F×,F×]. For a nonsingular matrix
A, the Dieudonne´ determinant DetA of A is defined by
DetA := sgn(P )d1d2 · · · dn mod [F
×,F×], (2.4)
where A is represented as (2.3) for permutation matrix P and diagonal matrix D with
nonzero diagonals d1, d2, . . . , dn. If F is a field, then [F
×,F×] = {1}, F×ab = F
×, and
Det = det.
Example 2.5.
Det
(
a b
c d
)
=
{
a(d− ca−1b) mod [F×,F×] if a 6= 0,
−bc mod [F×,F×] if a = 0.
(2.5)
The Dieudonne´ determinant has desirable properties of the determinant, though its
value is no longer an element of F.
Lemma 2.6 ([8]; see [4, Theorem 2.6 in Section 11.2]). For nonsingular matrices A,B ∈
Fn×n, it holds DetAB = DetADetB.
Next we introduce the polynomial ring F[t] and its skew field F(t) of fractions (or
the Ore quotient ring of F[t]), where the indeterminate t commutes every element in
F. Here F[t] consists of polynomials
∑k
i=0 ait
i, where k ≥ 0 and ai ∈ F. By using
commuting rule xt = tx, the addition and multiplication in F[t] are naturally defined.
The resulting ring F[t] is called a polynomial ring over F with indeterminate t. In the
notation of [4, 5, 14], F[t] is the skew polynomial ring F[t; 1, 0]. The degree deg p of
polynomial p =
∑k
i=0 ait
i with ak 6= 0 is defined by deg p := k.
The polynomial ring F[t] is an Ore domain, i.e., any two nonzero polynomials p, q ∈
F[t] admit a common multiple pu = qv for some nonzero u, v ∈ F[t]. See [4, Section 9.1]
and [14, Chapter 6] for the detail of an Ore domain and its skew field of fractions. This
enables us to introduce addition and multiplication on the set F(t) of all fractions p/q
for p ∈ F[t], q ∈ F[t] \ {0}. Here p/q is the equivalence class of (p, q) ∈ F[t]× F[t] \ {0}
under the equivalence relation: (p, q) ∼ (p′, q′) ⇔ (pu, qu) = (p′v, q′v) for some nonzero
u, v ∈ F[t]. Addition p/q+ p′/q′ is defined as (pu+ p′v)/qu by choosing u, v ∈ F[t] with
qu = q′v. Multiplication (p/q)(p′/q′) is defined as pu/q′v by choosing u, v ∈ F[t] with
qu = p′v. They are well-defined. The inverse of nonzero element p/q (i.e., p 6= 0) is
given by q/p. In this way, F(t) becomes a skew field into which F[t] is embedded by
p 7→ p/1. Element 1/tk, which is denoted by t−k, commutes each element of F(t).
The degree deg p/q of p/q is defined as deg p − deg q. As was observed by Tael-
man [46], the degree of the Dieudonne´ determinant is well-defined, since the degree is
zero on commutators.
Example 2.7. We see from Example 2.5 that the degree of the determinant of a 2× 2
matrix over F(t) is similar to the commutative case:
deg Det
(
a b
c d
)
≤ max{deg(a) + deg(d), deg(b) + deg(c)}.
The equality holds if deg(a) + deg(d) 6= deg(b) + deg(c).
We let deg DetA := −∞ if A is singular. From the definition and Lemma 2.6, we
have:
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Lemma 2.8 (see [46]). For A,B ∈ F(t)n×n, it holds degDetAB = degDetA +
degDetB.
By using the Dieudonne´ determinant, we can formulate the Smith-McMillan form
of a matrix over F(t); see [41, Section 5.1.2] for the commutative case. An element
p/q ∈ F(t) is said to be proper if deg(p/q) ≤ 0. Let F(t)− denote the ring of proper
elements of F(t). A matrix over F(t)− is also called proper. A proper matrix is called
biproper if it is nonsingular and its inverse is also proper. For integer vector α ∈ Zn, let
(tα) denote the diagonal n× n matrix such that the (i, i)-entry is tαi for i = 1, 2, . . . , n.
Proposition 2.9 (Smith-McMillan form). For a nonsingular matrix A ∈ F(t)n×n, there
are biproper matrices S, T and integer vector α ∈ Zn with α1 ≥ α2 ≥ · · · ≥ αn such
that
SAT = (tα).
The integers αk are uniquely determined by
αk = δk − δk−1 (k = 1, 2, . . . , n),
where δk is the maximum degree of the Dieudonne´ determinants of k × k submatrices
of A, and let δ0 := 0.
A part of the statement is given as an exercise in [4, pp. 459–460] in a general
setting of a valuation ring. The proof is given in Appendix A.3, which goes in almost
the same way as in the commutative case.
Any proper element p/q is written as u + p′/q, where u ∈ F and deg p′ < deg q.
Indeed, if p/q = (atk + p′′)/(btk + q′) for a, b ∈ F, b 6= 0, deg p′′ < k, and deg q′ < k,
then u = ab−1. This element u is uniquely determined (independent of expression p/q);
see [14, Exercise 6F]. Thus any proper matrix A is uniquely written as A = A0+ t−1A′,
where A0 is a matrix over F and A′ is proper.
Lemma 2.10. Let A be a square proper matrix. Then the degree of each diagonal of
the Smith-McMillan form of A is nonpositive, and degDetA ≤ 0. In addition, the
following conditions are equivalent:
(1) deg DetA = 0.
(2) A0 is nonsingular over F.
(3) A is biproper.
(4) A is written as Q1Q2 · · ·Qk (k ≥ 0), where each Qi is a permutation matrix,
proper unitriangular matrix, or diagonal matrix with degree-zero elements.
Proof. The former part is immediate from Lemma 2.9 with the fact that α1 is the
maximum degree of entries of A, and is now nonpositive; then deg DetA = δn =∑n
k=1 αk ≤ 0. We show the equivalence.
(4) ⇒ (3) follows from the fact that each Qi is biproper.
(3) ⇒ (2). If B is the inverse of A and is represented as B = B0 + t−1B′ for proper
B′, then B0 must be the inverse of A0.
(2) ⇒ (1). Consider the Smith-McMillan form A = S(tα)T . From α ≤ 0 and
S0(tα)0T 0 = A0, if deg DetA =
∑
k αk < 0, then αk < 0 for some k, and A
0 must be
singular.
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(1) ⇒ (4). We see in the proof of Proposition 2.9 (Appendix A.3) that S, T in the
Smith-McMillan form of A are taken as the product of those matrices.
Lemma 2.11. For A ∈ F(t)n×n, it holds degDetA ≤ nα1. In addition, if A is a
nonsingular polynomial matrix, then deg DetA ≥ 0.
The latter part is contained in [46, Theorem 1.1].
Proof. The first statement follows from the Smith-McMillan form and deg DetS =
detDetT = 0 for biproper matrices S, T (Lemma 2.10). The polynomial ring F[t] is a
(left and right) Euclidean domain. Therefore, by elementary row and column operations
on F[t] with row and column permutations, A is diagonalized so that the diagonal entries
are polynomials in F[t] (such as the Smith form); see [4, Section 9.2]. Namely PAQ is
a diagonal polynomial matrix for some matrices P,Q with degDetP = deg DetQ = 0.
This implies deg DetA = degDetPAQ ≥ 0.
Finally we note a useful discrete convexity property of the degree of the Dieudonne´
determinant. A valuated matroid [9, 10] on a set E is a function ω : 2E → R ∪ {−∞}
satisfying the following condition:
(EXC) For any X, Y ⊆ E with ω(X), ω(Y ) 6= −∞ and e ∈ X \ Y , there is f ∈ Y \X
such that
ω(X) + ω(Y ) ≤ ω(X ∪ {f} \ {e}) + ω(Y ∪ {e} \ {f}). (2.6)
It is well-known in the literature that the deg-det function gives rise to a valuated
matroid [9, 10]; see [41, Chapter 5]. This is also the case for the deg-Det function.
Proposition 2.12. Let A be an n×m matrix over F(t). The following function ωA :
2{1,...,m} → R ∪ {−∞} is a valuated matroid:
ωA(X) :=
{
degDetA[X ] if |X| = n,
−∞ otherwise
(X ⊆ {1, 2, . . . , m}), (2.7)
where A[X ] denotes the submatrix of A consisting of the i-th columns over i ∈ X.
Proof. For the verification we use a local characterization [41, Theorem 5.2.25] of val-
uated matroids, which says that function ω : 2{1,2,...,m} → R ∪ {−∞} is a valuated
matroid if and only if {X ⊆ {1, 2, ..., m} | ω(X) 6= −∞} is the base family of a matroid
and ω satisfies (EXC) for all pairs X, Y with |X \Y | = |Y \X| = 2. The first condition
for ωA follows from the observation that ωA(X) 6=∞ if and only if A[X ] is nonsingular,
i.e., X forms a basis of (right) vector space F(t)n over skew field F(t). Therefore the
family {X ⊆ {1, 2, ..., m} | ω(X) 6= −∞} is the base family of a representable matroid
over skew field F(t).
We next consider the latter condition, i.e., (EXC) forX, Y with |X\Y | = |Y \X| = 2,
where we can assume that ωA(X) 6= −∞. Let A
′ denote the n × (n + 4) submatrix
of A consisting columns in X ∪ Y . By Lemma 2.8, elementary row operations (or
multiplying a nonsingular matrix from left) to A does not change ωA other than constant
addition. Also we can arrange columns of A′ so that X ∩ Y forms the first n − 2
columns. Hence we can assume that A′ is the form
(
I C
O B
)
, where I is the unit
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matrix of size n − 2, B is a 2 × 4 matrix, and C is an (n − 2) × 4 matrix. Then
ωA′((X ∩ Y ) ∪ {i, j}) = ωB({i, j}) holds for i, j ∈ (X \ Y ) ∪ (Y \X). This can be seen
from the definition of the Dieudonne´ determinant as: By elementary column operations
(or multiplying an upper-unitriangular matrix from right), A[(X ∩Y )∪{i, j}] becomes(
I O
O B[{i, j}]
)
, and then DetA[(X ∩ Y ) ∪ {i, j}] = DetB[{i, j}].
Therefore this reduces our problem to the verification of (EXC) for an arbitrary
2× 4 matrix A. Then (EXC) is equal to:
(4PT) the maximum of ω(12)+ω(34), ω(13)+ω(24), ω(14)+ω(23) is attained at least
twice,
where ωA({i, j}) is simply written as ω(ij).
We may assume that ω(12) 6= −∞ and the (1, 1)-entry is nonzero (by column
permutation). By row operations, we can make A so that the (2, 1)-entry is zero. If the
(2, 3)-entry is nonzero, then make A so that (1, 3)-entry is zero. Then we may consider
two cases: (
a c d e
0 b 0 f
)
and
(
a c 0 e
0 b d f
)
.
Recall Example 2.7. For the former case, ω(12) + ω(34) = ω(14) + ω(23) = deg(a) +
deg(b)+deg(d)+deg(f), and ω(13)+ω(24) = −∞. For the latter case, ω(12)+ω(34) =
deg(a) + deg(b) + deg(d) + deg(e), ω(14) + ω(23) = deg(a) + deg(f) + deg(c) + deg(d),
and ω(13) + ω(24) ≤ deg(a) + deg(d) + max{deg(c) + deg(f), deg(e) + deg(b)} with
equality if deg(c) + deg(f) 6= deg(e) + deg(b). Thus (4PT) holds for all cases.
3 L-convex function on Euclidean building
In this section, we introduce L-convex function on Euclidean building. It will turn out in
Section 4 that the deg-Det computation reduces to an L-convex function minimization
on the Euclidean building for SL(K(t)n). Our approach is lattice-theoretic. First we
set up basic lattice terminologies. Then we introduce a uniform modular lattice, which
is a lattice-theoretic counterpart of a Euclidean building of type A, and we introduce
L-convexity on it.
3.1 Lattice
A lattice is a partially ordered set L such that every pair x, y of elements has the
minimum common upper bound x ∨ y and the maximum common lower bound x ∧ y;
the former is called the join and the latter is called the meet. The partial order is
denoted by , where x ≺ y is meant as x  y and x 6= y. A totally ordered subset of
L is called a chain, which is written as x0 ≺ x1 ≺ · · · ≺ xk. The length of chain C is
defined as |C| − 1. For x, y ∈ L with x  y, the interval [x, y] is defined as the set of
elements z with x  z  y. If [x, y] = {x, y}, we say that y covers x. In this paper,
we only consider lattices in which every chain of every interval has a finite length. A
sublattice L′ is a subset of L such that x, y ∈ L′ implies x∧ y, x∨ y ∈ L′. An interval is
a sublattice. The opposite Lˇ of lattice L is the lattice obtained from L by reversing the
partial order of L. The direct product L×L′ of two lattices L,L′ becomes a lattice by
the product order: (x, x′)  (y, y′) ⇔ x  y and x′  y′.
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A modular lattice is a lattice L such that for every triple x, y, z ∈ L with x  z, it
holds x ∨ (y ∧ z) = (x ∨ y) ∧ z. The opposite of a modular lattice is also a modular
lattice. A useful criterion for the modularity is given as follows. A valuation on a lattice
L is a function v : L → R such that
• v(x) + v(y) = v(x ∧ y) + v(x ∨ y) for all x, y ∈ L, and
• v(x) < v(y) for all x, y ∈ L with x ≺ y.
Lemma 3.1 ([2]). If a lattice L admits a valuation, then L is a modular lattice.
A unit valuation is a valuation v such that v(x) = v(y) − 1 provided y covers x. A
modular lattice (having the minimum element) is said to be complemented if every
element is the join of atoms (= elements covering the minimum element).
Example 3.2. Let F be a skew field. The families SR(F
n) and SL(F
n) of vector sub-
spaces of Fn are complemented modular lattices, where the partial order is the inclusion
relation. The join and meet are given by + and ∩, respectively. Also X 7→ dimX is a
unit valuation.
The family of chains of SR(F
n)\{∅,Fn} (or SL(F
n)\{∅,Fn}) is known as the spherical
building of SL(Fn). More generally, the family of chains of a complemented modular
lattice is equivalent to a spherical building of type A. See [47].
A function f on lattice L is called submodular if it satisfies
f(x) + f(y) ≥ f(x ∧ y) + f(x ∨ y) (x, y ∈ L).
As was noticed in [18, 19, 23], MVSP is viewed as a submodular optimization on a
modular lattice. For a matrix A ∈ Fn×n
′
regarded as a bilinear form (2.1), define
rA : SL(F
n)× SR(F
n′)→ Z by
rA(X, Y ) := the rank of the restriction of A to X × Y .
Lemma 3.3 ([29]; also see [18, 19]). Let A ∈ Fn×n
′
be a matrix over F. Then rA is
submodular on SL(F
n)× SˇR(F
n′), i.e.,
rA(X, Y ) + rA(X
′, Y ′) ≥ rA(X +X
′, Y ∩ Y ′) + rA(X ∩X
′, Y + Y ′).
The vanishing condition A(X, Y ) = {0} is equivalent to rA(X, Y ) = 0. By includ-
ing rA in the objective as a penalty term, MVSP is formulated as an unconstrained
submodular optimization over modular lattice S(Kn)× Sˇ(Kn
′
):
MVSP′ : Min. − dimX − dimY + C
m∑
i=1
rAi(X, Y )
s.t. X ∈ S(Kn), Y ∈ S(Kn
′
),
where C > 0 is a large constant. The approach by Hamada and Hirai [18] is based on
this idea.
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3.2 Uniform modular lattice and Euclidean building
The ascending operator of a lattice L is a map (·)+ : L → L defined by
(x)+ :=
∨
{y ∈ L | y covers x} (x ∈ L). (3.1)
A uniform modular lattice [22] is a modular lattice L such that the ascending operator
is defined and is an automorphism on L. Suppose that L is a uniform modular lattice.
The rank (= the length of a maximal chain) of [x, (x)+] is independent of x, and is
called the uniform-rank of L. The inverse of (·)+ is given by x 7→ the meet of elements
covered by x. In particular, the opposite Lˇ of L is also uniform modular. The product
of two uniform modular lattices is also uniform modular.
Example 3.4. Zn becomes a lattice with respect to vector order ≤, where x∨ y equals
max(x, y) (componentwise maximum of x, y) and x∧y equals min(x, y) (componentwise
minimum of x, y). Now Zn is a uniform modular lattice, where z 7→
∑n
i=1 zi is a unit
valuation, the ascending operator is given by x 7→ x + 1 for all one-vector 1, and the
uniform-rank is equal to n.
A Zn-skeleton of L is a sublattice Σ such that Σ is isomorphic to Zn and the
restriction of the ascending operator of L to Σ is the same as the ascending operator
of Σ. A chain x0 ≺ x1 ≺ · · · ≺ xm is said to be short if xm  (x0)
+.
Lemma 3.5 ([22]). Let L be a uniform modular lattice with uniform-rank n.
(B1) For two short chains C,D, there is a Zn-skeleton Σ containing them.
(B2) If two Zn-skeletons Σ,Σ ′ contain short chains C,D, there is an order-preserving
bijection from Σ to Σ ′ such that it is the identity on C ∪D.
(B1) and (B2) are essentially the apartment axiom of Euclidean building of type A [3];
see [17]. The paper [22] shows that the family of all short chains in a uniform modular
lattice actually forms a Euclidean building of type A, and that every Euclidean building
of type A is obtained in this way. An apartment system of L is a family of Zn-skeletons
such that a Zn-skeleton in (B1) can be chosen from the family. A Zn-skeleton in an
apartment system is simply called an apartment.
Next we consider an important example of a uniform modular lattice arising from
a skew field with a discrete valuation. Let F be a skew field, and let F(t) be the
skew field of rational functions over F. Let F(t)− be the ring of proper elements of
F(t). Consider the n-product F(t)n, which is regarded as a left F(t)−-module of row
vectors as well as a right F(t)−-module of column vectors. Let LL(F(t)
n) denote the
family of all full-rank free F(t)−-submodules1 of F(t)n, where F(t)n is regarded as a
left F(t)−-module of row vectors. Let LR(F(t)
n) be defined as the right analogue. By
definition, an element L ∈ LR(F(t)
n) is represented as 〈Q〉L := {λQ | λ ∈ (F(t)
−)n} for
a nonsingular matrix Q over F(t). Similarly, an element L ∈ LR(F(t)
n) is written as
〈P 〉R := {Pλ | λ ∈ (F(t)
−)n} for a nonsingular matrix P over F(t). For L ∈ LL(F(t)
n)
or LR(F(t)
n), define degL by
degL := degDetP (3.2)
1In the literature of building, such a module is called a lattice. We do use this term for avoiding
confusion.
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for a nonsingular matrix P with L = 〈P 〉L or 〈P 〉R. This is well-defined; if 〈P 〉R = 〈P
′〉R,
then P ′ = PS for some biproper matrix S, and degDetP ′ = deg DetP by Lemmas 2.8
and 2.10.
We give three lemmas on the family LR(F(t)
n) below. They hold when R is replaced
by L. The first one is shown in [22] for the case where F is a field.
Lemma 3.6 ([22]). LR(F(t)
n) is a uniform modular lattices, where L 7→ degL is a
unit valuation, the uniform-rank is equal to n, and the ascending operator is given by
L 7→ tL.
We give in the appendix a proof by adapting the argument in [22] for our non-
commutative setting.
For an integer vector z ∈ Zn, recall that (tz) denotes the diagonal matrix with
diagonals tz1 , tz2, . . . , tzn. For a nonsingular matrix Q, let ΣR(Q) denote the sublattice
of LR(F
n) consisting of 〈Q(tz)〉R for all z ∈ Z
n. Similarly, define ΣL(Q) by ΣL(Q) :=
{〈(tz)Q〉L | z ∈ Z
n}.
Lemma 3.7 (see [17, Chapter 19] for the commutative version). The family of sublat-
tices consisting of ΣR(Q) for all nonsingular Q ∈ F(t)
n×n forms an apartment system
in LR(F(t)), where z 7→ 〈Q(t
z)〉R is an isomorphism between Z
n and ΣR(Q).
The proof is given in the appendix. Next we study the lattice structure of interval
[L, (L)+] = [L, tL], which is a complemented modular lattice and is turned out to be
the spherical building at the link of L. For M ∈ LR(F(t)
n) with L ⊆ M ⊆ tL, the
quotient group M/L becomes a right F-vector space by (u+ L)α := uα+ L for α ∈ F.
For an F-vector subspace X of tL/L, define submodule L ◦X of tL by
L ◦X := {u ∈ tL | u+ L ∈ X}. (3.3)
Lemma 3.8. Let L ∈ LR(F(t)
n).
(1) tL/L is a right F-vector space with dimension n.
(2) [L, tL] is isomorphic to SR(tL/L) by M 7→M/L with inverse X 7→ L ◦X.
(3) For X ∈ SR(tL/L), it holds degL ◦X = degL+ dimX.
(4) If L = 〈P 〉R, then [L, tL] is given by
[L, tL] = {〈PS(t1≤k)〉R | 0 ≤ k ≤ n, S ∈ F
n×n : nonsingular},
where 1≤k denotes the 0,1-vector such that the first k elements are 1 and others
are zero.
Proof. (1). Suppose that {p1, p2, . . . , pn} is a basis of L. Then {tp1, tp2, . . . , tpn} is a
basis of tL. We show that {tp1 + L, tp2 + L, . . . , tpn + L} is a basis of tL/L. Every
element u ∈ tL is written as u =
∑n
i=1 tpiλi for λi ∈ F(t)
−. Here λi is written as
λi = λ
0
i + t
−1λ′i for λ
0
i ∈ F and λ
′
i ∈ F(t)
−. This means that u ∈
∑n
i=1 tpiλ
0
i + L. Thus
{tp1+L, tp2 +L, . . . , tpn+L} spans tL/L. We show the linear independence. Suppose
that
∑n
i=1 tpiαi = u ∈ L for αi ∈ F. Since {p1, p2, . . . , pn} is a basis of L, it must be
αit ∈ F(t)
−, and αi = 0.
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(2). It suffices to verify that L ◦X is a full-rank free submodule. Since tL is a free
F(t)−-module and F(t)− is PID, the submodule L ◦X of tL is a free module containing
L, and hence has rank n.
(3) follows from (2) and the fact that deg and dim are unit valuations.
(4). By the proof of (1), the column vectors of tP modulo L become an F-basis of
tL/L. Therefore any vector subspace X ⊆ tL/L is spanned by F-linear combinations
of column vectors of tP modulo L. Thus, if dimX = k, then for some nonsingular
matrix S over F, X is spanned by the first k columns of tPS (modulo L). Then
L ◦ X = 〈PS(t1≤k)〉R must hold. Indeed, ⊇ is obvious, and the equality follows from
deg〈PS(t1≤k)〉R = degL+ k = degL+ dimX = degL ◦X (by (3)).
Example 3.9. Consider the simplest case of LR(F(t)
2) with F = Z/2Z. Then L ∈
LR(F(t)
2) is spanned by two vectors p1, p2 ∈ F(t)
2; we simply write it as L = 〈p1, p2〉R.
According to the proof of Lemma 3.8, e1 := tp1 + L and e2 := tp2 + L form an F-basis
of tL/L. In particular, tL/L is isomorphic to F2 by F2 ∋
(
a1
a2
)
7→ a1e1 + a2e2. There
are five subspaces in F2:
X0 = {0}, X1 = F
(
1
0
)
, X2 = F
(
0
1
)
, X3 = F
(
1
1
)
, X4 = F
2.
Then [L, tL] consists of L = L ◦X0, tL = L ◦X4, and
L ◦X1 = 〈tp1, p2〉R, L ◦X2 = 〈tp2, p1〉R, L ◦X3 = 〈t(p1 + p2), p2〉R.
3.3 L-convex function
We first review L-convex functions on Zn; see [42, Chapter 7] for details. A function
g : Zn → R ∪ {∞} is called L-convex if it satisfies:
(SUBZ) g(x) + g(y) ≥ g(min(x, y)) + g(max(x, y)) for x, y ∈ Zn.
(LIN+1) There is r ∈ R such that g(x+ 1) = g(x) + r for x ∈ Zn.
We treat the infinity element ∞ as ∞+ c =∞ for c ∈ R ∪ {∞} and b <∞ for b ∈ R.
Also we assume that any function g : Zn → R ∪ {∞} has a point x with g(x) <∞.
Example 3.10. The following function g : ZN → R ∪ {∞} is known to be L-convex:
g(x) =
∑
1≤i,j≤N
φij(xi − xj) (x ∈ Z
N),
where φij : Z→ R∪{∞} is a 1-dimensional convex function for each i, j. This L-convex
function arises from the dual of minimum-cost network flow.
We are interested in minimization of an L-convex function. Note that r = 0 in
(LIN+1) is a necessary condition for the existence of a minimizer. We tacitly assume
r = 0 in the sequel. The following optimality property is basic.
Lemma 3.11 ([40]). Let g : Zn → R ∪ {∞} be an L-convex function. A point x ∈ Zn
is a minimizer of g if and only if
g(x) ≤ g(x+ u) (u ∈ {0, 1}n). (3.4)
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This property naturally leads to the following simple descent algorithm, called the
steepest descent algorithm.
Steepest Descent Algorithm (SDA(Zn))
Input: An L-convex function g : Zn → R ∪ {∞}.
Output: A minimizer of g.
Step 0: Choose x0 ∈ Zn with g(x0) <∞. Let i := 0.
Step 1: Find a minimizer y of g over xi + {0, 1}n.
Step 2: If g(y) < g(xi), then let i← i+ 1, xi ← y, and go to step 1.
Step 3: Otherwise, output xi as a minimizer.
A point y in Step 1 is called a steepest direction at xi. The function u 7→ g(x + u) is
submodular on Boolean lattice {0, 1}n. Hence a steepest direction can be found by a
submodular function minimization on the Boolean lattice.
An intriguing property of SDA is the following bound of the number of the iterations.
Theorem 3.12 ([44]). Let g : Zn → R∪{∞} be an L-convex function, and let k be the
minimum l∞-distance between x
0 and minimizers y ≥ x0, i.e.,
k := min{‖x0 − y‖∞ | y is a minimizer of g with y ≥ x
0 }. (3.5)
In SDA, the k-th point xk is a minimizer of g.
Next we introduce L-convex functions on a uniform modular lattice, and generalize
the above properties. The argument goes in a straightforward way. Let L be a uniform
modular lattice with uniform-rank n. A function g : L → R ∪ {∞} is called L-convex
if it satisfies:
(SUB) g(x) + g(y) ≥ g(x ∧ y) + g(x ∨ y) for all x, y ∈ L.
(LIN+) There is α ∈ R such that g((x)+) = g(x) + α for all x ∈ L.
Fix an arbitrary apartment system of L. Every apartment of L is a sublattice isomorphic
to Zn and preserves the ascending operation. Thus the L-convexity is characterized by
the L-convexity on each apartment.
Lemma 3.13. A function g : L → R ∪ {∞} is L-convex if and only if the restriction
of g to every apartment Σ is L-convex, where Σ is identified with Zn.
The optimality criterion (Lemma 3.11) is generalized as follows.
Lemma 3.14. Let g : L → R ∪ {∞} be an L-convex function. A point x ∈ L is a
minimizer of g if and only if
g(x) ≤ g(x+ u) (u ∈ [x, (x)+]). (3.6)
Proof. Suppose that x is not a minimizer. Consider a minimizer y of g. Choose an
apartment Σ containing x and y. By Σ ≃ Zn and Lemmas 3.11 and 3.13, there is
u ∈ [x, x+ 1] ⊆ [x, (x)+] with g(u) < g(x).
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The steepest descent algorithm is formulated as follows.
Steepest Descent Algorithm (SDA(L))
Input: An L-convex function g : L → R ∪ {∞}.
Output: A minimizer of g.
Step 0. Choose x0 ∈ L with g(x0) <∞. Let i := 0.
Step 1. Find a minimizer y of g over [xi, (xi)+].
Step 2. If g(y) < g(xi), then let i← i+ 1, xi ← y, and go to step 1.
Step 3. Otherwise, output xi.
The interval [xi, (xi)+] is a complemented modular lattice, and g is submodular on
[xi, (xi)+]. In particular, Step 1 reduces to a submodular function minimization on the
complemented modular lattice. In the building-theoretic view, [xi, (xi)+] is the spherical
building at the link of point xi, and Step 1 is an optimization on the spherical building.
To generalize the iteration bound (Theorem 3.12), we introduce the l∞-distance on
L. For two elements x, y ∈ L, choose an apartment Σ containing x, y, identify Σ with
Zn, and define the l∞-distance d∞(x, y) by
d∞(x, y) := ‖x− y‖∞. (3.7)
One can see from the property (B2) in Lemma 3.5 that d∞ is independent of the choice
of the apartment.
Theorem 3.15. Let g : L → R ∪ {∞} be an L-convex function, and let k be the
minimum l∞-distance between x
0 and minimizers y  x0, i.e.,
k := min{d∞(x
0, y) | y is a minimizer of g with y  x0 }. (3.8)
In SDA(L), the k-th point xk is a minimizer of g.
Proof. We may suppose that a minimizer exists. It suffices to show that the distance
k decreases by 1 on the update x0 → x1. Let y be a minimizer of g with y  x and
d∞(x
0, y) = k. Choose apartment Σ containing y and short chain {x0, x1}. Identify Σ
with Zn. Then x0 is not a minimizer of g over Σ. Then the update x0 → x1 is viewed
as the update of the first iteration of SDA(Zn). Thus, by Theorem 3.12, the distance
decreases on Σ and on L.
Let F be a skew field, and let F(t) be the skew field of rational functions. For
(nonzero) A ∈ F(t)n×n, define degA : LL(F(t)
n)× LR(F(t)
n)→ Z by
degA(L,M) := max{deg u | u ∈ A(L,M)}. (3.9)
Notice that if L = 〈P 〉L and M = 〈Q〉R then degA(L,M) is equal to the maximum
degree of an entry of PAQ. An affine analogue of Lemma 3.3 is the following:
Lemma 3.16. Let A ∈ F(t)n×n. Then the function (L,M) 7→ ∞ · degA(L,M) is
L-convex on LL(F(t)
n)×LˇR(F(t)
n), where ∞· c is defined as ∞ if c > 0 and 0 if c ≤ 0.
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Here LL(F(t)
n)× LˇR(F(t)
n) is viewed as a uniform modular lattice with ascending
operator (L,M) 7→ (tL, t−1M).
Proof. By Lemmas 3.13 and 3.7, it suffices to show the L-convexity on the apart-
ment ΣL(P ) × ΣˇR(Q) of LL(F(t)
n) × LˇR(F(t)
n). Suppose that the row vectors of
P are p1, p2, . . . , pn and column vectors of Q are q1, q2, . . . , qn. Then the apartment
ΣL(P ) × ΣˇR(Q) is isomorphic to Z
n × Zn by (z, w) 7→ (〈(tz)P 〉L, 〈Q(t
−w)〉R). Now
degA(〈(tz)P 〉L, 〈Q(t
−w)〉R) = max1≤i,j≤n deg(t
zipiAt
−wiqj) = max1≤i,j≤n zi−wj+deg piAqj .
Thus
∞ · degA(〈(tz)P 〉L, 〈Q(t
−w)〉R) =
∑
1≤i,j≤n
∞ · (zi − wj + deg piAqj).
Notice that x 7→ ∞ · (x + b) is convex on Z. By Example 3.10 (with N = 2n),
(z, w) 7→ degA(〈(tz)P 〉L, 〈Q(t
−w)〉R) is L-convex on Z
n × Zn = Z2n. This means that
∞ · degA is L-convex on ΣL(P )× ΣˇR(Q).
4 Computing degree of determinant
The goal of this section is to establish a formula and algorithm for the degree of the
Dieudonne´ determinant of a linear symbolic matrix. Let A = A0 + A1x1 + · · · +
Amxm be a linear matrix over K(t). Now A is viewed as a matrix over the skew field
K(〈x1, x2, . . . , xm〉)(t) of rational functions over the free field K(〈x1, x2, . . . , xm〉). As in
the case of the nc-rank, we first give an upper bound of deg DetA. The following upper
bound of deg DetA is observed by Murota [39] for deg detA, which was a basis of the
combinatorial relaxation algorithm.
Lemma 4.1. For nonsingular matrices P,Q over K(t), if PAiQ is a proper matrix
over K(t) for i = 0, 1, 2, . . . , m, then degDetA ≤ − deg detP − deg detQ.
Proof. PAQ is a proper matrix over K(〈x〉)(t). Also deg detP = degDetP and
deg detQ = degDetQ. Thus the claim follows from Lemmas 2.6 and 2.10.
This gives rise to the following optimization problem (maximum vanishing submodule
problem (MVMP)2):
MVMP : Max. deg detP + deg detQ
s.t. PAiQ: proper (i = 0, 1, . . . , m),
P, Q ∈ K(t)n×n : nonsingular.
Just as MVSP is formulated as an optimization over the lattice of vector subspaces of
Kn (see (2.2)), MVMP is reformulated as an optimization over the lattice of submodules
of K(t)n. Recall notions in Section 3.2. Then the above problem is rephrased as the
following:
MVMP : Max. degL+ degM
s.t. degAi(L,M) ≤ 0 (i = 0, 1, . . . , m),
L ∈ LL(K(t)
n), M ∈ LR(K(t)
n).
The following theorem states that this upper bound is tight for deg Det, which is an
extension of the Fortine-Rautenauer formula (Theorem 2.1). The proof is given later.
2The second M means subModule.
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Theorem 4.2. Let A = A0+A1x1+A2x2+ · · ·+Amxm be an n×n linear matrix over
K(t). Then degDetA is equal to the negative of the optimal value of MVMP.
Then deg Det is an upper bound of deg det, analogously to the relation between
rank and nc-rank.
Corollary 4.3. deg detA ≤ detDetA.
Proof. Let (〈P 〉L, 〈Q〉R) be an optimal solution for MVMP. By Theorem 4.2, it holds
deg DetA = − deg detP − deg detQ. Now PAQ is also a proper matrix over K(x)(t).
By Lemma 2.10 we have deg detA ≤ − deg detP − deg detQ = deg DetA.
We also give an algorithm to solve MVMP for a polynomial matrix A.
Theorem 4.4. Let A = A0+A1x1+A2x2+ · · ·+Amxm be an n×n linear matrix over
K[t]. MVMP can be solved in O(ℓnγ+ℓ2mnω+2) time, and in O((ℓ−αn)γ+(ℓ−αn)
2mnω)
time if A is nonsingular, where
• γ is the time complexity of solving MVSP for an n× n linear matrix over K,
• ℓ(= α1) is the maximum degree of entries in A,
• αn is the minimum degree of the Smith-McMillan form of A in K(〈x〉)(t), and
• ω is the exponent of the time complexity of matrix multiplication of n×n matrices.
Here we make a strong assumption that arithmetic operations on K can be done
in constant time. The bit-length consideration of our algorithm is left to future work.
The above results are proved in the subsequent subsections.
Remark 4.5. The maximum degree of the subdeterminants of n× n′ linear matrix A
can be computed by combining the above result with the valuated-matroid property
(Proposition 2.12). Indeed, consider the expanded matrix A˜ := (I A) and the valuated
matroid ω obtained from column vectors of A˜. Then the maximum degree of the
subdeterminants of A is equal to the maximum value of ω(X) over X ⊆ {1, 2, . . . , n+n′}
with |X| = n. By the greedy algorithm [9] (see also [41, Section 5.2.4]), it is obtained
by O((n + n′)2) evaluations of ω, where the evaluation is done by the algorithm in
Theorem 4.4.
4.1 Optimality
Here we establish an optimality criterion for MVMP, and prove Theorem 4.2. We
first note that MVMP can be viewed as L-convex function minimization on a uniform
modular lattice:
Min. − degL− degM +
m∑
i=0
∞ · degAi(L,M)
s.t. (L,M) ∈ LL(K(t)
n)× LˇR(K(t)
n). (4.1)
Recall Lemma 3.16 for the notation ∞ · degAi(L,M). Then the objective function
is actually L-convex. Indeed, by Lemma 3.16, the functions in the summation are L-
convex. Recall Lemma 3.6 that deg is a unit valuation on a uniform modular lattice.
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Then (L,M) 7→ − degL−degM is L-convex on LL(K(t)
n)×LˇR(K(t)
n) with − deg tL−
deg t−1M = − degL − degM . Notice from the definition that the sum of L-convex
functions is L-convex.
This fact and Lemma 3.14 motivate us to consider the restriction of MVMP to in-
terval [(L,M), (L,M)+] = [(L,M), (tL, t−1M)] for a feasible solution (L,M) of MVMP.
Since degAi(L,M) ≤ 0, it holds degAi(L
′,M ′) ≤ 1 for (L′,M ′) ∈ [(L,M), (L,M)+];
see Lemma 3.8 (4). To study MVMP on [(L,M), (L,M)+], we may consider the
coefficient of t in Ai(tu, v) for u ∈ L, v ∈ M . For each Ai, define a bilinear map
AL,Mi : tL/L×M/t
−1M → K by
AL,Mi (tu+ L, v + t
−1M) := Ai(u, v)
0
= the coefficient of t in Ai(tu, v) (u ∈ L, v ∈M).
This is well-defined (by A(L,M) ⊆ K(t)−). Define MVSPL,M by
MVSPL,M : Max. dimX + dimY
s.t. AL,Mi (X, Y ) = {0} (i = 0, 1, . . . , m),
X ∈ S(tL/L), Y ∈ S(M/t−1M).
Recall Lemma 3.8 for notation L ◦ X for X ∈ S(tL/L). Also, for Y ∈ S(M/t−1M),
define M • Y := t−1M ◦ Y . Then the following lemma verifies that MVSPL,M is the
restriction of MVMP to [(L,M), (L,M)+](≃ S(tL/L) × Sˇ(M/t−1M)):
Proposition 4.6. Let (L,M) be a feasible solution of MVMP. For (X, Y ) ∈ S(tL/L)×
S(M/t−1M), we have the following:
(1) degL ◦X + degM • Y = degL+ degM + (dimX + dimY − n).
(2) (L◦X,M •Y ) is feasible to MVMP if and only if (X, Y ) is feasible to MVSPL,M .
Proof. (1) follows from Lemma 3.8 (3). (2) follows from:
degAi(L ◦X,M • Y ) ≤ 0
⇔ degAi(tu, v) ≤ 0 (u ∈ L : tu+ L ∈ X, v ∈M : v + t
−1M ∈ Y )
⇔ Ai(u, v)
0 = 0 (u ∈ L : tu+ L ∈ X, v ∈M : v + t−1M ∈ Y )
⇔ AL,Mi (X, Y ) = {0}.
Suppose that L and M are given as L = 〈P 〉L and M = 〈Q〉R. Then MVSP
L,M is
also written as
MVSPP,Q : Max. dimX + dim Y
s.t. (PAiQ)
0(X, Y ) = {0} (i = 0, 1, . . . , m),
X ∈ S(Kn), Y ∈ S(Kn).
Now we have the following optimality criterion.
Proposition 4.7. The following conditions are equivalent:
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(1) (L,M) is optimal to MVMP.
(2) The optimal value of MVSPL,M is at most n (is equal to n).
(3) The linear matrix
(PAQ)0 = (PA0Q)
0 + (PA1Q)
0x1 + · · ·+ (PAmQ)
0xm
is nonsingular on K(〈x〉).
(4) detDetA is equal to − deg detP − deg detQ.
Proof. (4)⇒ (1) follows from Lemma 4.1. (2)⇒ (3) follows from Theorem 2.1. Indeed,
the optimal value of MVSPL,M is equal to 2n − nc-rank(PAQ)0. If the value is at
most n, then nc-rank(PAQ)0 ≥ n, and hence nc-rank(PAQ)0 = n, i.e., (PAQ)0 is
nonsingular on K(〈x〉). (3) ⇒ (4) follows from Lemma 2.10. (1) ⇒ (2) follows from
Proposition 4.6.
Proof of Theorem 4.2. We may assume that MVMP is bounded. Take a feasible so-
lution (L,M) = (〈P 〉L, 〈Q〉R). If (PAQ)
0 is nonsingular, then degDetA = − degL −
degM . Otherwise, we obtain another feasible solution (L′,M ′) of MVMP with degL′+
degM ′ > degL + degM . Let (L,M) ← (L′,M ′). Repeating this procedure finitely
many times, we obtain deg DetA = − degL− degM .
Notice that the proof is also obtained directly from Proposition 4.7 (1) ⇔ (4).
4.2 Steepest descent algorithm
The above proof of Theorem 4.2 is algorithmic, and naturally leads to the following
algorithm, which can be viewed as the steepest descent algorithm for the L-convex
function in (4.1).
Steepest Descent Algorithm for degDet (coordinate-free version)
Input: A linear matrix A = A0 + A1x1 + · · ·+ Amxm over K(t).
Output: The degree deg DetA of the Dieudonne´ determinant of A.
Step 0: Choose a feasible solution (L,M) of MVMP.
Step 1: Solve MVSPL,M to obtain an mv-subspace (X, Y ).
Step 2: If dimX+dimY ≤ n, then (L,M) is optimal to MVMP and output − degL−
degM .
Step 3: Let (L,M)← (L ◦X,M • Y ), and go to step 1.
In step 1, the algorithm chooses an mv-subspace (X, Y ), and therefore (L ◦X,M • Y )
is actually a steepest direction at (L,M). The input is allowed to be a linear rational
matrix A. If A is nonsingular, then the algorithm outputs the correct answer after
finitely many iterations; the exact number of iterations will be given in Lemma 4.9. In
the case of singular A, we do not know when the algorithm should output −∞.
We next consider the case of a linear polynomial matrix, and prove Theorem 4.4.
We specialize the above algorithm with a matrix form.
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Steepest Descent Algorithm for degDet (matrix version)
Input: A linear matrix A = A0+A1x1+ · · ·+Amxm over K[t], where ℓ is the maximum
degree of entries of A.
Output: The degree deg DetA of the Dieudonne´ determinant of A.
Step 0: Let Ai ← Ait
−ℓ for i = 0, 1, 2, . . . , m, and D∗ ← nℓ.
Step 1: Solve MVSP in the matrix form
Max. r + s
s.t. SA0iT has a zero submatrix in first r rows and first s columns,
S, T ∈ Kn×n : nonsingular,
and obtain optimal matrices S, T .
Step 2: If the optimal value r + s is at most n, then output D∗.
Step 3: Let Ai ← (t
1≤r)SAiT (t
−1>s) for i = 0, 1, 2, . . . , m, and D∗ ← D∗− (r+ s−n).
If D∗ < 0, then output −∞. Go to step 1 otherwise.
Here 1>s := 1−1≤s. Notice that the matrix version changes the input linear matrix A in
each iteration. In step 0, we suppose feasible module (L,M) = (〈P 〉L, 〈Q〉R) = (I, t
−ℓI)
with degL+degM = −D∗ = −nℓ. The update in step 3 can be understood as the move-
ment from (L,M) = (〈P 〉L, 〈Q〉R) to a steepest direction (〈(t
1≤r)SP 〉L, 〈QT (t
−1>s)〉R)
in [(L,M), (tL, t−1M)]; see Lemma 3.8 (4). Since the input is a polynomial matrix,
deg DetA is guaranteed to be nonnegative if A is nonsingular (Lemma 4.1). Also D∗ is
always an upper bound of deg DetA. Thus D∗ < 0 in step 3 implies deg DetA = −∞.
The following modification of step 3 is natural.
Step 3′: Choose the minimum integer κ ≥ 1 such that ((tκ1≤r)SAT (t−κ1>s))0 has a
nonzero submatrix in first r rows and s columns. Let Ai ← (t
κ1≤r)SAiT (t
−κ1>s)
for i = 0, 1, 2, . . . , m, and let D∗ := D∗ − κ(r + s − n). If κ is unbounded or
D∗ < 0, then output deg DetA = −∞. Go to step 1 otherwise.
The coordinate-free formulation cannot incorporate this modification, since it depends
on basis matrices for the current (L,M) and the mv-subspace in step 2. The modified
SDA using step 3′ is considered in Section 5.1.
We next estimate the number of iterations by using the L-convexity (Theorem 3.15).
For this purpose, we consider the master problem MVMP of MVMP:
MVMP : Max. degL+ degM
s.t. degA(L,M) ≤ 0,
L ∈ LL(K(〈x〉)(t)
n), M ∈ LR(K(〈x〉)(t)
n),
where the linear matrix A is regarded as a bilinear form on K(〈x〉)(t)n × K(〈x〉)(t)n.
Solving MVMP is theoretically easy. Choose biproper matrices P,Q so that PAQ is
the Smith-McMillan form. Now PAQ is the diagonal matrix (tα) for α ∈ Z. Consider
L∗ := 〈(t−α
−
)P 〉L and M
∗ := 〈Q(t−α
+
)〉R for α
+ := max(0, α) and α− := min(0, α).
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Then (L∗,M∗) is feasible to MVMP. Also degL∗+degM∗ = −
∑n
i=1 αi = − degDetA,
and hence (L∗,M∗) is an optimal solution.
As for MVSP embedded to MVSP, MVMP is embedded to MVMP by the scalar
extension (L,M) 7→ (K(〈x〉)(t)−⊗L,M⊗K(〈x〉)(t)−). In particular MVMP is an exact
inner approximation of MVMP. We further show that the steepest descent algorithm
for MVMP is viewed as that for MVMP. Let (L,M) = (〈P 〉L, 〈Q〉R) be a feasible
solution of MVMP and of MVMP. Consider MVSPP,Q, and then MVSP
P,Q
, which is
given by
MVSP
P,Q
: Max. dimX + dimY
s.t. (PAQ)0(X, Y ) = {0},
X ∈ SL(K(〈x〉)
n), Y ∈ SR(K(〈x〉)
n).
By Lemma 2.3, any mv-subspace of MVSPP,Q is also an mv-subspace of MVSP
P,Q
=
MVSPP,Q. Thus we have:
Lemma 4.8. A steepest direction for MVMP at (L,M) is also a steepest direction for
MVMP at (L,M).
We next show the exact number of the iterations of SDA, where by the number of
the iterations we mean the number of the updates of (L,M) (or A).
Lemma 4.9. If A is nonsingular, then the number of the iterations of the steepest
descent algorithm is equal to α1−αn, where α1 and αn are the maximum and minimum
degrees, respectively, of the Smith-McMillan form of A.
Proof. Notice that ℓ = α1. By the initial update A ← At
−α1 , we can assume that
α1 = 0 ≥ αn and the initial point (L,M) is (〈I〉L, 〈I〉R). An optimal solution (L
∗,M∗)
of MVMP with (L∗,M∗)  (L,M) is given by (〈(t−α)〉L, 〈I〉R). Thus the ℓ∞-distance
from initial point to optimal solutions is at most −αn. By Theorem 3.15, the number
of iteration is at most αn. The algorithm terminates when αn = 0, i.e., A becomes
biproper (Lemma 2.10). Thus it suffices to show that αn(< 0) increases by at most one
in the update A← (t1≤r)SAT (t−1>s). Obviously δn = degDetA increases by r+ s−n.
Also δn−1 increases by r + s− n, r + s− 1 − n, or r + s + 1 − n; then αn = δn − δn−1
increases by most one, as required.
The increase of δn−1 can be seen as follows. Notice first that the update A ←
SAT does not change δn−1. In the next update A ← (t
1≤r)A(t−1>s), the degree of an
(n−1)× (n−1) submatrix of A increases by r+s+1−n if the submatrix has all of the
first r rows and misses one of the last n− s columns, by r+ s− 1− n if the submatrix
misses one of the first r rows and has all of the last n − s columns, and by r + s − n
otherwise.
Proof of Theorem 4.4. We verify the time complexity of SDA (matrix form). After the
initialization (step 0), each matrix Ai is kept in the form
A0i + A
(1)
i t
−1 + · · ·+ A
(d)
i t
−d, (4.2)
where A
(j)
i is a matrix over K, and d := ℓ. Step 1 can be done in γ time. The update of
expression (4.2) in Step 3 can be done in O(dmnω) time. The total number of iterations
is nℓ if A is singular, and ℓ − αn if A is nonsingular (Lemma 4.9). In each iteration,
d increases by one. Thus the total is O(ℓnγ + ℓ2mnω+2) time if A is singular, and is
O((ℓ− αn)γ + (ℓ− αn)
2mnω) if A is nonsingular.
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4.3 Combinatorial relaxation algorithm
The steepest descent algorithm changes basis matrices P,Q in each iteration. It is a
natural idea to optimize on the apartment ΣL(P ) × ΣR(Q) in each iteration. This
modification can be expected to reduce matrix operations, and leads to the following
algorithm, which is viewed as a generalization of the combinatorial relaxation algorithm
previously developed for deg det [30, 31, 38, 39].
Combinatorial Relaxation Algorithm for degDet
Input: A linear matrix A = A0+A1x1+ · · ·+Amxm over K[t], where ℓ is the maximum
degree of entries of A.
Output: The degree deg DetA of the Dieudonne´ determinant of A
Step 0: Let Ai ← Ait
−ℓ for i = 0, 1, 2, . . . , m, and D∗ ← nℓ.
Step 1: If A0 is nonsingular, then output D∗ = degDetA.
Step 2: Find nonsingular matrices S, T ∈ Kn×n such that each SA0iT (i = 0, 1, 2, . . . , m)
has a zero submatrix in first r rows and first s columns with r + s > n.
Step 3: Solve the following problem:
MVMP(Σ) : Max.
∑
i
pi −
∑
i
qi
s.t. (tp)SAT (t−q) is proper,
p, q ∈ Zn+
to obtain optimal vectors p, q ∈ Zn+. Let Ai ← (t
p)SAiT (t
−q) for i = 0, 1, 2, . . . , m,
and let D∗ ← D∗ −
∑
i pi +
∑
i qi. If D
∗ < 0 or MVMP(Σ) is unbounded, then
output deg DetA := −∞. Otherwise, go to step 1.
The condition r + s > n in step 1 guarantees that D∗ strictly decreases. Hence
the algorithm terminates after ℓn steps. If the current solution (L,M) is given by
(〈P 〉L, 〈Q〉R), then MVMP(Σ) is viewed as the restriction of MVMP to the apartment
ΣL(SP )×ΣR(QT ). Moreover, MVMP(Σ) is the dual of the weighted matching prob-
lem in a bipartite graph. Indeed, the condition that (tp)SAT (t−q) is proper is written
as
pi − qj + dij ≤ 0 (1 ≤ i, j ≤ n), (4.3)
where dij(≤ 0) is the maximum degree of the (i, j)-entry of SAT . Thus MVMP(Σ) is
the dual of the following weighted perfect matching problem:
Max.
n∑
i=1
diσ(i)
s.t. σ : permutation on {1, 2, . . . , n},
which can be efficiently solved by the Hungarian method to obtain optimal solution p, q
of the dual.
The combinatorial relaxation algorithm is seemingly more efficient than the steep-
est descent algorithm, although we do not know any nontrivial iteration bound. The
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meaning of “relaxation” is explained as follows. Step 3 can be viewed as a relaxation
process that the linear matrix A is “relaxed” into another linear matrix A˜ by replacing
each leading term aijt
dij (aij ∈ K) of A with xijt
dij for a new variable xij . The optimal
value of MVMP(Σ) is the negative of deg Det A˜, and deg DetA ≤ degDet A˜. Step 1
tests whether the relaxation is tight or not.
5 Linear symbolic matrix with rank-1 summands
In this section, we study a class of linear matrices A = A0 + A1x1 + · · · + Amxm for
which deg detA = detDetA holds. In the case of (nc-)rank, Lova´sz [37] showed that
if each summand Ai is a rank-1 matrix, then the rank of A is given by MVSP, i.e.,
rankA = nc-rankA. Ivanyos, Karpinski, and Saxena [25] extended this result to the
case where each Ai other than A0 has rank one.
Theorem 5.1 ([25]). Let A = A0+A1x1+ · · ·+Amxm be a linear matrix over field K.
If A1, A2, . . . , Am are rank-1 matrices, then rankA = nc-rankA.
We remark that the rank computation of such a matrix reduces to linear matroid
intersection [37, 45].
We show that Theorem 5.1 is naturally extended to the degree of the determinant
of linear matrix A = A0 + A1x1 + · · ·+ Amxm over K(t).
Theorem 5.2. Let A = A0 + A1x1 + · · · + Amxm be a linear matrix over K(t). If
A1, A2, . . . , Am are rank-1 matrices, then deg detA = degDetA.
Proof. Consider an optimal module (〈P 〉L, 〈Q〉R) for MVMP. By Proposition 4.7, the
linear matrix (PAQ)0 is nonsingular as a matrix over K(〈x〉). Notice that each (PAiQ)
0
for i = 1, 2, . . . , m has rank one. Indeed, PAiQ is a rank-1 matrix over K(t), and hence
is written as u˜v˜⊤ for (nonzero) u˜, v˜ ∈ K(t)n. Consider the maximum degrees c and
d of the components of u˜ and v˜, respectively. Necessarily c + d ≤ 0 (since PAiQ is
proper), and PAiQ is written as t
cutdv⊤ for u, v ∈ (K(t)−)n. Then (PAiQ)
0 = u0(v0)⊤
if c+ d = 0 and zero if c+ d < 0.
By Theorem 5.1, the linear matrix (PAQ)0 is also nonsingular as a matrix over
K(x). By Lemma 2.10, we have deg detA = − deg detP − deg detQ = degDetA.
Remark 5.3. Observe from the Fortine-Rautenauer formula (Theorem 2.1) that the nc-
rankA is a property of the matrix vector subspaceA ⊆ Kn×n
′
spanned byA0, A1, . . . , Am
over K. Therefore, rankA = nc-rankA still holds if the matrix subspace A′ ⊆ Kn×n
′
spanned by A1, . . . , Am admits a rank-1 basis B1, B2, . . . , Bm′. Indeed, the constraint
Ai(X, Y ) = {0} in MVSP can be replaced by Bi(X, Y ) = {0}. See [16, 24] for the rank
computation of such a linear matrix with a hidden rank-1 basis.
In the case of deg Det, instead of the matrix vector space, we may consider the matrix
submodule A ⊆ K(t)n×n generated by A1, A2, . . . , Am over K(t)
−. Since K(t)− is a PID
and A is a submodule of a free module of matrices with bounded degree entries, A is
also free, and has a K(t)−-basis. Analogously to the above, deg detA = degDetA holds
if the matrix module A′ generated by A1, . . . , Am admits a rank-1 basis B1, B2, . . . , Bm′ ;
the constraint degAi(L,M) ≤ 0 can be replaced by degBi(L,M) ≤ 0.
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Remark 5.4. An important example of a linear matrix with possibly rank < nc-rank
is a skew-symmetric linear matrix A =
∑m
i=1 xiAi with rank-2 skew-symmetric sum-
mands Ai. The problem of computing the (usual) rank of such a matrix is a general-
ization of the nonbipartite matching problem, and is equivalent to the linear matroid
parity problem; see [37]. Recently Iwata and Kobayashi [28] developed a polynomial
time algorithm for the weighted linear matroid parity problem by considering deg det
and using the idea of the combinatorial relaxation method. It is an interesting future
direction to refine our non-commutative framework for skew-symmetric linear matrices
to capture nonbipartite matching and its generalizations.
5.1 Some classical examples in combinatorial optimization
As mentioned in the introduction, some of classical combinatorial optimization problems
are formulated as the computation of the degree of the determinant of a linear matrix
with the rank-1 property. Here we consider representative three examples (bipartite
matching, linear matroid greedy algorithm, linear matroid intersection), and explain
how the steepest descent algorithm works on these problems. This gives some new
insights on classical algorithms in combinatorial optimization.
For a subset J ⊆ {1, 2, . . . , n}, let QJ ⊆ Qn denote the coordinate subspace spanned
by unit vectors ei for i ∈ J , and let 1J :=
∑
i∈J ei.
5.1.1 Bipartite matching
Let G = (U, V ;E) be a bipartite graph with color classes U, V . Vertices of U (resp.
V ) are numbered as 1, 2, . . . , n (resp. 1, 2, . . . , m). As mentioned in the introduction,
the maximum size ν(G) of a matching of G is written as the rank of an n ×m linear
matrix A =
∑
e=ij∈E xeEij , where Eij is the matrix having 1 at (i, j)-entry and zero at
others, and xe (e ∈ E) are variables. Each Eij of A has rank 1. It holds that rankA =
nc-rankA. By Theorem 2.1, ν(G) is equal to n + m minus the dimension of an mv-
subspace (X, Y ). Observe that any feasible subspace (X, Y ) of MVSP is of the form of
(QJ ,QK) for J ⊆ {1, 2, . . . , n}, K ⊆ {1, 2, . . . , m} such that there is no edge between J
and K, i.e., J ∪K is a stable set of G, and is the complement of a vertex cover. Thus
Theorem 2.1 is nothing but Ko¨nig’s formula for the maximum matching.
Next we consider the weighted situation. Suppose |U | = |V | = n for simplicity, and
that each edge e ∈ E has weight ce ∈ Z. Consider a linear matrix A :=
∑
e=ij∈E t
cexeEij
over Q(t). Then the maximum weight of a perfect matching of G is equal to deg detA,
and is equal to deg DetA (by Theorem 5.2). We explain how the steepest descent
algorithm works in this case. We use the modified step 3′. Suppose for explanation
that ce ≤ 0 for each e ∈ E. Linear matrix A
0 corresponds to the subgraph G0 consisting
of edges with ce = 0. A steepest direction is given by (Q
J ,QK) for a maximum stable
set J ∪K of G0. In step 3′, κ is chosen as the maximum of −ce(> 0) for edges e ∈ E
belonging to J∪K. Then A is updated to (tκ1J )A(t−κ(1−1K)). SDA repeats this process,
which is viewed as a cut-canceling algorithm. The resulting optimal solution is a form
of (〈(tp)〉R, 〈(t
q)〉L) for p, q ∈ Z
n. Here vectors p, q are dual optimal solutions of the LP-
formulation of the weighted matching problem. If we always choose a maximum stable
set J ∪ K with maximal J in each iteration, then SDA coincides with the Hungarian
method. Indeed, J ∪K is the complement of the reachable subset in the residual graph
of a maximum matching in G0.
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5.1.2 Maximum weight base in linear matroid
Let a1, a2, . . . , am be n-dimensional vectors of Q
n. Consider m variables x1, x2, . . . , xm,
and linear matrix A =
∑m
i=1 xiaia
⊤
i . Then rankA = nc-rankA = rank(a1 a2 · · · am).
Let W ⊆ Qn be the vector space spanned by a1, a2, . . . , am. Then (W
⊥,Rn) is an
mv-subspace, where W⊥ denotes the orthogonal subspace of W .
As in Section 5.1.1, consider the weighted situation. Let ci ∈ Z be the weight on
ai for each i. Consider linear matrix A =
∑m
i=1 t
cixiaia
⊤
i . Then deg detA = degDetA
is equal to the maximum of
∑
i∈B ci over all B ⊆ {1, 2, . . . , m} such that {ai | i ∈ B}
forms a basis of Qn. Namely deg detA is equal to the maximum weight of a base of the
matroid represented by vectors a1, a2, . . . , am.
In this case, the steepest descent algorithm is viewed as the greedy algorithm. Sup-
pose that each ci is nonpositive. Then A
0 is the linear matrix
∑
i∈I0
xiaia
⊤
i , where I0
is the set of indices i with ci = 0. Consider the subspace W1 spanned by ai (i ∈ I0).
Then (W⊥1 ,Q
n) is an mv-subspace. Consider a nonsingular matrix Q ∈ Qn×n such that
the first k1 rows form a basis of W1. In step 3, A is updated as (t
1≤k1 )QA, or feasible
module (L,M) moves from (〈I〉L, 〈I〉R) to (〈(t
1≤k1 )Q〉L, 〈I〉R). The exponent of term
tcixiQaia
⊤
i increases if and only if ai does not belong to W1. Thus, in step 3
′, SDA
can augment A as (tα11≤k1 )QA until ci + α1 becomes zero for some ai 6∈ W1. Then I0
increases, and the next subspace W2 spanned by ai (i ∈ I0) increases. Consequently
W⊥2 ⊂ W
⊥
1 . We can modify Q so that it also includes a basis of W
⊥
2 . SDA moves
(L,M) to (〈(tα11≤k1+α21≤k2Q)〉L, 〈I〉R), and obtain W
⊥
3 ⊂ W
⊥
2 as above. Repeat the
same process. Eventually SDA reaches an optimal module (〈(t
∑h
j=1 αj1≤kj )Q〉L, 〈I〉R),
where Q contains of bases of vector spaces W⊥1 ⊃ W
⊥
2 ⊃ · · · ⊃ W
⊥
h . This process
simply chooses vectors ai from largest weights. It is nothing but the matroid greedy
algorithm, where we need no explicit computation of Q. The obtained αk can be inter-
preted as an optimal dual solution of the LP-formulation of the maximum weight base
problem, where αk is the dual variable corresponding to the flat {i | ai ∈ Wk}.
5.1.3 Linear matroid intersection
In addition to a1, a2, . . . , am above, we are given vectors b1, b2, . . . , bm ∈ Q
n. Consider
a linear matrix A =
∑m
i=1 xiaib
⊤
i with variables x1, x2, . . . , xm. We have rankA =
nc-rankA, they are equal to the maximum cardinality of a subset I ⊆ {1, 2, . . . , m}
such that both {ai | i ∈ I} and {bi | i ∈ I} are independent. Namely, rankA is
the maximum cardinality of a common independent set of two matroids M1 and M2
represented by a1, a2, . . . , am and b1, b2, . . . , bm, respectively. For I ⊆ {1, 2, . . . , m}, let
ρ(I) and ρ′(I) denote the dimension of vector spaces spanned by ai (i ∈ I) and by bi
(i ∈ I), respectively. By the matroid intersection theorem, rankA is the minimum of
ρ(I) + ρ′(J) over all bi-partitions I, J of {1, 2, . . . , m}. Then an mv-subspace (X, Y ) is
given by X = {ai | i ∈ I}
⊥ and Y = {bj | j ∈ J}
⊥ for bi-partition I, J attaining the
minimum. This fact is noted in [37].
Suppose that we are further given weights ci ∈ Z for each i = 1, 2, . . . , m. Consider a
linear matrix A =
∑m
i=1 t
cixiaib
⊤
i over Q(t). Then deg detA = deg DetA is equal to the
maximum weight
∑
i∈B ci of a common independent set B ⊆ {1, 2, . . . , m} with |B| = n
of matroids M1 and M2. Namely, the problem of finding deg detA is the weighted
linear matroid intersection problem. Let us explain the behavior of the steepest descent
algorithm applied to this case. Suppose that we are given a feasible module (L,M) of
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form L = 〈(tα)S〉L andM = 〈T (t
β)〉R for nonsingular matrices S, T ∈ Q
n×n and integer
vectors α, β ∈ Zn. It may appear that a naive choice of a steepest direction (X, Y )
at (L,M) would violate this form in the next step, but, in fact, such a situation can
naturally be avoided.
Let R1, R2, . . . , Rµ be the partition of {1, 2, . . . , n} such that i, j belong to the same
part if and only if αi = αj. Similarly, let C1, C2, . . . , Cν be the partition such that
i, j belong to the same part if and only if βi = βj . Regard matrix SAT as a block
matrix, where columns and rows are partitioned by R1, R2, . . . , Rµ and C1, C2, . . . , Cν .
In (tα)SAT (tβ), the (k, ℓ)-th block is uniformly multiplied by tαi+βj for i ∈ Rk, j ∈
Cℓ. Consider the linear matrix ((t
α)SAT (tβ))0 (to obtain a steepest direction). Then
each summand ((tα)Saib
⊤
i T (t
β))0xi has at most one nonzero block, where the nonzero
block (if it exists) has rank 1. Now ((tα)SAT (tβ))0 is essentially in the situation of a
partitioned matrix with rank-1 blocks [19]. By the partition structure, any mv-subspace
(X, Y ) is of the form of (X1 ⊕ X2 ⊕ · · · ⊕ Xµ, Y1 ⊕ Y2 ⊕ · · · ⊕ Yν) for Xk ⊆ Q
Rk and
Yℓ ⊆ Q
Cℓ (k = 1, 2, . . . , µ, ℓ = 1, 2, . . . , ν). Then basis matrices S ′, T ′ for X, Y are taken
as block diagonal form so that S ′(tα) = (tα)S ′ and T ′(tβ) = (tβ)T ′. In the next iteration,
(L,M) is (〈(tα
′
)S ′S〉L, 〈TT
′(tβ
′
)〉R). Consequently the obtained optimal solution is of
the form of (〈(tα)S〉L, 〈T (t
β)〉R). In particular, exponent vectors α and β can be dealt
with as numerical vectors. It is an interesting question whether this algorithm can be
a polynomial time algorithm in n and the bit-length of c. We leave this issue to future
work.
We here note that this algorithm is viewed as a variant of the primal dual algorithm
for weighted matroid intersection problem by Lawler [35]. His algorithm keeps and
updates chains of flats in M1 and M2 and their weights. Observe that module 〈T (t
β)L〉
can be identified with a chain ∅ 6= X1 ⊂ X2 ⊂ · · · ⊂ Xn = Q
n of subspaces and
coefficients λi (i = 1, 2, . . . , n) such that λi ≥ 0 for i < n. Indeed, arrange β as
β1 ≥ β2 ≥ · · · ≥ βn, and define Xi as the subspace spanned the first i rows and λi as
βi − βi+1 (with βn+1 = 0). This correspondence is unique if subspaces Xi with λi = 0
are omitted. In this way, module (L,M) can be kept as a pair of weighted chains of
subspaces. If these subspaces are orthogonal complements of the subspaces spanned by
some subsets of a1, a2, . . . , am and b1, b2, . . . , bm, then (L,M) can further be kept by a
pair of weighted chains of flats of matroids M1 and M2, as in Lawler’s algorithm.
5.2 Mixed polynomial matrix
A mixed polynomial matrix is a polynomial matrix A =
∑ℓ
k=0(Qk+Tk)t
k with indeter-
minate t such that Qk is a matrix over Q, each entry of Tk is zero or one of variables
x1, x2, . . . , xm, and each variable xi appears as one entry of one of T1, T2, . . . , Tk. In
the case of ℓ = 0, A is called a mixed matrix. See [41] for detail of mixed (polynomial)
matrices. A mixed polynomial matrix is viewed as a linear matrix over Q(t) with rank-1
summands, since the coefficient matrix of xk is written as Eij . Therefore it holds that
deg detA = degDetA.
It is shown in [30, 31] that the combinatorial relaxation algorithm computes deg detA
in O(ℓ2nω+2) time. This estimate seems very rough, since it is based on a trivial bound
ℓn of the number of iterations. In the case of the steepest descent algorithm, we obtain
a sharper estimate.
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Theorem 5.5. Let A be an n × n mixed polynomial matrix with maximum degree ℓ.
By the steepest descent algorithm, deg detA can be computed in O(ℓ2nω+2) time, and
in O((ℓ−αn)n
3 logn+(ℓ−αn)
2nω) time if A is nonsingular, where αn is the minimum
degree of diagonals of the Smith-McMillan form of A.
To prove Theorem 5.5, we will work on a mixed matrix of a special form, as in [30].
A layered mixed (polynomial) matrix [42] is a mixed (polynomial) matrix A of form
A =
(
Q
T
)
, (5.1)
where Q is a matrix over Q[t] and T is a variable matrix as above. It is well-known in
the mixed-matrix literature that the rank and deg-det computation of a mixed matrix
Q+ T reduce to those of a layered one
(
Q I
T D
)
, (5.2)
where D is a diagonal matrix of new variables.
To compute a steepest direction, we need an mv-subspace of a layered mixed (non-
polynomial) matrix, which is naturally obtained from a min-max formula of the rank.
Let A in (5.1) be an n×n′ layered mixed matrix. For J ⊆ {1, 2, . . . , n′}, let Q[J ] denote
the submatrix of Q consisting of j-th columns for j ∈ J , and let Γ (J) denote the set of
indices i with Tij 6= 0 for some j.
Theorem 5.6 ([41, Theorem 4.2.5]). For an n× n′ layered mixed matrix A in (5.1).
rankA = min
J⊆{1,2,...,n′}
{rankQ[J ] + |Γ (J)| − |J |}+ n′. (5.3)
Let RQ and RT denote the sets of row indices of matrices Q and T , respectively.
Lemma 5.7. Let J be a minimizer of (5.3). Let X := kerLQ[J ] ⊕ Q
RT \Γ (J) and
Y := QJ . Then (X, Y ) is an mv-subspace.
Proof. This follows from n+ n′− dimX − dimY = n+ n′− |RQ|+ rankQ[J ]− |RT |+
|Γ (J)| − |J | = rankQ[J ] + |Γ (J)| − |J |+ n′.
Proof of Theorem 5.5. For a mixed matrix Q + T , we compute the degree of the de-
terminant of the corresponding layered mixed matrix (5.2). As an initialization (step
0), (P,Q) is defined as P = I and Q = (t−ℓ1≤n), and let A ← PAQ. In step 1, SDA
computes an mv-subspace of layered mixed matrix A0. A minimizer J of (5.3) is ob-
tained by Cunningham’s matroid intersection algorithm [6] in O(n3 logn) time. Namely
γ = O(n3 log n). In step 3, the matrix multiplication is needed only for the Q-part of
A, which eliminates m in the time complexity of Theorem 4.4.
Application to DAE. A motivating application of mixed polynomial matrices is
analysis of linear differential algebraic equations (DAE) with constant coefficients, where
each coefficient is an accurate number or one of (inaccurate) parameters x1, x2, . . . , xm,
and no parameter appears as distinct coefficients; see [42, Chapter 6]. By the Laplace
transformation, the analysis of such a DAE reduces to linear equation Ax = b, where
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A is a mixed polynomial matrix over R[s] with variables x1, x2, . . . , xm. Suppose the
case where matrix A is a square matrix. The index is a barometer of “difficulty”
of DAE Ax = b, and is defined as −αn + 1, where αn is the minimum degree of
the Smith-McMillan form of A. A DAE with high index (≥ 2) is difficult to solve
numerically, and suggests an inconsistency of the mathematical modeling in deriving
this DAE. Therefore it is meaningful to decide whether the index of given a DAE is at
most the limit ∆. Here ∆(≃ 2) is the allowable upper bound for the index of DAE-
models of the system we want to analyze. The steepest descent algorithm can decide
in O((ℓ + ∆)n3 log n + (ℓ + ∆)2nω) time whether DAE Ax = b has index at most ∆.
Indeed, apply SDA to A. Index −αn+1 is obtained from the number ℓ−αn of required
iterations (Lemma 4.9). If SDA terminates before ℓ+∆ iterations, then the DAE has
index within ∆. Otherwise the index is over the limit ∆.
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A Appendix
A.1 Proof of Lemma 3.6
Let L := LR(F(t)
n). We omit R from 〈·〉R. We first consider the join and meet of two
L, L′ ∈ L. Here we can assume that L = 〈P 〉, L′ = 〈P ′〉 = 〈P (tα)〉, where (tα) is the
Smith-McMillan form of P−1P ′. (If S−1P−1P ′T = (tα) for biproper S, T , then P and
P ′ can be replaced by PS and P ′T , respectively, since 〈P 〉 = 〈PS〉 and 〈P ′〉 = 〈P ′T 〉.)
We show
L ∨ L′ = 〈P (tα
+
)〉, L ∧ L′ = 〈P (tα
−
)〉, (A.1)
where α+ := max(0, α) and α− := min(0, α). Indeed, suppose that 〈R〉 ∈ L satisfies
〈R〉 ⊇ L and 〈R〉 ⊇ L′. Then P = RB and P ′ = RC for proper matrices B,C. By
P ′ = P (tα), it holds that C = B(tα) = B(tα
+
)(tα
−
). Since B,C are proper, so is
B(tα
+
). Now we have P (tα
+
) = RB(tα
+
). This means 〈P (tα
+
)〉 ⊆ 〈R〉, as required.
The formula for ∧ is proved in a similar way.
By Lemma 2.8, it holds that deg DetP+degDetP (tα) = degDetP (tα
+
)+degDetP (tα
−
).
Moreover, L is covered by L′ if and only if α is the unit vector e1. By degL
′−degL = 1,
deg is a unit valuation, and L is a modular lattice. Also 〈tP 〉 is the join of 〈P (tei)〉
for i = 1, 2, . . . , n, and the ascending operator is given by L 7→ tL, which is clearly an
automorphism on L. This concludes that L is a uniform modular lattice.
A.2 Proof of Lemma 3.7
We continue the above notation of omitting R. Consider two short chains C,D. By
(B1) in Lemma 3.5, there is a Zn-skeleton Σ containing them. Identify Σ with Zn. If
L ∈ Σ corresponds to x ∈ Zn, then we write L ≡ x. We may assume that C,D belong
to interval [0, k]n ⊆ Zn. It suffices to show that the interval [0, k]n belongs to Σ(P ) for
some nonsingular matrix P .
Let L = 〈Q〉 with L ≡ 0 ∈ Zn. Suppose that columns of Q are q1, q2, . . . , qn. We first
show by induction on k that q1 can be replaced by some p1 so that 〈(t
ℓp1 q2 · · · qn)〉 ≡ ℓe1
for ℓ ≤ k. By induction, we can assume that 〈tℓq1, q2, . . . , qn〉 ≡ ℓe1 for ℓ ≤ k − 1.
Consider L′ ∈ Σ with L′ ≡ ke1. By Lemma 3.8 (4), L
′ is generated by vectors obtained
by replacing one of tk−1q1, q2, . . . , qn with q
′
1 = t(t
k−1q1λ1 +
∑n
i=2 qiλi) for λi ∈ F.
Now λ1 6= 0. Indeed, if λ1 = 0 and λ2 6= 0 (say), then L
′ = 〈(tk−1q1 q
′
1 · · · qn)〉 ⊆
t〈(tk−2q1 q2 · · · qn)〉, implying a contradiction ke1 ≤ (k − 2)e1 + 1. Let p1 := t
−kq′1.
Thus L′ = 〈(tkp1 q2 · · · qn)〉. Also observe 〈(t
ℓp1 q2 · · · qn)〉 = 〈(t
ℓq1 q2 . . . qn)〉 for
ℓ ≤ k − 1.
In this way, we obtain p1, p2, . . . , pn such that 〈(p1 · · · t
ℓpi · · · pn)〉 ≡ ℓei for
ℓ ≤ k. Then P = (p1 p2 · · · pn) is a desired matrix; necessarily 〈P (t
α)〉 ≡ α holds for
α ∈ [0, k]n.
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A.3 Proof of Proposition 2.9
The degree of the determinant deg Det is a matrix valuation in the sense of [5, Section
9] (with min and max interchanged); see Theorem 9.3.4 of the reference. In particular,
the degDet function satisfies the following property ((MV.4) in [5, Section 9.3]):
(MV) For nonsingular A ∈ F(t)n×n and a vector b ∈ F(t)n regarded as a row (or
column) vector, let B be the matrix obtained from A by replacing the first row
(or column) by b, and let C be the matrix obtained from A by adding b to the
first row (or column) vector. Then it holds
deg DetC ≤ max{degDetA, degDetB}.
The strict inequality holds only if deg DetA = degDetB.
In [5], only the column version is proved but the row version can be proved in the same
way. Indeed, by column permutation, we can make A (and B,C) so that the cofactor
A′ of (1, 1)-entry is nonsingular. Then we have
A =
(
a11 a
′
0 A′
)
E, B =
(
b11 b
′
0 A′
)
E, C =
(
c11 c
′
0 A′
)
E,
where E is the product of permutation matrices and upper unitriangular matrices, and
(c11 c
′) = (a11 a
′) + (b11 b
′). Thus degDetA = deg a11 + degDetA
′, deg DetB =
deg b11+degDetA
′, and degDetC = deg c11+degDetA
′ = deg(a11+ b11)+degDetA
′.
From deg(a11 + b11) ≤ max{deg a11, deg b11}, we obtain (MV).
Now let us start to prove Proposition 2.9. For u ∈ F(t) and k, ℓ ∈ {1, 2, . . . , n} with
k 6= ℓ, define E(k, ℓ; u) ∈ F(t)n×n by
E(k, ℓ; u)ij =


1 if i = j,
u if i = k, j = ℓ,
0 otherwise.
E(k, ℓ; u) is called an elementary matrix. Observe that E(k, ℓ; u) is nonsingular with
E(k, ℓ; u)−1 = E(k, ℓ;−u). In particular, E(k, ℓ; u) is biproper if and only if u ∈ F(t)−.
A required diagonalization is obtained as follows. First, by multiplying permutation
matrices to the left and the right of A, modify A so that A11 has the maximum degree
among all entries of A. By multiplying elementary matrices E(1, ℓ; u) from right and
E(ℓ′, 1; u′) from left, modify A so that all entries except A11 in the first row and column
are zero. Here u, u′ can be taken from F(t)− by the maximality. Therefore E(1, ℓ; u)
and E(ℓ, 1′; u′) are biproper, and the degree of entries of A does not increase. Now
A11 is written as t
α1v for α1 = degA11 and v ∈ F(t)
− with deg v = 0. Multiply a
biproper diagonal matrix whose (1, 1)-entry is v−1 and other diagonals are 1. Then A11
is now tαn . Repeat the same process to the submatrix from the second row and column.
Eventually A is diagonalized to (tα) with α1 ≥ α2 ≥ · · · ≥ αn. By construction, P,Q are
the product of proper elementary matrices and permutation matrices, and are biproper.
Next we show that δk is invariant throughout the above procedure, which implies
the latter part of the claim. It is obvious that δk is invariant under any row and column
permutation. Consider the case of multiplying elementary matrix E(i, j; u) from the
right. This operation corresponds to adding the i-th columns multiplied by u to the
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j-th column. Consider a k × (k + 1) submatrix having the i- and j-th columns, and
consider the change of its k × k minors by the multiplication of E(i, j; u). Obviously
any k× k minor containing the i-th column does not change. Consider the k× k minor
not containing the i-th column. From the property (MV), the degree of this minor is at
most the degree of the original or deg u(≤ 0) plus the degree of the minor not containing
j. From this, we see that the maximum degree of a k× k minor of this matrix does not
change. Consequently δk does not change. The proof for the left multiplication is the
same.
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