Perceptual processes can be probed by fitting stimulus-response models 2 that relate measured brain signals such as electroencephalography (EEG) to 3 the stimuli that evoke them. These models have also found application for 
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Figure 1: Three main stimulus-response models. The forward model predicts the EEG from the speech envelope. The backward model infers ("reconstructs") the speech envelope from the EEG. CCA projects both speech envelope and EEG data onto components in a common subspace. Correlation coefficients (ρ) between predicted and actual EEG, inferred and actual stimulus, or canonical component (CC) pairs can be used as classification features.
Data format and notation

146
The audio stimulus envelope is represented as a matrix Y = y t of size T × 1 where
147
T is the number of samples. The EEG signal is represented as a matrix X = x t,n 148 of size T × N where N is the number of channels. It may be useful to apply to 149 each channel a set of F time shifts, or process the each channel by a F -channel 150 filterbank. In that case X designates the resulting matrix of size T × F N . the auditory cortical response [Wong et al., 2018] . Here, we extend this scheme to 159 permit a spatiotemporal filter by augmenting the EEG data by applying a set of 160 time lags. Time lagged data are concatenated along the channel dimension to form 161 a matrix X from which the audio envelope representation is inferred asŶ:
The weights W (spatiotemporal filter) are estimated from the training data us- 
where λ is the regularization parameter and I is the identity matrix. The regular-
166
ization parameter λ is optimized within the inner cross-validation loop to obtain the 167 maximum correlation coefficient between the actual and predicted speech envelopes.
168
An additional overall time shift parameter is also optimized within the inner loop. and outputs is shown in Figure 2 .
208
As for the backward model, an additional overall time shift parameter was in-
209
troduced to absorb any temporal mismatch between stimulus and response due to 210 filtering or cortical processing. This time-shift and the number of EEG principal 211 components retained (see above) were determined within the inner cross-validation 212 loop. They were determined independently and in that order to save computation.
213
Classification schemes that involve the CCA model are indicated with a code that 214 begins with the letter "C ". 
Classification
216
The classification task is to decide, from a segment of EEG, which of two speech 217 samples gave rise to it, the other being a sample from pseudorandom time window 
255
These two multivariate values were fed to a multivariate classifier. We consider lin- Preprocessed audio and EEG data are passed through a dyadic temporal filterbank, then projected via weights W Y and W X learned by CCA onto CCs. Correlation coefficients computed over a decoding segment duration between CC pairs are used as features for classifying whether one of two audio streams is the one that corresponds to the EEG data, or comes from a random segment of speech.
Linear Discriminant Analysis (L)
259
Denoting as x i the multivariate correlation coefficient feature (for consistency with 260 standard expositions) and y i the class label for token i, the predicted class is com-261 puted asŷ i = signum(w • x i ), where w is a weight vector and the y ∈ {−1, +1}.
262
LDA finds w such that the separation S between class distributions is maximized.
263
S is defined as the ratio of the between class variance σ b to the within class variance 264 σ w :
where µ −1 and µ +1 are the means of the two classes x i|y i =−1 and x i|y i =+1 , and Σ −1 
Improving Classification Rates
276
The methods described so far correspond to those used in a previous paper that test set can potentially be reduced.
295
For each regularization parameter value sampled, the CCs computed on the val-296 idation data were divided into 2.5s segments. A classifier based on Kalman filtering 297 was trained on the correlation coefficients between CC pairs for these segments.
298
The derivation of this classifier permits a more analytic and stable evaluation of its are the set of correlation coefficients between EEG and mismatching audio CCs.
308
The hyperbolic-arctan-transform of is used to give Z a Gaussian distribution. The In this scenario, rather than corresponding to a specific spatial location, each CCA from training data as described in Section 2.5.3. The first n cc columns and
353
N F rows of L correspond to the forward potentials of the n cc CCs. We refer to this 354 approach as "blind" in that it does not require knowledge of the actual geometry. 
where R test is the data covariance matrix computed in a similar way to R, but 
395
Given that a larger number of suppression constraints reduces the degrees of 396 freedom available to the beamformer to suppress noise sources, the optimal number 397 of suppression constraints S needs to be determined. This is done via the 9-fold 398 inner cross-validation described in Section 2.4. S was determined separately for CCA implementation, the same number of principal components is kept for all CCs.
407
Classification schemes implementing this method will include "B " in their name. 
where for a total of S sub-intervals, C X,s ≡ C X (t ∈ (s, s + 1]D/S), and similarly 
The update gate z t is computed as a sigmoid function of the weighted GRU 473 input x t and the previous state h t−1 :
where W z and U z are weights and b z is a bias vector. 
where 
where W r and U r are weights and b r is a bias vector.
482
The GRU layer consisted of 8 units. 
where V is the speed in trials per minute, N is the number of classes, and P is the 
Implementation
498
Data preprocessing and CCA analyses were performed using the COCOHA Matlab
499
Toolbox [Wong et al., 2018] . The scikit-learn implementation of LDA was used, 500 and the neural networks were implemented in Keras [Chollet et al., 2015] .
501
Results
502
A summary of the classification performance of all methods is shown in Figure 4 .
503
Performance is quantified here as percent error rate rather than percent correct Taking the backward model as a baseline, the best combination reduces the error 509 rate by from 18.9% to 3.0% (i.e. by a factor of 6.3). The contribution of each step 510 is detailed in the following. For paired t-test analyses of error rate data, a logit transform is applied to the error rates [Warton and Hui, 2011] . indicates that the benefit was greater for classification folds that already had a low 527 error rate, after accounting for the effects of saturation.
528
We now use the CCA+LDA model (CL) as a baseline to evaluate schemes that 529 further improve performance. We report the effect of scheme is shown in isolation The GRU (CG) yielded the largest decrease in error rate over the basic CCA+LRA the forward potentials, effectively addressing the time-varying structure of the noise.
637
We did not make full use of this flexibility in our simulations: beamforming was 638 applied on the basis of the covariance matrix calculated over the full length of the 639 cross-validation fold, which is roughly 9 minutes. An alternative, not explored in the 640 present study, is to recalculate the beamformer solution based on shorter intervals.
641
There is, however, a limit to which the time window can be shortened as sufficient 642 data is needed to accurately estimate the covariance matrix R. The results reported in this paper were obtained for a match-vs-mismatch classifi-660 cation task, that allowed us to focus on the quality of the stimulus-response model.
661
We preferred this task to the more complex AAD task, as it is not vulnerable to 662 mislabeling of the database. In the AAD task an "error" might be the result of shown to have slightly different dynamics than those to a single speaker. [Ding 666 and Simon, 2012b] found that the attended talker shows a stronger representation 667 than the unattended talker at longer latencies (≈200ms), whereas both attended 668 and unattended talkers are equally represented at shorter latencies (≈80ms). We 669 expect our methods to be effective also in the AAD task, but it would be useful to 670 confirm this in future studies.
Extrapolating from our results, and considering the many paths that remain 672 to be explored, we believe that further improvements in classification performance 673 may be possible. 
683
In previous work we showed that the stimulus-response model can be significantly 
