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We study the nonequilibrium phase transition of the contact process with aperiodic transition rates
using a real-space renormalization group as well as Monte-Carlo simulations. The transition rates
are modulated according to the generalized Fibonacci sequences defined by the inflation rules A →
ABk and B → A. For k = 1 and 2, the aperiodic fluctuations are irrelevant, and the nonequilibrium
transition is in the clean directed percolation universality class. For k ≥ 3, the aperiodic fluctuations
are relevant. We develop a complete theory of the resulting unconventional “infinite-modulation”
critical point which is characterized by activated dynamical scaling. Moreover, observables such
as the survival probability and the size of the active cloud display pronounced double-log periodic
oscillations in time which reflect the discrete scale invariance of the aperiodic chains. We illustrate
our theory by extensive numerical results, and we discuss relations to phase transitions in other
quasiperiodic systems.
I. INTRODUCTION
Many-particle systems far from equilibrium can dis-
play abrupt transitions between different nonequilibrium
steady states that share many characteristics with equi-
librium phase transitions. Examples of such nonequi-
librium phase transitions occur in turbulence, catalytic
reactions, interface growth, and in the dynamics of epi-
demics and other biological populations [1–8].
Absorbing-state transitions constitute a particularly
well-studied subclass of nonequilibrium phase transi-
tions. They separate active, fluctuating steady states
from absorbing states which are completely inactive and
do not display any fluctuations. Generically, absorbing-
state transitions are in the directed percolation (DP)
universality class [9], provided they feature a scalar or-
der parameter and short-range interactions but no extra
symmetries or conservation laws [10, 11]. The contact
process [12] is a prototypical model in the DP univer-
sality class. Experimental examples of absorbing state
transitions were found in turbulent liquid crystals [13],
periodically driven suspensions [14, 15], and in systems
of superconducting vortices [16].
Many realistic experimental systems contain various
types of spatial inhomogeneities. For this reason, the
effects of such inhomogeneities on absorbing state tran-
sitions have attracted considerable attention. Random
disorder was shown to destabilize the clean DP critical
point [17] because its correlation length critical exponent
ν⊥ violates the Harris criterion [18] dν⊥ > 2 in space di-
mensions d = 1, 2 and 3. Early numerical simulations of
the disordered contact process [19–22] showed unusually
slow dynamics but the ultimate fate of the transition was
only resolved by means of a strong-disorder renormaliza-
tion group analysis [23] of the one-dimensional disordered
contact process. It yielded an exotic infinite-randomness
critical point accompanied by power-law Griffiths singu-
larities [24]. The renormalization group predictions were
confirmed by Monte-Carlo simulations [25], and analo-
gous behavior was also found in two and three dimen-
sions [26, 27] as well as in diluted systems at the lattice
percolation threshold [28].
Spatial inhomogeneities can arise not just from ran-
dom disorder but also from deterministic but aperiodic
(quasiperiodic) modulations of the transition rates defin-
ing the nonequilibrium process. The stability of a clean
critical point against such aperiodic fluctuations can be
tested by means of a generalization of the Harris cri-
terion, the Harris-Luck criterion [29], which relates the
clean correlation length exponent ν⊥ and the wandering
exponent ω of the aperiodic structure.
In this paper, we use a real-space renormalization
group as well as Monte-Carlo simulations to study the
one-dimensional contact process with aperiodic transi-
tion rates modulated according to the generalized Fi-
bonacci sequences defined by the inflation rules A →
ABk and B → A. For k = 1 and 2, the aperiodic fluctu-
ations are irrelevant according to the Harris-Luck crite-
rion. Correspondingly, we find the nonequilibrium tran-
sition to be in the clean directed percolation universality
class. For k ≥ 3, the aperiodic fluctuations are relevant.
We develop a complete theory of the resulting “infinite-
modulation” critical point. It is characterized by a di-
verging strength of the inhomogeneities and features acti-
vated dynamical scaling similar to the disordered contact
process. Moreover, observables display double-log peri-
odic oscillations in time which reflect the discrete scale
invariance of the aperiodic chains. We also confirm and
illustrate the renormalization group predictions by ex-
tensive numerical simulations.
The paper is organized as follows. In Sec. II, we intro-
duce the contact process and the generalized Fibonacci
chains. We also discuss the Harris-Luck criterion. The
renormalization group theory is developed in Sec. III.
Section IV is devoted to the Monte-Carlo simulations.
We conclude in Sec. V.
2II. CONTACT PROCESS ON APERIODIC
CHAINS
A. Generalized Fibonacci chains
We consider a family of aperiodic two-letter sequences
generated by the inflation rules
A → ABk
B → A (1)
where k is a positive integer and Bk stands for a se-
quence of k letters B. The case k = 1 corresponds to
the famous Fibonacci sequence. For k = 2, the fourth-
generation sequence (starting from a single letter A)
reads ABBAAABBABB. In general, the sequences cre-
ated by eq. (1) contain groups of k letters B separated by
either single letters A or groups of k+1 letters A. Many
properties of these sequences can be obtained from the
substitution matrix
Mk =
(
1 1
k 0
)
(2)
which describes how the numbers NA and NB of letters
A and B evolve under the inflation (see, e.g., Ref. [30]
and references therein). Its eigenvalues read
ζ± =
1
2
(
1±
√
1 + 4k
)
. (3)
The larger eigenvalue ζ+ controls how the total length
N(i) = NA(i)+NB(i) increases with the inflation step i.
In the limit of large i, one obtains Ni ∼ ζi+. The smaller
eigenvalue ζ− governs the fluctuations of the numbers NA
andNB. Specifically, ∆NA(i) = |NA(i)−xAN(i)| ∼ |ζ−|i
for large i. Here xA = limi→∞NA(i)/N(i) is the fraction
of letters A in the infinite chain. The same relation also
holds for NB. The wandering exponent ω relates the
fluctuations to the length of the chain, ∆NA(i) ∼ N(i)ω.
This yields the equation
ω = ln |ζ−|/ln ζ+ . (4)
For the generalized Fibonacci chains defined in (1), the
specific values are ω1 = −1, ω2 = 0 and ω3 ≈ 0.3171 for
k = 1, 2 and 3. Upon further increasing k, ω increases
monotonically and reaches 1 for k →∞.
B. Contact process
The (clean) contact process [12] is one of the simplest
systems undergoing an absorbing state transition. It can
be understood as model for the spreading of an epidemic.
Each lattice site can be in one of two states, active (in-
fected) or inactive (healthy). Over time, active sites can
infect their neighbors or they can heal spontaneously.
More precisely, the time evolution is a continuous-time
Markov process during which infected sites heal at a rate
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FIG. 1. (Color online) Sequence of transition rates for the
contact process on a generalized Fibonacci chain, showing the
4th generation of the k = 2 chain.
µ while healthy sites become infected by their neighbors
at a rate λn/(2d). Here, n is the number of sick nearest
neighbors of the given site.
The long-time behavior of the system is controlled by
the ratio of the infection rate λ and the healing rate µ.
For λ≪ µ, healing dominates over infection, and the epi-
demic eventually dies out completely. Thus, the model
ends up in the absorbing state without any infected sites.
This is the inactive phase. In contrast, the density of in-
fected sites remains nonzero in the long-time limit if the
infection rate λ is sufficiently large, i.e., the model is in
the active phase. The nonequilibrium transition sepa-
rating these two phases belongs to the DP universality
class.
Spatial inhomogeneity can be introduced into the con-
tact process by making the infection and/or healing rates
dependent on the lattice site. We are interested in ape-
riodic (quasiperiodic) inhomogeneities. Specifically, we
consider a chain of sites that have equal healing rates
µ but two different the infection rates λA and λB [31].
They are arranged on the bonds of the chain according
to the generalized Fibonacci sequences discussed in the
last section. An example (k = 2) is shown in Fig. 1. For
λA = λB , the system coincides with the usual (clean)
one-dimensional contact process.
C. Harris-Luck criterion
Luck [29] derived a criterion for the stability of a clean
critical point against weak aperiodic inhomogeneities.
The basic idea is analogous to that of the Harris criterion
for random disorder: The clean critical point is stable of
the fluctuations ∆r of the local distance from criticality
between different correlation volumes are smaller than
the global distance r to criticality. For aperiodic inho-
mogeneities characterized by a wandering exponent ω,
the fluctuations behave as ∆r ∼ Nω−1 ∼ ξd(ω−1) while
the global distance from criticality scales as r ∼ ξ−1/ν⊥ .
The condition ∆r < r for ξ → ∞ leads to the exponent
inequality
ω < 1− 1
dν⊥
. (5)
This is the Harris-Luck criterion. In the case of ran-
dom disorder, ω = 1/2, it reduces to the usual Harris
criterion [18]. If the inequality (5) is fulfilled, weak in-
homogeneities are irrelevant, otherwise they are relevant
and change the character of the phase transition.
3The correlation length exponent of the one-
dimensional clean contact process takes the value
ν⊥ ≈ 1.097. The Harris-Luck criterion thus simplifies
to ω < 1 − 1/ν⊥ ≈ 0.0884. This implies that aperiodic
fluctuations of the transition rates are irrelevant for
k = 1 and 2 while they are relevant for k ≥ 3.
III. REAL-SPACE RENORMALIZATION
GROUP
A. Overview
This section is devoted to a real-space renormalization
group for the contact process on generalized Fibonacci
chains. Our method is inspired by a similar calculation
for the transverse-field Ising chain [32]. There are, how-
ever, some important differences.
Let us start by assuming that the transition rates fulfill
the condition λA ≪ µ ≪ λB. We can then perform a
renormalization group step which consists of two parts:
(i) Combine the (k+1) consecutive sites connected by
the large λB infection rate into a single new site with
a renormalized healing rate µ˜ ≪ µ. Structurally, this
reverses one inflation step, as the result is a system with
uniform infection rates λA but two different healing rates,
µ and µ˜, modulated according to a Fibonacci chain of one
generation earlier.
(ii) Integrate out the sites with the original healing rate
µ which is now the largest transition rate in the system.
This generates renormalized infection rates (bonds) λ˜ be-
tween the remaining sites and reverses another inflation
step. The system now has uniform healing rate µ˜ and
two different infection rates λA and λ˜ modulated accord-
ing to a Fibonacci chain of two generations earlier than
the original chain.
After renaming λA → λB , λ˜ → λA and µ˜ → µ we ar-
rive at a system equivalent to the original one, but with
renormalized transition rates. As long as the renormal-
ized rates still fulfill the condition λA ≪ µ ≪ λB , this
renormalization group step can be iterated.
In the opposite limit, λA ≫ µ ≫ λB , an analogous
renormalization group step does not preserve the struc-
ture of the system and can thus not be iterated. However,
we will study the fate of systems in this regime numeri-
cally at the end of Sec. IV. If the healing rate µ is much
larger (or smaller) than both infection rates, the system
can never reach criticality, instead it is deep in the inac-
tive (or active) phase.
B. Recursion relations
We now analyze the renormalization group step out-
lined above in a quantitative manner. The infection rate
λB is the largest transition rate in the system. Thus,
sites coupled by λB-bonds will quickly reinfect each other
when one of them heals. Consequently, all k+1 sites cou-
pled by the k consecutive λB bonds can be merged into
a single new site of “moment” (number of sites)
m˜ = (k + 1)m (6)
where m is the moment of the original sites (in the bare
system,m = 1). The renormalized healing rate µ˜ of these
new sites can be found either by directly enumerating all
possible healing paths of the cluster or by analyzing the
eigenvalues of the generator of the Markov process in
the Hamiltonian formalism (see, e.g., Ref. [23]). Both
methods give the same result,
µ˜ = αk
µk+1
(λB/2)k
(7)
with α1 = 2, α2 = 4, and α3 = 8. If µ ≪ λB , the
renormalized healing rate is strongly reduced, µ˜≪ µ.
After the first part of the renormalization group step,
the system has uniform infection rates λA but two types
of sites, original sites having healing rate µ and new sites
having healing rate µ˜. If the rates fulfill the condition
µ˜ ≪ λA ≪ µ, we can perform the second part of the
renormalization group step and integrate out the origi-
nal sites which occur in groups of k. This leads to new
effective bonds of length k+1 and renormalized infection
rate
λ˜/2 =
(λA/2)
k+1
µk
. (8)
The renormalization group step is finished after renaming
λA → λB , λ˜→ λA and µ˜→ µ. Equations (7) and (8) are
similar to the corresponding relations for the transverse
fields and interactions in the transverse-field Ising model
on generalized Fibonacci chains [32]. The main difference
is the extra factor αk in (7).
If we now iterate the renormalization group step, we
obtain the following recursion relations
λA,j+1/2 =
(λA,j/2)
k+1
µkj
, λB,j+1 = λA,j , (9)
µj+1 = αk
µk+1j
(λB,j/2)k
, (10)
mj+1 = (k + 1)mj , (11)
where j is the index of the renormalization group step.
For the further analysis, it is convenient to introduce
variables Rj and Sj that characterize the ratios of the
transition rates,
Rj = ln(2µj/λB,j) , Sj = ln(λA,j/(2µj)) . (12)
In terms of these variables, the recursion relations (9)
and (10) turn into an inhomogeneous linear recurrence
Rj+1 = kRj − Sj +Ak , (13)
Sj+1 = −kRj + (k + 1)Sj −Ak (14)
where Ak = ln(αk).
4C. Renormalization-group flow
The general solution of the inhomogeneous recurrence
(13,14) is the sum of a particular solution and the general
solution of the corresponding homogeneous recurrence.
To find a particular solution, we use the ansatz Rj =
R¯ = const and Sj = S¯ = const. Inserting this into eqs.
(13) and (14) yields
R¯ = − k − 1
k(k − 2)Ak , S¯ = −
1
k(k − 2)Ak . (15)
The ansatz fails for the case k = 2 which thus requires a
separate calculation. It will be given in the appendix.
The general solution of the homogeneous recurrence
Rj+1 = kRj − Sj , (16)
Sj+1 = −kRj + (k + 1)Sj (17)
can be easily found by diagonalizing the coefficient ma-
trix
Tk =
(
k −1
−k k + 1
)
. (18)
Its eigenvalues, ζ2+ and ζ
2
−, are the squares of the eigenval-
ues of the substitution matrix (2), and the corresponding
right eigenvectors read(
1
−ζ+
)
,
(
1
−ζ−
)
. (19)
By decomposing the initial conditions R0− R¯ and S0− S¯
into the eigenvectors and multiplying with the j-th power
of the matrix Tk, we obtain the solution
Rj =
1
ζ+ − ζ−
(
−η−ζ2j+ + η+ζ2j−
)
− k − 1
k(k − 2)Ak , (20)
Sj =
1
ζ+ − ζ−
(
η−ζ
2j+1
+ − η+ζ2j+1−
)
− 1
k(k − 2)Ak .(21)
The coefficients η+ and η− are determined by the initial
ratios R0 and S0 via
η± = ζ±R0 + S0 +
Ak
k(k − 2) [1 + ζ±(k − 1)] . (22)
Let us analyze the solution (20), (21) to find the crit-
ical point. In the limit j → ∞, the behavior of Rj and
Sj is dominated by the larger of the two eigenvalues as
Rj ∼ −η−ζ2j+ and Sj ∼ η−ζ2j+1+ . If η− is negative, Rj
flows to +∞ while Sj flows to −∞. The healing rate
µ thus becomes larger than both infection rates, putting
the system into the inactive phase. In contrast, if η− is
positive, Rj flows to −∞ while Sj flows to +∞. In this
case, the system is in the active phase because the heal-
ing rate becomes smaller than both infection rates. The
critical point is therefore given by the condition η− = 0.
This can be rewritten in terms of the initial (bare) values
of the transition rates as(
2µ
λB
)1−ζ−
=
λA
λB
α
1+ζ−(k−1)
k(k−2)
k . (23)
D. Critical behavior
At criticality, η− = 0, the asymptotic behavior of
Rj and Sj is determined by the smaller eigenvalue ζ−.
Specifically,
Rj =
1
ζ+ − ζ− η+ζ
2j
− −
k − 1
k(k − 2)Ak , (24)
Sj = − 1
ζ+ − ζ− η+ζ
2j+1
− −
1
k(k − 2)Ak . (25)
Both quantities are negative because η+ and ζ− are neg-
ative. If |ζ−| > 1, both Rj and Sj diverge towards
−∞ with increasing j, i.e, the modulation of the tran-
sition rates becomes infinitely strong. At the result-
ing “infinite-modulation” critical point, the condition
λA,j ≪ µj ≪ λB,j is better and better fulfilled with
increasing j implying that the renormalization group be-
comes asymptotically exact.
To determine the critical behavior, we first analyze the
flow of the inverse time scale Ω under the renormalization
group. Ω can be identified with the largest transition
rate in the system, Ωj = λB,j . Its recursion relation thus
reads
Ωj
Ωj−1
=
λA,j−1
λB,j−1
= exp(Rj−1 + Sj−1) . (26)
Inserting the critical solutions (24) and (25), and iterat-
ing the recursion gives
Ωj = α
j/(k−2)
k exp
[
η+(1− ζ−)(1− ζ2j− )
(ζ+ − ζ−)(1 − ζ2−)
]
Ω0 (27)
To relate the inverse time scale Ωj to the length scale
ℓj, we recall that the length of the generalized Fibonacci
chain increases as N ∼ ζi+ with inflation step i. As each
renormalization group step corresponds to two inflation
steps, this means that the length scale ℓj behaves as ℓj ∼
N ∼ ζ2j+ . Inserting this relation into (27), we obtain
activated dynamical scaling of the form
ln(Ω0/Ωj) ∼ ℓψj . (28)
The tunneling exponent is identical to the wandering ex-
ponent of the underlying Fibonacci chain, i.e., it takes
the value
ψ = ω = ln |ζ−|/ln ζ+ . (29)
We now turn to the decay of the density ρ of active
sites with time at criticality. Sites (clusters) that survive
the renormalization group to step j, survive the real time
evolution to time tj ∼ 1/Ωj. The density of sites after
renormalization group step j is easily estimated as ρj =
njmj where nj ∼ 1/ℓj is the density of surviving clusters
and mj = (k+1)
j is their moment. Combining this with
eq. (27), we obtain
ρ(tj) ∼ [ln(tj/t0)]−δ¯ (30)
5with the critical exponent given by
δ¯ =
1
ψ
− φ = 1
ψ
− ln(k + 1)
2 ln |ζ−| . (31)
(φ characterizes the relation between cluster moment and
inverse time scale, mj ∼ [ln(Ω0/Ωj)]φ.)
Experiments starting from a single active seed site em-
bedded in an otherwise inactive system can be charac-
terized by the survival probability Ps and the average
number Ns of sites in the active cloud. Within the renor-
malization group approach, a run survives to time t if the
seed site belongs to a cluster surviving at renormalization
scale Ω ∼ 1/t. As the density of (original) sites surviving
after renormalization group step j is given by njmj, we
find that the survival probability decays with the same
critical exponent as the density, Ps(tj) ∼ [ln(tj/t0)]−δ¯. In
each of the surviving runs, the number of infected sites
is simply the current size of the renormalization group
cluster. Thus, Ns(tj) = njm
2
j . Expressing j in terms of
the time scale yields
Ns(tj) ∼ [ln(tj/t0)]Θ¯ (32)
with the so-called critical initial slip exponent given by
Θ¯ = − 1
ψ
+ 2φ = − 1
ψ
+
ln(k + 1)
ln |ζ−| . (33)
Note that Θ¯, δ¯ and ψ fulfill the hyperscaling relation
Θ¯ + 2δ¯ − 1/ψ = 0.
Finally, we turn to the off-critical behavior. Consider
a system slightly on the inactive side of the transition,
η− < 0. According to the general solution (20), Rj in-
creases under renormalization. The character of the flow
changes from critical to that of the inactive phase when
Rj reaches 0. This happens at the crossover step j
∗. If
both ζ+ > 1 and |ζ−| > 1, the constant term in (20) can
be neglected. This yields a crossover step
j∗ =
1
2
ln(η−/η+)
ln |ζ−/ζ+| . (34)
The corresponding crossover length scale is given by
ℓj∗ ∼ ζ2j
∗
+ ∼ η−ν⊥− with the correlation length critical
exponent
ν⊥ =
1
1− ψ =
ln(ζ+)
ln(ζ+)− ln |ζ−| . (35)
Interestingly, ν⊥ exactly saturates the Harris-Luck in-
equality (5).
The critical exponents ψ, δ¯ and ν (or, alternatively,
ψ, Θ¯ and ν) constitute a complete set of exponents. All
other exponents can therefore be calculated from scaling
relations, for example, β = δ¯ν⊥ψ.
E. Log-periodic oscillations
If the renormalized transition rates of consecutive
renormalization group steps are well separated, µj+1 ≪
µj and λA,j+1 ≪ λA,j , the time evolution of the system
proceeds in pronounced steps. For example, each down-
ward step in density of active sites is associated with
a time given by one of the renormalized decays rates,
1/t ∼ µj .
The generalized Fibonacci sequences are invariant un-
der the inflation rules (1), i.e., they feature discrete scale
invariance. The steps in various observables are manifes-
tations of the log-periodic oscillations usually associated
with such discrete scale invariance (see, e.g., Ref. [33] for
a review).
Within the real-space renormalization group approach,
the steps can be analyzed by comparing the values of
an observable at two consecutive renormalization group
steps. The density ρ of active sites and the survival prob-
ability Ps behave as ρj ∼ Ps,j ∼ mj/ℓj ∼ (k + 1)jζ−2j+ .
The step in ln ρ and lnPs is therefore given by
∆ ln(ρ) = ∆ ln(Ps) = ln[(k + 1)/ζ
2
+] . (36)
Because of the activated scaling, the oscillations are not
log-periodic but double-log periodic in time, i.e.,
∆ ln[ln(t/t0)] = 2 ln |ζ−| . (37)
The size Ns of the active cluster growing out of a single
seed has analogous steps of magnitude
∆ ln(Ns) = ln[(k + 1)
2/ζ2+] . (38)
F. Explicit predictions for k = 1, 2 and 3
We now apply the general renormalization group the-
ory developed above to the specific cases k = 1, 2 and
3.
k = 1: Fibonacci chain. The eigenvalues of the substi-
tution matrix M1 are given by ζ± = (1 ±
√
5)/2. Their
numerical values are ζ+ = 1.618 and ζ− = −0.6180. As
|ζ−| < 1, the (logarithmic) ratio variables Rj and Sj at
criticality do not approach −∞ under the renormaliza-
tion group. Instead Rj approaches 0 and Sj goes to a
constant. The renormalized transition rates thus eventu-
ally violate the condition λA ≪ µ≪ λB (even if the bare
rates fulfill it). This implies that the renormalization
group method does not describe the correct asymptotic
critical behavior for k = 1.
k = 2: The eigenvalues of the substitution matrix M2
are ζ+ = 2 and ζ− = −1. As |ζ−| = 1, the system is
right at the boundary between the renormalization group
method working and failing, and a more detailed analysis
is required. Although the general solution (20,21) is not
valid for k = 2, we have solved this case in the appendix.
At criticality, both Rj and Sj go towards large positive
values with j →∞. This means that the renormalization
group method eventually fails for k = 2 even if the bare
inhomogeneities are strong.
k = 3: The substitution matrix M3 has eigenvalues
ζ± = (1±
√
13)/2 with numerical values ζ+ = 2.303 and
6ζ− = −1.303. Because |ζ−| > 1, the renormalization
group is asymptotically exact in this case. Inserting ζ+
and ζ− into eqs. (29), (31), (33), and (35), we obtain the
following values for the critical exponents: ψ = ω3 =
0.3171, δ¯ = 0.5330, Θ¯ = 2.086, and ν = 1.464. The steps
in the observables can be determined from eqs. (36) to
(38) yielding ∆ ln(ρ) = ∆ ln(Ps) = 0.2819, ∆ ln(Ns) =
1.104, and ∆ ln[ln(t/t0)] = 0.5290.
k ≥ 4: Because |ζ−| increases with increasing k, the
renormalization group method is valid for all k ≥ 4. Crit-
ical exponents and step sizes can be calculated analo-
gously to the k = 3 case.
IV. MONTE-CARLO SIMULATIONS
A. Simulation method and overview
To test the predictions of the Harris-Luck criterion and
the renormalization group approach of Sec. III, we per-
formed extensive Monte-Carlo simulations. Our system
is characterized by three transition rates, the uniform
healing rate µ and the infection rates λA and λB which
are modulated according to the generalized Fibonacci
chain. We set the healing rate to µ = 1 and tune the
transition by changing λB . The ratio λA/λB is treated as
a fixed external parameter that determines the strength
of the aperiodic inhomogeneity.
Our numerical implementation of the contact pro-
cess is similar to Ref. [34] but adapted to the case of
nonuniform infection rates. The algorithm starts at time
t = 0 from some configuration of infected and healthy
sites and consists of a sequence of events. During each
event an infected site is randomly chosen from a list
of all Na infected sites, then a process is selected, ei-
ther healing with probability 1/[1+max(λA, λB)], infec-
tion of the left neighbor with probability (1/2)λleft/[1 +
max(λA, λB)] or infection of the right neighbor with
probability (1/2)λright/[1 + max(λA, λB)]. (λleft and
λright denote the infection rates of the bonds left and
right of the given site.) The infection succeeds if this
neighbor is healthy. The time is then incremented by
1/Na.
Employing this algorithm, we studied the cases k = 1, 2
and 3 using systems of up to 35 generations of the
generalized Fibonacci chain (more than 107 sites). We
used several different values of the parameter charac-
terizing the strength of the inhomogeneity, λA/λB =
0.001, 0.004, 0.01, 0.04, 0.1, 2/3, 1, and 25. To cope
with the slow dynamics at criticality, we simulated long
times up to 1.4 × 109. Most of our simulations were
spreading runs that start from a single infected seed site
and measure the survival probability Ps and the size Ns
of the active cloud. The data are averaged over up to
500,000 trials. For comparison, we have also performed
a few density decay runs that start from a fully active
lattice.
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FIG. 2. (Color online) Survival probability Ps and size Ns of
the active cloud vs. time t for k = 1 and strong inhomogeneity
λA/λB = 0.01. The data are averages of 100,000 (away from
criticality) to 500,000 (at criticality) trials. The critical point
is located at λB = 57.97. The solid straight lines represent
power-law fits giving the critical exponents δ = 0.160 and
Θ = 0.314.
B. Results for k = 1
According to the Harris-Luck criterion, weak inho-
mogeneities are irrelevant in the k = 1 case because
the wandering exponent ω1 = −1 fulfills the inequality
ω < 1 − 1/ν⊥ ≈ 0.0884. Moreover, the renormalization
group of Sec. III predicts that strong inhomogeneities
decrease under renormalization. We therefore expect the
contact process to display clean DP critical behavior even
for strong bare inhomogeneities.
To test this prediction, we performed spreading simu-
lations of a system having strong inhomogeneities char-
acterized by λA/λB = 0.01. The resulting survival prob-
ability Ps and size Ns of the active cloud are presented
in Fig. 2. The figure shows that the critical behavior is
of conventional power-law type. The critical exponents
extracted from fits to Ps ∼ t−δ and Ns ∼ tΘ take the val-
ues δ = 0.160 and Θ = 0.314 in excellent agreement with
the clean DP values δDP = 0.159464 and ΘDP = 0.313686
[35]. We thus conclude that the contact process with ape-
riodic transition rates modulated according to the k = 1
Fibonacci chain is indeed in the clean DP universality
class. The same conclusion was reached in Ref. [36] based
on simulations of the steady-state density ρ for smaller
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FIG. 3. (Color online) Survival probability Ps and size Ns of
the active cloud vs. time t for the case k = 2 and weak inho-
mogeneity λA/λB = 2/3. The data are averages of 100,000 to
150,000 trials. The critical point is located at λB = 4.0408.
The solid straight lines represent power-law fits giving the
critical exponents δ = 0.158 and Θ = 0.311.
systems.
C. Results for k = 2
The wandering exponent ω2 = 0 fulfills the Harris-
Luck criterion ω < 1 − 1/ν⊥ ≈ 0.0884, but just barely.
This implies that the inhomogeneities are asymptotically
irrelevant but their magnitude will decrease only slowly
with increasing length scale. The same picture also
emerges from the renormalization group solution given
in the appendix: If the bare inhomogeneities are strong,
the renormalization group works for a number of steps
until the rates leave the region of validity λA ≪ µ≪ λB.
For strong bare inhomogeneities, we therefore expect un-
conventional behavior in a transient time regime while
the asymptotic behavior should be in the DP univer-
sality class. For sufficiently weak inhomogeneities, the
transient regime will be missing.
To verify these predictions, we performed spreading
simulations for two different inhomogeneity strengths,
λA/λB = 0.01 and 2/3. Figure 3 shows the survival
probability Ps and size Ns of the active cloud for the
weak inhomogeneity case. The figure yields conventional
power-law critical behavior with exponents δ = 0.158
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FIG. 4. (Color online) Ns versus Ps for the case k = 2
and two different inhomogeneity strengths, λA/λB = 2/3
(upper panel) and λA/λB = 0.01 (lower panel). The data
are averages of 100,000 to 150,000 trials. The solid line
in the upper panel is a power-law fit of the critical curve
(λB = 4.0408) yielding Θ/δ = 1.971. The dashed line in the
lower panel represents a power law with the clean exponent
−ΘDP/δDP = −1.96712.
and Θ = 0.311 in excellent agreement with the clean DP
values δDP = 0.159464 and ΘDP = 0.313686.
In the case of strong inhomogeneities, λA/λB = 0.01,
the behavior at early times is different as both Ns and Ps
feature oscillations reminiscent of the steps discussed in
Sec. III E. This becomes particularly clear if one plots Ns
vs Ps as is done in Fig. 4. The strength of the oscillations
decreases with time, but only slowly. Therefore, we have
not been able to reach the asymptotic regime within the
available simulation times. However, the emerging crit-
ical behavior for λA/λB = 0.01 is compatible with the
clean DP universality class, as indicated by the dashed
line in the lower panel of Fig. 4.
To summarize, we conclude that the asymptotic criti-
cal behavior of the k = 2 chain is in clean DP universality
class for weak inhomogeneities. The same is likely true
for strong inhomogeneities. However, the asymptotic be-
havior is approached very slowly, giving rise to an ex-
tended transient regime of unconventional behavior that
is controlled by the real-space renormalization group.
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FIG. 5. (Color online) Example of a density decay run, starting from a fully active lattice of 15 generations of the k = 3 chain
(173383 sites). The inhomogeneity strength is λA/λB = 0.04. In the main panel, dark blue dots denote active sites while light
yellow marks inactive sites. The left panel shows the corresponding density ρ of active sites. The horizontal lines are located
at times that correspond to the inverse transition rates at different renormalization group steps, t = λ−1B , µ
−1.
D. Results for k = 3
We now turn to the case of k = 3 for which the aperi-
odic inhomogeneities are relevant according to the Harris-
Luck criterion. Moreover, the renormalization group the-
ory predicts activated dynamical scaling and log-periodic
or double-log periodic oscillations in various observables.
Figure 5 shows an example of a density decay run
starting from a fully active lattice for an inhomogeneity
strength of λA/λB = 0.04. The figure clearly illustrates
the structure of the time evolution as the system forms
a hierarchy of clusters of active sites that are modulated
according to the underlying k = 3 generalized Fibonacci
sequence. The corresponding time evolution of the den-
sity ρ of active sites progresses in steps; in contrast to
the k = 2 case the steps become sharper and more pro-
nounced with increasing time t.
To analyze the case k = 3 quantitatively, we per-
formed extensive spreading runs. Figure 6 shows the time
evolution of Ns and Ps for an inhomogeneity strength
λA/λB = 0.04. Both observables show well-defined steps
and plateaus as predicted in Sec. III E. They can also be
seen in the upper panel of Fig. 7 which shows Ns vs. Ps.
In contrast to the k = 2 case, the steps become more
pronounced with increasing time. Moreover, they can be
directly associated with the discrete values of the heal-
ing and infection rates appearing in the renormalization
group.
From the upper panel of Fig. 7, the critical infection
rate can be easily found. The critical data feature well-
defined steps and plateaus while the subcritical and su-
percritical data curve away from the critical line as pre-
dicted. We performed analogous simulations for inho-
mogeneity strengths λA/λB = 0.001, 0.004, 0.01, 0.1
and 1. The resulting phase diagram is shown in Fig.
8. The Monte-Carlo data are in excellent agreement
with the renormalization group prediction (23) for all
λA/λB ≤ 0.1 (even though the analytical result does not
contain any adjustable parameters). Surprisingly, the an-
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FIG. 6. (Color online) Survival probability Ps and size Ns of
the active cloud vs. time t for the case k = 3 and λA/λB =
0.04 (5000 trials). The steps and plateaus in the critical curve,
λB = 13.12, become more pronounced with increasing time.
They can be associated with the discrete values of λ and µ
appearing in the renormalization group (marked by large stars
and hexagons).
alytical result is still a good approximation in the uniform
case λA/λB = 1 where the renormalization group cannot
be expected to work.
The effect of the inhomogeneity strength on the crit-
ical behavior is demonstrated in the lower panel of Fig.
7 which shows Ns vs. Ps for several values of λA/λB. If
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FIG. 7. (Color online) Upper panel: Ns versus Ps for the
case k = 3 and λA/λB = 0.04 (5000 trials). The maximum
time is tmax = 1.4 × 10
9 at criticality. The critical curve,
λB = 13.12, shows pronounced steps as predicted in Sec.
III E. Lower panel: Critical curves for several inhomogene-
ity strengths λA/λB (5000 to 100000 trials).
the (bare) inhomogeneities are very strong (small value
of λA/λB), the steps in the critical Ns vs Ps curve
are sharp and pronounced from the outset because the
renormalization group is always in its asymptotic regime
λA ≪ µ ≪ λB . For weaker inhomogeneities, the os-
cillations of the Ns vs Ps curves are initially not very
pronounced. With increasing time the steps become
sharper because the renormalization group flows towards
the asymptotic regime.
To compare the Monte-Carlo data and the renormal-
ization group predictions quantitatively, we now investi-
gate the critical Ns vs. Ps curve for λA/λB = 0.04 in
detail. The exponent Θ¯/δ¯ can be found by fitting the en-
velope of the Ns vs. Ps curve. This means fitting equiv-
alent discrete points, each representing one renormaliza-
tion group step. This analysis, shown in Fig. 9 yields
Θ¯/δ¯ = 3.79. This value is in good agreement with the
prediction of 3.91, in particular in view of the fact that we
only have 3 steps to perform the fit. Figure 9 also allows
us to determine the steps ∆ ln(Ps) and ∆ ln(Ns) between
consecutive renormalization group steps. Using the data
of the third step which is the last complete step in our
data, we find ∆ ln(Ps) = 0.284 and ∆ ln(Ns) = 1.092,
again in good agreement with the renormalization group
predictions of Sec. III E, 0.2819 and 1.104, respectively
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FIG. 8. (Color online) Phase diagram of the contact process
for k = 3. The dots are the Monte-Carlo results for λA/λB =
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the renormalization group result (23).
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FIG. 9. (Color online) Quantitative analysis of the critical
Ns versus Ps curve for k = 3 and λA/λB = 0.04 (maximum
time tmax = 1.4 × 10
9) and λA/λB = 25 (maximum time
tmax = 2 × 10
8). The solid line is a fit of the envelop of the
curve to the power law Ns ∼ P
−Θ¯/δ¯
s yielding Θ¯/δ¯ = 3.79.
The renormalization group results of Sec. III were de-
rived under the assumption λA ≪ µ ≪ λB. It is impor-
tant to investigate whether the resulting renormalization
group fixed point attracts the flow from a larger part of
parameter space. In other words, is the asymptotic crit-
ical behavior controlled by this fixed point even if the
bare system violates the condition λA ≪ µ ≪ λB . In
the lower panel of Fig. 7, we have seen that the fixed
point attracts the flow from regions where λA/λB is only
moderately small. We now look at an extreme case in
which the bare system strongly violates the condition.
The second curve in Fig. 9 shows the critical Ns vs Ps
data for λA/λB = 25. As expected, the two curves ini-
tially behave differently. However, the steps ∆ ln(Ps)
and∆ ln(Ns) forming at later times appear to be iden-
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tical within the numerical errors. Moreover, we also
performed density decay runs for λA/λB = 25. A fig-
ure (not shown) analogous to Fig. 5 clearly demonstrates
that the same hierarchy of clusters forms at late times for
λA/λB = 0.04 and λA/λB = 25. This strongly suggests
that the renormalization group fixed point discovered in
Sec. III also describes the critical behavior of the system
with λA/λB = 25.
V. CONCLUSIONS
In summary, we have studied the one-dimensional
contact process with aperiodically modulated transition
rates by means of a real-space renormalization group and
by Monte-Carlo simulations. We have focused on modu-
lations according to three cases k = 1, 2, 3 of the gener-
alized Fibonacci sequence defined by the inflation rules
A → ABk and B → A. For k = 1 (the Fibonacci chain
proper), the inhomogeneities are strongly irrelevant ac-
cording to the Harris-Luck criterion at the clean DP crit-
ical point. Correspondingly, our numerical simulations
yield critical behavior in the clean DP universality class
even if the initial inhomogeneities are strong. This agrees
with earlier results on the steady state density [36].
In the k = 2 case, the inhomogeneities are still irrele-
vant at the clean DP critical point, but just barely. This
implies that their scale dimension is close to zero. The
inhomogeneity strength therefore decreases only slowly
with increasing length and time scales. Our Monte-Carlo
simulations confirm this picture. If the (bare) inhomo-
geneities are weak, we again find critical behavior in the
clean DP universality class. For strong inhomogeneities,
the system shows unconventional behavior in an extended
transient time regime that is controlled by the real-space
renormalization group. The long-time evolution appears
to approach the clean DP critical behavior. However, we
could not reach the true asymptotic regime within our
simulation time for strong inhomogeneities.
For k ≥ 3, the aperiodic modulation of the transition
rates is relevant at the clean DP critical point because the
Harris-Luck criterion is violated. We have developed a
renormalization group theory of the transition and iden-
tified a fixed point that describes unconventional criti-
cality. At this infinite-modulation fixed point, the inho-
mogeneity strength diverges, and the method becomes
asymptotically exact. The resulting critical behavior is
characterized by activated dynamical scaling. Moreover,
the time dependence of observables such as the density of
active sites, the survival probability, and the size of the
active cloud show striking plateaus and steps. They are a
consequence of the discrete scale invariance of the gener-
alized Fibonacci sequence and related to the log-periodic
oscillations found in many aperiodic systems (see, e.g.,
[33]). Due to the activated dynamical scaling, the oscil-
lations are actually double-log periodic in time. Analo-
gous double-log oscillations should occur in other systems
featuring activated scaling, for example in quantum spin
chains [37].
We have numerically confirmed these renormalization
group predictions for the case k = 3. The Monte-Carlo
simulations also provide evidence for the critical behavior
to be universal, i.e., it is valid for both weak and strong
aperiodic modulations.
It is interesting to compare the phase transitions in
the aperiodic contact process (for k ≥ 3) and the disor-
dered contact process. In both cases, the fluctuations of
the transition rates at criticality diverge with increasing
length scale. In the disordered contact process, this leads
to an infinite-randomness critical point [23, 38]; and for
aperiodic rates, the critical point is of infinite-modulation
type. Both these critical points feature unconventional
activated dynamical scaling rather than the usual power-
law scaling. In the disordered case, the critical point is
accompanied by Griffiths singularities [24, 39, 40] which
are missing in the aperiodic case because the general-
ized Fibonacci chains do not have rare regions. Con-
versely, the log-periodic oscillations of observables in the
aperiodic chain do not exist in the disordered chain be-
cause the latter system has continuous rather than dis-
crete scale invariance (in the statistical sense).
Our renormalization group method is similar to the ap-
proach used in Ref. [32] to study the aperiodic transverse-
field Ising chain. In fact, the critical behavior of the
contact process and the transverse-field Ising chain are
identical in the cases in which the renormalization group
correctly describes the critical point (i.e., k ≥ 3). This
mirrors the behavior of the corresponding random sys-
tems: The random transverse-field Ising chain [41] and
the random contact process [23] feature the same critical
exponents.
The main difference between the Ising chain and the
contact process occurs for k = 2. For the Ising chain,
k = 2 aperiodic modulations are exactly marginal ac-
cording to the Harris-Luck criterion. This is reflected
in the fact that the modulation strength stays constant
under the renormalization group, leading to nonuniversal
critical behavior [32]. In contrast, k = 2 aperiodic modu-
lations of the contact process are weakly irrelevant. Cor-
respondingly, the renormalization group works at best
in a transient time regime while the asymptotic critical
behavior appears to be in the clean DP universality class.
Recently, aperiodic sequences were used to construct
complex networks with long-range connections; and the
contact process on such networks was studied [42]. The
nonequilibrium phase transition features power-law crit-
ical behavior with exponents that depend on the under-
lying network. Time-dependent quantities exhibit log-
periodic oscillations due to the discrete scale invariance
of the networks.
Let us finally comment on generalizations to higher
dimensions. One could, for example, construct higher-
dimensional aperiodic modulations of the transition rates
by repeating identical one-dimensional sequences in the
second (and third) direction. This would increase the
relevance of the modulations in the Harris-Luck criterion
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because the clean correlation length exponent decreases
with increasing dimension while the fluctuations of the
distance to criticality are unchanged. In the random case,
such correlated inhomogeneities lead to a smearing of the
DP critical point [43] because rare regions undergo the
transition independently. As the aperiodic systems do
not have any rare regions, their behavior is likely different
Alternatively, one could also look at more general tilings
in two and three dimensions. Of particular interest are
structures with unbounded fluctuations such as the tiling
proposed in Ref. [44]. Studying the contact process on
such lattices remains a task for future.
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APPENDIX: THE CASE k = 2
The general solution of the renormalization group de-
veloped in Sec. III C does not apply to the case k = 2
because the particular solution of the inhomogeneous re-
currence (13) and (14) is not of the form Rj = R¯ = const
and Sj = S¯ = const. The reason is that the smaller
eigenvalue of the coefficient matrix T2 takes the value
ζ2− = 1.
In this appendix, we therefore directly solve the prob-
lem for k = 2. After introducing the variables Xj =
2Rj +Sj and Yj = Rj −Sj into (13) and (14), the recur-
rence relations read
Xj+1 = Xj +A , (39)
Yj+1 = 4Yj + 2A . (40)
As the two equations are now decoupled, they can be
easily solved,
Xj = X0 + jA (41)
Yj = −2
3
A+ 4j
(
Y0 +
2
3
A
)
(42)
where X0 = 2R0 + S0 and Y0 = R0 − S0. Transforming
back to the variables Rj and Sj , we finally obtain
Rj =
1
3
[
X0 + jA− 2
3
A+ 4j
(
Y0 +
2
3
A
)]
, (43)
Sj =
1
3
[
X0 + jA+
4
3
A− 2× 4j
(
Y0 +
2
3
A
)]
.(44)
For Y0 + 2A/3 > 0, the system is in the inactive phase
because Rj → ∞ and Sj → −∞ under the renormal-
ization group. In contrast, the system is in the active
phase for Y0 + 2A/3 < 0. At criticality, Y0 + 2A/3 = 0,
both Rj and Sj increase linearly with j. The implies
that the renormalization group method asymptotically
fails because the transition rates eventually violate the
condition λA ≪ µ≪ λB .
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