Experiments that pursue detection of signals from the Epoch of Reionization (EoR) are relying on spectral smoothness of source spectra at low frequencies. This article empirically explores the effect of foreground spectra on EoR experiments by measuring high-resolution full-polarization spectra for the 586 brightest unresolved sources in one of the Murchison Widefield Array (MWA) EoR fields using 45 h of observation. A novel peeling scheme is used to subtract 2500 sources from the visibilities with ionospheric and beam corrections, resulting in the deepest, confusion-limited MWA image so far. The resulting spectra are found to be affected by instrumental effects, which limit the constraints that can be set on source-intrinsic spectral structure. The sensitivity and power-spectrum of the spectra are analysed, and it is found that the spectra of residuals are dominated by point spread function sidelobes from nearby undeconvolved sources. We release a catalogue describing the spectral parameters for each measured source.
experiments are underway to detect this signature in low-frequency observations, which will potentially result in a better understanding of this important epoch. These experiments either aim to detect spectral fluctuations in the global signal using a single element (Bowman & Rogers 2010; Burns et al. 2012; Voytek et al. 2014; Bernardi, McQuinn & Greenhill 2015; Sokolowski et al. 2015) , or to detect spectral and spatial variations using an interferometer, such as with GMRT (Paciga et al. 2013) , LOFAR , Murchison Widefield Array (MWA; Bowman et al. 2013) and PAPER (Ali et al. 2015) .
This work uses the MWA (Bowman et al. 2013; Tingay et al. 2013) to analyse the spectral characteristics of discrete foreground sources and instrumental effects that affect these foreground spectra. An early result with the 32-tile MWA prototype reached an upper limit for the EoR signals of 2 (k) = 9 × 10 4 mK 2 at a comoving scale k = 0.046 Mpc −1 and z = 9.5 after 22 h of observing (Dillon et al. 2014 ). It has been theoretically shown that the 128-tile MWA can perform a significant detection of the EoR signal in one field after integrating 1000 h, assuming ideal foreground subtraction (Beardsley et al. 2013; Thyagarajan et al. 2013) . A first analysis with the full 128-tile MWA, using 3 h of integration time has reached a limit of 2 (k) = 3.7 × 10 4 mK 2 at k = 0.18 h Mpc −1 (Dillon et al. 2015) . Assuming further integration does not reveal any systematic effects, this implies an integration time of 3000 h is required for a detection of the expected signals of ∼10m K 2 . The cause of the difference between the theoretical and practical required integration time is being investigated. The most competitive upper limit for the EoR signal is currently 2 (k) = 5.0 × 10 2 mK 2 at z = 8.4 and k = 0.15 h Mpc −1 , which has been achieved using PAPER (Ali et al. 2015) .
Detecting the EoR signal is a challenging task. Apart from the requirement of long integration times, foreground sources are orders of magnitude brighter than the EoR signal. While the EoR signal is expected to have small-scale (unsmooth) spectral features, astrophysical sources are dominated by synchrotron emission at low frequencies, and have sufficiently smooth spectra to separate them from the EoR signal. Datta, Bowman & Carilli (2010) first identified that a two-dimensional (k ,k ⊥ ) power spectrum would isolate power from smooth foregrounds in a 'wedge' area. Others have subsequently explored the origin of this wedge (Morales et al. 2012; Parsons et al. 2012; Trott, Wayth & Tingay 2012; Vedantham, Shankar & Subrahmanyan 2012; Thyagarajan et al. 2013 ). This foreground behaviour makes it possible to distinguish them from the EoR signal. Sharp spectral features that are known to exist at low frequencies, such as radio-recombination lines (Asgekar et al. 2013; Morabito et al. 2014) and high-redshift H I absorption (Ciardi et al. 2013) , are sufficiently weak not to be an issue. Therefore, it is generally assumed that foreground sources can be modelled with smooth functions, such as double-logarithmic polynomials of low order (McQuinn et al. 2006; Wang et al. 2006; Jelić et al. 2008; Liu, Tegmark & Zaldarriaga 2009 ). Polarized sources are a possible concern, because they can introduce artefacts into total intensity spectra (e.g. Geil, Gaensler & Wyithe 2011) .
A few studies have focused on the spatial behaviour of lowfrequency 21-cm foregrounds (Ali, Bharadwaj & Chengalur 2008; Bernardi et al. 2010; Thyagarajan et al. 2015) , and its polarization (Jelić et al. 2014; Asad et al. 2015) . However, the exact spectral behaviour of these foregrounds is mostly an unexplored area. An analysis of the frequency behaviour of 21-cm-foreground pointsource spectra was performed with the GMRT at 150 MHz (Ghosh et al. 2012) , and showed oscillations and unexplained curvature over frequency in the measured power spectra. Surveys such as MWACS (Hurley-Walker et al. 2014) and MSSS (Heald et al. 2015) provide measurements of the spectrum of many sources at the redshifted EoR frequency, but their data points are integrated over large bandwidths, and do not provide information of the behaviour of sources and the instruments at high resolution ( ν < 250 kHz). The MWA has recently been used to search for SH molecular lines at a resolution of 10 KHz in the Galactic Centre (Tremblay et al. 2016) , which demonstrates the ability of the MWA to do spectral work at low frequency.
In this paper, we will perform a detailed study of spectra with high sensitivity and high frequency resolution for extragalactic point sources. Thereby, we aim to assess both the ability to obtain sensitive spectra with the MWA, and to find if there are sources that have unexpected spectra that would be problematic for the EoR signal extraction.
O B S E RVAT I O N S A N D M E T H O D S
In the following sections, we describe the relevant MWA observations and the methods which we have used to reduce these data.
Observations
The observations used in this work have been made as part of the MWA EoR project. We have used observations that are centred at RA 0
• , Dec. −27 • , and recorded between 2013 August and October. The field around this target is referred to as the MWA EoR0 fieldone of three fields that were selected based on having weak Galactic foregrounds and passing nearly through zenith at the MWA.
The selected 15 nights are listed in Table 1 . Of these 15 nights, 3 nights were not included in the analyses because they show RFI or unusual calibration solutions. The MWA can observe 30.72 MHz simultaneously. To cover a larger redshift range, a total bandwidth of 138. 9-197.7 MHz is recorded by observing in two different bands. The low band covers 138.9-169.6 MHz and the high band covers 167. 0-197.7 MHz. Together these cover the H I 21-cm line Table 1 . Observation nights used in the analyses. As indicated, three nights are not used because they do not calibrate well. The 'band' column specifies whether the low 138.9-169.6 MHz band or high 167.0-197.7 MHz band is observed. The 'snapshot' column specifies the number of 112-s snapshots that are usable. The 'rms' column specifies the residual rms per 40 kHz spectral channel, after subtracting the best-fitting model of the source with the lowest rms. A pointing procedure is used in which the electronically steered pointing direction of the telescope is kept constant for a while, typically about 30 min, thereby letting the field drift through the primary beam, before the telescope is repointed to track the target field. This is because the antenna delays are restricted to a certain quantization. The pointing directions that are chosen with this procedure provide an optimized sensitivity.
Data analysis
In this section, we will describe the data processing strategy required to extract the images and source spectra from the data. Our data processing strategy includes several novel methods and tools, and we will therefore describe these in detail.
The first steps in our data processing are to flag RFI, average the data in time to 4 s and convert the raw data to measurement sets. A time resolution of 4 s is high enough to prevent decorrelation up to the first null of the primary beam. These steps are performed by the COTTER pre-processing pipeline (Offringa et al. 2015) , which uses an AOFLAGGER strategy for RFI detection (Offringa et al. 2010; Offringa, van de Gronde & Roerdink 2012 ) that was optimized for the MWA.
Each night is split up in snapshots of 112 s, and each snapshot is globally calibrated using a source model in which the spectral energy distribution (SED) of each source is assumed to follow a power law. The spectral index (SI) in the model is independent for each source. The model is bootstrapped from cross-matching the MWA commissioning survey (MWACS; Hurley-Walker et al. 2014) at 180 MHz to the SUMMS catalogue at 843 MHz (Mauch et al. 2003) . The observation contains a few clearly resolved sources, most prominently nearby galaxies in the Sculptor group (see Section 3.2). Such sources are found by hand and subsequently modelled with multiple point components. Fainter sources are added to the calibration model after a first imaging iteration of two nights. These sources are given a power law formed from their measured flux density combined with a measurement from other catalogues covering the source. For this, also the 408-MHz Molonglo Reference Catalogue (MRC; Large et al. 1981 ) is used. If no second flux density measurement is available, the source is assigned to follow a power law formed from the low-and high-band observations. Source detection is performed with the AEGEAN source finder . The end result is a model with ∼16 000 sources in an area of 45 deg × 45 deg, all with independent spectral indices.
The first calibration is performed as a direction-independent fullpolarization self-calibration. This is performed with the MITCHCAL tool, which is the authors' custom implementation of the algorithm described by Mitchell et al. (2008) .
1 Each 40-kHz channel is independently calibrated. After global calibration, a few thousand sources are peeled using a clustered peeling procedure that mitigates the ionosphere by fitting positions and gains in 25 directions, which are the centres of the 25 clusters. Clusters were made by using an angular k-means clustering algorithm to group the modelled sources, as described by Kazemi, Yatawatta & Zaroubi (2013) . The peeling was performed by a tool named IONPEEL, which was also specifically written for the MWA. For each cluster of sources, it performs a Levenberg-Marquardt (LM) least-squares optimization between model and data for the parameters l, m and g, being the l and m position offsets and the gain factor. After a solution is found for a cluster, the cluster is subtracted from the data with the current best l, m and g, and this procedure is repeated three times for all clusters to minimize the effect that clusters have on each other. An independent fit for these three parameters is performed per cluster for every four channels (160 kHz).
For quality assurance, the peeled snapshots are imaged using WSCLEAN (Offringa et al. 2014 ) on a 5120 × 5120 image of 30 arcsec × 30 arcsec pixels with uniform weighting. The resolution of the MWA is 2.3 arcmin at these frequencies. Snapshots with deviating image noise levels are removed from further analyses. Because sources have already been peeled, some deconvolution has already been performed, but further deconvolution is performed by cleaning each snapshot to 100 mJy. The noise rms in an average snapshot is 25 mJy beam −1 . To create the final integrated images, the peeled sources are restored and the images are corrected for the MWA beam model and weighted accordingly, before they are added together. The Jones matrices of the beam are calculated by electromagnetic simulations of the tiles as described by Sutinjo et al. (2015) . Beam corrections are applied to the linearly polarized images, by inverting the beam voltage matrix B for each pixel's polarization matrix I, and computing B −1 I B * −1 , where * denotes the conjugate transpose, as described in Offringa et al. (2014) .
Finally, the point-source spectra are determined from the peeled visibilities, by measuring the flux density at the positions that were found during peeling, weighted with the beam. This is performed by calculating the direct inverse Fourier transform. Our final estimate for the spectra S(ν) are given by the sum of the peeled flux densities and residuals,Ŝ(ν) = S ν peel + S ν res . Both of these are beam-corrected 2 × 2 matrices containing the linearly polarized flux densities, i.e. the xx, xy, yx and yy correlations. S res and S peel are calculated with
and
where W is the 2 × 2 normalization matrix,
Here, ϒ ν is a set with indices that select the visibility matrices at frequency ν over which the summation is performed; V is a 2 × 2 visibility matrix; B is the beam Jones matrix at the (uncorrected) position of the source at the time and frequency of the corresponding visibility; γ is the weight of the visibility matrix (determined from the 'WEIGHT_SPECTRUM' column of the measurement set), u, v and w represent the visibility baseline coordinates, (l,m) is the corrected source position (l = l + l), and M is the absolute model flux density matrix of the source (such that gM is the flux density found during peeling). These equations are such that an incorrect model or invalid peeled gain value g do not influence the found flux density value, because an invalid model and/or invalid gain g will leave more residuals behind, and this cancels out when adding together S res with S peel . This is of course important, because we do not want to enforce the power laws from our model on to the measured spectra. Peeling influences only the position at which the flux density is determined, and performs the deconvolution. When peeling a cluster results in divergence, the involved visibilities are excluded from the computation.
This method evaluates and applies the beam correctly for each timestep, channel and source position. Because the MWA beam was only modelled at 1.2 MHz frequency intervals (Sutinjo et al. 2015) , the beam values are interpolated to 40 kHz using spline interpolations.
The above equations are evaluated for all peeled point sources. Extended sources (those with multiple components in the model) are not measured. To be able to get 'cleaned' spectra, it is assumed that the peeling procedure has deconvolved the data. While the residual images after peeling are indeed reasonably empty, some sources are still visible, because of subtraction errors and an incomplete model. The faint diffuse Galactic synchrotron radiation has also not been deconvolved. The flux density resulting from the above equations is very sensitive to point spread function (PSF) sidelobes, because visibilities are weighted with a natural scheme, and initial results from two nights showed large-scale oscillations going through the spectra. This was found to be caused by insufficient deconvolution, either from residual point sources or from Galactic diffuse emission. Therefore, the values were recalculated with a uniform weighting scheme; each visibility weight γ j was additionally multiplied with a weight determined from binning the u, v, w positions, in the same way as is done for uniform imaging. This procedure increases the noise in the spectra, but greatly decreases the effect of imperfect deconvolution.
Peeling and spectrum extraction are the most expensive tasks during the processing, despite that these tasks are implemented in a multithreaded way. Because of the computational cost of these operations, we have chosen to peel and measure only the 2500 brightest sources of our total 16 000 source catalogue. With 2500 sources, both of the operations take several hours on a single 112 s snapshot. Using the Australian National Computational Infrastructure (NCI) cluster 'Raijin', we were able to run these operations on approximately 100 nodes at a time. Using these 100 nodes, processing a full night of observations takes approximately one day, which consists of COTTER pre-processing, global calibration with MITCHCAL, imaging with WSCLEAN, peeling with IONPEEL and extracting the spectra.
R E S U LT S

Imaging results
While the focus of this study is on the spectral behaviour of the foregrounds and instrument, we briefly analyse the images to study the imaging noise behaviour and possible instrumental artefacts in image space. The deep catalogue that results from the processing of these data will be described in later papers. Fig. 1 shows the map of all data of both bands after peeling. It is the beam-corrected and beam-weighted average of all the restored snapshots. Peeled sources are restored as Gaussians. Some deconvolution artefacts are visible at a level of a few mJy beam −1 , which are due to unmodelled and therefore unpeeled sources and insufficient cleaning (this is most easily seen in the corners of Fig. 1 ). The latter is because snapshots are cleaned separately, with a cleaning threshold of 100 mJy to avoid selecting noise peaks. Besides insufficient deconvolution, sources close to the beam null show some additional rippling artefacts of ∼10 mJy beam −1 (most visible in far top-left corner of Fig. 1 ). After further analysis, it turned out that these are caused by tile position errors. Such errors are absorbed in the calibration for sources in the centre. Flagging the worst offending tiles indeed attenuates these artefacts, but this was not yet done during the processing.
AEGEAN's 'BANE' tool ) separates foregrounds from noise and background, and calculates a mean noise level (image rms) of 3.2 ± 0.6 mJy beam −1 over the central 10 • of the image, which make it the deepest MWA image so far. Separate analysis of the two bands yields 3.6 ± 0.7 mJy beam −1 for the high band (with 22.1 h of integration) and 4.4 ± 0.8 mJy beam −1 for the low band (23.1 h). While MWA's antenna response is optimized for the lower band (150 MHz), higher noise levels are observed in the lower band due to the increased sky noise at lower frequencies. The diffuse structure which can be seen in the image is Galactic emission. Since the low-and high-band images have the same diffuse structure, it is real emission and not sidelobe structure. The AEGEAN source detector detects 30 027 sources at ≥5σ confidence in the full image.
To assess whether the image is confusion-limited from either classical confusion or sidelobe confusion, we sample random combinations of nights (without replacement) and measure the noise of the integrated image using BANE. The results are in Fig. 2 . The total power images are approximately confusion-limited after a single night, possibly less. The sensitivity keeps slightly increasing because the MWA only contains a few long baselines, causing a contribution of system noise to the smallest scales. The Stokes V images are void of sources, except for weak sources that appear because of instrumental leakage. The Stokes V leakage is typically 0.1-1 per cent of the total brightness, and a visual inspection of the integrated Stokes V image does not reveal any polarized sources that are distinguishable from the leakage. Because of the low brightness of sources in the Stokes V image, its noise level continues to follow 1/ √ t, as shown in Fig. 2 . The final Stokes V image has an rms of 0.6 mJy beam −1 . A source population study using a single night of the lowfrequency band with equal processing strategy was performed by Franzen et al. (2016) . They find that the image is affected by sidelobe confusion noise at a ∼3.5 mJy beam −1 level, and estimate the classical confusion limit at 154 MHz to be 1.7 mJy beam −1 . They also show that the measured source population down to 40 mJy in the MWA images is consistent with previous studies using the GMRT at the same frequency (Garn et al. 2007; Intema et al. 2011; Ghosh et al. 2012; Williams, Intema & Röttgering 2013) . Franzen et al. (2016) conclude that the flux scale in the MWA image is consistent with the GMRT studies.
As an example of the accuracy of the flux scale, we compare the three brightest sources in the field to other catalogues at the same frequency. Table 2 shows the following flux density measurements: this work; the MWACS (Hurley-Walker et al. 2014) ; the Culgoora catalogue (Slee 1995) ; and the PAPER catalogue (Jacobs et al. 2011) . Our measurements are consistent with MWACS and Culgoora assuming a 10 per cent error margin on both catalogues and our measurements. One of the PAPER catalogue measurements deviates more than 100 per cent from ours, but Jacobs et al. (2011) quote a 50 per cent standard error for their catalogue, and is likely therefore the cause of the deviation.
Resolved sources
In addition to the unresolved sources used in the spectral analysis there are a number of extended sources in the EoR0 field. A full characterization of all of the extended sources will be presented elsewhere, and here we merely concentrated on the largest and most extended emission which required modelling with multiple components. The EoR0 field covers the region of the Sculptor group of galaxies, which is a loose conglomeration of approximately 12 galaxies that has its centre only 3.9 Mpc from the Milky Way (Karachentsev 2005) and is the closest group to the Local Group. Foremost among the group members is the so-called 'Sculptor Galaxy', NGC 253, which is one of the brightest spirals beyond the Local Group, with a visual magnitude of 7.1. Radio emission across the disc and core of NGC 253 has been imaged by a variety of instruments over the preceding 30 yr covering a frequency range from 330 MHz to several GHz (Turner & Ho 1985; Carilli 1996; Ulvestad & Antonucci 1997; Tingay 2004; Heesen et al. 2005; Lenc & Tingay 2006; Heesen et al. 2011; Rampadarath et al. 2014) . These data have revealed both the smooth, extended emission in the galactic disc and discrete sources contained within it. NGC 253 can be seen in Fig. 1 (RA 00:47, Dec. −25:17) as the most prominent extended source in the field. Further details of the MWA emission of this source will be presented in a future publication (Kapinska et al., in preparation) .
In addition to NGC 253, a number of other less studied Sculptor galaxies are strongly detected in the MWA image. In particular, NGC 7793 and NGC 55, shown in Fig. 3 , are both prominent extended sources in this deep 168 MHz image. NGC 55 is a Magellanic type, barred spiral galaxy which has been extensively observed in the optical, but little in the radio. In addition to the disc emission which spans 40 arcmin, the MWA observations show a spur extending out of the plane of the galaxy, similar to the north polar spur feature in the Milky Way. NGC 7793 is classified as a chaotic spiral galaxy and is another prominent member of the Sculptor group notable due to the presence of a number of compact sources, including supernova remnants (Pannuti et al. 2002) and the microquasar S26 which hosts a black hole of less than 15 solar masses (Motch et al. 2014) . No previous data sets have explored the disc emission, though there is some evidence of this in the archival SUMSS images (see Fig. 3 ). The MWA observations clearly detect the low surface brightness emission across the entire disc of the galaxy. The MWA results for NGC 7793 and NGC 55 will be discussed elsewhere (Kapinska et al., in preparation).
Spectra
Sensitivity of spectra
To assess whether the sensitivity in the spectra continues to increase when increasing integration time, we calculate the rms for the source with the lowest rms. To minimize the contribution from the signal, the rms is calculated by differencing all adjacent channels Figure 2 . Sensitivity as function of time for the images integrated over the total 59 MHz bandwidth and for the spectrum measured at 40 kHz. The spectral standard deviations (calculated as described in Section 3.3.1) are converted to the equivalent total-bandwidth noise. After 5 h of integration, the standard deviation of the total-power imaging noise continues to decrease slightly when increasing the integration time, but not proportionally to 1/ √ t: the system noise does no longer contribute to the imaging noise at this point, except on the longest baselines. Therefore, the classical and/or sidelobe confusion level is approximately reached. The Stokes V imaging noise and the spectrum rms do behave like system noise. and is divided by √ 2 to estimate the sensitivity in a single channel. The rms is measured over the full bandwidth at 40 kHz resolution, and converted to an equivalent bandwidthintegrated imaging noise level by dividing the rms by √ 1242, where 1242 is the number of remaining (unflagged) channels. Some channels are flagged because of the polyphase filter of the MWA, which divides the 30 MHz bandwidth in subbands of 1.28 MHz. The edges of each subband are contaminated by aliasing, and the central channel of each subband is lost due to the method of digitization of the signals in the MWA.
The integration time was varied by averaging a number of randomly selected nights as described in Section 3.1, and each night is inverse-variance weighted before averaging. Each measurement contains the same number of low-and high-band nights, so that the integration time is approximately constant over the full bandwidth. Fig. 2 shows the result. The spectral rms ∝ 1/ √ t, but the SED equivalent-noise level is on average 7 per cent higher than the Stokes V imaging noise level. This increase could be due to the different processing strategy or due to systematics.
An example spectrum is shown in Fig. 4 , which shows the Stokes I, Q, U and V spectra for source MWAEOR J000218−253915. The source has a fitted flux density of 1.74 ± 0.10 Jy. The polarized spectra are noise like, but the Stokes I spectrum shows some artefacts. Similar artefacts are apparent in many spectra. We will analyse the cause and effect of these in later sections.
Spectral indices
Sources are generally expected to follow a power law: S(ν) ∝ ν α , where α is the SI of the source and ν the frequency. At the frequencies of interest, the average SI of sources is generally found to be around −0.7 to −0.8 (Intema et al. 2011; Ghosh et al. 2012; van Weeren et al. 2014) . We estimate the in-band SIs of all the measured sources in our field by fitting a power law to the 40 kHz SEDs.
To assess beam-model errors, the SIs of the central 10
• of the field are plotted against the source RA/Dec. in Fig. 5 . Even in this central 10
• area, the errors in the beam model cause a significant bias of the SI estimates. A first-order estimate of the bias is obtained by fitting the SI to a quadratic function over RA and Dec., as shown by the black dashed curve in Fig. 5 . We correct the SIs for this bias, thereby keeping sources at the pointing centre constant. The applied corrections to the SIs vary from −0.23 to 0.27. A SI error of 0.27 corresponds with a flux error of ∼5 per cent. This is smaller than some previous results; Hurley-Walker et al. (2014) estimate the MWA beam error to be ∼10 per cent. The improvement is mainly due to the improved MWA beam model (Sutinjo et al. 2015) . Nevertheless, the error is still significant, and because of this in the rest of this paper we will discard sources outside the central area of 10 • radius. This leaves 586 sources in our sample. Beam modelling errors also cause leakage of Stokes I into the Stokes Q, U and V spectra. These errors are on the order of a few per cent. We do not detect any outlying power in the Stokes Q, U and V spectra that is higher than the leakage, i.e. we do not detect any intrinsically polarized sources. We have only looked for outliers in the integrated and integrated-squared polarized flux density, no rotation measure synthesis was performed. Besides the instrumental leakage, the ionosphere is another factor in the lack of detection of intrinsically polarized sources. Because of the long integration time, sources with linear polarization will to some extent be depolarized due to the changing total electron content in the ionosphere, which is not taken into account in the data analysis. After correcting for beam errors, we find a mean α of −0.687, median of −0.700 and standard deviation of 0.275. A histogram is plotted in Fig. 6 . We divide the observed range of flux densities in four logarithmic bins, and calculate the median SI for each bin. The results are shown in Table 3 and plotted in Fig. 7 . We observe a slight but insignificant flattening towards lower flux densities. We find that the bin medians are approximately 0.15 SI units flatter compared to Intema et al. (2011) at the same flux density level. Our catalogue contains 9/586 ≈ 1.5 per cent steep spectra sources with α < −1.3. This is a lower fraction compared to Intema et al. (2011) , who find 16/417 ≈ 3.8 per cent steep-spectrum sources. The measurements are drawn together with the fitted first-order (dashed lined) and second-order (dotted line) fits. Clearly, the curvature resulting from fitting is not a good representation. The deviations are likely due to systematic errors and not due to intrinsic curvature of the source spectrum. These spectra have relatively large systematics when compared to other sources in the catalogue.
Spectral curvature
To analyse the possible curvature of the source spectra, we fit each spectrum to a second-order logarithmic polynomial:
where S 0 is the source flux density at the reference frequency ν 0 = 168.3 MHz, α is the SI at frequency ν 0 and β is the spectral curvature. We observe that the curvature is correlated to the position of the source, similar to the SI. After correction for this in the same way as demonstrated in Fig. 5 , the average curvaturê μ[β] = 0.02 with standard deviationσ [β] = 2.3. We note that the corrections are considerable; the largest absolute correction (β) for sources at 10
• distance is 2.1 curvature units. Although these corrections affect the mean curvature (before: 0.37, after: 0.02), its standard deviation is hardly affected (before: 2.37, after: 2.31).
When visually inspecting the spectra of the sources with largest curvature, it is apparent that most of the spectral curvature is instrumental in nature. Fig. 8 shows the two spectra with the highest absolute curvature as an example. Their spectra show structure on small (few-MHz) scales, which could be caused by strong off-axis sources or the Galactic plane. Many outliers are visible as well, which could be caused by the polyphase filter aliasing. Hence, with regards to modelling the intrinsic curvature of sources, we can only set an upper limit on its standard deviation of σ [β] ≤ 2.3. The cause of the artefacts are analysed in Section 3.6.
Emission/absorption line-like features
We perform a blind search for line-like features in the spectra. The second-order logarithmic polynomial from equation (4) is fitted to each spectra and the maximal deviation (both positive and negative) is calculated. We calculate the significance of the deviation relative to the rms of the difference between the model and the measured values. Initially, many deviations larger than 5σ are found, but most of these are found to be in the first channels next to the subband edges, and caused by the polyphase filter. After flagging a total of six edge channels on each side of each subband (losing 552 out of 1472 channels), five sources with 5σ deviations remain. These five sources are found to have artefacts similar to Fig. 8 . With six Figure 9 . Spectra for source MWAEOR J001612−312334. This source shows exceptionally large instrumental effects in its spectra. The source was found by searching for sources with large deviations from a log polynomial. Fig. 10 shows the spectrum in Fourier space.
subband edge channels removed, a maximum absolute deviation of 0.37 ± 0.22 Jy is found in a 9.9 Jy source, resulting in a 1.65σ deviation. This deviation results in a 3σ upper limit of 1.03 Jy on the deviation that sources have from smooth spectra in 40 kHz channels.
Cause of spectral artefacts
As described in Sections 3.4 and 3.5, the measured spectra show instrumental structures. Results of the MWA at lower frequencies have identified problems with cable reflections (Ewall-Wice et al., in preparation). Cable reflections cause a ripple over frequency, with a period that is inverse proportional to the length of the cable. To analyse whether such ripples are present in the spectra, we calculate the Lomb-Scargle periodogram for sources that show instrumental artefacts. The Lomb-Scargle periodogram is similar to the power in Fourier domain, except that missing channels from the subband edges do not cause unreal high responses at its corresponding delay (Scargle 1982) . Fig. 9 shows the spectrum for a source with exceptionally high artefacts, and it is one of the sources that was found to have 5σ deviations from a smooth curve. While the spectrum shows artefacts which might appear periodic, its periodogram in Fig. 10 shows that there is no excess power at delays corresponding to the cable length of 90 m or any of the other cable lengths used in the MWA. Some excess power is still seen at the second and third multiple of the subband period, which is likely due to polyphase filter aliasing. Fig. 10 is made after flagging six edge channels. When flagging only two edge channels, large power (∼1 Jy 2 ) is visible at the delay corresponding to the subband period and multiples thereof. This is caused by subband aliasing.
The periodogram rules out subband aliasing or cable reflections as the cause of the artefacts visible in the spectrum. The self-calibration process, which finds solutions for each individual channel, has successfully removed the cable reflections, and the subband aliasing has been removed by extra flagging. It is therefore likely that the artefacts are caused by undeconvolved off-axis emission. This would also explain the variation of the strength of the artefacts between sources.
In a spectrum, the fringe rate of a sidelobe is linearly related to the baseline length, as well as to the separation between the measured source and the sidelobe-inducing source. A source at 9
• distance from a measured spectrum creates at most one sidelobe per 1.28 MHz in the measured spectrum on the longest MWA baseline. Most of the excess power is at delays smaller than the delay of Fig. 9 , showing the power in delay space. Delays corresponding to cable reflections (yellow and green vertical lines) do not show increased power. The subband delays (red lines) do show some increased power, in particular at two and three times the corresponding delay. The sidelobe of a source can cause a fringe on the spectrum of another with a maximum fringe speed that is proportional to their distance. The top x-axis relates the delay to this distance, calculated for the longest baseline (2900 m).
the subband bandwidth of 1.28 MHz. Some further excess is seen, but flattens at approximately a corresponding maximum distance of 20
• -30
• . At distances larger than 30
• , the power spectrum is dominated by the system noise contribution. This suggests that most of the power is coming from nearby undeconvolved sources that are within the field of view. These are therefore the sources fainter than 100 mJy that are inside the primary-beam lobe, but have not been peeled. Sources outside the field of view can also add power at low delays via smaller baselines when they are in a sidelobe of the primary beam.
Average spectrum residuals
So far, we have looked at the spectra of individual sources. If instrumental artefacts correlate between sources, artefacts not visible in individual source spectra might still surface after all spatial information is combined, for example by making a cylindrically averaged or spherically averaged power spectrum. In this section, we analyse the spectral correlation between sources. We ignore the fact that sources have different positions for now, by looking at the average spectral residuals after model fitting. The presence of artefacts in averaged spectra does not strictly imply presence of artefacts in a power spectrum, but does provide an indication. In a later section, we will include the spatial information by forming a circularly averaged power spectrum.
To create an average residual spectrum, each source is individually fitted to equation (4) and the residuals are inverse-variance weighted before averaging. As we have already identified that subband edge channels are problematic, we will ignore six edge channels on each side of the subband. The resulting residuals are plotted in Fig. 11 . The structures that are visible in Figs 4, 8 and 9 are also visible in the averaged residuals, but at a smaller level. The last 128 channels (≥192 MHz) deviate, which is most likely a coincidental excess of PSF sidelobes. To quantify the artefact residuals, the rms of the averaged residuals and the rms of the difference between channels are calculated for different numbers of randomly Figure 11 . Averaged residuals after subtracting a fitted logarithmic polynomial to each individual source spectrum. Subband edge channels are not plotted. Structure in the spectrum is likely due to PSF sidelobes from undeconvolved sources. The cause of the structure in channels 1345 -1472 is unknown, but most likely also caused by PSF sidelobes. Figure 12 . Sensitivity of the average of spectrum residuals for different source counts, expressed with three metrics: the average power in k -space range 0.1 ≤ k ≤ 0.2 h Mpc −1 , the rms of the difference between channels (differential rms) and the normal rms of the residuals. The theoretical system noise is corrected for uniform weighting. selected sources. Fig. 12 shows the result of this. The normal rms flattens after averaging ∼200 sources. The differential rms is not very sensitive to the structures visible in Fig. 11 , which is likely why the differential rms is lower and continues to follow 1/ √ t proportionally.
k (line of sight) power spectrum
We calculate the residual power spectrum corresponding to the residuals shown in Fig. 11 . This operation is equivalent to averaging lines of sight from a residual image cube, computing the power spectrum cube, and then averaging in k ⊥ . As the average includes the wedge at scales up to the longest baselines, all modes are expected to include some measure of foreground residual. Here, our intent is to highlight spectrally periodic artefacts common to all sources such as those from bandpass or reflections. As in Section 3.6, the power is estimated with the Lomb-Scargle periodogram. Fig. 13 shows spectra for two and six removed edge channels, and a spectrum where the deviating 6 MHz at the high-frequency end of the residuals is removed. The latter has the lowest power at almost all k . When we compare this power spectrum to one calculated from a Gaussian system noise with an rms of 1.2 mJy, which is the differential rms of the residual spectrum, the average power in the EoR window is approximately an order of magnitude above the system noise. The power is not expected to reach the thermal noise, because the highk ⊥ part of the foreground wedge is not excluded in this plot (where k ⊥ is the spatial direction). With only two subband edge channels removed, the k value that corresponds to the subband period shows an excess of an order of magnitude, indicating that the polyphase filter aliasing still has a significant effect on the third subband edge channel. The deviating high-frequency end of the residual spectrum increases power at k ≤ 0.1 h Mpc −1 in particular. The impact of artefacts on the EoR window can be inferred by examining the power spectrum in the range of k-modes typically bounding the EoR window in 2D k-space. A comparison between the residual spectrum noise levels and the integrated power over 0.1 ≤ k ≤ 0.2 h Mpc −1 for different source counts is plotted in Fig. 12 . The power-spectrum power is scaled by plotting the square root of half the power, which implies that on average the data points would have the same positions as the rms data points if the data are uncorrelated and Gaussian. The plot shows a larger excess for the power-spectrum power, and additionally shows that the EoRwindow power flattens for high source counts similar to the rms behaviour. PSF sidelobes from residual foregrounds are likely the cause of this. Because these statistics include high k ⊥ -values, this is to be expected, and implies that power from the foreground wedge is contributing. When including spatial information, the power from PSF sidelobes is expected to be isolated in the wedge. If the artefacts are indeed from PSF sidelobes, we do not observe any contributions that could affect power in the EoR-window with the current sensitivity. However, some instrumental artefacts might be hard to distinguish from PSF sidelobes.
Cylindrically averaged two-dimensional power spectrum
In addition to the simple delay-space estimate of the line-of-sight power, we compute a more sophisticated cylindrically averaged (two-dimensional) power spectrum, including the full effects of the interferometer sampling. This analysis is based on the power spectrum estimator 'CHIPS' developed for application to MWA EoR data, as described in Trott et al. (2016) . The CHIPS estimator computes the maximum-likelihood (ML) estimate of the power. Throughout we use a cold dark matter cosmology with H 0 = 100 h km s (Bennett et al. 2013) .
In this analysis, the residual foregrounds are propagated into the power-spectrum parameter space, using the spectral two-point correlation function to represent the frequency-frequency covariance structure of the residual point-source spectra.
We compute the two-point correlation function,
for the 586 sources using the residual flux density (measured minus fitted) as a function of separation of spectral channels. This function is shown in Fig. 14 . We then use the instrument chromatic sampling function, and a model for the frequency-dependent MWA primary beam, to propagate the frequency-frequency covariance of the SEDs into the power as a function of angular scale (k ⊥ ) and line-of-sight scale (k ). The resulting SED power spectrum is shown in Fig. 15 . In addition to the residual spectrum, we perform the same analysis for a noise-only simulation of 586 SEDs and produce the expected noise power spectrum (Fig. 16 ). This power spectrum was made by substituting the SEDs with Gaussian simulated noise, with a standard deviation equal to the differential rms of the SED. The residual power spectrum here is intended to demonstrate what happens if one assumes that the spectral correlations are intrinsic to the sources. We therefore re-apply the instrument model to observe the effect. In reality, the spectral structure is due to the sidelobes from other sources, which have not been correctly accounted for due to the image-space and line-of-sight method used to compute the source SEDs.
As expected, the noise power spectrum exhibits flat power across k , demonstrating the lack of frequency-frequency correlations. Conversely, the structure (correlation length) shown in the twopoint correlation function is translated into a slow roll-off of power in k in the residual SED power spectrum. The other prominent features in Fig. 15 include (1) lower power in the DC (k = 0) term, attributable to the smooth power law that has been fitted to, and subtracted from, each source spectrum; and (2) a wedge-like structure extending from low k ⊥ -k to high k ⊥ -k , corresponding to the chromatic sampling of the interferometer (mode-mixing). This chromatic sampling would have been removed if a smooth source model was fitted over the bandpass. In that case, the sampling (which leads to the sidelobe structure in image space) would have been removed by the smoothing. However, for the case where each channel is estimated independently and the source spectrum is extracted at one position in the image, this smoothing procedure is not performed, and the resultant two-point correlation residuals retain the sidelobe structure. This is a key point for the approach and intent of this work; we are trying to extract the fine frequency information intrinsic to each source, and therefore are measuring each channel independently to probe any non-smooth spectral structure. However, in doing so, we are subject to the chromatic effects of sidelobes from nearby sources, and collect all of the undesirable instrumental effects along with any of the desired intrinsic ones. For this approach, it is difficult to disentangle these effects.
Sensitivity analysis
The theoretical system noise is estimated for the MWA with t = 8 × 10 4 /(Bσ 2 ), with σ the standard deviation in mJy beam −1 , t the observation time in seconds and B the bandwidth in MHz (Tingay et al. 2013 ). This formula is for natural weighting, and needs to be adapted when using uniform weighting. For the MWA, simulations of noise gridded with uniform weighting show an rms increase of a factor of 3 with uniform weighting. The resulting estimated system noise in a single uniformly weighted spectrum with 40 kHz resolution and 22 h integration time, is 15 mJy. The average rms of spectra in the inner 10
• of the primary beam is 42 mJy, and is thus a factor of 2.8 higher. After averaging all residual spectra of the 586 sources, the rms of the averaged spectrum is 2.4 mJy, which is a factor of 4 above the estimated system noise contribution of 600 µJy. The increase from 2.8 to 4 in the ratio between rms and system temperature after averaging is due to artefacts that correlate between sources (Section 3.7). Because these artefacts are smooth, the differential rms values are not affected. Consequently, the difference between the differential rms and the system temperature is a factor of 2 both in a single residual spectrum and in the averaged residual spectrum. The factor of 2 difference between the system noise given by Tingay et al. (2013) and our empirical measurement of the system noise contribution in long integrations can be attributed to various practical issues, such as the loss of channels due to the passband and RFI, loss of timesteps at the beginning and end of the 2-min snapshots, bad ionospheric conditions and loss of sensitivity due to the primary beam.
If we assume that our differential noise levels accurately quantify the system temperature contribution, a cylindrical power spectrum made from 30 MHz of the spectra has a system noise contribution of 2.2 × 10 9 mK 2 h −3 Mpc 3 , as was shown in Fig. 16 . Of course, the power spectra derived in this work are not competitive, because they only contain information from positions on the sky at which source spectra were measured. A power spectrum that includes information from the entire field of view (within the full width at half-maximum) will be more sensitive than the power spectrum from the source spectra presented here. We can however compare the measured power spectra to the noise power spectrum with the same spatial information; Fig. 15 shows a 4.5 times higher power of 10 10 mK 2 h −3 Mpc 3 within the EoR window 0.1 ≤ k ≤ 0.2 h Mpc −1 . Given that the only significant artefacts that we detect are PSF sidelobes, this contribution is not from intrinsic source spectra or source subtraction errors, and might be contained in the wedge when the power spectrum is directly made from a spectral cube.
We have only looked at pixels within the field of view that have the brightest sources in the MWA EoR0 field. For pixels containing bright sources, the instrumental artefacts can be higher than in quiet areas. This is the case for fitting residuals and the instrumental effects that relate to the sky brightness, such as the pass-band shape and cable reflections. After having flagged six channels at the edges of each subband, we found no further significant power at the delay of the passband, and cable reflections have been removed by the per-channel self-calibration process. It is therefore likely that the excess noise levels are indeed coming from PSF sidelobes of the residual foreground. Foreground sidelobes are not brighter at the positions of bright sources, hence the noise levels can be expected to hold for the entire field of view.
C ATA L O G U E
One of the results of this work is a catalogue with 586 source positions, flux density measurements, spectral indices and spectral curvature, resulting from 45 h of integration. Most of our sources are covered by existing catalogues, or will be covered by the galactic and extragalactic MWA (GLEAM) survey . The source positions and flux density measurements are therefore not unique, nor do they significantly increase the accuracy of existing measurements. However, in-band spectral indices and spectral curvatures have not been available so far, and are important for EoR foreground subtraction, as well as for simulations of EoR signal extraction. The catalogue contains sources inside the central area of the field with radius 10
• . The first 50 sources of the final catalogue are listed in Table 4 . The full catalogue is available online. 
Error estimates
For each source, we calculate the standard error in the flux density, SI and spectral curvature. We do not provide errors on the source positions, because the source positions are derived from existing surveys and not measured in this work. The contribution to the error calculations is as follows.
(i) Beam errors cause 5 per cent error in the flux density measurement at the edge of the catalogue area. Since the entire area is used during calibration, we add 5 per cent error to each source flux density measurement, and add an additional error proportional to the distance from the phase centre, adding an extra 5 per cent at 10
(ii) We propagate the beam errors into the SI error, by using the fact that a 5 per cent error causes a SI error of 0.27.
(iii) Likewise, we propagate the beam errors into the spectral curvature by using the fact that the error is 2.1 curvature units at 10
• distance.
(iv) The SI and spectral curvature are also affected by the PSF sidelobes. Therefore, we add their measured standard deviations of 0.275 to the error in the SI and 2.31 to the error of each spectral curvature measurement. These values have absorbed the error contribution from the system noise, although this contribution will be small compared to instrumental effects. Independent flux-scale errors due to errors in the catalogues used for calibration are negligible, because we have used 2500 existing sources in our calibration model.
D I S C U S S I O N A N D C O N C L U S I O N S
We have demonstrated several new data processing steps to extract high-resolution spectra for low-frequency radio sources. An advantage of the new approach is that it can apply ionospheric and beam-corrections at the highest time and frequency resolutions with an acceptable computational cost. Using this approach, we have reached the Stokes I confusion limit of the MWA in the integrated bandwidth, which is 3.5 mJy beam −1 . The differential and Stokes Q, U and V noise levels in the spectra continue to decrease with longer integration time. Our method successfully removes issues with cable reflections that have been observed at lower frequencies with the MWA.
Our measurement of the source population shows that the SI distribution is similar to results with different telescopes, although our average SI indicates flatter spectra, with an average SI of −0.69. We also measure a larger spread compared to other studies. While the MWA might sample a slightly different source distribution because of low resolution but high sensitivity at small baselines, inaccuracies in the primary-beam model are also causing errors in the in-band spectral indices of the MWA. At 10
• from the phase centre, the SI has an average error of 0.27 points caused by the primarybeam model. Because of the beam errors, as well as due to the relatively high level of undeconvolved flux, we cannot measure the curvature very accurately. We have determined a spectral-curvature upper limit of σ [β] ≤ 2.3, and do not find any in-band curvature that can be confidently attributed to source-intrinsic spectral curvature. Improving the primary-beam model of the MWA is important, because it will enable more accurate in-band spectral measurements and allow using a larger area of the primary beam.
We have not found any source-intrinsic spectral lines, which rules out 40 kHz deviations >1.03 Jy in our source sample. The search for these is somewhat difficult due to the polyphase filter of the MWA as well as due to the wide field of view of the MWA. The latter requires extensive deconvolution, which is computationally expensive for a large field of view. Using the MWA to search for spectral lines in diffuse structures, such as Galactic radiation, will be more effective, because the MWA has more sensitivity and better UV-coverage at larger scales.
Due to several practical causes (loss of subband edges and snapshot transitions, RFI and the ionosphere), we find the effective system noise contribution to be approximately twice as high as the theoretical noise prediction that is based on the system temperature of the single elements as specified by Tingay et al. (2013) .
When flagging three channels on each side of each 32-channel MWA subband, we continue to see a large contribution in the power spectrum from the polyphase filter. With six channels flagged at each side, the artefacts are mostly gone. It is possible that the polyphase filter still contaminates the power spectrum at a fainter level, and more flagging is required for longer time integrations. A stronger polyphase filter with a corresponding pass-band delay that does not fall in the EoR window will be advantageous for EoR experiments. This should be taken into consideration in future MWA upgrades or future telescopes such as the Square Kilometre Array (SKA).
We have looked at the power spectrum made from a limited number of source spectra. By doing so, we combine the information differently compared to making power spectra from all image resolution elements (as in Dillon et al. 2015) or by making power spectra directly from the visibilities (as in Trott et al. 2016 ). This different methodology has allowed us to perform extensive analysis of possible causes, but changes the contribution of certain effects somewhat.
While we observe an excess of a factor of 4.5 (in mK 2 h −3 Mpc 3 ) in the EoR window of the power spectrum, we conclude this is not the result of intrinsic source variation, cable reflections or pass-band ripples, but due to PSF sidelobes from unsubtracted point sources inside the primary field. It is likely that this power is mapped under the wedge when a power spectrum is made directly from a full image cube. If one would direction-dependently fit and subtract each source independently, then one would include the effect of PSF sidelobes during the subtraction, and end up with the factor 4.5 excess power. In our case, we have calibrated on clusters of sources. Such calibration strategy will decrease the effect when making a full power spectrum, but residual PSF sidelobes from unmodelled sources might still be present and affect the calibration solutions at a lower level. This shows the importance of using the best possible sky models and as little degrees of freedom as possible during calibration, because PSF sidelobes of unmodelled sources will otherwise affect the calibration solutions, and thereby propagate power to the EoR window of the power spectrum.
Making an accurate calibration model, including spectral indices and curvature, is challenging. One way to improve the results in a next iteration, is by peeling more sources and subtracting the diffuse emission from the Galaxy. Using the low-and high-band images produced in this work, it is possible to construct a deeper model for this field with more accurate frequency information. Furthermore, for constraining the spectral indices and curvatures, it will be advantageous to combine data from lower and higher frequency observations. The GLEAM survey Hurley-Walker et al., in preparation) will provide catalogues for the MWA EoR fields. Its wider bandwidth might make it easier to construct accurate spectral indices and curvatures for the bright sources. Automated cleaning methods that incorporate spectral information, such as CASA's MSMFS (Rau & Cornwell 2011) or the joined-channel cleaning methods implemented in WSCLEAN and OBIT (Cotton 2008 ) might be another direction worth investigating. This scientific work makes use of the NCI National Facility in Canberra, Australia, which is supported by the Australian Commonwealth Government.
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