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Chapitre I
Introduction
A. Groupes de tresses
Le groupe de tresses B(n) a été introduit par Emil Artin ([Art1925, Art1947]) en 1925 en
relation avec la théorie des nœuds. Depuis, de multiples points de vue différents ont été dé-
couverts pour présenter et étudier ce groupe ; cette richesse en est assurément un des intérêts
principaux. On présente dans cette introduction le groupe B(n) sous trois aspects : comme
groupe de tresses géométriques à isotopie près, comme groupe modulaire d’un disque percé
et comme « discrétisation » du groupe des difféomorphismes du disque préservant l’aire. On
pourra consulter [BCHWW2009, Deh2000, KT2008] pour des introductions complémentaires
et beaucoup plus exhaustives aux groupes de tresses.
1. Tresses et entrelacs
On note I l’intervalle [0,1] et on fixe une fois pour toutes un entier n ¾ 2 et n points
z1, . . . ,zn à l’intérieur du disque unité D
2 ⊆R2.
Définition. On appelle tresse géométrique à n brins tout sous-ensemble b ⊆ D2 × I formé de
n intervalles topologiques disjoints (les brins) tels que la projection sur le deuxième facteur
D2× I→ I réalise un homéomorphisme entre chaque brin et I et que
∀s∈ {0,1},b∩ (D2×{s}) =

(zi,s)
1¶ i¶n	 .
La dernière condition permet d’empiler deux tresses géométriques pour obtenir une par-
tie de D2× [0,2] qui donne, après une contraction de facteur 2 dans le deuxième facteur, une
troisième tresse géométrique. Cela décrit une loi de composition interne sur l’ensemble des
tresses géométriques, que l’on appelle concaténation.
Les tresses géométriques possèdent également une notion d’isotopie : on dira que deux
tresses géométriques b et b′ sont isotopes s’il existe une application continue
F : I× ({1, . . . ,n}× I)→ D2× I
(t, i,s) 7→ Ft(i,s) = F(t, i,s)
telle que l’image de Ft soit une tresse géométrique bt pour tout t ∈ I, avec b0 = b et b1 = b
′.
Définition. On appelle tresse à n brins toute classe d’isotopie de tresses géométriques à n
brins.
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La relation d’isotopie étant compatible avec la loi de concaténation, l’ensemble B(n) des
tresses à n brins hérite d’une opération que l’on continue à appeler concaténation.
Théorème (Artin, cf. [Art1925]). Muni de la loi de concaténation, l’ensembleB(n) des tresses à
n brins forme un groupe donné par la présentation
B(n)≃
®
σ1,σ2, . . . ,σn−1
 σiσj = σjσi si |i− j|¾ 2σiσjσi = σjσiσj si |i− j|= 1
¸
.
Évidemment, l’élément neutre de B(n) est la tresse reliant chaque point (zi,0) au point
(zi,1) par le brin vertical {zi} × I. L’inverse d’une tresse est simplement donné par son image
miroir.
Notons que l’on a un morphisme surjectif évident perm : B(n)→ S(n), que l’on peut dé-
finir topologiquement (τ = perm(x) est la permutation de {1, . . . ,n} telle que le brin issu de
(zi,0) aboutisse en (zτ (i),1)) ou algébriquement (si l’on rajoute les relations σ2i = 1 à la présen-
tation d’Artin, on obtient la présentation de Coxeter du groupe symétrique S(n)). Le noyau
de ce morphisme est le sous-groupe des tresses pures
P(n) = ker(perm : B(n)→S(n)).
i i+1
· · · · · ·σi =
FIGURE 1 – Générateurs d’Artin
=
=
FIGURE 2 – Relations d’Artin
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FIGURE 3 – Concaténation (triviale) d’une tresse et de son imagemiroir
Le lien essentiel entre les tresses et la théorie des nœuds se fait via l’opération de clôture
d’une tresse. Si x ∈B(n), on peut joindre les points (zi,0) aux points correspondants (zi,1) par
des courbes simples passant à l’extérieur de la boîte D2× S1 et ne s’emmêlant pas (cf. dessin
ci-dessous ou [KT2008, section 2.2] pour une définition plus formelle) pour obtenir à partir
de x un entrelacs bx⊆ S3.
L’entrelacs bx vit naturellement dans un tore plein plongé de façon standard dans S3, et a
pour nombre de composantes le nombre |perm(x)| de cycles intervenant dans la décomposi-
tion en cycles disjoints de la permutation associée.
FIGURE 4 – Clôture d’une tresse
Bien que nous ne les utiliserons pas, citons les théorèmes cruciaux pour exploiter cette
opération de clôture, dus respectivement à James Alexander et à Andréj Andréevicˇ Márkov.
Théorème ([Ale1923]). Tout entrelacs de S3 est équivalent à la clôture d’une tresse.
Théorème ([Mar1936]). Deux tresses ont des clôtures équivalentes si et seulement si l’on peut
passer de l’une à l’autre par une suite finie de transformations appartenant à l’un des deux types
suivants :
– conjugaison : x∈B(n)↔ yxy−1 ∈B(n), pour un certain élément y ∈B(n) ;
– ajout ou suppression d’un brin : x ∈B(n)↔ xσ±1n ∈B(n+1).
Pour finir cette section, introduisons une notation. Si L ⊆ S3 est un entrelacs, on notera
E(L) son extérieur, c’est à dire le complémentaire E(L) = S3\U (L) d’un voisinage régulierU (L)
de L. C’est une variété compacte de dimension 3, dont le bord est constitué de |L| tores T2 (si
L est un entrelacs, on note |L| son nombre de composantes connexes.)
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Par dualité d’Alexander, les groupes d’homologie de cet extérieur sont aisément calcu-
lables : on aH0(E(L)) =Z, le premier grouped’homologie est un groupe abélien libreH1(E(L)) =
Z|L| dont on peut exhiber une base en choisissant pour chaque composante Li de l’entrelacs L
unméridien µi et, pour q ¾ 2, Hq(E(L)) = 0.
2. Le groupe de tresses comme groupemodulaire
Le groupe de tresses B(n) peut être également vu comme le groupe des composantes
connexes d’un groupe d’homéomorphismes ou de difféomorphismes du disque à n « perfo-
rations. » Par exemple, soit D2 le disque unité fermé deC et z = {z1, . . . ,zn} des points distincts
dans l’intérieur de D2.
Ondéfinit alors les groupes d’homéomorphismeset de difféomorphismescorrespondants :
Home´o(D2,z) =
¦
f ∈Home´o(D2)
f|∂D2 = id∂D2 et f (z) = z©
Diff(D2,z) =
¦
f ∈Diff(D2)
f|∂D2 = id∂D2 et f (z) = z© .
Remarquons que l’hypothèse sur le comportement de f au bord de D2 entraîne qu’il préserve
l’orientation. Naturellement, on a une inclusion Diff(D2,z) ⊆Home´o(D2,z) qui est une équi-
valence d’homotopie d’après un théorème d’Epstein ([Eps1966]).
Le groupe de tresses peut alors être vu comme un groupemodulaire.
Théorème (cf. [Bir1974, Chapter 4], [KT2008, Theorem 1.33]). On a des isomorphismes
B(n)≃ π0Home´o(D
2,z)≃ π0Diff(D
2,z).
La restriction d’un difféomorphisme (ou plutôt de sa classe d’isotopie) à z fournit une
nouvelle définition dumorphisme perm : B(n)→S(n).
Afin demanipuler des variétés différentiables compactes, nous allonsplutôt voir le groupe
de tresses comme un groupe de difféomorphismes d’une surface compacte à bord.
Plus précisément, prenons n disques disjoints D2int,i contenus dans l’intérieur de D
2 cen-
trés autour des (zi). On note S
1
int,i le bord de ce disque. On pose alors
Dn =D2 \
 
n⊔
i=1
D2int,i
!
.
Dn est donc une surface compacte à bord, dont le bord a une composante extérieure S
1
ext =
∂D2 et n composantes intérieures S1int,1, . . . ,S
1
int,n. Plus précisément, en orientant les (n+ 1)
cercles constituant le bord de Dn dans le sens trigonométrique, le bord de la surface orientée
Dn est
∂Dn = S1ext−S
1
int,1− ·· · −S
1
int,n.
On pourra noter ∂extDn = S
1
ext et ∂intDn =

S1int,1 ⊔ · · · ⊔S
1
int,n

.
On définit alors le groupe de difféomorphismes
Dn =
¦
f ∈Diff(Dn)
f|S1ext = idS1ext©
fixant le bord extérieurmais agissant librement sur les composantes intérieures (évidemment,
∂intDn doit être globalement préservé mais les éléments deDn peuvent en permuter les com-
posantes).
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Proposition. Le groupe de tresses B(n) s’identifie naturellement au groupe des composantes
connexes π0Dn.
Encore une fois, on obtient le morphisme perm : B(n)→S(n) en considérant l’action in-
duite sur π0(∂intDn).
Dans la suite, on pourra donc considérer une tresse x ∈ B(n) comme une classe d’équi-
valence de difféomorphismes Dn → Dn. À titre d’illustration, rappelons la construction de la
représentation d’Artin.
Soit x ∈ B(n) une tresse et hx ∈ Dn un difféomorphisme la représentant. Le difféomor-
phisme hx induit alors un automorphisme
(hx)♯ : π1(Dn,1)→ π1(Dn,1)
du groupe libre Ln = π1(Dn,1). Comme deux difféomorphismes isotopes induisent la même
action sur le groupe fondamental, on obtient ainsi une représentation
Artin : B(n)→ Aut(Ln),
dont un théorème d’Artin ([Art1925], cf. également [KT2008, Theorem 1.31]) nous garantit
qu’elle est injective.
Dans ce travail, les tresses interviennent la plupart du temps via unprocédé de suspension.
Par exemple, un difféomorphisme hx ∈Dn admet une suspension
(Dn× [0,1])/(x,1) 7→ (f (x),0),
qui est un fibré sur le cercle S1 = [0,1]/(1∼ 0) de fibre Dn et de monodromie hx. Deux difféo-
morphismes isotopes fournissant des variétés homéomorphes (et même des fibrations iso-
morphes), la constructionne dépend pas du difféomorphismehx mais seulement de sa classe
d’isotopie, c’est-à-dire de la tresse x. On notera donc simplement M(x) la variété obtenue, et
on l’appellera suspension de la tresse x.
La variété M(x) est une variété compacte de dimension trois dont le bord se décompose
de la façon suivante.
– Puisque hx fixe point par point la composante extérieure S1ext de Dn, M(x) a une com-
posante de bord extérieure ∂extM(x) = S
1 × S1ext. Pour la même raison, les intervalles
{z} × [0,1] (z ∈ S1ext) se referment et dessinent sur ∂extM(x) un feuilletage par cercles
transverses aux fibres.
– la partie intérieure du bord ∂intM(x) est obtenue par suspension de la restriction de hx
à ∂intDn. À homéomorphisme (ou isomorphisme de fibrations) près, cette surface ne
dépend que de la permutation perm(x). Elle est en fait homéomorphe à |x| copies du
tore T2, où |x|=
perm(x) est le nombre de cycles intervenant dans la décomposition de
perm(x) en cycles disjoints.
On voit d’ailleurs que la suspensionM(x) de la tresse x est homéomorphe à l’extérieur de
l’entrelacs bx dans le tore pleinD2×S1. Autrement dit, on peut obtenir l’extérieur E(bx) de l’en-
trelacs bx⊆ S3 en recollant un tore plein à M(x) le long du tore extérieur ∂extM(x), de telle sorte
que les méridiens de ce nouveau tore plein coïncident avec le feuilletage tracé sur ∂extM(x).
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3. Représentation de Burau
Le groupe de tresses possède une représentation linéaire sur l’anneau Λ = Z[t, t−1] in-
troduite par Werner Burau en 1936 ([Bur1936]). D’après la présentation d’Artin donnée à la
section I.A.1, la donnée d’une représentation linéaire de B(n) est équivalente à la donnée de
(n−1)matrices inversibles S1, . . . ,Sn−1 vérifiant les relations d’Artin
|i− j|¾ 2⇒ SiSj = SjSi et |i− j|= 1⇒ SiSjSi = SjSiSj.
Burau introduit alors les matrices n×n
Si = Ii−1⊕

1− t t
1 0

⊕ In−(i+1),
et vérifie par un calcul direct qu’elles satisfont aux relations d’Artin (c’est évident pour la pre-
mière et la vérification de la seconde nécessite un petit calcul sur des matrices 3× 3.) Par
ailleurs, les matrices sont de déterminant−t et donc inversibles dès que t est inversible dans
l’anneau des coefficients.
On obtient ainsi la représentation de Burau (non réduite)
âBurau : B(n)→GLn(Λ).
Remarquons que les relations du groupe de tresses étant symétriques, les transposées des
matrices Si définissent également une représentation de B(n).
La représentation de Burau fixe clairement le vecteur colonne v = t(1,1, . . . ,1). On appelle
en général représentation de Burau réduite la représentation induite sur le quotient Λn/Λ ·v ≃
Λn−1.
La représentationde Burau apparaît naturellementdans l’étudedes groupes de tresses, in-
dépendammentdupoint de vue adopté. Onpourra par exemple consulter [Deh2000, Example
2.11] pour l’apparition de la représentation de Burau (non réduite) dans le contexte des ac-
tions des groupes de tresses sur les systèmes autodistributifs.
La question de la fidélité de la représentation de Burau, longtemps ouverte (et probable-
ment partiellement motivée par le fait que âBurau : B(3)→ GL3(Λ) est bien fidèle) est mainte-
nant en grande partie résolue : pour n¾ 5, la représentation de Burau de B(n) n’est pas fidèle
([Moo1991, LP1993, Big1999], cf. également [KT2008, Chapter 3]). La question reste ouverte
pour n= 4.
En 1984 (cf. [Squ1984]), Squier a démontré que la représentation de Burau préserve une
forme hermitienne (par rapport à la conjugaison Z-linéaire sur Λ envoyant t sur t−1). Une
telle formehermitiennepeut-être donnée explicitement ; par exemple, la forme sesquilinéaire
donnée par la matrice
Ωn =

1 0 0 . . . 0
1− t 1 0 . . . 0
1− t 1− t 1 . . . 0
...
...
...
...
...
1− t 1− t 1− t . . . 1

est préservée par la représentation de Burau (non réduite)âBurau : B(n)→GLn(Λ) (cf. [KT2008,
Theorem 3.1]). On obtient ainsi une forme hermitienne (resp. antihermitienne) préservée par
la matrice de Burau en considérant la matriceΩn+
tΩn (resp. Ωn−
tΩn).
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En particulier, on remplaçant t par un nombre complexe ω de module 1, on obtient une
représentation complexe âBurauω : B(n)→GLn(C),
qui préserve une forme hermitienne (au sens usuel) sur Cn. Pour ω = 1, il s’agit simplement
de la représentation associée au morphisme perm : B(n) → S(n). Pour toutes les valeurs de
ω à l’exception d’un nombre fini, cette forme hermitienne est non dégénérée. À conjugaison
près, on pourra donc voir cette représentation de Burau comme une représentation à valeurs
dans Un(C) (et donc dans Sp2n(R)).
On reviendra à la représentationde Burau et à la structure (anti)hermitienneassociée avec
un autre point de vue, plus topologique, à la section III.C.
B. Quasimorphismes
1. Généralités
Soit Γ un groupe. On appelle quasimorphisme sur Γ une application ϕ : Γ→R telle que
∃C> 0 :∀γ1,γ2 ∈ Γ, |ϕ(γ1γ2)−ϕ(γ1)−ϕ(γ2)|¶C.
Si ϕ est un quasimorphisme, on note de´f(ϕ) (et on appelle défaut du quasimorphisme) la
borne inférieure des C qui conviennent.
Les fonctions bornées sur Γ et les morphismes Γ → R sont des exemples de quasimor-
phismes. En outre, les quasimorphismes forment manifestement un sous-espace vectoriel
QM(Γ) de l’espace des fonctions à valeurs réelles définies sur Γ.
Un quasimorphismeϕ est dit homogène si
∀n∈Z,∀γ ∈ Γ,ϕ(γn) =nϕ(γ).
On démontre alors facilement que si ϕ : Γ→R est un quasimorphisme quelconque, la limite
ϕh : γ 7→ lim
n→∞
ϕ(γn)
n
existe et définit un quasimorphisme homogène. En outre, ϕh est l’unique quasimorphisme
homogène tel que ϕ−ϕh soit une fonction bornée, ce qui identifie le sous-espace vectoriel
QMH(Γ) ⊆ QM(Γ) des quasimorphismes homogènes au quotient de QM(Γ) par l’espace des
fonctions bornées.
Les quasimorphismeshomogènes reflètent des propriétés algébriquesprofondes du groupe
Γ. Un des résultats les plus marquants dans cette direction est le théorème de dualité de Ba-
vard (cf. [Bav1991, Cal2009]). Si γ est un élément du groupe dérivé Γ′ = [Γ,Γ], convenons de
noter cl(γ) la longueur des commutateurs de γ, c’est-à-dire le nombre minimum de commu-
tateurs dont γ soit le produit. Si γ1 et γ2 sont des éléments de Γ
′, on a évidemment cl(γ1γ2) ¶
cl(γ1)+ cl(γ2), ce qui permet de définit la longueur stable des commutateurs
scl(γ) = lim
n→∞
cl(γn)
n
.
Le théorème de Bavard affirme alors que longueur stable des commutateurs et quasimor-
phismes sont en dualité :
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Théorème. Soit Γ un groupe et γ ∈ Γ′. Alors
scl(γ) =
1
2
sup
ϕ∈QMH(Γ)\H1(Γ;R)
|ϕ(γ)|
de´f(ϕ)
.
Par exemple, les quasimorphismes illustrent bien la différence entre SL2(Z) (où ils sont
abondants et permettentmême, en un sens, de séparer tous les éléments, cf. [BG1992, PR2004])
et SLn(Z) pour n ¾ 3 où la propriété de génération bornée (tout élément de SLn(Z) s’écrit
comme le produit d’un nombre borné de matrices élémentaires, [CK1983]) montre que cl est
bornée (et donc scl= 0), ce qui implique l’absence de tout quasimorphisme homogène.
Les quasimorphismes s’inscrivent dans le cadre beaucoup plus général de la cohomologie
bornée : vu la définition du cobord en cohomologie des groupes, il est manifeste que l’espace
des cochaînes bornées forme un sous-complexe
C∗b(Γ;A)⊆C
∗(Γ;A) (A=Z,R).
La cohomologie bornée H∗b(Γ;A) est alors simplement la cohomologie de ce sous-complexe.
L’article [Gro1982] contient beaucoup d’applications géométriques de cette notion (appli-
quée aux variétés plutôt qu’aux groupes).
L’étude des quasimorphismes surΓ se ramène essentiellement à celle du deuxièmegroupe
de cohomologie bornée. En effet, si ϕ est un quasimorphisme, l’application
dϕ : (γ1,γ2) 7→ϕ(γ1γ2)−ϕ(γ1)−ϕ(γ2)
est évidemment un cocycle (en cohomologie usuelle, c’est mêmeun cobord !) borné. La classe
de cohomologie bornée de cette application ne retient le quasimorphisme qu’à addition par
les quasimorphismes« banals » près : en effet, lesmorphismesϕ∈H1(Γ;A) vérifient par défini-
tion dϕ= 0 et, si ϕ est une fonction bornée, on peut la considérer comme un 1-cocycle borné,
ce qui entraîne que [dϕ] = 0 dans H2b(Γ;A). On peut même démontrer que cette remarque est,
en un sens, optimale :
Proposition. L’application ϕ 7→ dϕ s’inscrit dans une suite exacte
0→H1(Γ;R)⊕ ℓ∞(Γ)→QM(Γ)
ϕ 7→dϕ
−−−→H2b(Γ;R)→H
2(Γ;R),
où l’application H2b(Γ;R) → H
2(Γ;R) est l’application induite en cohomologie par l’inclusion
C2b(Γ;R)⊆C
2(Γ;R).
Autrement dit, l’espace QMH(Γ)/H1(Γ;R) des quasimorphismes homogènes non triviaux
s’identifie au noyau de l’application canoniqueH2b(Γ;R)→H
2(Γ;R).
2. Quasimorphismes et systèmes dynamiques
Un des exemples les plus anciens de quasimorphisme est le nombre de translation défini
sur le revêtement universelåHome´o+(S1) = f ∈Home´o+(R) ∀t∈R,f (t+1) = f (t)+1	
du groupe Home´o+(S
1) des homéomorphismes du cercle préservant l’orientation, défini par
la formule
τ (f ) = lim
n→∞
fn(0)
n
∈R.
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Sa réduction modulo 1 définit l’invariant fondamental des homéomorphismes du cercle, le
nombre de rotation introduit par Poincaré
rot : Home´o+(S
1)→ S1.
Le point de vue « borné » sur ces invariants est fertile : la classe de cohomologie bornée
(cf. section précédente) correspondant au nombre de translation définit une classe de coho-
mologie bornée dans H2b(
åHome´o+(S1);Z) dont on peut voir qu’elle est le rappel d’une classe
e ∈H2b(Home´o+(S
1);Z),
appelée classe d’Euler bornée. La classe d’Euler bornée généralise le nombre de rotation au
sens où elle permet de classer à semiconjugaison près les actions d’un groupe discret Γ sur le
cercle.
Théorème ([Ghy1987, Ghy2001]). Soit Γ un groupe discret et
ρ1,ρ2 : Γ→Home´o+(S
1)
deux actions continues sur le cercle. Alors ρ1 et ρ2 sont semiconjuguées si et seulement si ρ
∗
1(e) =
ρ∗2(e) dansH
2
b(Γ;Z).
À la suitede cet exempleunidimensionnel,de nombreuxquasimorphismesont été construits
sur le groupe des difféomorphismes hamiltoniens de variétés symplectiques, au premier rang
desquels les groupes de difféomorphismes préservant l’aire d’une surface compacte (Barge-
Ghys [BG1992], Entov-Polterovich [EP2003], Gambaudo-Ghys [GG2004], Py [Py2006]...)
Une des motivations pour cette recherche provient des conjectures de Zimmer, selon les-
quelles, par exemple, aucun réseau d’un groupe de Lie de rang réel¾ 2 ne peut agir fidèlement
sur une surface compacte en préservant une forme d’aire. Le résultat évoqué à la question
précédente selon lequel aucun quasimorphisme non trivial n’existe sur SLn(Z) pour n ¾ 3 se
généralise en fait considérablement (à d’autres groupes et à des résultats d’annulation de la
cohomologie bornée, cf. [BM1999]). Chaque construction de quasimorphisme sur le groupe
des difféomorphismes hamiltoniens de surfaces fournit donc de nouvelles contraintes qu’un
contre-exemple putatif à la conjecture de Zimmer devrait satisfaire. Voir [Py2008] pour une
introduction plus sérieuse à ce sujet.
3. Résultats de Gambaudo et Ghys
Dans une série d’articles ([GG1997, GG2001, GG2004, GG2005]), Jean-Marc Gambaudo
et Étienne Ghys ont étudié des invariants topologiques associés à des systèmes dynamiques
(transformations de surfaces et champs de vecteurs en dimension 3). Un exemple de résultat
illustre bien l’utilisation des tresses comme « discrétisation » des champs de vecteurs.
Dans cette section, on note G le groupe des difféomorphismes de classe C∞ du disque D2
coïncidant avec l’identité sur le bord et préservant l’aire.
Théorème ([GG2004]). L’espace vectorielQMH(G )des quasimorphismeshomogènes sur le groupe
G est de dimension infinie.
Pour démontrer ce résultat, Gambaudo et Ghys construisent une famille infinie de qua-
simorphismes et montrent par un calcul explicite (sur un type très particulier de difféomor-
phismes) que leurs homogénéïsés forment une famille libre. Dans cette section, nous allons
nous contenter d’expliquer la méthode de construction de ces quasimorphismes.
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L’ingrédient topologique essentiel est la notion de signature d’un entrelacs, cf. [Rol1976,
LN2013].
Si L⊆ S3 est un entrelacs, on peut en trouver une surface de Seifert, c’est-à-dire une surface
orientée F telle que ∂F = L ([FP1930, Sei1934]). L’orientation de F permet de définir, pour
chaque courbe x tracée sur F, une courbe i+(x) ⊆ S
3 \ F obtenue en poussant x le long d’un
petit champ de vecteurs transverse à F et induisant la bonne coorientation. L’application i+ :
H1(F) → H1(S3 \ F) induite par ce procédé est bien définie. On peut alors munir le premier
groupe d’homologieH1(F) d’une forme bilinéaireV (a priori ni symétriqueni antisymétrique),
la forme de Seifert
V([x], [y]) = Enl(x,i+(y)),
où Enl désigne la forme d’enlacement sur S3 entre deux courbes fermées simples disjointes.
La signature de L est alors la signature de la matrice symétrique V+ tV, signature dont on
vérifie qu’elle ne dépend pas du choix de la surface de Seifert.
En particulier, on obtient via l’opération de clôture des tresses une fonction définie sur le
groupe de tresses
sign : B(n)→ Z
x 7→ sign(bx).
Dans le cas du groupe des tresses à deux brins (isomorphe à Z puisque tout élément de
B(2) s’écrit de façon unique σp1 pour un certain entier p ∈ Z), on vérifie directement que cette
fonction est
sign : B(2)→ Z
σp1 7→

1−p si p> 0 ;
0 si p= 0 ;
p−1 si p< 0.
L’idée de la construction est maintenant la suivante : si g ∈ G est un difféomorphisme du
disque fixant le bord et préservant l’aire et que (gt) est un isotopie joignant l’identité à g, on
peut choisir n points x1, . . . ,xn dans le disque et considérer la trajectoire
[0,1]→ (D2)n
t 7→ (gt(x1), . . . ,gt(xn)).
On peut concaténer à cette trajectoire les applications I→ (D2)n obtenues en reliant par un
segment les points zi aux points xi (resp. les points g(xi) aux points zi). Plus précisément, on
considère l’application
t 7→

((1−3t)zi+3txi)
n
i=1 si t∈

0,
1
3

;
(g3t−1(xi))
n
i=1 si t∈

1
3
,
2
3

;
((3−3t)g(xi)+ (3t−2)zi)
n
i=1 si t∈

2
3
,1

.
Pour presque tout (x1, . . . ,xn), les applications affines t 7→ (1 − 3t)zi + 3txi et t 7→ (3 −
3t)g(xi)+ (3t−2)zi prennent en tout t des valeurs distinctes et le graphe
γ(gt)(x1, . . . ,xn)⊆D
2× I
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définit ainsi une tresse géométrique. Comme le groupeG est contractile, le choix de l’isotopie
(gt) n’influence cette tresse géométrique qu’à isotopie près. On obtient donc une tresse bien
définie
γg(x1, . . . ,xn)∈B(n)
pour presque toutn-uplet (x1, . . . ,xn)d’éléments deD2. Par construction, cette tresse est pure.
Théorème ([GG2004]).
– Les applications sign : B(n)→Z sont des quasimorphismes.
– Les applications
signn : g 7→
∫
sign(γg(x1, . . . ,xn))dx1 · · ·dxn
définissent des quasimorphismes sur le groupe G des difféomorphismes du disque fixant
le bord et préservant l’aire.
– Les quasimorphismes signn obtenus en homogénéïsant signn forment une famille libre.
Le cas de sign2 est spécial : on a vu que sign : B(2)→Z était à distancebornéede−ε, où ε est
l’isomorphismeB(2)→Z envoyantσ1 sur 1. L’interprétation topologiquede cet isomorphisme
est claire : si x ∈ P(2) est une tresse pure, ε(x) est le double du nombre d’enlacement entre les
deux composantes de l’entrelacs bx. Il s’ensuit que l’on peut définir le quasimorphismehomo-
gène sign2 en intégrant cemorphismeplutôt que la signature. On retrouve ainsi lemorphisme
de Calabi
Calabi=−
sign2
2
:G →R
en tant que nombre d’enlacement moyen, une interprétation due à Albert Fathi.
Dans l’article suivant [GG2005], les auteurs examinent plus particulièrement une famille
de généralisations de la signature, les ω-signatures.
Leur définition est très proche : si L⊆ S3 est un entrelacs dont la forme de Seifert est repré-
sentée par unematrice V et que ω ∈ S1 est un nombre complexe de module 1, la matrice
(1−ω)V+(1−ω)tV
est unematrice hermitienne. Sa signature est notée signω(L).
De même que pour la signature classique, cet invariant définit via la clôture des tresses
une application
signω : B(n)→Z.
Gambaudo et Ghys démontrent alors que cette application est un quasimorphisme et en
exhibentmême le cobord (borné) en fonction de la représentation de Burau spécifiée en t=ω
dont nous avons vu à la section I.A.3 qu’elle préservait une forme symplectique.
Théorème ([GG2005]). Soit x et y deux éléments de B(n) et ω ∈ S1. Alors
signω(xy)− signω(x)− signω(y) =−Meyer(Burauω(x),Burauω(y)),
oùMeyer est le 2-cocycle sur le groupe symplectique défini à la section suivante (cf. également
[BG1992]).
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C. Rappels topologiques
1. Signature des fibrés
Si W est une variété fermée et orientée de dimension 4m, le produit d’intersection des
classes d’homologie définit une forme bilinéaire symétrique
H2m(W;R)×H2m(W;R)→R.
Par dualité de Poincaré, cette forme est également équivalente à la forme
H2m(W;R)×H2m(W;R)→H4m(W;R)→R
donnée par la structuremultiplicative de l’anneau de cohomologie H∗(W;R) (l’isomorphisme
H4m(W;R)→R est donné par l’orientation de la variété W).
La signature de cette forme d’intersection est alors un invariant du type d’homotopie de
W, que l’on appelle la signature deW et que l’on note signW∈Z.
Si W=W1×W2 est le produit de deux variétés orientées, la formule de Künneth permet de
voir facilement que
signW=
(
signW1 · signW2 si dimW1 et dimW2 sont des multiples de 4 ;
0 sinon.
En 1957, Chern, Hirzebruch et Serre s’attaquèrent au calcul de la signature d’une variété
obtenue comme espace total d’une fibration. Pour énoncer leur résultat, rappelons que si l’on
a unefibration E→ B de fibre F, la propriété de relèvement des chemins permet de définir une
représentation de monodromie
π1(B)→GL(H∗(F;R))
du groupe fondamental de la base sur l’homologie de la fibre. Dans le cas d’un produit, l’ac-
tion est triviale.
Théorème ([CHS1957]). Soit p : E → B une fibration entre variétés fermées et orientées. On
suppose que la dimension de E est multiple de 4 et que l’action du groupe fondamental de B sur
l’homologie de la fibre F est triviale. Alors
signE=
(
signF · signB si dimF et dimB sont des multiples de 4 ;
0 sinon.
Esquissons la preuve.
Dans ce contexte, on sait ([Ser1951]) qu’il existe une suite spectrale (de Leray-Serre)
Ep,q2 =H
p(B;Hq(F;R)) =⇒Hp+q(E;R).
Ici, le fait que la représentationdemonodromie soit triviale se traduitpar le fait que la deuxième
page est simplement le produit tensoriel
Ep,q2 =H
p(B;R)⊗RH
q(F;R).
La suite spectrale de cohomologie de Leray-Serre respecte la structuremultiplicative de la
cohomologie : on a sur E∗,∗r des accouplements bilinéaires
Ep,qr ×E
s,t
r → E
p+s,q+t
r
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pour lesquels la différentielle dr est une dérivation (ce qui implique, en particulier, que la
structure multiplicative se transmet à la page suivante). Pour la deuxième page E∗,∗2 , la struc-
turemultiplicativeest simplement celle induitedes structuresd’algèbredeH∗(B;R) etH∗(F;R).
Puisque B et F sont des variétés de dimension finie, Ep,q2 est nul sauf pour un nombre fini
d’indices (p,q). Cette propriété reste évidemment vraie pour les pages ultérieures et implique
que la suite spectrale dégénère en temps fini : il existe N¾ 0 tel que
E∗,∗N = E
∗,∗
N+1 = · · ·= E
∗,∗
∞
.
La structuremultiplicative sur cette dernière page est alors compatible avec la structure d’al-
gèbre de H∗(E).
En particulier, les auteurs associent à chaque page E∗,∗r de la suite spectrale une signature
signE∗,∗r ∈Z de telle sorte que signE
∗,∗
∞
coïncide avec la signature de E.
Le point-clef est alors de comprendre l’effet du passage d’une page de la suite spectrale à
la suivante (c’est-à-dire le passage de E∗,∗r à sa cohomologie pour la différentielle dr) du point
de vue bilinéaire. Chern, Hirzebruch et Serre montrent alors que cette opération correspond
à l’opération classique de réduction sous-lagrangienne que l’on résume dans la proposition
suivante.
Proposition. Soit (E,q) un espace vectoriel réel muni d’une forme quadratique non dégénérée
et I ⊆ E un sous-espace vectoriel isotrope (i.e. tel que I ⊆ I⊥). Alors q induit une forme quadra-
tique non dégénérée qI sur le quotient I⊥/I. En outre, on a l’égalité des signatures signq = signqI.
Grâce à cette opération (convenablement généralisée à la structure des pages E∗,∗r grâce à
la notion d’anneau de Poincaré), on obtient que la signature ne change pas au fur et àmesure
que l’on tourne les pages de la suite spectrale :
signE= signE∗,∗
∞
= · · ·= signE∗,∗r = signE
∗,∗
r−1 = · · ·= signE
∗,∗
2 .
Or, grâce à l’hypothèse de trivialité de la monodromie, tout se passe à la deuxième page
comme pour le produit F×B, y compris du point de vue multiplicatif. On a donc obtenu le
résultat
signE= signE∗,∗2 = sign(F×B) =
(
signF · signB si dimF et dimB sont des multiples de 4 ;
0 sinon.
À la fin des années 1960, Kodaira et Atiyah construisirent des exemples de variétés de
dimension 4 fibrant sur des surfaces mais dont la signature n’est pas nulle, montrant du
même coup que l’on ne pouvait pas se passer de l’hypothèse de trivialité de la représentation
π1(B)→GL(H∗(F;R)) dans le théorème de Chern, Hirzebruch et Serre ([Kod1967, Ati1969]).
Cela a conduit Meyer, en 1972, à déterminer la signature d’une variété de dimension 4m
obtenue comme l’espace total d’une fibration (cf. [Mey1972]).
L’idée essentielle est de reprendre les arguments de [CHS1957] : dans cet article, l’hypo-
thèse concernant la trivialité de la représentation de monodromie sert uniquement à com-
prendre la deuxième page de la suite spectrale
Ep,q2 =H
p(B;Hq(F;R))
et à en calculer la signature (qui, comme on l’a vu, coïncide alors avec celle du fibré trivial).
17
Dans le contexte général, la représentationdemonodromiepermetde voirH∗(F;R) comme
un système local de coefficients défini sur la base B, et le groupe de cohomologie intervenant
dans l’écriture de la deuxième page est à entendre en ce sens.
L’essentiel des arguments de la preuve du théorème de Chern, Hirzebruch et Serre s’ap-
pliquent alors directement, si ce n’est que cela démontremaintenant que la signature de E est
la même que la signature de la page E∗,∗2 , provenant de la structuremultiplicative
Ep,q2 ×E
s,t
2 =H
p(B;Hq(F;R))×Hs(B;Ht(F;R))→
→Hp+s(B;Hq(F;R)⊗Ht(F;R))→Hp+s(B;Hq+t(F;R)) = Ep+s,q+t2 .
En particulier, dans le cas d’une variété de dimension 4 fibrant sur une surface de genre
au moins 1, disons
W→ Fh,
(de fibre Fg), où Fk désigne une surface de genre k, la représentation de monodromie pré-
serve automatiquement la forme d’intersection sur H1(Fg), qui est symplectique. On a donc
en particulier une représentation
ρ : π1(Fh)→ Sp2g(Z).
Le résultat deMeyer se traduit alors dans ce cas par l’existence d’un 2-cocycle Meyer com-
plètement explicite défini sur le groupe symplectique Sp2g(R) et tel que la signature de W
s’obtienne simplement par l’évaluation deMeyer contre la représentation ρ :
sign(W) = 〈Meyer,ρ∗([Fh])〉.
Dans la formule précédente, [Fh]∈H2(π1(Fh)) désigne l’image de la classe fondamentale de Fh
par l’isomorphisme naturel entre l’homologie de Fh et celle de son groupe fondamental.
2. Forme d’intersection, forme d’enlacement
Au cours de leur étude chirurgicale des sphères d’homologie, Barge, Lannes, Latour et Vo-
gel ([BLLV1974, LL1975]) démontrent un joli résultat reliant la forme d’intersection d’une va-
riété à bord de dimension 4m et la forme d’enlacement sur son bord (cf. également [Gra1974,
Gra1976]). Pour pouvoir énoncer correctement ce résultat, commençonspar donner quelques
définitions.
Si X est une variété fermée orientée de dimension n, la dualité de Poincaré fournit un
isomorphisme Hp(X)→ H
n−p(X). Comme tout groupe abélien de type fini, les groupes d’ho-
mologie et de cohomologie de X se décomposent en une partie de torsion et un quotient libre.
Évidemment, tout isomorphisme doit respecter cette filtration et la dualité de Poincaré four-
nit deux isomorphismes
THp(X)≃ TH
n−p(X), LHp(X)≃ LH
n−p(X),
où les préfixes T et L désignent respectivement la partie de torsion et le quotient libre.
Le théorème des coefficients universels permet alors de transformer ces isomorphismes
en structures quadratiques. En effet, on peut voir facilement que la suite exacte
0→ Ext(Hn−p−1(X);Z)→H
n−p(X)→Hom(Hn−p(X);Z)→ 0
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fournit en fait deux isomorphismes
THn−p(X)≃ Ext(Hn−p−1(X);Z)≃ (THn−p−1(X))
∨, LHn−p(X)≃ LHn−p(X)
∗,
où, si T est un groupe abélien fini, T∨ désigne son dual de Pontrâgin, c’est-à-dire le groupe
Hom(T;Q/Z), et M∗ désigne le module dual Hom(M;Z). On voit alors apparaître deux formes
bilinéaires non dégénérées, suivant la parité de dimX :
dimX= 2k : LHk(X)→ LHk(X)→ LHk(X)∗
dimX= 2k+1 : THk(X)→THk+1(X)→THk(X)∨.
Dans les deux cas, le premier isomorphisme est donné par la dualité de Poincaré et le second
par le théorème des coefficients universels.
Dans le cas de la dimension paire n = 2k, on obtient ainsi une forme d’intersection non
dégénérée
IX : LHk(X)×LHk(X)→Z.
Dans le cas où n est unmultiplede 4, cette formed’intersection est un raffinement de la forme
évoquée à la section précédente, définie sur Hk(X;R).
La contrepartie en dimension impaire n= 2k+1 est la notion de forme d’enlacement
Enl : THk(M)×THk(M)→Q/Z
définie par Herbert Seifert et dont on peut donner une définition géométrique comme suit. Si
x et y sont des chaînes disjointes représentant des classes d’homologie [x] et [y] ∈ THk(M), le
fait que ces chaînes soient de torsion entraîne que l’on peut trouver une (k+ 1)-chaîne C en
bonne position par rapport à y et un entier q tels que ∂C= qx. On vérifie alors que
1
q
(C ·y)∈Q
ne dépend que de x et y. En outre, si on remplace x et y par des chaînes homologues, le
nombre rationnel ainsi défini ne peut être augmenté ou diminué que d’un entier. En particu-
lier, le résidu modulo 1
Enl([x], [y]) =

1
q
(C ·y)

1
∈Q/Z
est bien défini, et l’on peut vérifier qu’il définit une forme bilinéaire (−1)k+1-symétrique non
dégénérée sur le groupe fini THk(M).
Si X n’est plus supposée fermée, on peut continuer à définir des formes d’intersection et
d’enlacement, soit par l’interprétation en terme d’intersections de chaînes, soit en utilisant le
morphisme j∗ : H∗(X)→H∗(X,∂X) et la dualité de Poincaré-Lefschetz :
dimX= 2k : LHk(X)→ LHk(X,∂X)→ LH
k(X)→ LHk(X)
∗
dimX= 2k+1 : THk(X)→ THk(X,∂X)→ TH
k+1(X)→ THk(X)
∨,
mais il n’y a plus de raison en général pour que les formes restent non dégénérées. On voit
notamment que les classes d’homologie provenant du bord vont donner des éléments dans
le noyau de ces formes.
Le résultat de Lannes et Latour dont nous aurons besoin traite du lien entre la forme d’in-
tersection (a priori dégénérée) d’une variété compacte et orientée W de dimension 4m et la
forme d’enlacement de son bordM.
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Le lien entre ces deux invariants est exprimé dans le formalisme des groupes de Witt. Les
groupes de Witt sont une construction très générale visant à capturer les propriétés stables
des objets de l’algèbre bilinéaire. Le cas le plus classique, introduit par Witt lui-même dans
[Wit1937] (cf. également [MH1973, Lam2005]), est celui des formes quadratiques sur un corps
de caractéristiquedifférente de 2. Toute formequadratique (E,q) sur unK-espace vectoriel dé-
finit alors une classe [(E,q)] dans le groupe deWittW(K), de telle sorte que si I⊆ E est un sous-
espace vectoriel isotrope, la forme q et la forme qI obtenue par réduction sous-lagrangienne
sur I (cf. section précédente) définissent la même classe dansW(K). Groupe des formes qua-
dratiques « modulo réduction sous-lagrangienne », le groupe de Witt est une généralisation
d’une grande souplesse de la notion de signature d’une forme quadratique (et, de fait, la si-
gnature usuelle des formes quadratiques réelles fournit un isomorphismeW(R)≃Z).
Parallèlement au groupe de Witt des formes quadratiques rationnelles (dans lequel vit la
classe [IW] de la formed’intersectiondeW), Lannes et Latour considèrent également le groupe
deWittWT(Z) des formes d’enlacement : les éléments de ce groupe sont, à l’instar de la forme
d’enlacement deM, des formes bilinéaires symétriques définies sur des groupes abéliens finis
et à valeurs dansQ/Z, modulo une notion de réduction sous-lagrangienne adaptée.
En calquant les relations entre l’homologie de M et de W données par la suite exacte
longue en homologie de la paire (W,M), les auteurs définissent alors unmorphisme
∂ :W(Q)→WT(Z)
et démontrent que les classes deWitt des formes d’intersection et d’enlacement sont liées par
la formule suivante, dansWT(Z) :
∂[IW]+ [EnlM] = 0.
Dans le cas particulier oùM est une sphère d’homologie rationnelle, le résultat est dû à Barge,
Lannes, Latour et Vogel ([BLLV1974]).
Les groupes de Witt en présence sont riches : d’après le théorème de Hasse-Minkowski,
la classification des formes quadratiques rationnelles se ramène à la classification des formes
réelles d’une part et à celle des formes quadratiques p-adiques, pour tout nombre premier p
(elle-même pouvant se ramener à l’étude des formes modulo p), d’autre part. Cela se traduit
sur le groupe de Witt par un isomorphisme
W(Q)≃Z⊕ (Z/2Z)∞⊕ (Z/4Z)∞,
la partie libre provenant simplement de la signature usuelle des formes quadratiques. Il est
alors prouvé dans [BLLV1974] que le morphisme ∂ : W(Q)→ WT(Z) est surjectif, et que son
noyau est précisément le facteur Z.
D. Présentation de la thèse
Le but de la présente thèse est de généraliser le théorème de Gambaudo et Ghys énoncé
à la fin de la section I.B.3 en le plaçant dans le contexte des invariants (co)homologiques des
revêtements infinis cycliques.
On a vu à la section I.A.1 que l’homologie de l’extérieur d’un entrelacs est naturellement
unZ-module libre engendré par lesméridiens. En particulier, si l’entrelacs est orienté, il existe
une unique application linéaire
H1(E(L))→Z
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envoyant la classe d’homologie de tout méridien orienté sur 1. Autrement dit, si l’on note J le
groupe infini cyclique 〈t〉, il existe un uniquemorphisme
ϕ : π1(E(L))→ J
envoyant la classe d’homotopie de tout méridien orienté sur t. Cela définit un revêtement
infini cyclique canonique eE(L) de l’extérieur E(L).
Convenablement généralisées, les structures bilinéaires portées par l’homologie des va-
riétés compactes issues de la dualité de Poincaré s’étendent à ce cadre. L’action du groupe
d’automorphismes J = 〈t〉 du revêtement munit l’homologie H∗(eE(L)) d’une structure de Λ-
module, où
Λ=Z[J] =Z[t, t−1],
est un anneau de polynômes de Laurent. On note H∗(E(L);Λ) ce module. Pour plus de simpli-
cité, on travaillera d’ailleurs plutôt avec la version rationnelle
ΛQ =Q[J] =Q[t, t
−1],
qui est un anneau principal.
Remarquons que ces anneaux, comme tous les anneaux de groupes, sont munis d’une
involution linéaire étendant l’involution du groupe envoyant tout élément sur son inverse,
que l’on appelle conjugaison. Ici, on a simplement f (t) = f (t−1).
L’équivalent dans ce contexte de la forme d’enlacement définie sur la partie de torsion du
premier groupe d’homologie d’une variété de dimension 3 est la forme de Blanchfield. Il s’agit
d’une forme hermitienne (par rapport à la conjugaison que l’on vient d’évoquer) définie sur
la partie de torsion du premier groupe d’homologie H1(E(L);ΛQ) à valeurs dans le quotient
S(ΛQ) =Q(t)/ΛQ.
Cette forme de Blanchfield définit une classe dans un groupe de Witt WT(ΛQ) de formes
hermitiennes définies sur des ΛQ-modules de torsion et à valeurs dans S(ΛQ). Cette classe de
Witt est un invariant de concordance de l’entrelacs L, et détermine en particulier presque
toutes les ω-signatures de L, quand ω décrit les nombres complexes demodule 1.
Plus précisément, le groupe de Witt WT(ΛQ), qui est un des avatars du groupe de concor-
dance algébrique (rationnel) est isomorphe à une somme directe
Z∞⊕ (Z/2)∞⊕ (Z/4)∞,
et la partie libre du groupe encode la fonction signature de Tristram-Levine, c’est-à-dire la
classe de la fonction ω 7→ signω(L)modulo égalité en dehors d’un ensemble fini.
La première partie de cette thèse a pour but d’adapter à ce contexte les résultats de Lannes
et Latour présentés à la section I.C.2 dans ce nouveau contexte. Au chapitre II, on introduit
les différents types de groupes deWitt hermitiens qui recueilleront les invariants de nos revê-
tements abéliens, au premier rang desquels la classe deWitt des formes de Blanchfield.
On explique notamment comment se calcule le groupeWT(ΛQ), ainsi que la construction
dumorphisme
∂ :W(Q(t))→WT(ΛQ),
amené à jouer le même rôle que lemorphisme ∂ :W(Q)→WT(Z) dans le résultat de [LL1975].
Le chapitre III explique comment une variété munie d’un revêtement infini cyclique pri-
vilégié (ce qu’on abrègera en J-variété) porte des invariants bilinéaires analogues aux formes
d’intersection et d’enlacement classiques en vertu d’une généralisation de la dualité de Poin-
caré. On y définira en particulier la forme de Blanchfield d’un entrelacs. Au passage, on en
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profite pour donner une présentation plus topologique de la représentation de Burau et de
la forme (anti)hermitienne (de Squier) qu’elle préserve, à partir de la structure de J-variété
canonique de la surface Dn donnée par le morphisme
ϕDn : π1(Dn) =L(γ1, . . . ,γn)→ J
γi 7→ t.
Le chapitre IV énonce et démontre alors l’équivalent du théorème de Lannes et Latour
dans ce cadre : si W est une J-variété à bord, la classe de Witt αW ∈W(Q(t)) de sa forme d’in-
tersection et la classe de Witt βM ∈ WT(ΛQ) de la forme d’enlacement de son bord M = ∂W
sont reliées par la formule (dansWT(ΛQ)).
∂αW+βM = 0.
L’objet des chapitres suivants est d’appliquer ces résultats généraux pour démontrer un
analogue du théorème de Gambaudo et Ghys portant non plus sur les ω-signatures mais sur
la classe de Witt de la forme de Blanchfield βx ∈WT(ΛQ) associée à l’entrelacs bx.
Théorème. Soit x et y des éléments de B(n). On a alors l’égalité suivante dansWT(ΛQ) :
βxy−βx−βy =−∂Meyer(Burau(x),Burau(y)).
Précisons un peu le sens de cette affirmation : on a vu à la section I.A.3 que la représenta-
tion de Burau (réduite)
Burau : B(n)→GLn−1(Λ).
préservait une forme antihermitienne sur un Λ-module libre. Il est alors possible d’étendre
la définition du cocycle de Meyer dans ce cadre et de définir un 2-cocycle (à valeurs dans
WT(Q(t))) sur le sous-groupe de GLn−1(Λ) préservant la forme antihermitienne. C’est ce co-
cycle Meyer qui intervient dans l’énoncé.
Pour démontrer ce théorème, on utilise une construction de suspension : si x et y sont
deux tresses (vues comme difféomorphismes de Dn à isotopie près), on peut former une fi-
bration
W(x,y)→ P
sur le pantalon, de fibre Dn, dont la représentation de monodromie est exactement l’unique
morphisme
π1(P) =L(a,b)→ π0Dn =B(n)
envoyant a sur x et b sur y.
L’action de B(n) induite sur π1(Dn) (autrement dit, la représentation d’Artin) préservant
la J-structure ϕDn , cette variété fibrée de dimension 4 est elle aussi munie d’une J-structure.
Fibrant en surfaces sur une surface, la variété W(x,y) est une variété de dimension 4 à bord
et à coins. La partie la plus significative de son bord en est la partie verticale, c’est-à-dire la
restriction du fibré au-dessus du bord du pantalon. On voit que cette partie
∂|W(x,y) =M(xy)−M(x)−M(y)
est la réunion disjointe des suspensions des tresses x, y et (avec une orientation différente)
xy.
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Le but du chapitre V est alors d’analyser précisément la décomposition de ∂W(x,y) don-
née par les coins de W(x,y) pour en déduire, à l’aide de l’analogue du théorème de Lannes et
Latour que l’on vient d’évoquer, l’égalité
βxy−βx−βy =−∂αW(x,y),
où αW(x,y) = [IW(x,y)] ∈ W(Q(t)) est la classe de Witt de la forme d’intersection de la J-variété
W(x,y).
On s’est donc ramené au calcul de la classe de Witt de la forme d’intersection d’un fibré.
Même dans ce contexte, la plupart des arguments de Chern-Hirzebruch-Serre et Meyer res-
tent valables. Comme dans le cas classique, la signature du fibré ne dépend que de l’action du
groupe fondamental de la base sur l’homologie de dimensionmoitié de la fibre et est donnée
par un cocycle de nature symplectique. La fibre de W(x,y) étant précisément Dn, l’action du
groupe fondamental de P sur l’homologie (à coefficients dansQ(t)) de la fibre est donnée par
les images de x et y par la représentation de Burau.
Les dimensions des variétés mises en jeu restant très petites, les isomorphismes donnés
par la suite spectrale de Leray-Serre sont aisément décrits avec précision, ce qui permet en
outre de donner de façon élémentaire une description explicite de la généralisation hermi-
tienne du cocycle de Meyer. On montre donc au chapitre VI que la classe de Witt de [IW(x,y)]
est Meyer(Burau(x),Burau(y)), où Meyer désigne cette généralisation. Cela conclut la preuve
du théorème.
Dans toute cette thèse, on travaille bien plus volontiers avec l’anneau de coefficients prin-
cipal ΛQ qu’avec Λ, pourtant plus naturel. L’hypothèse de principalité de l’anneau intervient à
plusieurs endroits dans le texte, notamment pour définir le morphisme ∂ :W(Q(t))→WT(ΛQ)
et pour utiliser le théorème des coefficients universels.
On rappelle en annexe un résultat bien plus général, la suite spectrale des coefficients uni-
versels. Celle-ci redonne en particulier le théorèmequand l’anneau des coefficients est princi-
pal, mais son intérêt va au-delà. On l’utilise par exemple pour donner une nouvelle démons-
tration d’une suite exacte due à Kawauchi dans le cas des anneaux de dimension cohomolo-
gique¶ 2, cas incluant celui de Λ.
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Chapitre II
Algèbre hermitienne
We first do some algebra.
Jerome Levine, [Lev1977].
A. Définition des groupes deWitt hermitiens
Dans toute la suite, A désigne un anneau commutatif. On le suppose muni d’une involu-
tion, c’est-à-dire d’unmorphisme d’anneaux involutif · : A→ A.
Si R est un anneau à involution et que π est un groupe abélien, l’involution s’étend à la
R-algèbre
Rπ =
(∑
g∈π
agg
 (ag)g∈π famille presque nulle d’éléments de R
)
du groupe par la formule ∑
g∈G
agg =
∑
g∈G
agg
−1.
Les cas les plus importants pour nous seront la Z-algèbre Λ du groupe infini cyclique J=
〈t〉 (qui s’identifie à l’anneau Z[t, t−1] des polynômes de Laurent) et son analogue rationnel
ΛQ =QJ=Q[t, t
−1].
Dans ces deux cas, l’involution associe simplement à un polynôme de Laurent p le polynôme
p(t) = p(t−1).
Les constructions qui vont suivre sont des généralisations à ce cadre à involution des
constructions présentes dans l’appendice de l’article [BLLV1974] et des versions allégées de
constructions classiques en L-théorie et en théorie algébrique de la chirurgie, cf. par exemple
[Ran1980, Ran1981]. Il est à noter que le cadre général de la théorie n’impose pas à A d’être
commutatif. Cette hypothèse supplémentaire nous permet surtout d’éviter d’avoir à distin-
guer modules à gauche et à droite.
Dans toute la suite, on note K = FracA le corps des fractions de A, sur lequel l’involution
a 7→ a s’étend naturellement. On note le module quotient S(A) = FracA/A.
Si M et N sont des modules sur A, le groupe abélien HomA(M,N) des applications A-
linéaires entre M et N est naturellement muni d’une structure de module sur A définie par
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af = (m 7→ af (m)). On note alors HomA(M,N) le groupe abélien HomA(M,N)muni de la struc-
ture de module sur A définie par a ⋄ f = (m 7→ af (m)) (noter l’involution). En particulier, on
pose
M∗ =HomA(M,A) et M
∨ =HomA(M,S(A)).
Dans toute la suite, on fixe un élément inversible ε∈ A tel que εε= 1.
1. Applications sesquilinéaires
Définition (Applications sesquilinéaires). Soit M,M′ et N trois modules sur A. Une applica-
tion f : M×M′→N est dite sesquilinéaire (sur A) si elle est bilinéaire sur Z et vérifie
∀a,b ∈ A,∀(m,m′) ∈M×M′,f (ax,by) = abf (x,y).
Une application sesquilinéaire f : M×M′→N définit alors une application linéaire (sur A)
dite application linéaire adjointe
fe : M → HomA(M
′,N)
x 7→ (y 7→ f (x,y))
et la correspondance f ↔ fe identifie l’ensemble des applications sesquilinéairesM×M′→Nà HomA(M,HomA(M′,N)). L’identification est naturellement un isomorphisme de A-modules.
Définition (Formes sesquilinéaires à valeurs dans N). Une forme sesquilinéaireà valeurs dans
N est un couple (M,f ), oùM est unmodule sur A et f : M×M→N est une application sesqui-
linéaire.
Définition (Morphismes). Soit (M,f ) et (M′,f ′) deux formes sesquilinéaires à valeurs dans
N. Unmorphisme (M,f )→ (M′,f ′) est une application A-linéaire ϕ : M→M′ telle que ∀x,y ∈
M,α′(f (x),f (y)) =α(x,y).
L’adjoint d’une forme sesquilinéaire (M,f ) à valeurs dans N est une application A-linéaire
fe ∈ HomA(M,Hom(M,N)). Toute application A-linéaire ϕ : M → M′ induit une application
ϕ∗ = Hom(ϕ,N) : Hom(M′,N) → Hom(M,N) (définie par ϕ∗(g) = g ◦ϕ). La définition précé-
dente se traduit en disant que l’applicationϕ définit unmorphisme (M,f )→ (M,f ′) de formes
sesquilinéaires à valeurs dans N si et seulement si fe =ϕ∗ ◦fe′ ◦ϕ.À partir de maintenant, on fixe un module N sur A muni d’une involution n 7→ n compa-
tible avec celle définie sur A, c’est à dire que
∀a∈ A,∀n∈N,an= an.
Dans la pratique, N sera égal à A, K ou S(A) =K/A.
Définition (Formes sesquilinéaires ε-hermitiennes à valeurs dans N). Une forme sesquiliné-
aire (M,f ) à valeurs dans N est dite ε-hermitienne si
∀m1,m2 ∈M,f (m1,m2) = εf (m2,m1).
Une telle forme est dite non dégénérée si l’application adjointe fe ∈HomA(M,HomA(M,N)) estinjective et régulière si fe est un isomorphisme.
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Définition (Somme directe). Soit (M,f ), (M′,f ′) deux formes sesquilinéaires à valeurs dans
N. Leur sommedirecte (ou sommedirecte orthogonale) (M,f )⊕(M′,f ′) est définie sur lemodule
M⊕M′ par la formule ((m1,m′1), (m2,m
′
2)) 7→ f (m1,m2)+ f
′(m′1,m
′
2).
La somme directe de deux formes sesquilinéaires ε-hermitiennes à valeurs dans N reste
évidemment ε-hermitienne.
Dans le cas où l’involution est triviale, on pourra employer « ε-symétrique » à la place de
« ε-hermitienne. »
2. Formes sesquilinéaires, formes de torsion
Définition (Forme sesquilinéaires). Une forme sesquilinéaire est une forme (M,α) sesquili-
néaire à valeurs dans A, oùM est unmodule projectif de type fini sur A.
Définition (Formes de torsion). Une forme de torsion sur A est une forme (T,λ) sesquiliné-
aire à valeurs dans S(A), où T est unmodule de torsion de type fini sur A.
Les notions de morphismes de formes sesquilinéaires ou de torsion, de formes (sesqui-
linéaires ou de torsion) ε-hermitiennes, de non-dégénérescence, de régularité et de somme
directe sont des spécialisations aux cas N = A, N = S(A) des définitions de la section précé-
dente.
Si M est un module projectif de type fini sur A, la correspondance α ↔ αe identifie lesformes sesquilinéaires de module sous-jacent M et HomA(M,M∗). En utilisant l’identification
M≃M∗∗ donnée par la proposition précédente, les applications linéaires αe et αe∗ peuvent êtretoutes les deux vues comme des éléments de HomA(M,M∗) et α est ε-hermitienne si et seule-
ment si (αe)∗ = εαe. De même, si T est un module de torsion et de type fini sur A, la correspon-dance λ↔ λe identifie les formes de torsion demodule sous-jacent T et Hom(T,T∨).La restriction aux modules projectifs (resp. de torsion) de type fini est justifiée par la pro-
position suivante.
Proposition.
– Soit M un A-module projectif de type fini. On a alors un isomorphisme
M → M∗∗
m 7→

e´vm :
M∗ → A
f 7→ f (m).

– Supposons l’anneau A principal et soit T un A-module de torsion et de type fini. On a
alors un isomorphisme
T → T∨∨
t 7→

e´vt :
T∨ → S(A)
f 7→ f (t).

Démonstration.— On vérifie sans difficulté que les conventions choisies pour les involutions
rendent les deux applicationsbien définies et A-linéaires. La bijectivité de la première est alors
la reflexivité des modules projectifs de type fini ([Bou1970, chapitre II, §2.7, corollaire 4 à la
proposition 13]).
La bijectivité de la seconde est tirée de [Lev1989, lemma 1.1] (qui utilise d’autres conven-
tions pour l’involution). ⊞
27
Remarque. Le lemme précédent est un point-clef pour démontrer que la catégorie des A-
modules projectifs de type fini et, si A est principal, la catégorie des A-modules de torsion
et de type fini, munies des opérations ∗ et ∨, sont des catégories exactes à dualité. L’essentiel
des constructions que nous allons présenter s’étend à ce cadre général ([Bal2005]). Nous ne
suivrons cependant pas cette voie.
Étant donné unmoduleM sur un anneau A et un élément p ∈A, on définira
– sa partie de p-torsionM[p]=

m∈M
p ·m= 0	 ;
– sa composante p-primaireMp=

m∈M
∃n¾ 0 : pn ·m= 0	.
En particulier, sur un anneau principal, toutmodule T de torsion et de type fini se décompose
en la somme directe de ses composantes p-primaires
T=
⊕
p
Tp,
où p décrit un système de représentants des éléments irréductibles de A àmultiplication près
par un élément inversible.
3. Groupes deWitt
Toute forme (resp. forme de torsion) ε-hermitienne (M,µ) définit une notion d’orthogo-
nalité : deux élémentsm1 etm2 sont orthogonaux (ce que l’on notem1 ⊥m2) si µ(m1,m2) = 0.
Puisque (M,µ) est ε-hermitienne,⊥ est une relation symétrique. Si N⊆Mest un sous-module,
son orthogonal est N⊥ =

m ∈M
∀n∈N,µ(m,n) = 0	.
Définitions.
– Soit (M,α) une forme ε-hermitienne.Un lagrangien de (M,α) est un facteur direct L⊆M
tel que L= L⊥.
– Soit (T,λ) une forme de torsion ε-hermitienne. Un lagrangien de (T,λ) est un sous-
module L⊆ T tel que L= L⊥.
– Dans les deux cas, une forme est dite neutre (oumétabolique) si elle admet un lagran-
gien.
Exemples.
– Soit L un module projectif de type fini sur A. La formule α((x,f ), (y,g)) = f (y) + εg(x)
définit une forme ε-hermitienne sur le module L⊕ L∗. On l’appelle forme hyperbolique
sur L et on la note Hε(L). Les facteurs L et L
∗ sont des lagrangiens de Hε(L).
– Soit L unmodule de type fini et de torsion sur A. La formuleλ((x,f ), (y,g)) = f (y)+εg(x)
définit une forme de torsion ε-hermitienne sur le module L⊕L∨. On l’appelle forme hy-
perbolique de torsion sur L et on la note HTε(L). Les facteurs L et L
∨ sont des lagrangiens
de HTε(L).
Définitions (Groupes deWitt).
– Soit MWε(A) l’ensemble des classes d’isomorphisme de formes ε-hermitiennes régu-
lières sur A. Muni de l’opération de somme directe, c’est unmonoïde.
– SoitMWTε(A) l’ensembledes classes d’isomorphismede formesde torsion ε-hermitiennes
régulières sur A. (MWTε(A),⊕) est unmonoïde.
– Soit NWε(A) (resp. NWTε(A)) l’ensemble des classes d’isomorphismes de formes (resp.
formes de torsion) ε-hermitiennes régulières. C’est un sous-monoïde de MWε(A) (resp.
MWTε(A).)
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– Soit enfinWε(A) etWTε(A) les quotients correspondants :
Wε(A) =
MWε(A)
NWε(A)
WTε(A) =
MWTε(A)
NWTε(A)
.
Proposition. L’opération de sommedirecte induit surW(A) (resp.WT(A)) une structure de groupe
abélien. Le groupe ainsi obtenu est appelé groupe de Witt des formes (resp. formes de torsion)
ε-hermitiennes sur A.
Démonstration.— Soit (M,α) une forme ε-hermitienne régulière. La forme opposée (M,−α)
reste évidemment ε-hermitienne et régulière. Soit∆=

(x,x)
x∈M	⊆M⊕M.
Déjà,∆ est l’image du facteur directM⊕0 par l’automorphisme (x,y) 7→ (x,x+y) (d’inverse
(x,y) 7→ (x,y−x)). À ce titre, il s’agit bien d’un facteur direct.
Pour (y,z) ∈M⊕M, on a
∀x∈M, (α⊕ (−α))((x,x), (y,z)) = 0⇔∀x ∈M,α(x,y− z) = 0⇔ y = z.
Autrement dit, la diagonale∆ est un lagrangien de (M,α)⊕ (M,−α) qui est donc neutre. Toute
forme ε-hermitienne régulière admet donc un inverse modulo NWε(A) etW(A) est donc bien
un groupe.
Le cas de torsion est exactement identique. ⊞
Pour simplifier, on pourra omettre l’indice ε dans le cas ε= 1.
Exemples.
– Si K est un corps de caractéristique différente de 2 (muni de l’involution triviale), toute
forme antisymétrique régulière est équivalente à la forme symplectique standard sur
K2n, qui n’est autre que H−1(K
n). Toutes les formes antisymétriques sont donc neutres,
ce qui entraîneW−(K) = 0.
– Sur R, une forme symétrique régulière se décompose en formes de dimension 1 : M ≃
p[1] ⊕ q[−1]. Le théorème d’inertie de Sylvester affirme que cette décomposition est
unique ; elle induit donc un isomorphisme de monoïdes MW(R) ≃ N2. On vérifie ai-
sément qu’une telle forme est neutre si et seulement si p= q donc la signatureM 7→ p−q
est un isomorphismeW(R)≃Z.
– De la même façon, si on munit C de la conjugaison complexe, la classe de Witt d’une
forme hermitienne est entièrement déterminée par sa signature, ce qui fournit un iso-
morphismeW(C)≃Z.
Sur un corps à involution, il n’y a en fait qu’un groupe de Witt non trivial.
Proposition. Soit K un corps à involution de caractéristique 6= 2. On a un isomorphisme
Wε(K)≃
(
0 si ε=−1 et que l’involution est triviale.
W(K) sinon.
Démonstration.— Le premier cas provient de la classification des formes antisymétriques. En
outre, si l’involution est triviale, ε=±1 et la proposition est alors démontrée.
Pour le deuxième cas, remarquons que si η ∈ K× et que µ est une forme ε-hermitienne, la
forme ηq est ηε/η-hermitienne. Lamultiplicationpar η induit ainsi un isomorphismeWε(K)≃
Wεη/η(K). Il reste à démontrer que si l’involutionest non triviale, on peut trouver η ∈K× tel que
η/η= ε (c’est d’ailleurs un cas particulier du théorème 90 de Hilbert.)
29
Si l’involution est non triviale, on peut trouver α ∈ K tel que α+ εα = 0 (si on avait ∀α ∈
K,α=−εα, l’évaluation en α= 1 impliquerait ε=−1 et ·= idK). Si η = (α+ εα)
−1, on a alors :
η
η
=
α+ εα
α+ εα
=
α+ εα
α+ ε ·α
= ε ·
α+ εα
εα+ εε ·α
= ε.
et la multiplication par η induit l’isomorphismeWε(K)≃W(K) recherché. ⊞
4. Réduction sous-lagrangienne
Définition. Soit (M,α) une forme ε-hermitienne régulière. Un sous-lagrangien de (M,α) est
un facteur direct L⊆M tel que L⊆ L⊥.
Proposition. Soit L un sous-lagrangien d’une forme ε-hermitienne régulière (M,α). La forme
α induit sur le quotient L⊥/L une forme ε-hermitienne régulièreαL. On dira alors que la forme
αL est obtenue par réduction sous-lagrangienne de L.
Démonstration.— Il s’agit de montrer que le module L⊥/L est encore projectif et de type fini
et que la régularité de α entraîne celle de αL. Pour démontrer le premier point, nous allons
utiliser le critère suivant.
Lemme. Soit L ⊆M un sous-module d’un A-module projectif. Alors L est un facteur direct de
M si et seulement si le quotientM/L est projectif.
Démonstration du lemme.— Si L est un facteur direct, on peut écrire M = L⊕ L′ et le quo-
tient M/L s’identifie à L′, facteur direct de M et donc projectif. Réciproquement, si M/L est
projectif, la suite exacte
0→ L→M→M/L→ 0
est scindée par unmorphisme s : M/L→M, dont l’image est un supplémentaire de L. ⊡
Par définition, l’orthogonal L⊥ est le noyau de l’application M→ L∗ donnée par la restric-
tion à L de la forme α. Puisque L est un facteur direct de M, il est projectif de type fini et L∗
l’est donc également. La suite exacte
0→ L⊥→M→ L∗→ 0
est donc scindée. En particulier, le sous-module L⊥ ⊆M est un facteur direct. Cela entraîne
déjà que L⊥ est projectif et de type fini.
On a donc une chaîne d’inclusions L⊆ L⊥ ⊆M telle que L et L⊥ sont des facteurs directs de
M. Le quotient L⊥/L est donc isomorphe à un sous-module de M/L de quotient
(M/L)/(L⊥/L)≃M/L⊥.
CommeL⊥ est un facteur direct deM, le lemmemontre que le quotient est projectif. En appli-
quant à nouveau le lemme, on voit que L⊥/L est un facteur direct du quotientM/L, lui-même
projectif et de type fini. Cela entraîne bien que L⊥/L est projectif et de type fini.
La réduction sous-lagrangienne s’obtient alors tautologiquement par la formule
αL([l
⊥
1 ]L, [l
⊥
2 ]L) =α(l
⊥
1 , l
⊥
2 ),
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évidemment bien définie et ε-hermitienne. Il reste à montrer qu’elle est régulière.
On pourraitmontrer que la régularité de α entraîne celle deαL en appliquant le lemme du
serpent au diagramme suivant, vu comme une suite exacte courte de complexes différentiels
de longueur 1,
0 // L i //
inc

M π //
αe

(L⊥)∗ //
inc∗

0
0 // L⊥ π
∗
//M∗ i
∗
// L∗ // 0.
On obtient en effet un isomorphisme entre le noyau de inc∗ : (L⊥)∗ → L∗, qui s’identifie à
(L⊥/L)∗ et L⊥/L, le conoyau de inc. Mais il est peut-être plus convaincant de le faire à la main.
Lemme. L’application
π : M → (L⊥)∗
m 7→ α(m)|L⊥
est un morphisme surjectif, de noyau L.
Démonstration du lemme.— La suite exacte
0→ L⊥
αe|L⊥−−→M∗ inc∗−→ L∗→ 0
se dualise en
0→ L
inc
−→M
(αe|L⊥ )∗−−−→ (L⊥)∗→ 0.
Mais αe |L⊥ est la composition L⊥ inc−→M αe−→M∗. Sa transposée est donc (car α est ε-hermitienne)
la compositionM
εαe−→M∗ inc∗−→ (L⊥)∗. On a donc (αe |L⊥)∗ = επ, ce qui démontre le lemme. ⊡
Ainsi, si ℓ⊥ est tel que sa classe [ℓ⊥]L appartienne au noyau ker

αeL : L⊥/L→ (L⊥/L)∗, ℓ⊥ est
orthogonal à tous les éléments de L⊥, et le lemme entraîne ℓ⊥ ∈ L et [ℓ⊥]L = 0 : αeL est injective.Toute application linéaire f : L⊥/L→ A induit par composition une application L⊥→A. Le
lemme garantit l’existence d’unm ∈M tel que
∀ℓ⊥ ∈ L⊥,f ([ℓ⊥]L) =α(m,l
⊥).
Comme pour tout ℓ ∈ L, [ℓ]L = 0, cette relation entraîne quem ∈ L
⊥. On a donc trouvé [m]L ∈
L⊥/L tel que f =αeL(m) et αeL est surjective. ⊞
L’intérêt principal de la réduction sous-lagrangienne est qu’elle permet de trouver des
formes équivalentes (au sens de Witt) à la forme de départ.
Proposition. Soit L ⊆ (M,α) un sous-lagrangien d’une forme ε-hermitienne régulière et αL la
forme obtenue par réduction sous-lagrangienne de L. Les classes de Witt [α] et [αL] dansWε(A)
sont alors égales.
Démonstration.— Il s’agit de démontrer que la forme α⊕ (−αL) définie sur M⊕ (L⊥/L) est
neutre. On a vu que L⊥ était un facteur direct de M. Convenons une fois pour toute du choix
d’un supplémentaire S tel que M= S⊕L⊥. Posons
H=
¦
(0, l⊥, [l⊥]L)∈ S⊕L
⊥⊕ (L⊥/L)
 l⊥ ∈ L⊥©⊆M⊕ (L⊥/L).
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Autrement dit, H = 0⊕G ⊆ S⊕ (L⊥ ⊕ (L⊥/L)), où G est le graphe de la surjection canonique
π : L⊥ → L⊥/L. À ce titre, G est un facteur direct de L⊥ ⊕ (L⊥/L) (l’automorphisme ambiant
(x,y) 7→ (x,y − π(x)) l’envoie sur le facteur direct L⊥ ⊕ 0) et H est donc un facteur direct de
S⊕ (L⊥⊕ (L⊥/L)) =M⊕ (L⊥/L). Reste à voir que H=H⊥. Soit doncm∈M et l⊥ ∈ L⊥.
(m, [l⊥]L)∈H⊥⇔∀λ⊥ ∈ L⊥, (α⊕ (−αL))((m, [l⊥]L), (λ⊥, [λ⊥]L)) = 0
⇔∀λ⊥ ∈ L⊥,α(m,λ⊥) =αL([l
⊥], [λ⊥])
⇔∀λ⊥ ∈ L⊥,α(m,λ⊥) =α(l⊥,λ⊥)
⇔∀λ⊥ ∈ L⊥,α(m− l⊥,λ⊥) = 0
⇔m− l⊥ ∈ (L⊥)⊥.
D’après le lemme précédent, (L⊥)⊥ = L. Il s’ensuit que (m, [l⊥]L) ∈H
⊥ si et seulement sim est
congru à l⊥ modulo L, c’est-à-dire si (m, [l⊥]L) ∈ H. Cela achève la preuve que α⊕ (−αL) est
neutre, et donc que [α] = [αL] dansWε(A). ⊞
La réduction sous-lagrangienne s’applique également dans le cas de torsion. Il n’y a alors
plus besoin d’imposer de contraintes sur les sous-modules L.
Définition. Soit (T,λ) une forme de torsion ε-hermitienne régulière. Un sous-lagrangien de
(T,λ) est un sous-module L⊆ T tel que L⊆ L⊥.
Les propositions précédentes ont alors l’analogue suivant, dont la preuve est rigoureuse-
ment identique.
Proposition. Soit L un sous-lagrangien d’une forme ε-hermitienne de torsion régulière (T,λ).
La forme λ induit sur le quotient L⊥/L une forme de torsion ε-hermitienne régulière λL. Les
classes de Witt de λ et λL sont égales dansWTε(A).
5. L’homomorphisme ∂ :Wε(K)→WTε(A)
À partir de cette section, on suppose que A est un anneau principal. On continue à noter K
son corps des fractions. En particulier, les formes hermitiennes sont maintenant définies sur
des modules libres de type fini.
Soit (E,α) une forme ε-hermitienne régulière sur le corps K. En particulier, E est un K-
espace vectoriel de dimension finie.
Définitions.
– UnA-réseau (ou simplement réseau s’il n’y a pas d’ambiguïté)de E est un sous-A-module
M⊆ E de type fini contenant une base de E.
– Un réseauM⊆ E est dit entier si pour tousm1,m2 ∈M, on a α(m1,m2) ∈A.
– Si M⊆ E est un réseau, son dual est
M♯ =

e ∈ E
∀m∈M,α(e,m) ∈ A	 .
Remarques.
– Avec ces définitions, le réseau M⊆ E est entier si et seulement si M⊆M♯.
– Le A-réseau M étant inclus dans E, c’est un module sans torsion. Puisqu’on l’a supposé
de type fini, il est donc libre. Si M est un réseau entier, (M,α|M) est alors une forme ε-
hermitienne non dégénérée : en effet, puisque M contient une base de E, un élément
x ∈Morthogonal à toutM serait orthogonal à tout E, et la régularité de α entraîne x= 0.
En revanche, (M,α) n’est pas nécessairement une forme régulière.
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La terminologie de « dual » est justifiée par la proposition suivante.
Proposition. M♯ est un A-module et on a un isomorphisme
M♯ → M∗
m 7→ α(m,—).
En particulier,M♯ est un réseau de E. On a (M♯)♯ =M.
Démonstration.— Encore une fois, un élément deM♯ orthogonal à toutM serait dans le noyau
deα : lemorphisme est injectif.Montrons qu’il est également surjectif : soit f : M→ A linéaire.
On peut la considérer comme un élément de HomA(M,K). Mais, comme extension et restric-
tion des scalaires sont des foncteurs adjoints (cf. [DD2005, §3.8.12]), ce dernier module est
canoniquement isomorphe à HomK(E,K) = E∗. On peut donc voir f comme la restriction à M
d’une forme K-linéaire. Par régularité de α, il existe donc e ∈ E tel que f = α(e,—). Comme
f (M) ⊆ A, on a en fait e ∈M♯, ce qui démontre que l’application linéaire est bien un isomor-
phisme.
Il reste à démontrer que (M♯)♯ = M. Soit donc e ∈ E tel que ∀m♯ ∈ M♯,α(e,m♯) ∈ A. Via
l’isomorphisme M♯ ≃ M∗ que nous venons d’expliciter, la proposition de la section II.A.2 se
traduit en affirmant que le morphisme
M → (M♯)∗
m 7→

e´vm :
M♯ → A
m♯ 7→ α(m,m♯)

est un isomorphisme.
En particulier, puisque l’application α(e,—) définit une application A-linéaire M♯→ A, on
peut trouverm∈M tel que α(e,—) =α(m,—) et la régularité de α entraîne que e=m ∈M. ⊞
Remarques.
– Toute forme ε-hermitienne régulière (E,α) sur K contient un réseau entier : si (e1, . . . ,en)
est une base de E et que κ ∈ A \ {0} est tel que ∀i,j,κα(ei,ej) ∈ A, le A-module engendré
par les κei convient.
– Soit (M,α) une forme ε-hermitienne non dégénérée (mais non nécessairement régu-
lière) sur A. Le module M étant libre, le morphisme canonique i : M → MK = M⊗A K
est injectif. En outre, i(M) contient clairement une base de MK (la réduction au même
dénominateur montre que tout élément de MK s’écritm/a avecm ∈ i(M) et a ∈ A \ {0}).
En identifiant M et i(M), on peut donc considérer M comme un A-réseau du K-espace
vectoriel MK.
Par extensiondes scalaires, l’applicationA-linéaireαe s’étend en une application linéaire
αe⊗1K : MK =M⊗A K→M∗⊗A K≃HomA(M,K)≃HomK(M⊗A K,K) =HomK(MK,K)
(le premier isomorphisme est donné par le morphisme de Kronecker et le second vient
du fait qu’extension et restrictiondes scalaires sont deux foncteurs adjoints, cf. [DD2005,
§3.9.4 et §3.8.12]). Cette application linéaire est l’adjoint αeK d’une forme sesquilinéaireαK définie sur MK et prolongeant (M,α). En particulier, pour tousm,n ∈M, αK(m,n) =
α(m,n) ∈ A.
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En utilisant que tout élementmK de MK s’écrit même sous la formem/a, où m ∈M et
a ∈ A \ {0}, on voit que la forme αK est non dégénérée (et donc, puisqu’elle est définie
sur un K-espace vectoriel de dimension finie, régulière). En effet, sim/a ∈ kerαeK, avecm ∈M et a ∈ A \ {0}, on a αK(m/a,n) = 1/a ·αK(m,n) = 0 pour tout n∈MK. On a en donc
en particulierm ∈ kerαe, ce qui implique (par non-dégénérescence de α)m= 0 et doncm/a= 0.
Il est alors clair que si α est ε-hermitienne, il en sera de même pour αK.
En résumé, toute forme ε-hermitienne non dégénérée (M,α) sur A se prolonge naturel-
lement en une forme ε-hermitienne régulière (MK,αK) sur K dont M est un réseau en-
tier. C’est directement par cette construction que les formes sur K interviendront dans
la suite.
Dans la suite de la section, (E,α) est une forme ε-hermitienne régulière sur K et M⊆ E en
est un A-réseau entier. Nous allons voir que ces données définissent naturellement une forme
de torsion sur A.
Proposition.
– Le A-module T=M♯/M est de torsion et de type fini.
– La forme (E,α) induit sur ce quotient une forme de torsion ε-hermitienne et régulière
λ : T×T→ S(A) =K/A :
λ([m♯1]M, [m
♯
2]M) = [αK(m
♯
1,m
♯
2)]A.
Démonstration.— Puisque M contient une base de E, la réduction au même dénominateur
des coordonnées d’un vecteur dans une telle base prouve que tout élément de E s’écrit m/a
avecm∈Met a∈ A\{0}. En particulier, on a pour tout élémentm♯ ∈M♯ l’existence de a ∈ A\{0}
tel que am♯ ∈ M ou autrement dit a[m♯]M = 0 : le A-module T = M
♯/M est donc de torsion.
Quotient de M♯, il est de type fini.
Si n♯1 ∈M
♯ est tel que [n♯1]M = [m
♯
1], on peut écrire n
♯
1 =m
♯
1 +m1, avecm1 ∈M. On a donc
αK(n
♯
1,m
♯
2) = αK(m
♯
1,m
♯
2) +αK(m1,m
♯
2). Comme αK(m1,m
♯
2) ∈ A, on a alors l’égalité dans S(A)
[αK(n
♯
1,m
♯
2)]A = [αK(m
♯
1,m
♯
2)]A. La forme λ : T× T→ A est donc bien définie et ses caractères
sesquilinéaire et ε-hermitien sont directement hérités de ceux de αK.
Il reste à en démontrer la régularité.Déjà, si [m♯]M ∈ kerλe, on a pour toutn♯ ∈M♯,αK(m♯,n♯)∈A doncm♯ ∈ (M♯)♯=M et [m♯]M = 0 : λ est non dégénérée.
Soit maintenant f : T→ S(A) une application A-linéaire. On a par composition une appli-
cation g : M♯→ S(A) telle que g(m♯) = f ([m♯]M). Mais on a vu queM
♯ était un réseau de E, donc
en particulier libre. L’application g se relève donc en une application A-linéaire h : M♯ → K
telle que f ([m♯]M) = [h(m
♯)]M.
M♯
[·]M

h
//❴❴❴❴❴
g
!!❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
❈
K
[·]A

T
f
// S(A)
Par régularité de α, il existe e ∈ E tel que h = α(e,—). Puisque pour toutm ∈M, [h(m)]A =
f ([m]M) = 0, l’élément e vérifie ∀m ∈ M,α(e,m) ∈ A et l’on a e ∈ M
♯. On a donc trouvé un
élément n♯ = e∈M♯ tel que
∀m♯ ∈M♯, λ([n♯]M, [m
♯]M) = [αK(n
♯,m♯)]A = [h(m
♯)]A = f ([m
♯]A).
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Autrement dit, f = λe(n♯) et λ est régulière. ⊞
Si la forme (E,αK) est obtenuepar extensiondes scalaires à partir d’une formehermitienne
non dégénérée (M,α) sur A, le réseau M⊆ E naturellement défini est entier et l’identification
M♯ ≃M∗ permet d’identifier lemoduleT ainsi construit et le conoyau de l’application adjointe
αe : M→M∗. Pour cette raison, la forme de torsion (T,λ) sera toujours appelée le conoyau duréseauM. Comme le souligne cette appellation, (T,λ) dépend vraiment du choix du réseau et
pas seulement de la forme (E,α)∈MWε(K). La suite de la section est consacrée à la preuve que
sa classe de Witt [(T,λ)]∈WTε(A), elle, ne dépend que de (E,α) (en fait, de sa classe deWitt).
Lemme.
– La classe de Witt [(T,λ)] ∈WTε(A) du conoyau de M ne dépend que de (E,α), et pas du
choix du réseau entier M⊆ E.
– Si (E,α) est une forme ε-hermitienne neutre, E contient un réseau M⊆ E unimodulaire,
c’est-à-dire tel queM♯ =M.
Démonstration du lemme.— Commençons par choisir un autre réseau entier N ⊆ E. L’inter-
section P = M∩N est alors un troisième réseau entier de E tel que P ⊆ M ⊆ M♯ ⊆ P♯. On va
montrer que le conoyau deM s’obtient par réduction sous-lagrangienne du conoyau de P. En
particulier, leurs classes de Witt seront égales (et, la situation étant symétrique, la classe de
Witt du conoyau de N sera encore égale à cette classe commune).
Déterminons donc l’orthogonal (dans P♯/P muni de la forme de torsion λ induite par α)
du sous-moduleM/P :
(M/P)⊥ =
¦
[p♯]P ∈ P
♯/P
∀m∈M,λ([p♯]P, [m]P) = 0©
=
¦
[p♯]P ∈ P
♯/P
∀m∈M,α(p♯,m) ∈ A©
=
¦
[p♯]P ∈ P
♯/P
p♯ ∈M♯©
=M♯/P.
La forme induite par réduction sous-lagrangienne sur le quotient (M♯/P)/(M/P)≃M♯/M
est alors bien celle définissant le conoyau de M.
Pour le deuxième point, commençons par remarquer qu’une forme ε-hermitienne neutre
est la somme orthogonale de formes β de dimension 2 régulières possédant un vecteur iso-
trope. Quitte à dilater les vecteurs de base, il existe une base (v1,v2) telle que β(v1,v1) = 0,
β(v1,v2) = 1 et β(v2,v2) = x ∈ K (avec x = εx). Si κ ∈ K
× est tel que κ = κ et κx ∈ A (et un tel κ
existe nécessairement : si x= a/b avec a,b ∈ A, κ= bb convient), on obtient
β(v1/κ,v1/κ) = 0 β(v1/κ,κv2) = 1 β(κv2,κv2) = κ
2x.
Un calcul direct montre alors que le A-module engendré par v1/κ et κv2 est unimodulaire. ⊡
Le lemme conclut bien la construction : la première propriétémontre que la classe deWitt
[(T,λ)] ∈ WTε(A) est bien canoniquement associée à la forme (E,α) et la deuxième entraîne
que cette classe est nulle si (E,α) est neutre. Puisque la construction respecte clairement les
sommes directes, on obtient bien unmorphisme de groupes :
∂ : Wε(K) → WTε(A)
[(E,α)] 7→ [(T,λ)].
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Proposition. Le morphisme i∗ : Wε(A)→ Wε(K) induit par l’inclusion i : A ֒→ K s’insère dans
une suite exacte
0→Wε(A)
i∗
−→Wε(K)
∂
−→WTε(A).
Démonstration.— Soit (M,α) une forme hermitienne régulière sur A. Lemorphisme i∗ associe
à la classe deWitt deM celle de l’extension (MK,αK). Supposons cette dernière neutre : il existe
donc un sous-espace vectoriel L ⊆ MK tel que L
⊥ = L. Il s’agit de montrer que M était déjà
neutre ; nous allonsmontrer que H= L∩M en est un lagrangien.
Déjà, puisque tout élément de L est un multiple d’un élement de M, l’orthogonal de H
pour α est simplement constitué des éléments de M orthogonaux (pour αK) à L. Autrement
dit, H⊥ =M∩ L⊥ =M∩ L = H. Il reste à voir que H est un facteur direct de M, ou encore que
M/H est libre. Or, M/H =M/(M∩ L) est naturellement un sous-module de l’espace vectoriel
MK/L et il est donc sans torsion et, comme A est principal, libre. Le sous-module H est donc
bien un lagrangien deM.
Si (M,α) est une forme hermitienne régulière sur A et que MK en est l’extension à K, le
calcul de ∂[α] peut se faire à l’aide du réseauM⊆MK. Mais celui-ci étant régulier, son conoyau
est nul. On a donc bien ∂ ◦ i∗ = 0.
Soit maintenant (E,α) une forme hermitienne sur K telle que ∂[α] = 0 : si M ⊆ E est un
réseau entier, son conoyau est donc une forme de torsion neutre. Pour montrer l’exactitude
enW(K) de la suite exacte, il suffit de construire un autre réseau entier N⊆ E qui soit unimo-
dulaire : E sera alors obtenu par extension des scalaires à partir de (N,α|N), ce qui impliquera
[α] = i∗[α|N] ∈ im i∗. Pour ce faire, appelons λ la forme de torsion sur le conoyau T=M
♯/M et
L ⊆ T un lagrangien pour λ. Soit N⊆M♯ l’image réciproque de L par la surjection canonique
M♯→ T. Le module N étant compris entre les deux réseauxM et M♯, il est lui-même un réseau
de E. En outre, c’est un réseau entier : si n1, n2 ∈ N, [α(n1,n2)]S(A) = λ([n1]T, [n2]T) = 0 car [n1]
et [n2] appartiennent à L, isotrope pour λ. Il suffit maintenant de déterminer N
♯. Puisque N
contient M, N♯ est inclus dans M♯. En notant π : M♯ → T la surjection canonique, on a alors
immédiatement N♯ = π−1[π[N]⊥] = π−1[L⊥] = π−1[L] =N. ⊞
Le cas qui nous intéresse le plus directement est celui où A est l’anneau
ΛF = FJ= F[t, t
−1]
des polynômes de Laurent sur un corps de caractéristique différente de 2, qui est muni d’une
involution étendant celle de F en posant t = t−1. La suite exacte que l’on vient de construire
est encore plus agréable dans ce cas, grâce au résultat suivant.
Proposition. Soit F un corps de caractéristique différente de 2. L’inclusion ι : F ֒→ ΛF induit
alors un isomorphisme
ι∗ :W(F)→W(ΛF).
Démonstration.— Déjà, ι : F→ ΛF a un inverse à gauche donné par le morphisme d’anneaux
à involution
e´v1 : ΛF → F
p 7→ p(1).
Cemorphisme induit donc unmorphisme de groupes (e´v1)∗ :W(ΛF)→W(t) tel que (e´v1)∗ ◦ι∗ =
idW(F). Pour démontrer que ι∗ est un isomorphisme, il suffit par exemple demontrer que (e´v1)∗
est injective.
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Soit [M,µ] ∈ ker(e´v1)∗. Puisque ΛF est principal, M est un module libre de type fini. Par
hypothèse, on peut trouver x ∈M tel que p=µ(x,x) vérifie p(1) = 0. On peut même sans perte
de généralité supposer que x est primitif. La régularité de la forme µ entraîne alors l’existence
d’un élément y ∈ M tel que µ(x,y) = 1. Le plan (P,µP) est alors régulier et on obtient une
décomposition orthogonaleM= P⊕P⊥.
La matrice de µ dans la base (x,y) de P s’écrit
p 1
1 q

où p et q sont deux polynômes de Laurent tels que p = p, q = q et p(1) = 0. En outre, la forme
(P,µ) étant régulière, son déterminant d = pq− 1 est un élément de Λ×F = F
× · tZ tel que d = d,
c’est-à-dire un élément d ∈ F× tel que d= d. Étant constant et valant −1 en 1, le polynôme de
Laurent pq− 1 est donc égal à −1. La forme (P,µ), définie sur un module libre de rang 2 et de
discriminant−1, est donc neutre.
En reprenant par récurrence le raisonnement sur (P⊥,µ), on obtient donc que la forme
(M,µ) était neutre, ce qui prouve l’injectivité de (e´v1)∗ et le fait que ι∗ soit un isomorphisme.⊞
Remarque. Dans le cas A=Z, la connaissance des groupes deWitt deQ et deZ (cf. [MH1973,
chap. IV, §. 2]) et la suite exacte précédente permettent de montrer que le groupe de Witt
WT(Z) des formes de torsion sur les groupes abéliens finis est isomorphe à (Z/2)∞⊕ (Z/4)∞.
On peut également redémontrer ce résultat à l’aide de la méthode utilisée dans la section
suivante pour déterminer le groupeWT(ΛQ).
B. Groupe deWitt des formes de Blanchfield
Les formes de torsion sur l’anneau ΛQ, aussi appelées formes de Blanchfield, sont donc les
formes hermitiennes
β : T×T→ S(ΛQ) =Q(t)/ΛQ,
où T est un ΛQ-module de torsion de type fini. Leur groupe deWittWT(ΛQ) est un des avatars
du groupe de concordance algébrique (cf. [LN2013]).
Le but de cette section est de décrire plus précisémentWT(ΛQ). Elle est très abondamment
inspirée de [Lit1984].
Pour en décrire la structure algébrique, introduisons quelques notations. Dans l’anneau
ΛQ, on notera p
.
= q si les élements p et q sont associés ; autrement dit :
p
.
= q ⇔ ∃u ∈Λ×
Q
=

rtn
r ∈Q×,n ∈Z	 tel que p= uq.
Unpolynômede Laurentp∈ΛQ sera dit symétrique si p
.
= p et asymétrique dans le cas contraire.
Si p est un polynôme symétrique non nul, l’anneau quotient ΛQ/(p) hérite d’une invo-
lution induite par celle de ΛQ. Si le polynôme p est en outre irréductible, on obtient ainsi un
corps de nombres à involutionkp=ΛQ/(p). L’involutionest non triviale, à l’exception des deux
polynômes symétriques de degré un, à savoir t±1, pour lesquels kp =Q, muni de l’involution
triviale.
Proposition. Tout polynôme de Laurent symétrique et irréductible est associé à t+ 1, t− 1, ou
à un (unique) polynôme unitaire irréductible p de degré pair 2d tel que p(t−1) = t−2dp(t).
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Démonstration.— Puisque Λ×
Q
=

utn
u ∈Q×,n ∈Z	, un polynôme p de degré d est symé-
trique si et seulement s’il existe un rationnel u 6= 0 tel que tdp(t−1) = up(t). En appliquant à
nouveau cette propriété, il vient u2 = 1 donc u = ±1. Or, si u = −1, on obtient immédiate-
ment p(1) = −p(1), d’où il vient que p est divisible par t− 1. Puisqu’il est irréductible, il lui
est même associé. Tout polynôme symétrique irréductible est donc associé à t− 1 ou vérifie
p(t) = tdegpf (t−1).
Supposons maintenant que l’on soit dans ce deuxième cas. En appliquant la relation à
t = −1, on voit que si degp est impair, −1 est une racine de p et, pour les mêmes raisons que
précédemment, p est associé à t+1. La proposition est donc démontrée. ⊞
On note désormaisS ∗ l’ensemble de ces polynômes de degré pair et S =S ∗ ∪ {t±1}.
La structure du groupeWT(ΛQ) est alors décrite par le théorème suivant.
Théorème.
– On a un isomorphismeWT(ΛQ)≃
⊕
p∈S ∗
W(kp).
– En particulier,WT(ΛQ) est isomorphe à la somme directe Z
∞⊕ (Z/2)∞⊕ (Z/4)∞.
La preuve du théorème, qui occupera le reste de la section, précisera la nature de ces iso-
morphismes.
1. Décomposition en composantes primaires
Soit (T,λ) une forme de torsion sur l’anneau ΛQ. Ce dernier étant principal, T se décom-
pose en la somme directe de des composantes p-primaires
T=
⊕
p
Tp.
Les propriétés de cette décomposition par rapport à la forme de torsion λ sont résumées
par la proposition suivante.
Proposition.
– Si p 6
.
= q, les sous-modules Tp et Tq sont orthogonaux pour la forme λ.
– Si p n’est asymétrique, la forme λ restreinte à Tp⊕Tp est neutre.
Démonstration.— Supposons p 6
.
= q et soit maintenant x ∈ Tp et y ∈ Tq. Soit n ¾ 0 tel que
pnx= qny= 0. Les éléments p et q étant irréductibles et non associés, on a ΛQ = (p,q) et même
ΛQ = (p
n,qn). On peut donc trouver f,g ∈ΛQ tels que 1= fp
n+ gqn. Il vient alors
λ(x,y) = λ((fpn+ gqn)x,y)
= λ(fpnx,y)+λ(gx,qny) = 0,
ce qui démontre la première partie de la proposition.
D’après ce qui précède, si p n’est pas symétrique, le facteur direct Tp⊕Tp est orthogonal
à tous les autres Tq, q 6∈ {p,p}. En particulier, la restriction de λ à Tp ⊕ Tp reste régulière. En
outre, toujours d’après la première partie de la proposition, Tp et Tp sont isotropes pour λ.
L’orthogonal de Tp est doncun sous-ΛQ-module (et en particulier un sous-Q-espace vectoriel)
de Tp ⊕ Tp contenant Tp. S’il était strictement plus grand que Tp, il rencontrerait Tp. Or, un
élément non nul de T⊥p ∩Tp serait orthogonal à la fois à Tp et à Tp et contredirait la régularité
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de la restriction de λ à Tp ⊕ Tp. C’est donc impossible, ce qui entraîne que Tp = T
⊥
p est un
lagrangien de (Tp⊕Tp,λ|Tp⊕Tp). ⊞
Pour p ∈ S , on a un sous-monoïde MWT(ΛQ,p) ⊆ MWT(ΛQ) constitué des formes (T,λ)
pour lesquelles T est p-primaire. Le quotientWT(ΛQ,p) de ce monoïde par le sous-monoïde
NWT(ΛQ,p) constitué des formes neutres est un groupe, que l’on appellera groupe deWitt des
formes de torsion p-primaires. On a naturellement unmorphisme ιp :WT(ΛQ,p)→WT(ΛQ).
Proposition. Les morphismes précedemment définis fournissent un isomorphisme
ι=
⊕
p∈S
ιp :
⊕
p∈S
WT(ΛQ,p)→WT(ΛQ).
Démonstration.— Ce qui précède montre déjà que toute forme de torsion sur ΛQ est équiva-
lente au sens deWitt à une sommede formesportées par desmodules p-primaires. Autrement
dit, ι est surjectif. Il reste à en démontrer l’injectivité.
Le morphisme de groupes ι n’est rien d’autre que le morphisme induit par le morphisme
de monoïdes ⊕
p∈S
MWT(ΛQ,p) → MWT(ΛQ)
(Tp)p∈S 7→
⊕
p∈S
Tp.
Pour démontrer que ι est injectif, il suffit donc de montrer que si p1, . . . ,pn sont n éléments
distincts de S et que (Tpi,λi) est une forme de torsion sur un module pi primaire, la neutra-
lité de T =
n⊕
i=1
Tpi entraîne celle de tous les Tpi . Soit donc L ⊆ T un lagrangien. Sous-module
d’un ΛQ-module de torsion et de type fini, L hérite de ces propriétés (car ΛQ est noethérien).
Par ailleurs, sa décomposition en composantes primaires s’écrit évidemment L =
n⊕
i=1
Lpi , où
Lpi = L∩Tpi . Puisque les Tpi sont deux à deux orthogonaux, l’orthogonal de Lpi dans Tpi est
exactement l’intersection de Tpi et de L
⊥ = L, c’est-à-dire Lpi lui-même. Pour tout i, Lpi est
donc un lagrangien de Tpi , et on a donc bien démontré que ι est un isomorphisme. ⊞
2. Dévissage
Soit p∈S . Considérons pour commencer une forme de torsion (T,λ) sur unmodule T de
p-torsion. En particulier, on peut considérer T comme un kp = ΛQ/(p)-espace vectoriel. Pour
tous x,y ∈ T, on a pλ(x,y) = λ(x,py) = 0 : la forme λ prend ses valeurs dans le sous-groupe
S(ΛQ)[p] =
¦
θ ∈ S(ΛQ)
pθ = 0©= ¦[θ]1 ∈ S(ΛQ) θ ∈Q(t),pθ ∈ΛQ©
qui s’identifie à kp via l’isomorphisme [f ]p ∈ kp =ΛQ/(p) 7→

f
p

1
∈ S(ΛQ).
Plus précisément, toute forme ε-hermitienneµdéfinie sur unmoduleT de p-torsion s’écrit
∀x,y ∈ T,µ(x,y) =
 eµ(x,y)
p

1
,
39
où eµ : T×T→ kp est une forme sesquilinéaire. Puisque µ est hermitienne, on a
µ(y,x) =µ(x,y) soit eµ(y,x) = p
p
· eµ(x,y) :
eµ est ainsi ε-hermitienne, où ε∈ kp est la réduction dans kp de l’élément e∈Λ×Q tel que p= ep.
On peut donc considérer qu’une forme de torsion hermitienne sur un ΛQ-module de type
fini et de p-torsion est la même chose qu’une forme ε-hermitienne sur un kp-espace vectoriel
de dimension finie.
Proposition. L’inclusionMWε(kp)⊆MWT(ΛQ,p) fournie par l’identification précedente induit
un isomorphismeWε(kp)→WT(ΛQ,p).
Démonstration.— Déjà, il est évident que l’identification entre formes de torsion hermi-
tiennes sur unΛQ-module de type fini et de p-torsionet formes hermitiennes sur un kp-espace
vectoriel de dimension finie identifie les deux notions de formes neutres. En particulier, l’in-
clusionMWε(kp)→MWT(ΛQ,p) induit unmorphisme de groupes injectifWε(kp)→WT(ΛQ,p).
Il reste à en démontrer la surjectivité, c’est-à-dire que toute forme de torsion sur un ΛQ-
module de type fini p-primaire est équivalent au sens de Witt à un ΛQ-module de type fini de
p-torsion
Soit donc (T,λ) ∈MWT(ΛQ,p) et n ¾ 1 tel que l’annulateur de T soit l’idéal engendré par
pn. On va démontrer que si n¾ 2, (T,λ) est équivalent au sens de Witt à une forme portée par
un ΛQ-module de type fini annulé par p
n−1. Le résultat sera alors obtenu par récurrence.
Supposons donc n ¾ 2 et soit L = pn−1T ⊆ T. Pour tous x,y ∈ T, on a λ(pn−1x,pn−1y) =
λ(p2n−2x,y) = 0 (car n ¾ 2 implique 2n− 2 ¾ n) : le sous-module L ⊆ T est isotrope. On peut
donc effectuer une réduction sous-lagrangienne sur L et T est équivalent au sens de Witt à
(L⊥/L,λL), tautologiquement annulé par p
n−1. ⊞
Comme on l’a vu à la section II.A.3, le groupe deWitt des formes hermitiennesWε(K) d’un
corps à involution est isomorphe à W(K), à l’unique exception des formes antisymétriques,
c’est-à-dire du cas où l’involution est triviale et où ε=−1.
Dans le cas des corps kp, on a vu que l’involution n’était triviale que dans les deux cas
p= t±1. Dans ces deux cas, le résultat précédent fournit des isomorphismes
WT(ΛQ, t+1)≃W−(Q) = 0 WT(ΛQ, t−1)≃W−(Q) = 0.
On a donc en particulier construit un isomorphisme
WT(ΛQ)→
⊕
p∈S
WT(ΛQ,p)→
⊕
p∈S ∗
W(kp).
Pour obtenir des renseignements plus précis surWT(ΛQ), il faut donc étudier les groupes de
Witt des corps de nombres (à involution) kp.
3. Groupes deWitt des corps à involution kp
La classification des formes hermitiennes sur les corps de nombres kp est due à Walther
Landherr ([Lan1935]).
Les corps de nombres kp sont munis d’une involution héritée de celle de ΛQ. À l’exception
des cas p = t± 1, cette involution est non triviale et définit donc une extension quadratique
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kp/kp,0 sur le sous-corps fixe kp,0 =

z ∈ kp
z = z	. On note Ω(kp) l’ensemble des paires de
plongements conjugués ρ : kp→C tels que ρ(z) = ρ(z). Autrement dit,Ω(kp) est l’ensemble des
places réelles de kp,0 se ramifiant sur kp.
Notons que cet ensemble peut-être vide (c’est par exemple le cas si kp est totalement réel
ou à l’inverse si kp,0 est totalement imaginaire).
Chaque plongement ρ : (kp, ·) → (C, ·) permet d’étendre les scalaires et ainsi de voir une
forme hermitienne h définie sur kp comme une forme hermitienne complexe au sens clas-
sique ρ∗h. En particulier, il permet de définir un indice Iρ(h) ∈ N, défini comme la dimension
maximaled’un sous-espace sur lequel la restrictionρ∗h est définienégative. Il est alors évident
que si ρ est le conjugué de ρ, Iρ(h) = Iρ(h). On a donc un invariant entier Iρ(h) pour chaque
ρ ∈Ω(kp).
Enfin, si on note N : kp → kp,0 l’application « norme » z 7→ zz, la classe dans ∆(kp) =
k×p,0/N(k
×
p ) du déterminant d’une matrice représentant la forme hermitienne h dans une cer-
taine base est un invariant indépendant de la base choisie. Comme dans le cas quadratique,
on l’appelle discriminant de h et on le note abusivement de´th∈∆(kp).
On est alors en mesure d’énoncer la classification des formes hermitiennes sur les corps
de nombres.
Théorème (Landherr [Lan1935], cf. également [Sch1985, §10.1]).
– Le rang dimh ∈ N, le discriminant de´th ∈ ∆(kp) et les différents indices Iρ(h) pour ρ ∈
Ω(kp) forment des invariants complets de la forme hermitienne q.
– Ces invariants peuvent prendre des valeurs arbitraires, pourvu que celles-ci restent sou-
mises aux relations évidentes
∀ρ∈Ω(kp), Iρ(h)¶ dimh ∀ρ∈Ω(kp),signρ(de´th) = (−1)
Iρ(h).
Afin de reformuler ce théorème en un résultat sur le groupe de Witt W(kp), remarquons
que si l’on note Q(kp) le produit Z/2×∆(kp)muni de la loi de groupe abélien
(e,α)⊕ (e′,α′) = (e+ e′, (−1)ee
′
αα′),
on obtient une extension a priori non scindée
0→∆(kp)→Q(kp)→Z/2→ 0
et unmorphisme surjectif de groupes (cf. [Lam2005, II.2])
W(kp) → Q(kp)
[h] 7→

[dimh]2, (−1)
dimh(dimh−1)/2

.
Quitte à ajouter une formehyperboliquede rang 2, un élément du noyau de cemorphisme
est alors représenté par une forme hermitiennede dimensionmultiple de 4 et de déterminant
1.
Si h est une forme hermitienne de rang n sur kp et ρ ∈ Ω(kp), la forme hermitienne a pour
indice Iρ ∈N et donc pour signature σρ = (n−Iρ)−Iρ =n−2Iρ. Ces signatures fournissent alors
des morphismes
σρ :W(kp)→Z (ρ∈Ω(kp)).
Pour une forme de déterminant 1, la condition signρ(de´th) = (−1)Iρ(h) entraîne que les
indices Iρ soient pairs. Les éléments du noyau du morphisme W(kp) → Q(kp) ont donc des
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signaturesmultiples de 4 et, d’après le théorème de Landherr, tout s-uplet d’entiersmultiples
de 4 est représenté par une forme hermitienne de déterminant 1 et de rang multiple de 4 (où
s= |Ω(kp)|).
On peut donc reformuler le théorème de Landherr sous la forme suivante.
Corollaire. Le groupe de Witt des formes hermitiennes sur kp est une extension
0→ (4Z)s→W(kp)→Q(kp)→ 0,
où s = |Ω(kp)|. En particulier, tout élément de torsion dans W(kp) est de 4-torsion et la partie
sans torsion deW(kp) est un groupe libre de rang s.
C. Signatures
Les objets de nature hermitienne que nous allons utiliser dans cette thèse (classes de
Witt dans WT(ΛQ) ou W(Q(t))) seront des invariants associés à des objets topologiques (par
exemple, à un entrelacs orienté L ⊆ S3). Ces invariants « contiennent » un certain nombre
d’invariants numériques classiques, qui sont souventdéfinis commedes signaturesde formes
quadratiques ou hermitiennes auxiliaires.
En général, ces signatures correspondent à l’information retenue par les invariants quand
on considère les versions réelles ou complexes d’invariants rationnels (c’est-à-dire quand on
ne garde des invariants que leur image par un morphisme du type W(Q(t)) → W(C(t)) ou
WT(ΛQ)→WT(ΛC)).
Dans cette section, nous allons donc décrire les groupes de Witt hermitiens W(C(t)) et
WT(ΛC), ainsi que le morphisme ∂ : W(C(t))→ WT(ΛC). Encore une fois, tout ce qui suit est
directement inspiré de [Lit1984].
1. W(C(t)) et fonctions équilibrées : la fonction signature
On appelle fonction équilibrée une fonction f : S1 → Z possédant un nombre fini de dis-
continuités et telle que
∀ξ ∈ S1,f (ξ) =
f (ξ−)+ f (ξ+)
2
,
la notation f (ξ±) indiquant les limites de f à gauche et à droite en ξ, respectivement. On
notera E´q(S1) l’ensemble des fonctions équilibrées. On remarquera que la condition entraîne
que les valeurs de f en dehors de ses singularités ont toutes la même parité.
La propriété-clef des fonctions équilibrées est que deux fonctions f,g ∈ E´q(S1) coïncidant
sur le complémentaire d’un ensemble fini sont en fait égales.
On va voir que cette propriété nous permet d’associer à tout classe de Witt [ϕ] ∈W(C(t))
une fonction signature σϕ ∈ E´q(S1).
Soit [ϕ] ∈W(C(t)) une classe de Witt représentée par une forme hermitienne ϕ : V×V→
C(t), où V est un C(t)-espace vectoriel de dimension finie. Soit A ∈ MdimV(C(t)) une matrice
hermitienne représentant ϕ. Si α ∈ S1, la matrice A(α) obtenue en remplaçant t par α est
bien définie sauf pour un nombre fini de valeurs (les pôles des coefficients de A) et elle est
dans ce cas une matrice hermitienne complexe de taille dimV. Par ailleurs, cette fonction est
localement constante sauf en les points α ∈ S1 tels que de´tA(α) = 0, qui sont également un
nombre fini (ce sont des zéros de de´tA ∈C(t)×).
Si on exclut l’union F de ces deux ensembles finis de points, on obtient ainsi une fonction
localement constante S1 \ F → Z. En outre, les valeurs prises par cette fonction sont toutes
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de la même parité (puisque la signature d’une forme hermitienne régulière est toujours de
la même parité que la dimension de l’espace vectoriel sous-jacent). En particulier, si ξ ∈ F,
(f (ξ−) + f (ξ+))/2 est un nombre entier. Cette fonction se prolonge donc en une unique fonc-
tion équilibrée, que l’on notera provisoirement σA ∈ E´q(S
1).
La fonction σA ∈ E´q(S
1) ne dépend en fait pas du choix de la matrice A représentant ϕ. En
effet, si A,B ∈ MdimV(C(t)) sont deux choix différents de représentants, on peut trouver une
matrice P ∈GLdimV(C(t)) telle que
B= tPAP.
Hors des pôles des coefficients des différentes matrices en jeu, on a donc une égalité
B(α) = tP(α)A(α)P(α)
entre matrices complexes. En outre, dès que α n’annule pas la fraction rationnelle de´tP ∈
C(t)×, lamatrice P(α) est unematrice inversible. Cela implique que les matrices hermitiennes
A(α) et B(α) sont congruentes pour tout α ∈ S1 hors d’un ensemble fini. Les fonctions équi-
librées σA et σB coïncident donc sur le complémentaire d’un ensemble fini, ce qui entraîne
σA = σB. La fonction σA ∈ E´q(S
1) ne dépend donc que de la forme hermitienneϕ.
Cela entraîne directement que σA ne dépend même que de la classe de Witt de ϕ : par
définition, la fonction signature d’une somme directe est égale à la somme des deux fonc-
tions signature. Or, toute forme neutre sur C(t) est une somme de formes représentées par la
matrice hermitienne 
0 1
1 0

dont l’évaluation en tout α ∈C reste évidemment neutre.
Celamontre que cette construction (la fonction signature) définit unmorphismede groupes
σ∗ :W(C(t))→ E´q(S
1)
[ϕ] 7→ σ[ϕ].
On peut alors montrer que ce morphisme est un isomorphisme.
Théorème (cf. [Lit1984]). Lemorphismeσ∗ :W(C(t))→ E´q(S1) est un isomorphismede groupes.
2. WT(ΛC) et morphisme ∂ :W(C(t))→WT(ΛC)
L’analyse du groupe de Witt WT(ΛC) suit de très près celle de WT(ΛQ) effectuée à la sec-
tion II.B : les polynômes unitaires et irréductibles p ∈ ΛC tels que p et p sont associés forment
l’ensemble
SC =
¦
z−ω
ω ∈ S1© .
La décomposition en composantes primaires et le procédé de dévissage montrent alors que
le groupe de WittWT(ΛC) se décompose sous la forme
WT(ΛC)≃
⊕
ω∈S1
WT(ΛC,z−ω)≃
⊕
ω∈S1
W−ω−2(C).
Comme l’involution sur C est non triviale, chacun des facteursW−ω2(C) est isomorphe à
W(C) (en fait, on peut voir directement que la multiplication par iω fournit un isomorphisme
explicite). Le groupe de Witt WT(ΛC) est donc naturellement isomorphe au groupe abélien
libre Z(S
1).
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Pour décrire précisément le morphisme ∂ :W(C(t))→WT(ΛC), introduisons une notation.
Si f ∈ E´q(S1) est une fonction équilibrée et que ω ∈ S1, on note sautω(f ) le saut en ω
sautω(f ) =
f (ω+)+ f (ω−)
2
∈Z.
Enparticulier, la fonction associant àω le nombre sautω(f ) est nulle sauf en unnombrefini
de points (inclus dans les discontinuités de f ), c’est-à-dire qu’elle définit un élément saut(f )
du groupe abélien libre Z(S
1). Évidemment, l’application f 7→ saut(f ) est un morphisme de
groupes.
Via les isomorphismesdéjà évoqués, lemorphisme∂ correspond alors aumorphismesaut
(cf. [Mat1977]) :
W(C(t)) ∂ //
≃

WT(ΛC)
≃

E´q(S1) saut // Z(S1).
On remarquenotammentque le noyaude l’application, qui n’est autre queW(ΛC)≃W(C)≃
Z, s’identifie aux fonctions constantes.
En outre, la fonction équilibrée f correspondant à une forme hermitienne définie surR(t)
vérifie évidemment f (ω) = f (ω), ce qui entraîne que sautω =−saut(ω).
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Chapitre III
Dualité de Poincaré dans les revêtements
infinis cycliques
On a rappelé dans l’introduction (section I.C.2) comment la dualité de Poincaré sur une
variété donnait naissance à des structures bilinéaires en dimensionmoitié.
Le but de ce chapitre est de rappeler l’interprétation géométrique de ces constructions et
d’introduire leurs généralisations aux J-variétés, c’est-à-dire aux variétésmunies d’un revête-
ment infini cyclique privilégié.
A. Forme d’intersection et forme d’enlacement
Dans le cas classique, la dualité de Poincaré fournit pour une variété W compacte, à bord,
orientée de dimension n des isomorphismes
Hi(W,∂W)≃H
n−i(W) et Hi(W)≃H
n−i(W,∂W).
Le théorème des coefficients universels permet alors de transformer ces isomorphismes
en accouplements bilinéaires, après avoir séparé les groupes d’homologie en une partie de
torsion et une « partie » libre (qui est plus naturellement un quotient).
Définitions.
– Soit E un A-module quelconque. On note TE la partie de torsion de E, c’est-à-dire le
sous-module
TE= {x∈ E | ∃a ∈A \ {0} : ax= 0} .
– Par ailleurs, on note LE le quotient E/TE, c’est-à-dire le plus grand quotient sans torsion
de E. Si E est un module de type fini sur un anneau principal, LE est alors un module
libre de rang fini, et la suite exacte 0→TE→ E→ LE→ 0 est scindée.
Théorème (des coefficients universels). Pour tout complexe C de groupes abéliens, on a une
suite exacte
0→ ExtZ(Hi−1(C),Z)→H
i(C)→HomZ(Hi(C),Z)→ 0.
En particulier, si les groupes d’homologie sont de type fini, cette suite induit deux isomor-
phismes
LHi(C)≃ (LHi(C))
∗ et THi(C)≃ (THi−1(C))
∨.
Pour une variété sans bord, on obtient ainsi une forme ε-symétrique en dimension paire
et une forme de torsion en dimension impaire.
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Définition. Soit W une variété fermée et orientée de dimension n= 2k. La composition
LHk(W)→ LHk(W)→ LHk(W)∗
des isomorphismes donnés par la dualité de Poincaré et le théorème des coefficients univer-
sels définit une forme (−1)k-symétrique régulière (LHk(W), IW) appelée forme d’intersectionde
la variété W.
Définition. Soit M une variété fermée et orientée de dimension impaire n = 2k− 1. La com-
position
THk−1(M)→ TH
k(M)→ THk−1(M)
∨
des isomorphismes donnés par la dualité de Poincaré et le théorème des coefficients univer-
sels définit une forme (−1)k-symétrique régulière (THk−1(M),LM) appelée forme d’enlacement
de la variété M.
Si la variété W de dimension n= 2k a un bord, la composition
LHk(W)
Lj∗
−→ LHk(W,∂W)
≃
−→ LHk(W)
≃
−→ (LHk(W))
∗
continue à définir une forme (−1)k-symétrique sur LHk(W), mais cette forme n’est plus a
priori régulière : son noyau est ker(Lj∗) ⊇ im(Li∗ : LHk(∂W) → LHkW). On peut cependant
régulariser la forme d’intersection définie sur leQ-espace vectoriel Hk(W;Q).
Définition. Soit W une variété compacte et orientée de dimension n= 2k. La composition
Hk(W;Q)
j∗
−→Hk(W,∂W;Q)
≃
−→Hk(W;Q)
≃
−→Hk(W;Q)
∗
définit une forme (−1)k symétrique IQW sur leQ-espace vectoriel Hk(W;Q), de noyau
ker(j∗) = im(i∗ : Hk(∂W;Q)→Hk(W;Q)).
Cette dernière induit donc une forme (−1)k-symétrique régulière sur l’espace vectoriel quo-
tient Hk(W;Q)/ker(j∗) ou, de manière équivalente, sur im(j∗), notée I
Q
W et appelée forme d’in-
tersection rationnelle (régularisée) de la variété W.
Enpetitedimension, ces formesbilinéairesont les interprétationsgéométriques suivantes :
– Si W est une variété fermée de dimension 4, toute classe d’homologie dans H2M est
représentée par une surface plongée. Quitte à effectuer une petite modification, deux
classes d’homologie sont alors représentées par deux surfaces plongées S1,S2 ⊆Wtrans-
verses. L’intersection algébrique S1 · S2 ne dépend alors que des classes [S1], [S2] ∈ H2W
(etmêmeque de leurs images 1 dans LH2W) et vaut IW([S1], [S2]) (cf. [Kir1989]). Lamême
chose vaut dans un cadre relatif.
– Si M est une variété fermée de dimension 3 et que C1,C2 ⊆ M sont deux courbes dis-
jointes dont les classes d’homologie [C1], [C2] ∈ H1M sont de torsion, on peut trouver
n∈N et une 2-chaîne S de bord nC1. Si S et C2 sont transverses, le nombre d’enlacement
λM([C1], [C2]) est

S ·C2
n

1
∈Q/Z (cf. [ST1934, §. 77]).
1. D’après la dualité de Poincaré et le théorème des coefficients universels, TH2W ≃ TH
2W ≃
HomZ(TH1W,Q/Z) ; en particulier, H2W est sans torsion quand W est simplement connexe.
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B. Dualité de Poincaré-Reidemeister
Dans toute la suite, on appellera J-variété tout couple (X,ϕ), où X est une variété com-
pacte orientée et ϕ : π1X→ J est un morphisme de groupes (si X n’est pas connexe, on définit
le groupe fondamental π1X comme la somme directe des groupes fondamentaux des compo-
santes connexes de X). Alternativement, on peut voir une J-variété comme la donnée d’une
variété munie d’une application (définie à homotopie près) X→ BJ = S1. Le morphisme ϕ et
l’action régulière de J sur lui-même se composent pour fournir une action de π1(X) sur un en-
semble discret infini. Via la correspondance entre ensembles munis d’une action de π1(X) et
revêtements de X, cela donne un revêtement infini cyclique p : eXϕ→ X de groupe d’automor-
phismes J. Si ϕ est surjectif et X connexe, il s’agit simplement du revêtement galoisien associé
au sous-groupe distingué kerϕ✁π1X ; à l’opposé, si ϕ est le morphisme trivial, eXϕ → X est le
revêtement infini cyclique trivial.
Si (X,ϕ) est une variété à bord, son bord hérite naturellement d’une structure de J-variété
grâce au morphisme composé
π1(∂X)
ι∗
−→ π1X
ϕ
−→ J.
Cela permet de parler naturellement de cobordisme entre J-variétés.
Remarque. Munies de la notion naturelle de morphismes (un morphisme f : (X,ϕ)→ (Y,ϕ)
entre J-variétés est simplement une application continue f : X → Y entre les variétés sous-
jacentes telle que ψ ◦ f∗ = ϕ et f (∂X) ⊆ ∂Y), les J-variétés forment une catégorie qu’il n’est
pas difficile de munir d’une structure de catégorie à cobordisme au sens de [Sto1968]. Ses mo-
noïdes de cobordisme sont alors les groupes de bordisme orienté
Ω∗(BJ) = Ω∗(S
1) = π∗(S
1 ∧MSO) = π∗−1(MSO) = Ω∗−1.
1. (Co)homologie des revêtements infinis cycliques
Soit (X,ϕ) une J-variété. On va voir comment lui associer des modules d’homologie et de
cohomologie sur les anneaux Λ et ΛQ.
Commençons par munir X d’une triangulation finie ∆. Cette triangulation se relève, via
p, en une triangulation e∆ de eXϕ, invariante sous l’action du groupe J d’automorphismes du
revêtement. Le complexe des chaînes simpliciales Ce∆
∗
(eXϕ;Z) est alors muni d’une structure
de module sur Λ. Ce complexe pouvant être vu comme un complexe de chaînes simpliciales
à valeurs dans un système local de coefficients sur X, on le note C∗(X,ϕ;Λ) et on note son
homologie H∗(X,ϕ;Λ). On définit du même coup le complexe de ΛQ-modules C∗(X,ϕ;ΛQ) =
C∗(X,ϕ;Λ)⊗ΛΛQ et son homologieH∗(X,ϕ;ΛQ). Par définition, C∗(X,ϕ;Λ) (resp. C∗(X,ϕ;ΛQ)) est
un complexe de Λ-modules (resp. ΛQ-modules) libres de type fini.
Si X a un bord non vide, cette construction admet une version relative : le complexe des
chaînes simpliciales de ∂eXϕ est naturellement un sous-complexe de C∗(X,ϕ;Λ) et l’on peut
donc définir un complexe relatif C∗(X,∂X,ϕ;Λ) et son homologieH∗(X,∂X,ϕ;Λ) (évidemment,
la même chose est vraie sur ΛQ).
La triangulation ∆ définit une cellulation duale ∆′. De même que la triangulation ∆, la
cellulation∆′ définit un complexe deΛ-modules libres de type fini C′
∗
(X,ϕ;Λ) =Ce∆′
∗
(eXϕ;Z) cal-
culant l’homologie H∗(X,ϕ;Λ) et un sous-complexe C
′
∗
(∂X,ϕ;Λ) = Ce∆′
∗
(∂eXϕ;Z) associé au bord
∂X. On note naturellement C′
∗
(X,∂X,ϕ;Λ) = Ce∆′
∗
(eXϕ,∂eXϕ;Z) leur quotient, qui calcule l’homo-
logie relative H∗(X,∂X,ϕ;Λ).
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Les complexes de chaînes C∗(X,ϕ;Λ) et C
′
∗
(X,∂X,ϕ;Λ) sont alors duaux. En effet, si on note
〈·, ·〉 l’accouplement d’intersection usuel (à valeurs dans Z) entre une chaîne de Cq(X,ϕ;Λ) et
une chaîne de C′n−q(X,∂X,ϕ;Λ), les applications bilinéaires
· : Cq(X,ϕ;Λ)×C′n−q(X,∂X,ϕ;Λ)→Λ
α ·β =
∑
n∈Z
〈tnα,β〉tn
vérifient les propriétés suivantes, pour tous α∈Cq(X,ϕ;Λ), β ∈C′n−q(X,∂X,ϕ;Λ) et a,b ∈Λ :
(i) (aα) · (bβ) = ab(α ·β) ;
(ii) (∂α) ·β = (−1)qα · (∂β).
Dans la suite, on appellera produit de Reidemeister le produit · ainsi défini. On peut alors
énoncer la dualité de Poincaré-Reidemeister en suivant [Mil1962, Lemmas 1 & 2] et [Lev1977,
Theorem (2.1)] :
Théorème (Dualité de Poincaré-Reidemeister). Les accouplements sesquilinéaires ci-dessus
définissent un isomorphisme
ϕ : Cq(X,∂X,ϕ;Λ)→C
′
n−q(X,ϕ;Λ)
∗ =HomΛ(C
′
n−q(X;Λ),Λ).
Notons que la formule (∂α) ·β = (−1)qα · (∂β)montre en outre que ϕ est unmorphisme de
chaînes. Ainsi, ϕ permet d’identifier le complexe de cochaînes C∗(X,∂X,ϕ;Λ) et C′n−∗(X,ϕ;Λ).
Puisque C′
∗
(X,ϕ;Λ) calcule l’homologie H∗(X,ϕ;Λ), on obtient ainsi une version de la dualité
de Poincaré, sous la forme d’isomorphismes de Λ-modules
Hq(X,∂X,ϕ;Λ)≃Hn−q(X,ϕ;Λ),
où par définition, H∗(X,ϕ;Λ) (resp. H∗(X,∂X,ϕ;Λ)) désigne la cohomologie du complexe de
cochaînes dual C∗(X,ϕ;Λ) = (C∗(X,ϕ;Λ))
∗.
Remarquons que H∗(X,ϕ;Λ) et H
∗(X,ϕ;Λ) s’identifient canoniquement à l’homologie usu-
elle et à la cohomologie à support compact du revêtement eXϕ, toutes deuxmunies de la struc-
ture de Λ-module héritée de l’action du groupe d’automorphismes du revêtement.
On obtient de la même façon un isomorphisme analogue Hq(X,∂X,ϕ;Λ)≃H
n−q(X,ϕ;Λ) et
même un diagramme commutatif
· · · // Hq(∂X,ϕ;Λ)
i∗
//
≃

Hq(X,ϕ;Λ)
j∗
//
≃

Hq(X,∂X,ϕ;Λ)
δ
//
≃

Hq−1(∂X,ϕ;Λ) //
≃

· · ·
· · · // Hn−q−1(∂X,ϕ;Λ) d // Hn−q(X,∂X,ϕ;Λ)
j∗
// Hn−q(X,ϕ;Λ) i
∗
// Hn−q(∂X,ϕ;Λ) // · · ·
où les lignes sont les suites exactes longues de la paire (X,∂X) en homologie et en cohomologie
et les flèches verticales sont les isomorphismes que l’on vient de définir.
Évidemment, ces isomorphismes restent vrais sur l’anneau de coefficients ΛQ.
Le théorème des coefficients universels utilisés dans la section précédente reste valable
sur l’anneau principal ΛQ. On obtient donc des isomorphismes reliant la cohomologie du
complexe de cochaînes Hom(C∗(X,ϕ;ΛQ),ΛQ) aux ΛQ-modules d’homologie H∗(X,ϕ;Q). En
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prenant en compte l’involution dans la définition du complexe de cochaînes C∗(X,ϕ;ΛQ) =
(C∗(X,ϕ;ΛQ))
∗ =HomΛQ (C∗(X,ϕ;ΛQ),ΛQ), on obtient des isomorphismes
LHq(X,ϕ;ΛQ)≃HomΛQ(LHq(X,ϕ;ΛQ),ΛQ) = LHq(X,ϕ;ΛQ)
∗
THq(X,ϕ;ΛQ)≃HomΛQ (THq−1(X,ϕ;ΛQ),S(ΛQ)) = THq−1(X,ϕ;ΛQ)
∨
qui vont nouspermettrede transformer ces isomorphismesdonnéspar la dualitéde Poincaré-
Reidemeister en applications sesquilinéaires.
Onpourra consulter l’annexe pour voir ce que devient la théorèmedes coefficients univer-
sels sur un anneau plus complexe, notamment sur un anneau de dimension cohomologique
2 comme Λ.
2. Forme d’intersection d’une J-variété de dimension paire
Soit (W,ϕ) une J-variété fermée de dimension n= 2k. La composition
LHk(W,ϕ;ΛQ)→ LHk(W,ϕ;ΛQ)→ LHk(W,ϕ;ΛQ)∗
des isomorphismes donnés par (la partie libre de) la dualité de Poincaré-Reidemeister et le
théorème des coefficients universels définit une forme (−1)k-hermitienne sur l’homologie de
dimension moitié Hk(W,ϕ;ΛQ). On appelle forme d’intersection la forme (−1)k-hermitienne
(Hk(W,ϕ;ΛQ), IW) ainsi obtenue.
Que ce soit par extension des scalaires ou en effectuant dès le départ la construction sur
Q(t) = FracΛQ, on obtient également une forme d’intersection (−1)
k-hermitienne sur leQ(t)-
espace vectoriel (Hk(W,ϕ;Q(t)), I
Q(t)
W ).
Si la J-variété a un bord, la composition
Hk(W,ϕ;Q(t))
j∗
−→Hk(W,∂W,ϕ;Q(t))→H
k(W,ϕ;Q(t))→Hk(W,ϕ;Q(t))
fournit une forme (−1)k-hermitienne IQ(t)W sur leQ(t)-espace vectoriel Hk(W,ϕ;Q(t)), de noyau
ker(j∗ : Hk(W,ϕ;Q(t))→Hk(W,∂W,ϕ;Q(t))) = im(i∗ : Hk(∂W,ϕ;Q(t))→Hk(W,ϕ;Q(t))).
On obtient ainsi une forme (−1)k-hermitienne régularisée sur le Q(t)-espace vectoriel quo-
tient Hk(W,ϕ;Q(t))/ker(j∗) ou sur im(j∗), que l’on note I
Q(t)
W .
En dimension 4, l’interprétation géométrique donnée à la section III.A continue à être
valable, pourvu que l’intersection algébrique des chaînes soit comprise au sens du produit
de Reidemeister · à valeurs dans ΛQ (ou Q(t)) défini à la section III.B (le fait qu’une classe de
cohomologie de degré 2 soit représentée par une surface plongée reste vrai dans une variété
non compacte, ici eWϕ).
On note alors αW ∈W(Q(t)) la classe de Witt de cette forme d’intersection.
3. Forme d’enlacement d’une J-variété de dimension impaire.
Soit (M,ϕ) une variété fermée de dimension n= 2k+1. La composition
THk(M,ϕ;ΛQ)→ TH
k+1(M,ϕ;ΛQ)→ THk(M,ϕ;ΛQ)
∨
des isomorphismes donnés par (la partie de torsion de) la dualité de Poincaré-Reidemeister
et le théorème des coefficients universels fournit une forme de torsion (−1)k+1-hermitienne
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sur le ΛQ-module de torsion THk(M,ϕ;ΛQ). On appelle forme d’enlacement de (M,ϕ) la forme
de torsion (THk(M,ϕ;ΛQ),Enl) ainsi obtenue.
De même que la forme d’enlacement d’une variété de dimension 3 (cf. section III.A), la
forme d’enlacement d’une J-variété M de dimension 3 a une interprétation géométrique :
si C1,C2 ⊆ H1( eMϕ;Q) sont deux courbes disjointes dont les classes d’homologie sont de ΛQ-
torsion, on peut prendre une 2-chaîne S ⊆ eMϕ telle que ∂S = fC1 (pour un élément non nul
f ∈ ΛQ) et calculer l’intersection S ·C2 ∈ ΛQ à l’aide du produit · défini à la section III.B. La
valeur de la forme d’enlacement est alors donnée par la formule
Enl(M,ϕ)([C1], [C2]) =

S ·C2
f

1
∈ S(ΛQ) =Q(t)/ΛQ.
On note alors βM ∈WT(ΛQ) la classe deWitt de cette forme d’enlacement.
Si la J-variété (M,ϕ) n’est plus supposée fermée, la composition
THk(M,ϕ;Q)
Tj∗
−→THk(M,∂M,ϕ;ΛQ)
≃
−→ THk+1(M,ϕ;ΛQ)
≃
−→THk(M,ϕ;ΛQ)
∨,
où les deux isomorphismes sont donnés par (la partie de torsion de) la dualité de Poincaré-
Reidemeister et le théorème des coefficients universels, fournit une forme (−1)k-hermitienne
à valeurs dans S(ΛQ) sur le ΛQ-module de torsion THk(M,ϕ;ΛQ), de noyau ker(Tj∗). On conti-
nue à appeler cette forme (TH1(M,ϕ;ΛQ),Enl(M,ϕ)) forme d’enlacement de la J-variété (M,ϕ).
Dans le cas de la dimension 3, l’interprétation géométrique reste valable.
Le morphisme Tj∗ n’est rien d’autre que la restriction à TH1(M,ϕ;Q) dumorphisme
j∗ : H1(M,ϕ;ΛQ)→H1(M,∂M,ϕ;ΛQ).
La suite exacte longue associée à la paire ( eMϕ,∂ eMϕ) nous assure que le noyau de ce mor-
phisme n’est autre que l’image de i∗ : H1(∂M,ϕ;ΛQ) → H1(M,ϕ;ΛQ). Le noyau de la forme
d’enlacement de (M,ϕ) est donc
ker(Tj∗) = im(i∗ : H1(∂M,ϕ;ΛQ)→H1(M,ϕ;ΛQ))∩TH1(M,ϕ;ΛQ).
Dans la suite, il sera commodede traiter le cas d’une formed’enlacement dont le noyau est
inclus dans la composante (t− 1)-primaire du module de torsion. Cela motive les définitions
suivantes.
Définition. Soit T un ΛQ-module de torsion et de type fini et
T=
⊕
p
Tp
sa décomposition en composantes p-primaires. On définit alors
T0 =
⊕
p 6=t−1
Tp.
D’après la discussion de la section II.B.1, la décomposition
THk(M,ϕ;ΛQ) = THk(M,ϕ;ΛQ)t−1⊕THk(M,ϕ;ΛQ)0
est orthogonale pour la forme d’enlacement Enl. On note Enl0 la restriction de cette forme
à THk(M,ϕ;ΛQ)0. Si cette forme est régulière, on note βM ∈ WT(ΛQ) sa classe de Witt. Cette
notation n’est pas contradictoire avec la précédence en vertu de la proposition suivante.
50
Proposition. Si la forme d’enlacementEnl défine sur THk(M,ϕ;ΛQ) est régulière, les formes Enl
et Enl0 définissent la même classe de Witt.
Démonstration.— Cela découle directementde la discussionde la section II.B.1 et de la nullité
(démontrée à la section II.B.2) du groupe deWittWT(ΛQ, t−1)≃W−(Q). ⊞
4. Signature de Blanchfield d’un entrelacs
Soit L ⊆ S3 un entrelacs orienté à |L| composantes (on suppose également la sphère S3
orientée). Par dualité d’Alexander, l’extérieur E(L) = S3 \U (L) de l’entrelacs a pour groupes
d’homologie
H0E(L) =Z H1E(L) =Z
|L| H2E(L) =Z
|L|−1 HqE(L) = 0 pour q ¾ 3,
les méridiens m1, . . . ,m|L| des nœuds fournissant d’ailleurs une base de H1E(L). Cette base
permet d’obtenir unmorphisme
H1E(L) =Z[m1]⊕ ·· · ⊕Z[m|L|] → Z
(n1, . . . ,n|L|) 7→ n1+ · · ·+n|L|
et, par composition, unmorphisme d’enlacement total
ϕ : π1E(L)։J.
Dans la suite, on considèrera toujours E(L)muni de la structure de J-variété définie par ce
morphisme et on omettra donc le ϕ dans la notation des groupes d’homologie à coefficients
dans Λ et ΛQ.
En particulier, cette structure donne naissance à une forme d’enlacement Enl sur le mo-
dule de torsion TH1(E(L);ΛQ). Le bord de E(L) n’étant pas vide, il n’y a pas de raison a priori
pour que cette forme soit régulière. Cependant, nous allons voir que la forme Enl0 définie à la
section précédente l’est.
Proposition. Le noyau de la forme hermitienne (TH1(E(L);ΛQ),Enl) est inclus dans la compo-
sante (t− 1)-primaire TH1(E(L);ΛQ)t−1. En particulier, la forme (TH1(E(L);ΛQ)0,Enl0) est régu-
lière.
On appelle alors signature de Blanchfield de l’entrelacs L la classe de Witt βL ∈WT(ΛQ) de
la forme de torsion hermitienne (TH1(E(L);ΛQ)0,Enl0).
Démonstration.— D’après la discussion de la section III.B.3, le noyau de la forme Enl est
ker
 
Tj∗ : TH1(E(L);ΛQ)→TH1(E(L),∂E(L);ΛQ)

= TH1(E(L);ΛQ)∩ ker

j∗ : H1(E(L);ΛQ)→H1(E(L),∂E(L);ΛQ)

= TH1(E(L);ΛQ)∩ im

i∗ : H1(∂E(L);ΛQ)→H1(E(L);ΛQ)

.
Il convient donc d’analyser plus précisément l’homologie H1(∂E(L);ΛQ). Le bord ∂E(L) de
l’extérieur de L est constitué de |L| tores, chacun étant muni de la structure de J-variété in-
duite de celle de E(L). L’homologie de chacun de ces tores (Tj)
|L|
j=1 a pour groupe fondamental
le groupe abélien libre π1Tj = 〈mj,ℓj〉, oùmj est le méridien du nœud kj ⊆ L et ℓj le parallèle
51
de Seifert, c’est-à-dire la classe d’homotopie (bien définie à inversion près) définie par une
surface de Seifert du nœud kj ⊆ S
3 (surface qui peut a priori intersecter les autres compo-
santes kj ′ mais qui n’intersecte pas kj ; en particulier, l’enlacement de mj et ℓj est nul). La
structure de J-variété sur Tj ⊆ ∂E(L) est alors obtenue par le morphisme envoyantmj sur t et
ℓj sur 1.
Le revêtement infini cyclique eTj est alors isomorphe au revêtement galoisien R× S1 →
S1 × S1 : en particulier, le parallèle ℓj se relêve en une courbe fermée essentielle eℓj ⊆ eTj et
l’homologie est donnée par
H0(Tj ;ΛQ) =Q H1(Tj ;ΛQ) =Q
eℓj Hq(Tj ;ΛQ) = 0 pour q ¾ 2.
(Q est simplement le ΛQ-module trivialQ.)
On obtient donc H1(∂E(L);ΛQ) =Q
|L|. En particulier, ce ΛQ-module est restreint à sa com-
posante (t−1)-primaire. On en déduit donc
im

i∗ : H1(∂E(L);ΛQ)→H1(E(L);ΛQ)

⊆ TH1(E(L);ΛQ)t−1
ce qui implique que le noyau de Enl est inclus dans TH1(E(L);ΛQ)t−1 et donc que le noyau de
sa restriction Enl0 est trivial.
On vient doncdemontrer que l’applicationΛQ-linéaireTH1(E(L);ΛQ)0→

TH1(E(L);ΛQ)0
∨
définie par Enl0 est injective ; il reste à voir que la surjectivité est alors automatique. Le ΛQ-
module TH1(E(L);ΛQ)0 étant de torsion et de type fini, il est isomorphe à son dual T
∨ (il suffit
de le vérifier pour les modules cycliques ΛQ/(f ), f 6= 0). De même que tout endomorphisme
injectif de TH1(E(L);ΛQ)0 est automatiquement un isomorphisme (car TH1(E(L);ΛQ)0 est a for-
tiori un Q-espace vectoriel de dimension finie), toute application ΛQ-linéaire injective entre
TH1(E(L);ΛQ)0 et son dual est alors automatiquement surjective, ce qui implique le résultat
énoncé. ⊞
Remarques.
– Dans le cas où les différentes composantes kj de L bordent des surfaces de Seifert Sj
disjointes, on dit que L est un entrelacs-bord. (Cette condition est strictement plus forte
que la nullité des enlacements Enl(kj,kj ′) des composantes de L, cf. [Rol1976, section
5.E].) Dans ce cas, le morphisme π1E(L)→ J définissant la structure de J-variété sur E(L)
donne par composition unmorphisme trivial
π1Sj
inc∗
−→ π1E(L)−→ J.
Il s’ensuit alors que la restriction du revêtement infini cyclique eE(L)→ E(L) aux surfaces
de Seifert Sj est triviale : celles-ci se relèvent ainsi en des surfaces eSj ⊆ eE(L) qui bordent
les relevés eℓj des parallèles de Seifert. Le morphisme
i∗ :
 |L|⊕
j=1
Q
eℓj=H1(∂E(L);ΛQ)
→H1(E(L);ΛQ)
est alors trivial. La forme hermitienne (TH1(E(L);ΛQ),Enl) est alors régulière sans qu’il
soit besoin de se restreindre à TH1(E(L);ΛQ)0. Dans ce cas, comme remarqué à la fin de
la section III.B.3, on peut choisir à notre guise Enl ou Enl0 pour définir la classe de Witt
βL.
Notons enfin que ce cas des entrelacs-bords contient celui des nœuds.
– Puisque la multiplication par (t− 1) y est inversible, le module TH1(E(L);ΛQ)0 est natu-
rellement muni d’une structure de (t− 1)−1ΛQ = Q[t, t
−1, (t− 1)−1]-module qui est iso-
morphe au localisé (t−1)−1TH1(E(L);ΛQ).
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5. Signatures d’un entrelacs
Nous avons vu à la section II.C que la décomposition en composantes primaires et le dé-
vissage permettaient d’associer des signatures entières à des éléments deWT(ΛC) et donc, par
extension des scalaires, à des éléments deWT(ΛQ). Dans le cas d’un entrelacs orienté L ⊆ S
3,
la classe βL donne ainsi naissance à une famille d’invariants, les signatures de Milnor.
Commençons par rappeler la construction des ω-signatures et de la signature de Levine-
Tristram.
On a vu à la section I.B.3 que le premier groupe d’homologieH1(F) d’une surface de Seifert
de L portait une forme bilinéaire (a priori ni symétrique ni antisymétrique)
V([x], [y]) = Enl(x,i+(y)).
Une telle forme de Seifert dépend du choix de la surface de Seifert, mais, deux surfaces de
Seifert admettant des stabilisations homéomorphes, on dispose d’une relation d’équivalence
(appelée S-équivalence) telle que deux formesde Seifert dumêmeentrelacs soient S-équivalentes.
En particulier, tout invariant associé à une forme de Seifert et ne dépendant que de sa classe
de S-équivalence définit un invariant d’entrelacs.
Parmi ces invariants se trouvent les ω-signatures
 
signω(L)

ω∈S1 . Pour ω ∈ S
1, signω(L) est
simplement la signature signω(L) de la forme hermitienne complexe
(1−ω)V+(1−ω)tV,
dont onmontre qu’elle ne dépend que de la classe de S-équivalence de V.
On vérifie alors que la fonction ω 7→ signω(L) est constante par morceaux et possède un
nombre fini de discontinuités (aux racines du polynôme d’Alexander de L). En particulier, elle
coïncide en dehors de ces points avec une fonction équilibrée bien définie σLT(L) ∈ E´q(S1),
que l’on appelle signature de Levine-Tristram. 2
Les signatures associées à la classe de Witt βL ∈ WT(ΛQ) de la forme de Blanchfield sont
alors les signatures de Milnor, introduites sous une autre forme dans [Mil1968] et coïncidant
avec les sauts de la fonction de Levine-Tristram.
Théorème ([Kea1979], cf. également [Mat1977, Lit1984]). L’imageσM(L)∈Z(S
1) deβL ∈WT(ΛQ)
via les morphismes
WT(ΛQ)→WT(ΛC)≃
⊕
ω∈S1
WT(ΛC,z−ω)︸ ︷︷ ︸
≃Z
définis à la section II.C est égale à saut(σLT(L)).
C. Représentation de Burau et forme de Squier
Pour clore ce chapitre, voyons comment les idées de dualité de Poincaré dans les revête-
ments infinis cycliques permettent de retrouver la représentation de Burau et une forme an-
tihermitienne qu’elle préserve, analogue à la forme (hermitienne) de Squier que nous avons
présentée à la section I.A.3.
2. On suit ici par exemple la définition donnée dans [LN2013]. Certains auteurs préfèrent appeler signature
de Levine-Tristram la fonction ω 7→ sign
ω
(L), et non pas la fonction équilibrée associée.
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1. Représentation de Burau
Le groupe fondamental de la surface à bord Dn est isomorphe au groupe libre
π1(Dn) =L(γ1, . . . ,γn).
· · ·
γ1 γ2 γn
FIGURE 1 – π1(Dn)
À ce titre, le groupe fondamental de Dn est naturellementmuni d’unmorphisme surjectif
ϕ : π1(Dn) =L(γ1, . . . ,γn)→ J
γi 7→ t,
qui compte essentiellement l’enlacement d’une classe d’homotopie autour des n « perfora-
tions » du disque.
L’action du groupe de difféomorphismesDn sur le groupe fondamental de Dn se factorise
par la représentation d’Artin
Artin : B(n) = π0(Dn)→ Aut(π1(Dn))
que l’on peut déterminer explicitement : l’isomorphisme entre B(n) et π0(Dn) envoie le géné-
rateur d’Artin σi sur un twist de Dehn permutant les i-ème et (i+ 1)-ième perforations. Son
action sur le groupe fondamental de Dn est donc donné par la formule
Artin(σi) ·γj =

γi+1 si j = i
γi+1γiγ
−1
i+1 si j = i+1
γj dans les autres cas.
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−→
FIGURE 2 – Image de σ2 ∈B(4) par la représentation d’Artin
La représentation d’Artin préserve donc la J-structure donnée par le morphisme ϕ. Cela
a pour conséquence que si hx ∈ Dn est un représentant de x ∈ B(n), on peut trouver un dif-
féomorphisme ehx : eDn→ eDn relevant hx : Dn→Dn et tel que hx coïncide avec l’identité sur le
bord extérieur ∂exteDn =â∂extDn. La classe d’isotopie du difféomorphisme ehx ne dépend que de
x ∈B(n).
Autrement dit, on a obtenu une action à isotopie près B(n) → π0Diff(eDn,∂exteDn). La re-
présentation de Burau va être obtenue comme action induite en homologie. Pour représentereDn, on dessine n coupures dans Dn. Le revêtement infini cyclique est alors obtenu en recol-
lant une infinité de copies de Dn (chacune correspondant à un feuillet du revêtement), que
l’on appellera les étages de eDn, et en identifiant à chaque étage la partie droite (resp. gauche)
de chaque coupure avec la partie gauche (resp. droite) de la coupure correspondante à l’étage
supérieur (resp. inférieur).
En particulier, les générateurs γi de π1(Dn) se relèvent en des arcs ai non fermés reliant le
point-base p à son image tp par l’automorphisme de revêtement, un étage plus haut.
étage−1
t−1p
étage 0
p
étage 1
tp
FIGURE 3 –ÝDn et les arcs ai
55
De même que Dn se rétracte par déformation sur un bouquet de n cercles correspondant
aux lacets γi, le revêtement eDn se rétracte par déformation sur un graphe infini dont les arêtes
correspondent aux arcs ai et à leurs images par le groupe d’automorphismes J et dont les
sommets correspondent aux images de p par le même groupe.
...
...
...
...
...
· · ·
t−2p t−2p p tp t2p t3p
· · ·
t−2a1 t
−1a1 a1
an
ta1 t2a1
FIGURE 4 – Type d’homotopie de eDn
On voit ainsi directement que le premier groupe d’homologie relatif H1(eDn,J · p) est un
Λ-module libre engendré par les ([ai])
n
i=1 et que le premier groupe d’homologie
H1(Dn;Λ) =H1(eDn)
est un Λ-module libre de rang n−1, engendré par exemple par les classes ([ci])n−1i=1 , où ci est le
cycle ai−an. L’action de B(n) sur ces deux groupes d’homologie donne les représentations de
Burau (resp. non réduite et réduite).
On obtient ainsi l’expression de la représentation de Burau (non réduite) :
âBurau(σi) · [aj] =

[ai+1] si j = i
[ai+1]+ t[ai]− t[ai+1] si j = i+1
[aj] dans les autres cas.
étage 0
p
étage 1
tp
étage 2
t2p
FIGURE 5 –âBurau(σi) · [ai+1] = [ai+1]+ t[ai]− t[ai+1]
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En restriction au module obtenu par les classes [cj], on obtient
Pour i < n−1, Burau(σi) · [cj] =

[ci+1] si j = i
[ci+1]+ t[ci]− t[ci+1] si j = i+1
[cj] sinon.
Burau(σn−1) · [cj] =
(
[cj]− t[cn−1] si j 6=n−1,
−t[cn−1] si j =n−1.
Remarques.
– À une permutation près, on obtient bien comme représentation de Burau non réduite
celle donnée par les transposées des matrices Si de la section I.A.3.
– La construction topologique ayant permis d’obtenir la représentation de Burau (non
réduite) à partir de la représentation d’Artin est un cas particulier d’une construction
de théorie combinatoire des groupes, le calcul différentiel libre de Fox, cf. [Fox1953]
2. Forme de Squier
Maintenant que la représentation de Burau est identifiée à l’homologie
H1(Dn;Λ) =H1(eDn)≃Λn−1,
l’existenced’une structurebilinéairepréservée est une conséquence de ce qui précède. D’après
la section III.B.2, la partie libre LH1(Dn;ΛQ) de l’homologie (rationnelle) du revêtement eDn est
munie d’une forme d’intersection antihermitienne
LH1(Dn;ΛQ)
Lj∗
−→ LH1(Dn,∂Dn;ΛQ)→ LH
1(Dn;ΛQ)→ LH1(Dn;ΛQ)
∗
de noyau im(Lj∗).
Or, la suite exacte longue en homologie associée à la paire (Dn,∂Dn) s’écrit
· · · →H1(∂Dn;ΛQ)
i∗
−→H1(Dn;ΛQ)
j∗
−→H1(Dn,∂Dn;ΛQ)
∂
−→H0(∂Dn;ΛQ)→ ·· ·
En outre, le bord de Dn se décompose en :
– Une partie intérieure ∂intDn =
n⊔
i=1
S1int,i : sur chacun des n cercles qui la compose, la J-
structure de Dn se restreint en un isomorphisme π1(Sint,i)→ J.
– Une partie extérieure ∂extDn = S
1
ext sur laquelle la J-structure de Dn est un morphisme
π1(S1ext)→ J dont l’image est d’indice n.
Ainsi, le revêtement infini cyclique ∂eDn =ß∂Dn est constitué de 2n copies deR. En particulier,
H1(∂Dn;ΛQ) = 0 et j∗ : H1(Dn;ΛQ)→H1(Dn,∂Dn;ΛQ) est injectif. Le morphisme Lj∗ induit sur
les parties libres est alors lui aussi injectif, ce qui démontre que la forme d’intersection sur
H1(Dn;ΛQ) = LH1(Dn;ΛQ)≃Λ
n−1
Q
est régulière.
Il suffit pour la déterminer explicitement de calculer les intersections (usuelles) entre les
classes d’homologie tk[ci] et [cj]. On applique alors la définition du produit de Reidemeister
donnée à la section III.B.
On obtient alors que la forme d’intersection antihermitienne sur H1(Dn;ΛQ) est donnée
par
[ci] · [cj] =

t−1−1 si i < j
t−1− t si i= j
1− t si i > j.
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Par analogie avec la formehermitienne introduitepar Squier et présentée à la section I.A.3,
on appellera cette forme d’intersection la forme (antihermitienne) de Squier et on la notera
Sq.
Étage 0 Étage 1
FIGURE 6 – Si i < j, 〈ci,cj〉=−1
Étage 0 Étage 1 Étage 2
FIGURE 7 – Si i < j, 〈tci,cj〉= 0
Étage−1 Étage 0 Étage 1
FIGURE 8 – Si i < j, 〈t−1ci,cj〉= 1
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Étage−1 Étage 0 Étage 1
FIGURE 9 – Pour tout i, 〈t−1ci,ci〉= 1
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Chapitre IV
Théorème de Lannes et Latour et un
analogue sur ΛQ
A. Énoncés
Nous avons défini à la section III.A la formed’enlacement (LHk−1(M),LM) d’une variété fer-
mée dedimension4k−1 et la formed’intersection rationnelle (régularisée) (H2k(W;Q)/ker(j∗), I
Q
W)
d’une variété compacte de dimension 4k, éventuellement à bord. Ces formes définissent des
classes deWitt
[LM] ∈WT(Z) [I
Q
W] ∈W(Q).
Le théorème de Barge-Lannes-Latour-Vogelmet alors en relation ces deux classes deWitt,
à l’aide dumorphisme ∂ :W(Q)→WT(Z) défini à la section II.A.5.
Théorème ([BLLV1974], corollaire 4.5 ; [LL1975], proposition 6.3). Soit W une variété com-
pacte de dimension 4k et de bordM. Les classes de Witt [LM] ∈WT(Z) et [I
Q
W] ∈W(Q) sont reliées
par la formule
∂[IQW]+ [LM] = 0.
Le but de ce chapitre est de démontrer le théorème suivant, qui constitue un analogue
du théorème de Barge-Lannes-Latour-Vogel dans le cadre des J-variétés. Le rôle des formes
d’intersection et d’enlacement est joué par les formes définies à la section III.B.
Théorème. Soit W une J-variété compacte de dimension 4 et de bord M. Les classes de Witt
αW ∈W(Q(t)) et βM ∈WT(ΛQ) sont reliées par la formule
∂αW+βM = 0.
Remarque. Le résultat précédent reste en fait valable pour une variété de dimension 4k, avec
une preuve plus directement calquée sur celle de [LL1975]. Outre le fait que ce sont les seules
variétés que nous considèrerons dans la suite, la restriction à la dimension 4 permet de don-
ner une preuve par endroits plus géométrique du théorème.
B. Preuve
Soit donc (W,ϕ) une variété de dimension 4 à bord et (M,ϕ) son bord.
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Définition de l’isomorphismeψ
On a défini à la section III.A les modules TE et LE associés à unmodule E. L’image par une
application linéaire d’un élément de torsion restant de torsion, les opérations T et L sont en
fait des foncteurs de la catégorie ModA dans elle-même, s’insérant naturellement dans une
suite exacte
0→T→ idModA → L→ 0.
En appliquant cette suite exacte à la suite exacte longue de la paire ( eWϕ, eMϕ), on obtient
un diagramme commutatif
0

0

0

0

· · · // TH2(W;ΛQ)
Tj∗
//

TH2(W,M;ΛQ)
Tδ
//

TH1(M;ΛQ)
Ti∗
//

TH1(W;ΛQ)

// · · ·
· · · // H2(W;ΛQ)
j∗
//

H2(W,M;ΛQ)
δ
//

H1(M;ΛQ)
i∗
//

H1(W;ΛQ)

// · · ·
· · · // LH2(W;ΛQ)
Lj∗
//

LH2(W,M;ΛQ)
Lδ
//

LH1(M;ΛQ)
Li∗
//

LH1(W;ΛQ)

// · · ·
0 0 0 0
où la ligne du milieu est une suite exacte longue et les lignes du haut et du bas sont des com-
plexes de chaînes.
Ce diagramme commutatif peut donc être vu comme une suite exacte courte de com-
plexes différentiels dont l’un est acyclique. La suite exacte longue associée est donc simple-
ment une suite d’isomorphismes. En particulier, on a un isomorphisme connectant
ψ : ker(Lδ)/ im(Lj∗)→ ker(Ti∗)/ im(Tδ).
On va démontrer que ψ est une anti-isométrie entre un représentant de la classe de Witt
∂αW et un représentant de βM.
L’interprétation géométrique de ψ s’obtient simplement en suivant la construction du
morphisme connectant dans une suite exacte longue : une classe de LH2(W,M;ΛQ) est la
classe de cohomologie (modulo torsion) d’une surface proprement plongée (S,∂S) ⊆ (W,M).
Que cette classe appartienne à ker(Lδ) signifie que la classe de cohomologie [∂S] ∈H1(M;ΛQ)
est de torsion. Lemorphismeψ est alors simplement celui qui associe [∂S]∈ TH1(M;ΛQ) (mo-
dulo im(Tδ)) à [(S,∂S)] (modulo torsion et im(Lj∗)).
Interprétation du terme de gauche
Les ΛQ-modules LH2(W;ΛQ) et LH2(W,M;ΛQ) sont des ΛQ-réseaux des Q(t)-espaces vec-
toriels H2(W;Q(t)) et H2(W,M;Q(t)). La dualité de Poincaré-Reidemeister et le théorème des
coefficients universels fournissent un accouplementQ(t)-sesquilinéaire parfait
〈·, ·〉Q(t) : H2(W,M;Q(t))×H2(W;Q(t))→Q(t)
qui se restreint un accouplement ΛQ-sesquilinéaire parfait
〈·, ·〉 : LH2(W,M;ΛQ)×LH2(W;ΛQ)→ΛQ.
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Par ailleurs, l’application Lj∗ : LH2(W;ΛQ)→ LH2(W,M;ΛQ) n’est rien d’autre que la restric-
tion de l’application j∗ : H2(W;Q(t))→H2(W,M;Q(t)) au réseau LH2(W;ΛQ).
Avec ces notations, les formesd’intersection IW et I
Q(t)
W , définies respectivement sur LH2(W;ΛQ)
et H2(W;Q(t)) vérifient
∀x,y ∈ LH2(W;ΛQ), IW(x,y) = 〈Lj∗(x),y〉
∀x,y ∈H2(W;Q(t)), I
Q(t)
W (x,y) = 〈j∗(x),y〉Q(t).
Ces formules rendent clair le fait que le noyau de IQ(t)W est kerj∗ et que la forme régularisée
I
Q(t)
W peut se définir sur leQ(t)-espace vectoriel imj∗ ≃H2(W;Q(t))/kerj∗ par la formule
∀x,y ∈H2(W;Q(t)), I
Q(t)
W (j∗(x),j∗(y)) = 〈j∗(x),y〉Q(t) = I
Q(t)
W (x,y).
Lemodule im(Lj∗) = j∗[LH2(W;ΛQ)] est un réseau de im(j∗) : il engendre clairement leQ(t)-
espace vectoriel im(j∗) et, ΛQ-module de type fini et sans torsion, il est un ΛQ-module projec-
tif. Par ailleurs, puisque
∀x,y ∈ LH2(W;ΛQ), I
Q(t)
W (j∗(x),j∗(y)) = I
Q(t)
W (x,y) = IW(x,y) ∈ΛQ,
c’est un réseau entier pour la forme (im(j∗), I
Q(t)
W ).
Lemme. Le dual du réseau j∗[LH2(W;ΛQ)] pour la forme (im(j∗), I
Q(t)
W ) est
j∗[LH2(W;ΛQ)]
♯ = LH2(W,M;ΛQ)∩ im(j∗) = ker(Lδ).
Démonstration du lemme.— La deuxième égalité est claire : d’après la suite exacte longue
de cohomologie, im(j∗) = ker(δ) donc LH2(W,M;ΛQ) ∩ im(j∗) est le noyau de la restriction
δ|LH2(W,M;ΛQ) = Lδ.
En outre, si x ∈ LH2(W;ΛQ) et que y ∈ LH2(W,M;ΛQ)∩ im(j∗), on a
I
Q(t)
W (j∗(x),y) = 〈x,y〉 ∈ΛQ,
donc LH2(W,M;ΛQ)∩ im(j∗)⊆ j∗[LH2(W;ΛQ)]♯.
Enfin, le fait que la forme IW soit hermitienne se traduit par la relation
∀x,y ∈ LH2(W;ΛQ), 〈j∗(x),y〉= 〈j∗(y),x〉,
qui prouve que pour l’accouplement parfait LH2(W,∂W;ΛQ)×LH2(W;ΛQ)→ ΛQ, l’orthogonal
de im(j∗) est ker(j∗) :
(imj∗)
⊥ =
¦
x ∈ LH2(W;ΛQ)
∀y ∈ LH2(W,∂W;ΛQ), 〈j∗(y),x〉= 0©
=
¦
x ∈ LH2(W;ΛQ)
∀y ∈ LH2(W,∂W;ΛQ), 〈j∗(x),y〉= 0©
= kerj∗.
Ainsi, l’isomorphisme
LH2(W,∂W;ΛQ) → LH2(W;ΛQ)
∗
ξ 7→ 〈ξ,—〉
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se restreint en
LH2(W,∂W;ΛQ)∩ im(j∗) →
¦
ϕ∈ LH2(W;ΛQ)
ϕ(kerj∗) = 0©
ξ 7→ 〈ξ,—〉.
Ainsi,
LH2(W,∂W;ΛQ)∩ im(j∗) → j∗[LH2(W;ΛQ)]∗
j∗(x) 7→ 〈j∗(x),j∗(—)〉= I
Q(t)
W (j∗(x),—)
est un isomorphisme.
Cela clôt la preuve : si η ∈ im(j∗) est un élément du dual j∗[LH2(W;ΛQ)]♯, il existe
ξ ∈ LH2(W,∂W;ΛQ)∩ im(j∗)
tel que la forme linéaire I
Q(t)
W (η,—) définie sur im(j∗) coïncide avec I
Q(t)
W (ξ,—) sur le réseau
j∗[LH2(W;ΛQ)] et donc sur im(j∗) tout entier. Ainsi, la régularité de I
Q(t)
W entraîne que η = ξ,
et donc que j∗[LH2(W;ΛQ)]
♯ = LH2(W,∂W;ΛQ)∩ im(j∗). ⊡
Le quotient ker(Lδ)/ im(Lj∗) est donc un quotient R
♯/R pour un certain réseau entier R
de (im(j∗), I
Q(t)
W ). Muni de la forme induite par I
Q(t)
W , il représente donc la classe de Witt ∂αW ∈
WT(ΛQ).
Décrivons explicitement cette forme, que nous noterons λ.
Commeon l’a dit auparagrapheprécédent, un élémentde ker(Lδ)/ im(Lj∗) = (LH2(W,M;ΛQ)∩
im(j∗))/ im(Lj∗) est représenté par une surface plongée (S,∂S)⊆ ( eWϕ, eMϕ) dont la classe d’ho-
mologie du bord [∂S] ⊆ TH1(M;ΛQ) soit de torsion. On notera ¹Sº ∈ ker(Lδ)/ im(Lj∗) l’image
de [S,∂S] dans le domaine de ψ (c’est la réduction de [S,∂S]modulo torsion et im(Lj∗)).
Une telle classe est l’image par j∗ d’un cycle de eWϕ à coefficients dans Q(t), mais a priori
pas d’un tel cycle à coefficients dansΛQ. Explicitement, soit C une2-chaîne deMà coefficients
dans ΛQ et p∈ΛQ \ {0} tels que ∂C= p ·∂S. On obtient ainsi un cycle S= S−
1
p
C et sa classe de
cohomologie [S] ∈H2(W;Q(t)), qui vérifie j∗[S] = [S,∂S].
Si (S,∂S) et (S′,∂S′) sont deux telles surfaces, la forme induite par I
Q(t)
W sur ker(Lδ)/ im(Lj∗)
est alors, par définition,
λ(¹Sº,¹S′º) = hIQ(t)W ([S], [S′])i
1
∈ S(ΛQ).
Interprétation du terme de droite
Le quotient ker(Ti∗)/ im(Tδ) est un sous-quotient du module de torsion TH1(M;ΛQ) sur
lequel est définie la forme d’enlacement (régulière) BM de (M,ϕ). Le but est de montrer que
ker(Ti∗)/ im(Tδ) peut être obtenu à partir de ce dernier par réduction sous-lagrangienne.
La dualité de Poincaré-Reidemeister et le théorème des coefficients universels fournissent
un diagramme commutatif
· · · // TH2(W,M;ΛQ)
Tδ
//
≃

TH1(M;ΛQ)
Ti∗
//
≃BeM

// TH1(W;ΛQ) //
≃

· · ·
· · · // TH1(W;ΛQ)∨
(Ti∗)∨
// TH1(M;ΛQ)∨
(Tδ)∨
// TH2(W,M;ΛQ)∨ // · · ·
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dont les lignes sont des complexes de chaînes et les flèches sont des isomorphismes. Si l’on
note f : TH1(W;ΛQ) → TH2(W,M;ΛQ) l’isomorphisme de droite, on a donc pour tous ξ ∈
TH1(M;ΛQ), y ∈ TH2(W,M;ΛQ)
BM(ξ,Tδ(y)) =

(Tδ)∨ ◦BeM(ξ) (y) = (f ◦Ti∗(ξ)) (y).
En particulier, l’orthogonal de im(Tδ) pour la forme BM est
im(Tδ)⊥ = ker(Ti∗)⊇ im(Tδ).
Le sous-module im(Tδ)⊆ TH1(M;ΛQ) est donc un sous-lagrangien de la forme BM dont la
réduction sous-lagrangienne est le quotient ker(Ti∗)/ im(Tδ), codomaine de l’isomorphisme
ψ. En particulier, ce quotient est muni d’une forme µ induite par BM, dont la classe deWitt est
βM ∈WT(ΛQ).
ψ est une anti-isométrie
On a vu que le domaine et le codomaine de l’isomorphisme
ψ : ker(Lδ)/ im(Lj∗)→ ker(Ti∗)/ im(Tδ)
sont tous deuxmunis d’une forme de torsion, formes que l’on a notéesλ et µ, respectivement,
et dont les classes de Witt sont ∂αW et βM. Pour démontrer le théorème, il suffit maintenant
de montrer que
∀x,y ∈ ker(Lδ)/ im(Lj∗),µ(ψ(x),ψ(y)) =−λ(x,y).
Soit donc (S,∂S) et (S′,∂S′)⊆ ( eWϕ, eMϕ) deux surfaces proprement plongées dont les bords
ont une classe d’homologie dans H1(M;ΛQ) de torsion. On suppose en outre que S et S
′ sont
transverses et que leurs bords ∂S,∂S′ ⊆ eMϕ sont disjoints.
Comme plus haut, puisque [∂S] et [∂S′] ∈ H1(M;ΛQ) sont de torsion, on peut trouver des
2-chaînes C,C′ ∈C2(M;ΛQ) et des coefficients p,p
′ ∈ΛQ \ {0} tels que
∂C= p ·∂S ∂C′ = p′ ·∂S′.
On obtient alors des 2-cycles deW à coefficients dansQ(t) :
S= S−
1
p
C S
′
= S′−
1
p′
C′
et on a vu que
λ(¹Sº,¹Sº) = IQ(t)W ([S], [S′]) ∈Q(t).
Par ailleurs, la donnée de la chaîne C′ permet de définir le nombre d’intersection
∂S ·C′
p′
∈Q(t),
dont la réduction dans S(ΛQ) est le nombre d’enlacement BM([∂S], [∂S
′]).
Lemme. On a l’égalité suivante dansQ(t) :
IQ(t)W ([S], [S
′
]) = I
Q(t)
W ([S,∂S], [S
′,∂S′])−
∂S ·C′
p′
.
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Avant de démontrer le lemme, voyons comment il permet de conclure la preuve du théo-
rème. Par construction, [∂S] ∈ TH1(M;ΛQ) est dans le noyau de i∗ donc dans ker(Ti∗). On note
alors ¹∂Sº sa réductionmodulo im(Tδ). C’est ψ(¹Sº).
On a alors
λ(¹Sº,¹S′º) = hIQ(t)W ([S], [S′])i
1
∈ S(ΛQ) µ(¹∂Sº,¹∂S′º) =BM([∂S], [∂S′]) = ∂S ·C′
p′

1
∈ S(ΛQ).
Puisque [S,∂S] est une classe entière (c’est-à-dire dans LH2(W,M;ΛQ)⊆H2(W,M;Q(t))), le
nombre d’intersection
I
Q(t)
W ([S,∂S], [S
′,∂S′]) = IW([S,∂S], [S
′,∂S′])
est un élément de ΛQ. En particulier, en réduisant l’égalité du lemmemodulo 1, on obtient
λ
 ¹Sº,¹S′º=−µ ψ(¹Sº),ψ(¹S′º) ,
ce qui prouve que ψ est une anti-isométrie entre
 
ker(Lδ)/ im(Lj∗),λ

et
 
ker(Ti∗)/ im(Tδ),µ

et donc l’égalité ∂αW+βM = 0.
Démonstration du lemme.— Pour plus de commodité, ajoutons à la variété W un collier de
son bordM : on obtient ainsi une variété
W+ =W⊔M (M× I)
contenant W (et se rétractant sur elle), dont le bord M+ est canoniquement homéomorphe à
M. La structure de J-variété s’étend sans effort. On identifiera sans façon l’homologie deW et
celle deW+.
On peut alorsmodifier légèrement les 2-cycles S et S
′
pour calculer directement leur inter-
section. Pour cela, après une petite isotopie au voisinage de ∂S ⊆M, la surface S devient Sε,
dont le bord est
∂Sε = (∂S)×{ε} ⊆M×{ε}.
On obtient alors le cycle Sε = S−
1
p
(C×{ε}), évidemment cohomologue à S.
Après lissage des coins, le nombre d’intersection IQ(t)W ([S], [S
′
]) = IQ(t)W ([Sε], [S
′
]) se calcule en
comptant avec multiplicité (les coefficients vivant dans Q(t)) les points d’intersection entre
les différents translatés tnSε et S
′
(pour n∈Z). Ceux-ci sont de deux types :
– les points d’intersection entre tnS et S
′
dans l’intérieur de eWϕ. Ceux-ci sont exactement
les points d’intersection intervenantdans le calcul de I
Q(t)
W ([S,∂S], [S
′,∂S′]), avec lamême
multiplicité.
– les points d’intersection entre tn∂S et−
1
p
C′ dansM. Ce sont exactement les points d’in-
tersection intervenant dans le calcul de ∂S ·C′ ∈ΛQ, avec unemultiplicitémultipliée par
le coefficient −
1
p
∈Q(t).
On obtient donc bien
Sε ·S
′
= S ·S′−
1
p
(∂S ·C′)
soit
IQ(t)W ([S], [S
′
]) = IW([S,∂S], [S,∂S
′])−
1
p
(∂S ·C′),
ce qui est bien la relation annoncée. ⊡
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Chapitre V
Enlacement et suspension
Soitx,y ∈B(n) deux tresses. Via l’opérationde clôture, on peut donc considérer (aumoins)
trois entrelacs, bx, by et cxy. Le théorème de Gambaudo et Ghys ([GG2005]) exprime pour toute
racine de l’unité ω ∈ S1 la différence
signω(xy)− signω(x)− signω(y)
entre les ω-signatures de ces entrelacs comme une évaluation du cocycle de Meyer sur les
matrices Burauω(x) et Burauω(y).
Le but de ce chapitre est de s’approcher du théorème correspondant pour la signature
de Blanchfield βx associée aux entrelacs. Nous y interprèterons la différence βxy − βx −βy ∈
WT(ΛQ) comme l’image par le morphisme ∂ : W(Q(t)) → WT(ΛQ) de la forme d’intersection
d’une J-variété W(x,y) de dimension 4.
A. SuspensionM(x) et signature de Blanchfield βx
On a constaté au chapitre III que le noyau de la forme d’enlacement (TH1(E(L);ΛQ),Enl)
de l’extérieur d’un entrelacs était inclus dans la composante (t− 1)-primaire de l’homologie,
ce qui a permis d’associer une forme de Blanchfield régulière (TH1(E(L);ΛQ)0,Enl0) et sa classe
de Witt βL ∈ WT(ΛQ) à tout entrelacs L ⊆ S3. En particulier, une tresse x ∈ B(n) définit à son
tour une classe de Witt
βx = βbx ∈WT(ΛQ).
Par ailleurs, comme on l’a signalé dans l’introduction (cf. section I.A.2), la tresse x peut
être vue comme la classe d’isotopie d’un difféomorphisme hx : Dn→Dn et définit à ce titre sa
suspension
M(x) = (Dn× [0,1])/(x,1)∼ (f (x),0),
fibré en Dn sur S1.
Le groupe fondamental deM(x) est isomorphe à un produit semidirect
π1(M(x))≃ π1(Dn)⋊x J,
où l’action de t∈ J par conjugaison sur π1(Dn) est le morphisme
(hx)♯ : π1(Dn)→ π1(Dn)
67
induit par un représentanthx ∈Dn dex, c’est-à-dire l’automorphismeArtin(x) ∈ AutL(γ1, . . . ,γn).
En particulier, ce produit semidirect préserve le morphisme
ϕDn : π1(Dn) =L(γ1, . . . ,γn)→ J
γi 7→ t,
au sens où celui-ci s’étend en unmorphisme bien défini
ϕM(x) : π1(M(x)) =L(γ1, . . . ,γn)⋊x J→ J
γi 7→ t
t 7→ 1.
Cemorphismemunit la suspensionM(x) d’une structure de J-variété. Dans toute la suite,
on considèrera M(x) avec cette structure et on omettra la mention du morphisme ϕM(x) dans
les groupes d’homologie à coefficients dans Λ et ΛQ.
On a également mentionné dans l’introduction la ressemblance entre la suspensionM(x)
et l’extérieur E(bx) de la clôture de x : E(bx) s’obtient en recollant un tore plein le long du bord
extérieur ∂extM(x)≃ S
1
ext×S
1 deM(x).
La structure de J-variété de ∂extM(x) est simplement donnée par le morphisme
π1(S
1×S1ext)
pr2
−→ π1(S
1
ext)→ J,
le deuxième morphisme envoyant un générateur de π1(S
1
ext) sur t
n. Le revêtement infini cy-
clique correspondant est donc homéomorphe à n copies deR×S1, l’automorphismede revê-
tement t ∈ J permutant cycliquement les n composantes. La puissance tn agit dans chacune
de ces composantes comme un translation le long du facteur R, et donc trivialement en ho-
mologie.
On calcule alors sans difficulté l’homologie de la J-surface ∂extM(x) :
– H0(∂extM(x);Λ)≃Λ/(tn−1) ;
– H1(∂extM(x);Λ)≃Λ/(t
n−1), engendré par un relevé quelconque du cercle ∗×S1 ;
– Pour p¾ 2, Hp(∂extM(x);Λ) = 0.
Ainsi, H1(∂extM(x);ΛQ) = TH1(∂extM(x);ΛQ) ≃ ΛQ/(t
n− 1) est non trivial et n’est pas (t− 1)-
primaire : il n’y a donc a priori pas de raison que la forme d’enlacement (TH1(M(x);ΛQ)0,Enl0)
soit régulière.
On voit également l’effet du recollement d’un tore pleinD2×S1 surM(x) pour obtenir E(bx) :
au niveau du revêtement eM(x), cela revient à coller n copies de R×D2 de manière à tuer les
classes d’homologie des relevés du cercle ∗× S1. Autrement dit, en homologie, le passage de
M(x) à E(bx) revient à régulariser la forme Enl0 en quotientant par son noyau
im(Ti∗ : TH1(∂extM(x);ΛQ)→ TH1(M(x);ΛQ)) = im(i∗ : H1(∂extM(x);ΛQ)→H1(M(x);ΛQ)).
Outre ce bord extérieur, la variétéM(x) a également un bord intérieur ∂intM(x), coïncidant
avec le bord ∂E(bx) de l’extérieur de bx (et qui est donc homéomorphe à |x| tores). On peut
cependant décrire cette partie plus explicitement : ∂intM(x) est naturellement l’espace total
d’un fibré sur S1 dont la fibre est homéomorphe à n cercles (S1int,i)
n
i=1.
De même que la variété M(x) obtenue en suspendant le difféomorphisme hx ∈ Dn ne dé-
pend de hx qu’à isotopie près (c’est-à-dire ne dépend que de x), son bord intérieur ∂intM(x)
ne dépend de la restriction (hx)|∂intDn qu’à isotopie près, c’est-à-dire que de la permutation
perm(x) ∈S(n). On peut donc représenter ∂intDn par n copies d’un même cercle S
1
int et choi-
sir comme difféomorphisme de {1, . . . ,n} × S1int isotope à (hx)|∂intDn le représentant évident
(i,z) 7→ (perm(x)(i),z). On obtient alors un homéomorphisme ∂intM(x) ≃Rx× S
1
int, oùRx est
le revêtement (à n feuillets et |x| composantes connexes) du cercle défini par la permutation
perm(x).
68
B. Le fibréW(x,y)
Étant donné deux tresses x et y, représentées par deux difféomorphismes hx et hy ∈ Dn,
on peut construire leur suspension au-dessus du pantalon P.
Afin de fixer les notations, on note S1a et S
1
b les composantes de bord intérieures du panta-
lon P et S1ab sa composante de bord extérieure. On oriente P comme partie du plan et les trois
composantes de son bord dans le sens trigonométrique, de telle sorte que ∂P = S1ab− S
1
a− S
1
b.
Le groupe fondamental π1(P) est ainsi canoniquement isomorphe au groupe libre à deux gé-
nérateurs L(a,b).
S1ab
S1a S
1
b
FIGURE 1 – Le pantalon P
On construit alors le fibréW(x,y)→ PdefibreDn et dont la représentationdemonodromie
est donnée par l’unique morphisme ρ : L(a,b)→ Dn envoyant a sur hx et b sur hy : si eP est le
revêtement universel de P (muni de l’action de π1(P)), W(x,y) est la variété de dimension 4
W(x,y) =
eP×Dn/∼,
où, pour tout γ ∈ π1(P), (γ · ep,z)∼ (ep,ρ(γ)(z)).
De même que pour M(x), le fait que l’action de hx et hy sur le groupe fondamental de Dn
préserve le morphismeϕDn : π1(Dn)→ Jmontre qu’il existe un uniquemorphisme
ϕW(x,y) : π1(W(x,y))≃ π1(Dn)⋊x,y L(a,b)→ J
se restreignant enϕDn sur le groupe fondamental de la fibre et envoyant a et b sur 1∈ J. Dans la
suite, le fibréW(x,y) sera toujoursmuni de la structurede J-variété induite par cemorphisme.
W(x,y) est l’espace total d’une fibration dont la base et la fibre sont des surfaces à bord. Il
s’agit donc d’une variété à bord et à coins. Autrement dit, le bord ∂W(x,y) se décompose en
plusieurs sous-variétés (de dimension 3) elles-mêmes à bord, recollées le long de leur bord
commun.
Plus précisément, on distinguera dans W(x,y) le bord vertical, obtenu en restreignant le
fibré au-dessus de ∂P= S1ab−S
1
a−S
1
b et le bord horizontal obtenu comme suspension des res-
trictions (hx)|∂Dn , (hy)|∂Dn au-dessus du pantalon P. Décrivons cette décomposition de façon
plus poussée.
– Le bord vertical ∂|W(x,y) a trois composantes connexes, correspondant aux restrictions
du fibré au-dessus des trois composantes de bord S1a, S
1
b et S
1
ab du pantalon. Il s’agit de
trois fibrés au-dessus du cercle de fibre Dn, données par les monodromies x, y et xy ∈
B(n), respectivement. Autrement dit, chacune de ces trois composantes s’identifie à la
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suspension de la tresse correspondante. En tenant compte des orientations, on résume
ce fait par l’égalité
∂|W(x,y) =M(xy)−M(x)−M(y).
– Le bord horizontal ∂−W(x,y) est l’espace total d’une fibration de base P et de fibre ∂Dn.
À ce titre, il est opportun de séparer deux parties dans ∂−W(x,y), correspondant aux
deux parties ∂intDn et ∂extDn :
– Puisque les éléments de Dn coïncident avec l’identité sur le bord extérieur ∂extDn =
S1ext, la partie extérieure ∂−,extW(x,y) est simplement un produit :
∂−,extW(x,y) = P×S
1
ext.
– La situation est plus compliquée pour la partie intérieure : ∂−,intW(x,y) est une fi-
bration sur le pantalon dont la fibre est constituée de n cercles S1int,i. Comme pour
la description de ∂intM(x), on constate alors qu’à homéomorphisme près, cette va-
riété de dimension 3 ne dépenddes difféomorphismes restreints (hx)|∂intDn et (hy)|∂intDn
qu’à isotopie près, c’est-à-dire qu’elle ne dépend que des permutations perm(x) et
perm(y)∈S(n). On a donc un homéomorphisme
∂−,intW(x,y)≃Rx,y×S1int,
oùRx,y est le revêtement (à n feuillets) du pantalon défini par la représentation
π1(P) =L(a,b)→ S(n)
a 7→ perm(x)
b 7→ perm(y).
On remarque d’ailleurs que le bord de la surface Rx,y s’identifie canoniquement à
Rxy−Rx−Ry.
Ces parties du bord sont recollées le long de leurs composantes de bord, des surfaces fer-
mées :
– ∂|W(x,y) =M(xy)−M(x)−M(y) et ∂−,extW(x,y) = P×S
1
ext sont recollés le long de
Cext = (S
1
ab×S
1
ext)− (S
1
a×S
1
ext)− (S
1
b×S
1
ext).
– ∂|W(x,y) =M(xy)−M(x)−M(y) et ∂−,intW(x,y) =Rx,y×S
1
int sont recollés le long de
Cint = (Rxy×S1int)− (Rx×S
1
int)− (Ry×S
1
int).
Cette surfaceCint = ∂intM(xy)−∂intM(x)−∂intM(y) s’identifie également à ∂E(cxy)−∂E(bx)−
∂E(by).
La figure suivante résume schématiquement la situation. Notons que ∂|W(x,y) y est repré-
senté en deux morceaux (verticaux) mais que cela n’est qu’un artefact de la représentation
bidimensionnelle.
On voit déjà sur cette figure l’idée de la preuve du théorème : après lissage des coins,
W(x,y) est une J-variété dont le bord ∂W(x,y) se décompose suivant le schéma. Plus exac-
tement, en tenant en compte les orientations, on a
∂W(x,y) =
 
∂−,extW(x,y)

⊔
Cext
 
∂|W(x,y)

⊔
Cint
 
−∂−,intW(x,y)

.
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(S1ab−S
1
a−S
1b)×S1ext
Cext
Cint
(Rxy−Rx−Ry)×S1int
∂|W(x,y)
M
(x
y
)
−
M
(x
)
−
M
(y
)
∂|W(x,y)
M
(x
y
)
−
M
(x
)
−
M
(y
)
∂−,extW(x,y)
P×S1ext
Rx,y×S
1
int
∂−,intW(x,y)
FIGURE 2 – Décomposition de ∂W(x,y)
D’après l’analogue du théorème de Barge, Lannes, Latour et Vogel démontré au chapitre
précédent, le morphisme ∂ :W(Q(t))→WT(ΛQ) envoie donc la classe deWitt de la forme d’in-
tersection deW(x,y) sur la classe deWitt de la forme d’enlacement (TH1(∂W(x,y);ΛQ),Enl) de
cette J-variété de dimension 3.
Or, commeon le voit sur le schéma, la partie la plus complexede ∂W(x,y) est constituéedu
bord vertical ∂|W(x,y) =M(xy)−M(x)−M(y),J-variété à bord dont la formed’enlacement, une
fois régularisée, donne précisément une forme de Blanchfield de classe deWitt βxy−βx−βy. Il
va donc s’agir dans un premier temps de démontrer qu’effectivement les parties ∂−,intW(x,y)
et ∂−,extW(x,y), beaucoupmoins riches (la première ne dépend que de perm(x) et perm(y), la
seconde ne dépend que de n) ne contribuent pas à la classe deWitt de la forme d’enlacement
de ∂W(x,y), si ce n’est en tuant le noyau des formes d’enlacement de M(x), M(y) et M(xy).
Plus précisément, la fin de ce chapitre vise à démontrer le premier point de la proposition
suivante.
Proposition.
– La forme d’enlacement (TH1(∂W(x,y);ΛQ),Enl) a pour classe deWitt βxy−βx−βy.
– Si αx,y ∈W(Q(t)) est la classe de Witt de la forme d’intersection (régularisée) de W(x,y),
alors−∂αx,y = βxy−βx−βy.
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Il restera ensuite à identifier αx,y à un cocycle de Meyer, ce qui est l’objet du prochain
chapitre.
C. Preuve de−∂αx= βxy−βx−βy
1. Ajout de ∂−,extW(x,y)
Soit N=
 
∂−,extW(x,y)

⊔
Cext
 
∂|W(x,y)

. Le but de cette section est de démontrer le résultat
intermédiaire suivant.
Proposition.
– La forme d’enlacement (TH1(N;ΛQ),Enl) a un noyau (t−1)-primaire.
– La classe de Witt de la forme régulière (TH1(N;ΛQ),Enl0) est égale à βxy−βx−βy.
La première affirmation ne pose pas de difficulté. On a établi lors de la preuve de la propo-
sition de la section III.B.4 que si l’extérieur E(L) d’un entrelacs de S3 est muni de sa structure
canonique de J-variété, l’homologie H1(∂E(L);ΛQ) du bord est de (t−1)-torsion.
Or, le bord ∂N = Cint = ∂intM(xy)− ∂intM(x)− ∂intM(y) s’identifie à ∂E(cxy)− ∂E(bx)− ∂E(by).
Le ΛQ-module H1(∂N;ΛQ) est donc de (t−1)-torsion, ce qui entraîne que le noyau
TH1(N;ΛQ)∩ im

i∗ : H1(∂N;ΛQ)→H1(N;ΛQ)

de la forme d’enlacement est (t− 1)-primaire et donc que la forme (TH1(N);ΛQ)0,Enl0) est
régulière.
On va démontrer la deuxièmepartiede la propositionà l’aide d’une réduction sous-lagrangienne.
Découpons le raisonnement en plusieurs étapes.
Lemme. Le sous-module
I= im

H1(∂−,extW(x,y);ΛQ)→H1(N;ΛQ)

⊆ TH1(N;ΛQ)
est isotrope.
Démonstration du lemme.— Comme on l’a vu, ∂−,extW(x,y) est un produit P× ∂ext. Le revê-
tement infini cyclique de ∂−,extW(x,y) est ainsi homéomorphe à n copies de P ×R, ce qui
entraîne que H1(∂−,extW(x,y);ΛQ) est un ΛQ/(t
n − 1)-module libre de rang 2, engendré par
des relevés des courbes de bord S1a et S
1
b. En particulier, toute l’homologie de cette J-variété
∂−,extW(x,y) est induite par l’homologie de son bord, ce qui entraîne que sa forme d’enlace-
ment est nulle.
En particulier, le morphisme induit par l’inclusion ∂−,extW(x,y)→N doit envoyer son ho-
mologie H1(∂−,extW(x,y);ΛQ) = TH1(∂−,extW(x,y);ΛQ) sur unmodule isotrope. ⊡
Lemme. L’orthogonal de I dans (TH1(N;ΛQ)0,Enl0) est
J= im

Ti∗ : TH1(∂|W(x,y);ΛQ)0→ TH1(N;ΛQ)0

.
Démonstration du lemme.— Onpeut écrire la suite deMayer-Vietoris appliquée au recouvre-
ment eN= e∂−,extW(x,y)∪ e∂|W(x,y) :
· · · →H1(Cext;ΛQ)
f
−→H1(∂−,extW(x,y);ΛQ)⊕H1(∂|W(x,y);ΛQ)
g
−→H1(N;ΛQ)
h
−→H0(Cext;ΛQ)→ ·· ·
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Tout d’abord, H1(∂−,extW(x,y);ΛQ) est de torsion. Cela implique qu’étant donné une classe
c ∈H1(∂−,extW(x,y);ΛQ), on peut trouver une 2-chaîne S dans e∂−,extW(x,y) telle que ∂S soit un
multiple (à coefficients dans ΛQ) de c. Ainsi, une 1-chaîne dans ∂|W(x,y) n’intersectera pas S,
ce qui entraîne que I et J sont orthogonaux.
En outre, comme le morphisme H1(Cext;ΛQ) → H1(∂−,extW(x,y);ΛQ) est surjectif, l’image
dumorphisme f coïncide avec im

i∗ : H1(∂|W(x,y);ΛQ)→H1(N;ΛQ)

. Il s’ensuit qu’une classe
c∈ TH1(N;ΛQ)0 appartient à J si et seulement si g(c) = 0.
Ainsi, si c 6∈ J, la classe g(c) ∈H0(Cext;ΛQ) est non triviale. Or, le ΛQ-module H0(Cext;ΛQ) est
de torsion et, par dualité de Poincaré, l’accouplement EnlCext : TH0(Cext;ΛQ)×TH1(Cext;ΛQ)→
S(ΛQ) est parfait. Puisque g(c) 6= 0, on peut donc trouver une classe c
′ ∈TH1(Cext;ΛQ) telle que
EnlCext(g(c),c
′) = EnlN(c,i∗(c
′)) 6= 0.
Comme i∗(c′)∈ I, cela démontre l’inclusion réciproque. ⊡
Les deux lemmesqui précèdentmontrent que le résultat de la réduction sous-lagrangienne
sur I s’identifie au quotient J/I muni de la forme de torsion induite.
Or, lemorphismenaturel TH1(∂|W(x,y);ΛQ)0→ TH1(N;ΛQ)0 a par définition J comme image
et, d’après la quite de Mayer-Vietoris, l’image réciproque de I par ce morphisme est précisé-
ment im

H1(Cext;ΛQ)→ TH1(∂|W(x,y);ΛQ)

. La forme de torsion obtenue par réduction sous-
lagrangienne est donc canoniquement isométrique à la forme induite sur
TH1(∂|W(x,y);ΛQ)0/ im

H1(Cext;ΛQ)→ TH1(∂|W(x,y);ΛQ)

,
c’est-à-dire à la somme de la forme de Blanchfield decxy définie sur
TH1(M(xy);ΛQ)/ im

H1(∂extM(xy);ΛQ)

et des formes opposées aux formes de Blanchfield de bx et de by.
On a donc bien démontré la proposition.
2. Ajout de ∂−,intW(x,y) et conclusion
Il reste maintenant à relier la forme régulière (TH1(N;ΛQ)0,Enl0) de la section précédente
à la forme d’enlacement de la J-variété ∂W(x,y) tout entière.
Bien que la structure exacte de ∂−,intW(x,y) =Rx,y× S
1
int soit plus complexe que celle que
nous venons de traiter, le fait que le morphisme π1(S1int) → J soit un isomorphisme permet
essentiellement d’ignorer cette partie de ∂W(x,y).
Lemme. Soit X×S1 une J-variété définie par le morphisme
π1(X×S
1)≃ π1(X)×π1(S
1)
pr2
−→ π1(S
1)
ϕ
−→ J,
où ϕ est un isomorphisme. Alors les ΛQ-modules d’homologie H∗(X × S
1;ΛQ) sont de (t − 1)-
torsion.
Démonstration du lemme.— Par définition de la J-structure, le revêtement infini cyclique de
X×S1 est simplement X×R, l’action de l’automorphisme de revêtement t étant donnée par la
translation le long du deuxième facteur. En particulier,
H∗(X×S
1;ΛQ)≃H∗(X),
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où le soulignement signifie que le Z-module H∗(X) est muni de sa structure de ΛQ-module
trivial. ⊡
Ce lemme s’applique notamment à Cint ≃ (Rxy−Rx−Ry)×S
1
int et ∂−,intW(x,y)≃Rx,y×S
1
int.
La suite deMayer-Vietoris appliquée au recouvrement e∂W(x,y) = eN∪ e∂−,intW(x,y)
· · · →H1(Cint;ΛQ)→H1(N;ΛQ)⊕H1(∂−,intW(x,y);ΛQ)→H1(∂W(x,y);ΛQ)→H0(Cint;ΛQ)→ ·· ·
montre alors que l’inclusion N→ ∂W(x,y) induit un isomorphisme (et donc une isométrie)
entre les formes d’enlacement réduites
(TH1(N;ΛQ)0,Enl0) et (TH1(∂W(x,y);ΛQ)0,Enl0).
La section précédente entraîne donc que la classe deWitt de (TH1(∂W(x,y);ΛQ)0,Enl0) est
βxy−βx−βy ∈WT(ΛQ).
D’après le théorème du chapitre précédent, on obtient donc bien le résultat souhaité :
∂αx,y +βxy−βx−βy = 0.
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Chapitre VI
Cocycle deMeyer à valeurs dansW(Q(t))
A. Cocycle deMeyer
Commeon l’a expliqué à la section I.C.1,Meyer a démontré dans [Mey1972, Satz I.2.2] que
si F et B sont des variétés fermées et orientées (de dimensionm et n, respectivement) et que
W→ B est un fibré orienté, la signature de l’espace total W (supposé de dimension multiple
de 4) ne dépendait que de l’action du groupe fondamental de B sur l’homologie de P. Plus
précisément, la signature deW vérifie la formule
signW=
(
signHn/2(B;Hm/2(F;R)), si n≡m≡ 0 (mod 2),
0 sinon.
Dans cette formule, Hm/2(F;R) est vu comme un système local de coefficients défini sur B,
et le groupe de cohomologie correspondant est muni d’une structure bilinéaire par la com-
position
Hn/2(B;Hm/2(F;R))⊗Hn/2(B;Hm/2(F;R))→Hn(B;Hm/2(F;R)⊗Hm/2(F;R))
→Hn(B;Hm(F;R))≃Hn(B;R)≃R
des cup-produits de B et de F. Cette forme bilinéaire est bien symétrique (puisquem+n est
un multiple de 4, on a n ≡ m (mod 4) : s’ils sont multiples de 4, les deux cup-produits sont
symétriques, s’ils sont congrus à 2, les deux sont antisymétriques).
Ce théorème généralise le théorème de Chern, Hirzebruch et Serre évoqué à la section
I.C.1 : en effet, dans ce cas précis, le système local de coefficients est trivial, doncHn/2(B;Hm/2(F;R)) =
Hn/2(B;R)⊗Hm/2(F;R), muni de la structure bilinéaire produit, dont on vérifie aisément que
sa signature est nulle si n/2 etm/2 sont impairs et vaut le produit des signatures si n/2 etm/2
sont pairs.
Dans le cas où n =m = 2 (mais où la représentation de monodromie n’est plus supposée
triviale), Meyer explicite complètement le calcul de la signature : il construit un 2-cocycle
Meyer sur le groupe symplectique Sp2g(R) tel que
signW=


ρ∗Meyer, [B]

,
où
ρ : π1(B)→ Aut(H1(F;R))
est la représentation de monodromie (qui est bien à valeurs symplectiques, car elle préserve
la forme d’intersection sur H1(F;R)).
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La propriété de cocycle et le calcul explicite du cocycle deMeyer reposent sur les proprié-
tés d’additivité et de non-additivité de la signature et font intervenir l’invariant fondamental
des triplets de lagrangiens dans l’espace vectoriel symplectique standardH−1(Rn), l’indice ter-
naire de Maslov
τ (L0,L1,L2) ∈Z.
Plus exactement, le calcul fait intervenirun indicedéfini parWall et exprimant la non-additivité
de la signature quanddeux variétés (demêmedimensionmultiplede 4) sont recollées suivant
une partie de leur bord. Cet indice sera par la suite identifié à l’indice de Maslov, initialement
introduit en géométrie symplectique, par Kashiwara et Schapira (cf [KS1992, Appendix]).
Avant d’énoncer le résultat de Wall, rappelons qu’une application classique de la dualité
de Poincaré montre que, si M est une variété de dimension 4m− 1 de bord Σ, la forme d’in-
tersectionmunit H2m−1(Σ;R) d’une structure d’espace vectoriel symplectique pour laquelle le
sous-espace
ker (i∗ : H2m−1(Σ;R)→H2m−1(M;R))
est un sous-espace lagrangien.
Théorème ([Wal1969]). SoitWune variété de dimension4m, que l’on suppose réunionde deux
variétés orientées à bordW1 etW2. On suppose qu’il existe une variété fermée orientée Σ ⊆ ∂W
de dimension 4m− 2 et des variétés orientées à bord M0,M1,M2 ⊆W de dimension 4m− 1 ne
s’intersectant que sur leur bord commun et telles que
∂W1 =M0−M1, ∂W2 =M2−M0, ∂M0 = ∂M1 = ∂M2 =Σ.
Alors
signW= signW1+ signW2+ τ (L1,L0,L2),
où Li ⊆H2m−1(Σ;R) est le sous-espace lagrangien
ker (i∗ : H2m−1(Σ;R)→H2m−1(Mi;R)) .
Notons que si W est obtenu en recollant des variétés W1 et W2 le long de composantes
connexes de leur bord, le théorème de Wall s’applique (avec M0 et Σ vides) et montre que
signW= signW1+ signW2, ce qui constitue le théorème d’additivité de Novikov.
Dans le calcul deMeyer, le théorème de Novikov permet de découper la surface B en pan-
talons et d’obtenir la signature de W comme somme des signatures des restrictions du fi-
bré W→ B au-dessus d’une décomposition de B en pantalons. Plus algébriquement, c’est la
preuve que la signature de W est obtenu comme évaluation d’un 2-cocyle qu’il suffit donc de
savoir calculer pour deux isomorphismes symplectiques f,g ∈ Sp2g(R).
Le théorème de Wall permet de faire ce calcul et d’obtenir Meyer(f,g), c’est-à-dire la si-
gnature d’un fibré W→ P de représentation de monodromie
ρ : π1(P) =L(a,b)→ Sp2g(R)
a 7→ f
b 7→ g
comme un indice deMaslov.
Concrètement, le pantalon P s’identifie au recollement de deux anneaux P1 et P2 le long
d’un intervalle I0 inclus dans leur bord. Cette décomposition induit une décomposition deW
en deux fibrés Wi sur l’anneau. La signature de chacun de ces fibrés est nulle (le champ de
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vecteurs radial sur l’anneau se relève en un champ de vecteurs sur Wi dont le flot permet de
disjoindre toute surface S1 d’une surface donnée S2, donc la forme d’intersection est triviale
sur chacun de ces deux morceaux).
I0I1 I2
P1 P2
+
−
FIGURE 1 – P est l’union de deux anneaux
On peut alors appliquer le théorème de Wall : M0 est la restriction (triviale) du fibré au-
dessus de I0, M1 et M2 sont les restrictions (triviales) du fibré au-dessus de I1 et I2, les inter-
valles constituant l’autre partie du bord de P1 et P2, respectivement. Le rôle de la sous-variété
Σ est joué par les deux fibres F+ et F− au-dessus des points d’intersection des intervalles
Ii. Les conventions d’orientation imposent à l’orientation de F+ de coïncider avec l’orien-
tation privilégiée de F et à celle de F− de coïncider avec l’orientation opposée. En particu-
lier, si on note ω la forme d’intersection sur H1(F;R), H1(Σ;R) s’identifie à la somme directe
H1(F;R)⊕H1(F;R), munie de la forme symplectique standard (−ω)⊕ω. Pour cette forme sym-
plectique, les graphes des isomorphismes symplectiques sont des sous-espaces lagrangiens.
Les fibrés restreints au-dessus des intervalles Ii sont triviaux. On peut choisir les trivialisa-
tions et identifier H1(Mi;R) à H1(F;R) de telle sorte que les isomorphismes
H1(F−;R)→H1(Mi;R)→H1(F+;R)
soient donnés par f−1 pour i= 1, id pour i= 0 et g pour i= 2. En particulier, les lagrangiens
Li = ker(H1(Σ;R)→H1(Mi;R))⊆H1(Σ;R) =H1(F;R)⊕H1(F;R)
sont les graphes des isomorphismes symplectiques id (i= 0), f−1 (i= 1) et g (i= 2).
D’après le théorème deWall, on a donc
signW= τ (grf−1,gr id,grg) = τ (gr id,grf,grfg),
la dernière égalité étant donné par les symétries de l’indice de Maslov.
On obtient donc le 2-cocycle de Meyer
Meyer(f,g) = τ (gr id,grf,grfg),
défini sur le groupe symplectique Sp2g(R), et qui est simplement la version inhomogène du
2-cocycle homogène
meyer(f,g,h) = τ (grf,grg,grh).
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L’indice de Maslov a été considérablement généralisé. Notamment, il est possible de défi-
nir un indice de Maslov associant à tout triplet (L0,L1,L2) de lagrangiens de l’espace vectoriel
symplectique standard H−1(Kn) une classe de Witt
τ (L0,L1,L2) ∈W(K),
cf. par exemple [Py2005, Tho2006]. Cela permet directement d’en déduire l’expression d’un
2-cocycle Meyer défini sur le groupe des automorphismes symplectiques de H−1(K
n).
On peut en donner une définition directement inspirée des considérations sur la suite
spectrale que l’on a exposées au début de ce chapitre. Ainsi, si K est un corps à involution et
que E un K-espace vectoriel muni d’une forme antihermitienne σ, on note Aut(E,σ)⊆GLK(E)
le sous-groupe des automorphismes préservant la forme σ. Étant donné f et g ∈ Aut(E,σ), la
représentation π1(P) = L(a,b)→ Aut(E,σ) envoyant a sur f et b sur g permet de voir E comme
un système local de coefficients défini sur P.
On pourrait alors définir le cocycle de Meyer (à valeurs dans le groupe de Witt W(K))
comme la classe de Witt de la forme hermitienne obtenue en régularisant la composition
H1(P,∂P;E)⊗H1(P,∂P;E)→H2(P,∂P;E⊗E)→H2(P,∂P;K)≃K
du cup-produit et de la forme antihermitienne E⊗E→K.
Cependant, on en donne ici une définition plus élémentaire, quoique équivalente.
Définition. Soit K un corps à involution, (E,σ) une forme anti-hermitienne et f,g ∈ Aut(E,σ)
des automorphismespréservant la forme anti-hermitienne.On définit alors l’espace vectoriel
H=

(u,v)∈ E⊕E
f (u)−u+ g(v)− v= 0	
que l’on munit de la forme sesquilinéaire
h((u,v); (u′,v′)) = σ
 
g(v)−u,f (u′)−u′

.
La forme h définit alors une forme hermitienne sur H, et on pose
Meyer(f,g) = [(H,h)] ∈W(K).
La preuve du fait que h est hermitienne est un calcul direct peu éclairant. Soit (u,v) et
(u′,v′) deux éléments de H. On a alors
h((u,v); (u′,v′))−h((u′,v′); (u,v)) = σ
 
g(v)−u,f (u′)−u′

−σ (g(v′)−u′,f (u)−u)
= σ
 
g(v)−u,f (u′)−u′

+σ
 
f (u)−u,g(v′)−u′

= σ
 
g(v)−u,f (u′)−u′

+σ
 
f (u)−u,v′− f (u′)

= σ
 
g(v),f (u′)−u′

−σ
 
u,f (u′)

+σ
 
u,u′

+σ
 
f (u),v′

−σ
 
f (u),f (u′)
︸ ︷︷ ︸
=σ(u,u′)
−σ
 
u,v′

+σ
 
u,f (u′)

= σ
 
g(v),v′− g(v′)
︸ ︷︷ ︸
=σ(g(v),v′)−σ(v,v′)
+σ
 
f (u),v′

−σ
 
u,v′

= σ
 
g(v)− v+ f (u)−u,v′

= 0,
ce qui démontre que h est hermitienne. Le sens de cette formule sera beaucoup plus clair à la
prochaine section.
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B. Fibrés en surfaces sur le pantalon
Dans toute cette section F est une surface connexe orientée, que l’on ne suppose pas fer-
mée, et W→ P est un fibré orienté sur le pantalon, de fibre F. Observons ce que donnent dans
ce cas particulier les arguments deMeyer relatifs à la suite spectrale de Leray-Serre.
À la deuxièmepagede la suite spectrale, onobserve les groupes d’homologieHp(P;Hq(F;Q))
à coefficients dans les systèmes locaux de coefficients Hq(F;Q). Le fait que la fibre soit connexe
et les hypothèses d’orientationentraînent que les systèmes locaux de coefficientsH0(F;Q) =Q
etH2(F;Q) sont triviaux. En revanche, H1(F;Q) est un système local de coefficients a priori non
trivial, gouverné par la représentation de monodromie ρ : π1(P) = L(a,b)→ Aut(H1(F;Q)) (on
continue à noter f = ρ(a) et g = ρ(b)).
Comme lepantalonest un espace d’Eilenberg-MacLane, l’homologieHp(P;H1(F;Q)) s’iden-
tifie à l’homologie du groupe L(a,b) à coefficients dans H1(F;Q). Celui-ci possède une résolu-
tion libre
0→Z[L(a,b)]⊕Z[L(a,b)]
(a−id,b−id)
−−−−−→Z[L(a,b)]→Z
donnant naissance à un complexe de longueur 1
C1 =H1(F;Q)⊕H1(F;Q)
∂
−→ C0 =H1(F;Q)
(u,v) 7→ f (u)−u+ g(v)− v.
Il s’ensuit donc que
H0(P;H1(F;Q)) =H1(F;Q)/(im(f − id)+ im(g− id)),
(ce qui est conforme à la description classique de H0(L(a,b);H1(F;Q)) = H1(F;Q)L(a,b) comme
groupe des co-invariants) et que
H1(P,H1(F;Q)) =

(u,v)∈H1(F;Q)⊕H1(F;Q)
f (u)−u+ g(v)− v= 0	 .
En outre, vu les dimensions en jeu, la suite spectrale de Leray-Serre associée à la fibration
F→W→ P dégénère dès la deuxième page.
E20,0 =Q
E20,1 =H1(F;Q)π1(P)
E20,2 =H2(F;Q)
E21,0 =H1(P;Q)
E21,1 =H1(P;H1(F;Q))
E21,2 =H1(P;Q)
FIGURE 2 – La deuxième page de la suite spectrale de F→ E→ P
On obtient donc les isomorphismes H0(W;Q) = Q, H3(W;Q) ≃ H1(P;Q), H4(W;Q) = 0 et
deux suites exactes
0→H1(F;Q)π1(P)→H1(W;Q)→H1(P;Q)→ 0
0→H2(F;Q)→H2(W;Q)→H1(P;H1(F;Q))→ 0,
les injections H1(F;Q)π1(P)→H1(W;Q) et H2(F;Q)→H2(P;Q) étant induites par l’inclusion F→
W.
79
En outre, même dans le cas où F est fermée (et donc où H2(F;Q) n’est pas trivial), on vé-
rifie facilement que le sous-espace vectoriel H2(F;Q) ⊆ H2(W;Q) est inclus dans le noyau de
la forme d’intersection. En particulier, on obtient directement un corollaire du théorème de
Meyer : quitte à quotienter par le noyau, il revient au même de considérer H2(W;Q) ou le
groupe d’homologie H1(P;H1(F;Q)).
Remarque. Quand on a affaire à un fibré F
i∗
−→W
π
−→ B, où F et B sont des surfaces fermées, la
deuxièmepage de la suite spectrale contient neuf termes a priori non triviaux, et la suite spec-
trale elle-même ne dégénère qu’à la troisième page. Le groupe d’homologie H1(B;H1(F;Q))
s’identifie alors au sous-quotient ker(π∗)/ im(i∗) de H2(W;Q), qui n’est autre que le résultat de
la réduction sous-lagrangienne sur l’espace isotrope im(i∗ : H2(F;Q)→H2(W;Q)). La signature
de H2(W;Q) est donc la même que celle de la forme quadratique portée par H1(B;H1(F;Q)) ce
qui permet de retrouver ce cas particulier du théorème de Meyer.
La proposition suivante justifie a posteriori notre définition du cocycle de Meyer.
Proposition. Soit F → W → P un fibré orienté sur le pantalon, dont la fibre est une surface
orientée non fermée. On note ω la forme d’intersection (antisymétrique) sur H1(F;Q). Alors il
existe un isomorphisme
H2(W;Q)≃H1(P;H1(F;Q)) =

(u,v)∈H1(F;Q)⊕H1(F;Q)
f (u)−u+ g(v)− v= 0	 ,
faisant correspondre la forme d’intersection et la forme symétrique
h((u,v); (u′,v′)) =ω
 
f (u)− v,g(v′)− v′

.
Enparticulier, la classe deWitt de la forme d’intersection (régularisée) deW estMeyer(f,g)∈
W(Q).
La fin de la section est consacrée à la preuve de cette proposition.
Comme F est supposée non fermée, H2(F;Q) = 0, la discussion précédente sur la suite
spectrale de Leray-Serre démontre l’isomorphisme H2(W;Q) ≃ H1(P;H1(F;Q)). Cependant,
nous allons construire un isomorphisme plus explicite, ce qui nous permettra d’identifier de
façon directe la forme d’intersection et la forme h définissant le cocycle deMeyer.
Pour cela, décrivons une autre décomposition du pantalon P : soit P′1 (resp. P
′
2) un voisi-
nage régulier compact d’un chemin I1 (resp. I2) joignant la composante extérieure S1ab du bord
du disque à la composante intérieure S1a (resp. S
1
b). On suppose que les deux voisinages ainsi
construits soient disjoints, de telle sorte que P′1, P
′
2 et P0 = P \ (P
′
1 ⊔P
′
2) soient homéomorphes
à des disques. Plus précisément, P′i est un domaine à coins, dont la frontière est composée de
quatre arcs, dont deux sont inclus dans le bord de P et deux définissent des courbes propre-
ment plongées dans P. On note ces deux courbes I−i et I
+
i , de telle sorte qu’en tournant dans le
sens direct le long des composantes de bord de P, on longe Pi en allant de I
−
i à I
+
i .
On définit maintenant la décomposition du fibré W correspondant à cette décomposition
de P : on noteW0 (resp. W
′
i) la restriction du fibré au-dessus de P0 (resp. P
′
i) et M
±
i la restriction
au-dessus de I±i . Tous ces fibrés ont des bases contractiles et sont donc triviaux. En particulier,
le premier groupe d’homologie de chacun de ces morceaux s’identifie à H1(F;Q).
Choisissons les identifications de telle sorte que les isomorphismes
H1(F;Q)≃H1(M
±
i ;Q)→H1(W0;Q)≃H1(F;Q)
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P0
I−1
I+1
P′1
I+2
I−2
P′2
FIGURE 3 – P est l’union de trois disques
et
H1(F;Q)≃H1(M−1 ;Q)→H1(W
′
i;Q)≃H1(F;Q)
soient l’identité et que les isomorphismes
H1(F;Q)≃H1(M+i ;Q)→H1(W
′
i;Q)≃H1(F;Q)
soient égaux à f−1 (pour i = 1) et g−1 (pour i = 2). En quelque sorte, on a « concentré » la
monodromie au-dessus des P′i.
Notons W′ =W′1⊔W
′
2 et M=M
−
1 ⊔M
+
1 ⊔M
−
2 ⊔M
+
2 . La suite exacte deMayer-Vietoris fournit
unmorphisme « intersection avec M »
H2(W;Q)→H1(M;Q)≃H1(F;Q)⊕4
qui est injectif et dont l’image est constituée des quadruplets (c−1 ,c
+
1 ,c
−
2 ,c
+
2 ) ∈H1(F;Q)
⊕4 dont
l’image dans chacun des deux morceaux H1(W0;Q) et H1(W′;Q) est triviale, c’est-à-dire tels
que (
c−1 + c
+
1 + c
−
2 + c
+
2 = 0
(c−1 + f
−1(c+1 ),c
−
2 + g
−1(c+2 )) = 0.
Via le morphisme
H1(F;Q)⊕H1(F;Q)→ H1(F;Q)⊕4
(u,v) 7→ (−u,f (u),−v,g(v)),
cela identifie bien H2(W;Q) à
H1(P;H1(F;Q)) =

(u,v)∈H1(F;Q)⊕H1(F;Q)
f (u)−u+ g(v)− v= 0	 .
On peut décrire très précisément cet isomorphisme : chacun des deux W′i est homéo-
morphe à un produit P′i × F. En particulier, en faisant le produit avec un arc proprement
plongé dans P′i joignant I
−
i à I
+
i , chaque classe d’homologie u ∈H1(F;Q) (représentée par une
courbe) définit une classe d’homologie relative dans H2(W′i,∂W
′
i;Q) (représentée par un cy-
lindre). Cette construction fournit l’isomorphisme
H1(F;Q)≃H1(W
′
i;Q)≃H2(W
′
i,∂W
′
i;Q)
donné par la dualité de Poincaré. Via les identifications, le morphisme composé
H2(W
′
i,∂W
′
i;Q)
∂
−→H1(∂W
′
i;Q)
i∗
−→H1(W0;Q)
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envoie cette classe correspondant à u sur f (u)−u si i= 1 et sur g(u)−u si i= 2.
Ainsi,

(u,v)∈H1(F;Q)⊕H1(F;Q)
f (u)−u+ g(v)− v= 0	 s’identifie aux classes relativesdans
W′ dont le bord borde également dansW0. Par construction, on peut donc reboucher une telle
classe pour obtenir un cycle dans W dont l’intersection avec W′ est ce cycle relatif. Le calcul
d’homologie précédent montre que la classe d’homologie (dans W) ainsi obtenue ne dépend
pas des différents choix et que l’on obtient ainsi toute l’homologie de W.
On a donc obtenu une description assez explicite de classes représentant le groupe d’ho-
mologie H2(W;Q). Pour conclure la preuve de la proposition, il s’agit maintenant, en exhibant
desmodèles en bonne position les uns par rapport aux autres, de calculer la forme d’intersec-
tion sur cet espace vectoriel
H2(W;Q) =H1(P;H1(F;Q))≃

(u,v)∈H1(F;Q)⊕H1(F;Q)
f (u)−u+ g(v)− v= 0	 .
Soit donc (u,v) et (u′,v′) deux éléments de cet espace vectoriel. Nous allons représenter
les classes d’homologie de degré 2 de W correspondant à ces éléments par des surfaces plon-
gées s’intersectant transversalement telle que tous les points d’intersection appartiennent à
la même fibre Fo au-dessus d’un point o∈ P0.
Considérons les deux graphes suivants, plongés dans le pantalon.
Γ
Γ′
FIGURE 4 – Contrôle de l’intersection
On note λ0 (resp. λ
′
0) l’arc du graphe Γ entièrement inclus dans P0 et λi (resp. λ
′
i) l’arc du
graphe Γ (resp. Γ′) intersectant P′i en un sous-arc. Le seul point d’intersection entre les deux
graphes est o, point d’intersection entre λ0 et λ
′
0.
Onpeut alors construireune surface correspondant à l’élément (u,v) et se projetant presque
sur le graphe Γ : si c0 (resp. c1, c2) est une courbe lisse orientée représentant la classe g(v)−u
(resp. u, v), on peut construire au-dessus de λ0 (resp. au-dessus du sous-arc λi∩P′i) la surface
à bord correspondante. On a ainsi construit au-dessus d’une partie du graphe une surface à
bord dont le bord a six composantes : quatre courbes de classes d’homologie −u, f (u), −v et
g(v) au-dessus des extrémités des sous-arcs λi ∩ P′i et deux courbes de classes d’homologie
g(v)−u et−(g(v)−u) = v−f (u) au-dessus des sommets du graphe. On voit alors que l’on peut
prolonger ces morceaux de surfaces en une surface fermée lisse S en ajoutant des morceaux
dont la projection reste arbitrairement proche des parties du graphe non encore utilisées.
De la même façon, si c′0 (resp. c
′
1, c
′
2) est une courbe représentant la classe d’homologie
f (u′)−u′ (resp. u′, v′), on peut construire une surface analogue pour l’élément (u′,v′), c’est-
à-dire une surface S′ prolongeant la surface à bord correspondant à c′0 (resp. c
′
i) au-dessus de
λ0 (resp. au-dessus du sous-arc λi∩P′i) et s’éloignant arbitrairement peu des autres parties du
graphe Γ′.
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Au moment de construire la courbe c′0, on a pu faire en sorte que les deux courbes c0 et c
′
0
incluses dans F soient transverses. L’intersection entre les surfaces S et S′ est alors transverse,
incluse dans la fibre Fo, et vaut exactement l’intersection (dans H1(F;Q)) des deux classes
[c0] = g(v)− u et [c
′
0] = f (u
′)− u′. On obtient donc bien que la forme d’intersection est iso-
morpheà la formehdéfinie surH1(P;H1(F;Q)) =

(u,v)∈H1(F;Q)⊕H1(F;Q)
f (u)−u+ g(v)− v= 0	.
C. Cocycle deMeyer hermitien
On peut maintenant appliquer les constructions précédentes au fibré W(x,y)→ P.
Les deux tresses x et y définissent, via la représentation de Burau, deux automorphismes
f = Burau(x) et g =Burau(y) de la forme antihermitienne de Squier (H1(Dn;Q(t)),Sq). Conve-
nons de noter (H ,η) leQ(t)-espace hermitien associé à ces deux automorphismes par le pro-
cédé décrit à la section VI.A. En particulier, on a un cocycle de Meyer
Meyer(Burau(x),Burau(y)) = [(H ,η)] ∈W(Q(t)).
Le but de cette section est le résultat suivant, qui achève la preuvede l’égalitéβxy−βx−βy =
−∂Meyer(Burau(x),Burau(y)).
Proposition. Il existe un isomorphismeQ(t)-linéaire
Φ :H →H2(W(x,y);Q(t))
tel que
∀(u,v), (u′,v′) ∈H , IQ(t)W(x,y)
 
Φ(u,v),Φ(u′,v′)

= η
 
(u,v); (u′,v′)

.
En particulier, on a l’égalité suivante dansW(Q(t)) :
αx,y =Meyer(Burau(x),Burau(y)).
Démonstration.—
Le morphisme π1(W)→ J définissant la structure de J-variété de W =W(x,y) prolonge la
J-structure des fibres Dn. Il s’ensuit que l’espace total eWdu revêtement infini cyclique associéeW→W est un fibré sur le pantalon dont la fibre s’identifie au revêtement eDn.
En particulier, la représentation de monodromie π1(P) =L(a,b)→ Aut(H1(eDn;Q)) est don-
née par la représentation de Burau, comme expliqué en III.C, c’est-à-dire qu’elle envoie a sur
f et b sur g. La fibre eDn étant une surface non fermée, on peut appliquer le résultat de la sec-
tion précédente au fibré eW→ P. On obtient ainsi un isomorphismeQ-linéaire
ΦΛQ :HΛQ →H2( eW;Q),
où
HΛQ =
¦
(u,v)∈H1(eDn;Q)⊕H1(eDn;Q) f (u)−u+ g(y)(v)− v= 0© .
La définition de l’isomorphisme utilisée à la section précédente (à l’aide de rebouchage
de cycles relatifs) montre manifestement que l’isomorphisme ΦΛQ commute aux automor-
phismes de revêtement, c’est-à-dire qu’il est ΛQ-linéaire. Comme H1(Dn,ΛQ) = H1(eDn;Q) est
isomorphe à Λn−1
Q
et que ΛQ est principal, cela entraîne queHΛQ et H2(W;ΛQ) =H2( eW;Q) sont
des ΛQ-modules libres. En particulier, ils s’identifient à des réseaux dans lesQ(t)-espaces vec-
torielsH et H2(W;Q(t)), et l’isomorphismeΦΛQ s’étend en un isomorphisme
Φ :H →H2(W;Q(t)).
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Pour vérifier que cet isomorphismeΦ fait bien correspondre les deux formes hermitiennes
naturellement définies sur ces espaces vectoriels (η et IQ(t)W , respectivement), il suffit de le vé-
rifier sur les réseaux, c’est-à-dire qu’il suffit de vérifier que
∀(u,v), (u′,v′)∈HΛQ, I
Q(t)
W
 
Φ(u,v),Φ(u′,v′)

= η
 
(u,v); (u′,v′)

.
Par ailleurs, la proposition de la section précédente entraîne que ΦΛQ réalise un isomor-
phismeentre la formed’intersection (usuelle, c’est-à-dire à valeurs dansQ) 〈·, ·〉 surH2(W;ΛQ) =
H2( eW;Q) et la forme
h :
 
(u,v); (u′,v′)

7→ω (g(v)−u,f (u)−u)
définie sur HΛQ. Ici, ω note la forme d’intersection (usuelle) Q-bilinéaire et antisymétrique
définie sur leQ-espace vectoriel H1(Dn;ΛQ) =H1(eDn;Q).
Par construction, la forme antihermitienne de Squier Sq et la forme hermitienne IQ(t)W sont
définies à partir de la forme d’intersection antisymétrique ω et de la forme d’intersection sy-
métrique 〈·, ·〉 par le procédé de Reidemeister :
∀u,u′ ∈H1(Dn;ΛQ) =H1(eDn;Q), Sq(u,v) =∑
k∈Z
ω(tku,v)tk ;
∀α,β ∈H2(W;ΛQ) =H2( eW;Q), IQ(t)W (α,β) =∑
k∈Z
〈tkα,β〉tk.
De la même façon, la forme hermitienne η définie surH vérifie une propriété semblable
vis-à-vis de h. En effet, si (u,v) et (u′,v′) sont deux éléments deHΛQ , on a
η
 
(u,v); (u′,v′)

= Sq(g(v)−u,f (u′)−u′) (par définition de η)
=
∑
k∈Z
ω

tk(g(v)− v),f (u′)−u′

tk (par définition de Sq)
=
∑
k∈Z
ω

g(tkv)− tkv),f (u′)−u′

tk (par ΛQ-linéarité de g)
=
∑
k∈Z
h

(tku,tkv); (u′,v′)

tk (par définition de h).
La formule voulue est alors une conséquence formelle de la proposition précédente :
IQ(t)W
 
Φ(u,v),Φ(u′,v′)

=
∑
k∈Z
¬
tkΦ(u,v),Φ(u′,v′)
¶
tk (par définition de IQ(t)W )
=
∑
k∈Z
¬
Φ(tku,tkv),Φ(u′,v′)
¶
tk (par ΛQ-linéarité de Φ)
=
∑
k∈Z
h

(tku,tkv); (u′,v′)

tk (d’après la proposition précédente)
= η((u,v); (u′,v′)).
Cette égalité s’étend alors par linéarité à toute paire d’éléments (u,v), (u′,v′) ∈ H , ce qui
achève la preuve. ⊞
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D. Retour sur le théorème de Gambaudo et Ghys
On a donc démontré l’égalité βxy −βx−βy = −∂Meyer(Burau(x),Burau(y)) dansWT(ΛQ).
L’objet de cette section est de voir dans quelle mesure cette égalité permet de retrouver l’éga-
lité
signω(xy)− signω(x)− signω(y) =−Meyer(Burauω(x),Burauω(y))
démontrée pour toute racine de l’unité dans [GG2005].
Tout d’abord, remarquonsque, les racines de l’unité étant denses dans le cercle, la connais-
sance des entiers signω(x) pour toute racine de l’unité ω implique la connaissance de tous les
signω(x) sauf éventuellement un nombre fini, et donc la connaissance de σ
LT(L)∈ E´q(S1).
La classe Meyer(Burau(x),Burau(y))∈W(Q(t)) est représentée par une forme quadratique
explicite. En spécifiant t = ω, on obtient directement la forme quadratique représentant le
cocycle entier Meyer(Burauω(x),Burauω(y)) ∈ W(C) ≃ Z, où Meyer note cette fois le cocycle
défini sur le groupe des automorphismes préservant une forme antihermitienne complexe.
En particulier, la fonction ω 7→Meyer(Burauω(x),Burauω(y)) et la fonction équilibrée associée
à Meyer(Burau(x),Burau(y)) ∈W(C(t)) coïncident sur le complémentaire d’un nombre fini de
points.
Maintenant, on a vu à la section III.B.5 que l’image de βx dansWT(ΛC)≃ Z
(S1) était donné
par les signatures de Milnor σM(L) ∈ Z(S
1). Comme σM(L) = saut

σLT(L)

, on obtient que les
deux fonctions équilibrées associées à
ω 7→ −Meyer(Burauω(x),Burauω(y)) et ω 7→ signω(xy)− signω(x)− signω(y)
possèdent lamême image par lemorphisme saut : E´q(S1)→Z(S
1). Cela entraîne qu’ils diffèrent
d’une fonction constante qui doit être nulle car on vérifie directement que les deux fonctions
s’annulent quand ω = 1. On obtient donc l’égalité des fonctions équilibrées, ce qui entraîne
que pour tout ω ∈ S1 dans le complémentaire d’un ensemble fini,
signω(xy)− signω(x)− signω(y) =−Meyer(Burauω(x),Burauω(y)).
En résumé, l’image dansWT(ΛC) de l’égalité βxy −βx−βy =−∂Meyer(Burau(x),Burau(y))
redonne presque, mais pas tout à fait, le théorème de Gambaudo et Ghys.
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Annexe : suite spectrale des coefficients
universels
Soit A un anneau commutatif et (C∗,∂) un complexe de A-modules projectifs de type fini.
Les modules Cq = HomA(Cq,A) forment alors un complexe de cochaînes (C
∗,d). Le but du
théorème classique des coefficients universels est de relier l’homologie H∗ = H∗(C) du com-
plexe C∗ et la cohomologie H∗ = H∗(C) de son dual. On suppose que les complexes sont nuls
en degré négatif.
L’accouplement canonique Cq×Cq→ A définit dans tous les cas une application d’évalua-
tion e´v : Hq→HomA(Hq,A).
Théorème (des coefficients universels). Si l’anneau A est principal, on a une suite exacte
0→ ExtA(Hq−1,A)→H
q e´v−→HomA(Hq,A)→ 0,
où ExtA = Ext
1
A est le premier foncteur dérivé du foncteurHom.
Le but de cet appendice est, en suivant [Lev1977], de généraliser cette suite exacte à d’autres
anneaux A : la construction générale est celle d’une suite spectrale calculant la cohomologie
Hq. En particulier, on en déduira une nouvelle preuve d’une suite exacte due à Kawauchi dans
le cas où l’anneau A est de dimension cohomologique¶ 2 ([Kaw1986]).
A. Suite spectrale des coefficients universels
La difficulté de la question provient du fait que le foncteur HomA(—,A) n’est pas exact (A
n’est en général pas un A-module injectif). La construction de la suite spectrale des coeffi-
cients universels passe par une résolution injective.
Soit
0→A
i−1
−→ I0
i0
−→ I1
i1
−→ I2→ ·· ·
une résolution injective du A-module A. On définit alors le double complexe (E∗,∗,d→,d↑) :
Ep,q =HomA(Cq, I
p), dp,q
→
=HomA(Cq, i
p) dp,q
↑
=HomA(∂q+1, I
p).
E∗,∗ est un double complexe au sens où d→ et d↑ commutent.
Ce double complexe est alors la zéroième page de deux suites spectrales de premier qua-
drant, convergeant toutes deux vers la cohomologie du complexe total TotE∗,∗, qui reste à
identifier (cf. par exemple [Wei1994], section 5.6).
– La première de ces deux suites spectrales, →E
∗,∗
∗
a pour zéroième différentielle →d0 = d→,
pour première différentielle →d1 la différentielle induite par d↑ sur →E
∗,∗
1 et en général
une différentielle →dr :→E
p,q
r → →E
p−r+1,q+r
r .
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– Dualement, la seconde suite spectrale ↑E
∗,∗
∗
a pour zéroième différentielle ↑d0 = d↑, pour
première différentielle ↑d1 la différentielle induite par d→ sur ↑E
∗,∗
1 et en général une dif-
férentielle ↑dr : ↑E
p,q
r → ↑E
p+r,q−r+1
r .
La première de ces deux suites spectrales dégénère à la deuxième page : en effet, le fonc-
teur HomA(Cq,—) est exact (car Cq est unmodule projectif) et le complexe (I
∗, i∗) est une réso-
lution de A, donc on obtient à la première page
→E
p,q
1 =
(
HomA(Cq,A) =C
q si p= 0
0 si p¾ 1.
En outre, la différentielle →d1, induite par d↑, n’est autre que la différentielle du complexe de
cochaînes C∗. Il s’ensuit que la suite spectrale →E
∗,∗
∗
dégénère à la deuxième page, où l’on voit
→E
p,q
2 =→E
p,q
∞
=
(
Hq si p= 0
0 si p¾ 1.
En particulier, la cohomologie du complexe total n’est autre que H∗(C). La deuxième suite
spectrale permettra donc de la calculer. Observons ses premières pages. Pour alléger l’écri-
ture, on note simplement E∗,∗
∗
= ↑E∗,∗∗ .
Le foncteur HomA(—, I
p) est exact (car Ip est un module injectif) donc on obtient à la pre-
mière page Ep,q1 = HomA(Hq, I
p). En outre, la différentielle d1 : HomA(Hq, I
p)→ HomA(Hq, I
p+1)
est simplement induite par ip. Par définition des foncteurs Ext∗A, la deuxième page est donc
Ep,q2 = Ext
p
A(Hp, I
q).
On a donc bien démontré le théorème suivant.
Théorème (Suite spectrale des coefficients universels). Soit A un anneau commutatif, C∗ un
complexe de A-modules projectifs et C∗ son complexe dual, d’homologies respectivesH∗ etH
∗. Il
existe alors une suite spectrale
Ep,q2 = Ext
p
A(Hq,A)⇒H
p+q(C).
En particulier, E0,n
∞
est un quotient de Hn et En,0
∞
en est un sous-module. Puisque par
construction la différentielle dr est de bidegré (r,1− r), E
0,n
r n’est jamais le module d’arrivée
d’une différentielle non nulle. Il s’ensuit une suite d’inclusions emboîtées
HomA(Hn,A) = E
0,n
2 ⊇ E
0,n
3 ⊇ E
0,n
4 ⊇ ·· · ⊇ E
0,n
∞
et unmorphisme canonique (edge homomorphism)
Hn։ E0,n
∞
֒→ E0,n2 =HomA(Hn,A)
qui n’est autre que l’application d’évaluation e´v : Hn→HomA(Hn,A).
B. Applications
1. Anneau principal
Dans le cas où l’anneau A est principal, les modules H∗ et H∗ sont tous de type fini et
les foncteurs ExtpA(Hq,A) sont nuls dès que p ¾ 2. La deuxième page E
∗,∗
2 de la suite spectrale
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des coefficients universels est donc concentrée sur les deux colonnes E0,q2 = HomA(Hq,A) et
E1,q2 = ExtA(Hq,A). En particulier, toutes les différentielles dr : E
p,q
r → E
p+r,q−r+1
r sont nulles dès
que r¾ 2.
La suite spectrale dégénère donc à la deuxième page, et la convergence fournit simple-
ment des suites exactes
0→ ExtA(Hn−1,A) = E
1,n−1
2 →H
n e´v−→ E0,n2 =HomA(Hn,A)→ 0,
ce qui redonne le théorème classique.
Remarquons que si K = FracA et S(A) = K/A, on a pour tout A-module M de type fini un
isomorphisme ExtA(M,A) ≃ HomA(TM,S(A)). En effet, d’après le critère de Baer, le A-module
S(A) est injectif. On a donc une résolution injective
0→ A→K→ S(A)→ 0.
ExtA(M,A) est donc le conoyau de l’application canonique HomA(M,K) → HomA(M,S(A)). Si
M est un module libre, cette application est automatiquement surjective ; si M est de torsion,
HomA(M,K) est nul. L’inclusion TM → M induit donc un isomorphisme HomA(TM,S(A)) ≃
ExtA(TM,A)→ ExtA(M,A).
En particulier, dans la suite exacte précédente, le module ExtA(Hn−1,A) est un A-module
de torsion alors que HomA(Hn,A) ≃ HomA(LHn,A) est un A-module libre. Il s’ensuit que le
morphisme e´v est précisément le quotient de Hn par sa partie de torsion et que la suite exacte
fournit deux isomorphismes :
LHn ≃HomA(Hn,A) =Hom(LHn,A) et TH
n ≃ ExtA(Hn−1,A)≃HomA(THn−1,S(A)).
2. Anneau de dimension¶ 2, modules de torsion
Dans [Lev1977], l’anneau A est ΛQ, de dimension cohomologie globale 2, et les modules
Hq sont les modules définis par le revêtement infini cyclique d’un nœud de dimension supé-
rieure, qui sont alors de ΛQ-torsion. Le théorème pertinent est alors le suivant.
Théorème ([Lev1977], page 6). Soit A un anneau de dimension cohomologique globale ¶ 2,
C∗ et C
∗ comme précédemment. Si les modulesHq sont de torsion, on a alors une suite exacte
0→ Ext2A(Hn−2,A)→H
n→ Ext1A(Hn−1,A)→ 0.
Dans ce cas-ci, en effet, les modules Extp(Hq,A) s’annulent dès que p ¾ 3 car A est de di-
mension homologique globale 2, et Ext0A(Hq,A) = HomA(Hq,A) s’annule car le module Hq est
de torsion.
Comme précédemment, la deuxième page de la suite spectrale ne contient donc que deux
colonnes, p= 1 et p= 2. La suite spectrale dégénère donc à la deuxième page, et la suite exacte
0→ En−2,2
∞
→Hn→ En−1,1
∞
→ 0
donne le résultat.
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3. Anneau de dimension¶ 2
Dans [Kaw1986], Kawauchi donne pour un anneau A de dimension cohomologie globale
¶ 2 une suite exacte qui généralise les deux cas précédents. La suite spectrale des coefficients
universels permet de retrouver ce résultat.
Soit Kq le noyau de l’application d’évaluation e´v : Hq →HomA(Hq,A).
Théorème ([Kaw1986], Theorem 1.1). Si A est de dimension cohomologique globale ¶ 2 et
avec les notations précédentes, on a la suite exacte
0→Kq
⊆
−→Hq
e´v
−→HomA(Hq,A)→ Ext
2
A(Hq−1,A)→K
q+1→ Ext1A(Hq,A)→ 0.
Dans ce cas-ci, la page E∗,∗2 est concentrée sur les trois lignes p = 0, 1, 2 et il y a donc
une différentielle d2 : E
0,q
2 → E
2,q−1
2 , c’est-à-dire d2 : HomA(Hq,A) → Ext
2
A(Hq−1,A), toutes les
différentielles ultérieures étant nulles.
La suite spectrale dégénère donc à la troisième page avec
Ep,q3 = E
p,q
∞
=

kerd2 ⊆HomA(Hq,A) si p= 0
Ext1A(Hq,A) si p= 1
cokerd2, quotient de Ext
2
A(Hq,A) si p= 2
0 si p¾ 3.
La convergence de la suite spectrale donne en outre une filtration
0⊆ cokerd2 = E
2,n−2
∞
⊆Mn ⊆Hn
telle que le quotient Mn/E2,n−2
∞
soit isomorphe à E1,n−1
∞
= Ext1A(Hn−1,A) et telle que M
n soit le
noyau de l’application canonique Hn → E0,n
∞
. Comme on a vu que (composée avec l’inclu-
sion E0,n
∞
⊆ E0,n2 =HomA(Hn,A)) cette application était l’évaluation H
n→HomA(Hn,A), M
n est
simplement le noyau Kn de e´v.
On a donc trois familles de suites exactes
0→ E0,n
∞
→HomA(Hn,A)
d2
−→ Ext2A(Hn−2,A)→ E
2,n−1
∞
→ 0
0→Kn→Hn→ E0,n
∞
→ 0
0→ E2,n−2
∞
→Kn→ Ext1A(Hn−1,A)→ 0.
et on obtient la suite à six termes de Kawauchi en les raccordant.
0

Kq

Hq

e´v
''❖
❖
❖
❖ 0

0 // E0,q∞ //

HomA(Hq,A)
d2
// Ext2A(Hq−2,A)
//
))❙
❙
❙
❙
E2,q−1∞ //

0
0 Kq+1

Ext1A(Hq,A)

0
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