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Abstract: In this paper, we are concerned with SIR epidemics in a random en-
vironment on complete graphs, where every edges are assigned with i.i.d. weights.
Our main results give large and moderate deviation principles of sample paths of
this model.
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1 Introduction
In this paper, we are concerned with large and moderate deviation principles of the
stochastic SIR (Susceptible-Infected-Removed) epidemic in a random environment
on the complete graph. First we introduce some basic definitions and notations. For
any n ≥ 1, we use Cn to denote the complete graph with n vertices. For later use, we
identify Cn with {1, 2, . . . , n}, then Cm is a subset of Cn for any m < n. Assuming
that ρ is a positive random variable such that Eeαρ < +∞ for some α > 0, then for
any integers 1 ≤ i < j, let ρ({i, j}) be an independent copy of ρ. We further assume
that {ρ({i, j}) : i 6= j} are independent. For simplicity, we write ρ({i, j}) as ρ(i, j),
hence ρ(i, j) = ρ(j, i). Note that ρ(i, j) can be considered as an edge weight on the
edge connecting i and j.
After the edge weights {ρ(i, j) : i 6= j} are given, the stochastic SIR model
{ηnt }t≥0 on Cn is a continuous-time Markov process with state space {0, 1,−1}Cn ,
i.e., at each vertex i ≤ n, there is a spin η(i) taking values in {1, 0,−1}. For any
η ∈ {0, 1,−1}Cn , i ≤ n and l ∈ {1, 0,−1}, let ηi,l be the configuration in {1, 0,−1}Cn
such that
ηi,l(j) =
{
η(j) if j 6= i,
l if j = i,
∗
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then, the generator function Ωn of {η
n
t }t≥0 is given by
Ωnf(η) =
n∑
i=1
∑
l∈{1,0,−1}
q(η, i, l)
[
f(ηi,l)− f(η)
]
for sufficiently smooth f on {1, 0,−1}Cn , where
q(η, i, l) =

1 if η(i) = 1 and l = −1,
λ
n
∑n
j=1 ρ(i, j)1{η(j)=1} if η(i) = 0 and l = 1,
0 else,
where λ is a positive parameter called the infection rate while 1A is the indicator
function of the event A.
Intuitively, {ηnt }t≥0 describes the spread of an epidemic on Cn. Vertices in state
1 are infected and those in state 0 are susceptible while those in state −1 are re-
moved. An infected vertex becomes removed at rate 1 while a susceptible vertex i
is infected by an infected vertex j at rate proportional to the weight ρ(i, j) on the
edge connecting i and j. A removed vertex stays in its state forever.
When ρ ≡ 1, our processes reduce to the classic SIR model. Readers can see
References [2] and [3] for a survey of this classic case. When ρ satisfies
P (ρ = 1) = p = 1− P (ρ = 0)
for some p ∈ (0, 1), our processes reduce to the SIR model on the Erdo¨s-Re´nyi graph
G(n, p). For basic properties of G(n, p), see Chapter 2 of [4].
The main results of this paper give large and moderate deviation principles for
the above SIR model with random edge weights. For the large deviation part, our
first motivation is to extend the result about the classic case given in [8]. Our second
motivation is to propose an available approach for the proofs of large deviation
principles for some special examples of density-dependent Markov chains introduced
in [7]. For mathematical details, see Sections 2, 3 and 4. For the moderate deviation
part, our result is an analogue of the moderate deviation principle given in [13] for
density-dependent Markov chains. The proof of our result follows a similar strategy
with that given in [13], except for some details modified according to the assumption
of i.i.d. edge weights. For mathematical details, see Sections 2 and 5.
2 Main results
In this section we give our main results. For later use, we introduced some notations,
definitions and assumptions. Let (X,F , P ) be the probability space under which
{ρ(i, j) : 1 ≤ i < j} are defined. For any ω ∈ X, let Pωλ,n be the probability measure
of the process {ηnt }t≥0 with infection rate λ and given edge weights {ρ(i, j, ω) : 1 ≤
i < j ≤ n}, i.e., Pωλ,n is the quenched measure of the process. We define Pλ,n as
Pλ,n(·) =
∫
X
[
Pωλ,n(·)
]
P (dω),
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i.e., Pλ,n(·) is the annealed measure of the process. For any t ≥ 0, we define
Snt =
n∑
i=1
1{ηnt (i)=0} and I
n
t =
n∑
i=1
1{ηnt (i)=1},
i.e., Snt is the number of susceptible vertices while I
n
t is the number of infected ver-
tices at moment t. For given T0 > 0, we use D
(
[0, T0],R
2
)
to denote the Skorokhod
space of ca`dla`g functions f : [0, T0]→ R
2. For later use, for any f ∈ D
(
[0, T0],R
2
)
,
0 ≤ t ≤ T0 and x ∈ R
2, we consider ft, x as column vectors and write ft, x as
ft =
(
st(f), it(f)
)T
and x = (sx, ix)
T ,
where T is the transposition operator.
For any f ∈ D
(
[0, T0],R
2
)
, we define
‖f‖ = sup
0≤t≤T0
{
|st(f)|+ |it(f)|
}
.
For later use, we define B as the subset of D
(
[0, T0],R
2
)
of f with the following
properties:
1. it(f), st(f) ≥ 0 for all 0 ≤ t ≤ T0.
2. st(f) and it(f) + st(f) are both decreasing with t.
3. If iu(f) = 0 for some u, then st(f) = su(f), it(f) = 0 for any t ≥ u.
Throughout this paper, we adopt the following assumption.
Assumption A: {ηn0 (i)}
n
i=1 are independent and identically distributed such that
P (ηn0 (1) = 0) = p0 and P (η
n
0 (1) = 1) = p1
for some p0, p1 not depending on n with p0, p1 > 0 and p0 + p1 < 1.
Now we give our rate functions. For any f ∈ D
(
[0, T0],R
2
)
, we define
Idyn(f) = sup
g∈C2
(
[0,T0],R2
) {fT0 · gT0 − f0 · g0 − ∫ T0
0
ft · g
′
tdt
−
∫ T0
0
(
egt·l1 − 1
)
it(f) + λ(Eρ)
(
egt·l2 − 1
)
st(f)it(f)dt
}
,
where l1 = (0,−1)
T , l2 = (−1, 1)
T , g′t =
(
d
dt
st(g),
d
dt
it(g)
)T
and x · y is the scalar
product of x, y, i.e., x · y = sxsy + ixiy. For any x ∈ R
2, we define
Iini(x) = sup
y∈R2
{
y · x− log
(
1− p0 − p1 + e
syp0 + e
iyp1
)}
.
For given T0 > 0, we use ϑ
n to denote the path of {
(Snt
n
,
Int
n
)T
}0≤t≤T0 . Now we give
our main result about the large deviation of {ηnt }t≥0.
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Theorem 2.1. Under Assumption A, for any open set O ⊆ D
(
[0, T0],R
2
)
,
lim inf
n→+∞
1
n
logPλ,n
(
ϑn ∈ O
)
≥ − inf
f∈O⋂B
(
Idyn(f) + Iini(f0)
)
, (2.1)
while for any closed set C ⊆ D
(
[0, T0],R
2
)
,
lim sup
n→+∞
1
n
log Pλ,n
(
ϑn ∈ C
)
≤ − inf
f∈C⋂B
(
Idyn(f) + Iini(f0)
)
. (2.2)
If ρ ≡ 1, then our model reduces to the classic SIR model, the large deviation
principle of which is a special case of the main theorem given in [8]. The classic
SIR model is an example of density-dependent Markov chains introduced in [7]. For
some integer n ≥ 1, a density-dependent Markov chain {Xnt }t≥0 is with state space
Z
d for some d ≥ 1 and evolves as
Xnt → X
n
t + l at rate nFl(
Xnt
n
)
for any l ∈ A, where A is a given subset of Rd and {Fl}l∈A are smooth func-
tions on Rd. For instance, for the classic SIR model {(Snt , I
n
t )
T }t≥0, d = 2, A =
{(0,−1)T , (−1, 1)T } and
F(0,−1)T (x) = ix, F(−1,1)T (x) = λsxix
for any x ∈ R2. Large deviation principles of density-dependent Markov chains are
given in References [1,8,11] and so on respectively under different assumptions of A
and {Fl}l∈A. We think our strategy of the proof of Theorem 2.1 can also be utilized
in giving large deviations of some special cases of density-dependent Markov chains
which are not included in those given in the above references. For mathematical
details, see the remark given at the end of Section 4.
To give more clear expressions of Idyn and Iini , we have the following theorem.
Theorem 2.2. For x ∈ R2, if Iini(x) < +∞, then sx, sy ≥ 0, sx + sy ≤ 1 and
Iini(x) = sx log
sx
p0
+ ix log
ix
p1
+ (1− sx − ix) log
1− sx − ix
1− p0 − p1
,
where 0 log 0 is defined as 0.
If f ∈ B and Idyn(f) < +∞, then f is absolutely continuous and
Idyn(f) =
∫ T0
0
Lt(f) + (it(f) + st(f))
′ + it(f) + s′t(f) + λ(Eρ)it(f)st(f)dt,
where
Lt(f) =− (it(f) + st(f))
′ log(−(it(f) + st(f))′) + (it(f) + st(f))′ log it(f)
− s′t(f) log(−s
′
t(f)) + s
′
t(f) log
(
λ(Eρ)it(f)st(f)
)
.
4
Note that it is obviously that Pλ,n(ϑ
n ∈ B) = 1 according to the definitions of
Snt and I
n
t , hence we only care about Idyn(f) for f ∈ B.
To give moderate deviations of our processes, we first state a law of large num-
bers. Let {x̂t = (ŝt, ît)
T ∈ R2 : 0 ≤ t ≤ T0} be the unique solution to the ODE{
d
dt
x̂t = l1H1(x̂t) + l2H2(x̂t),
x̂0 = (p0, p1)
T ,
where l1 = (0,−1)
T , l2 = (−1, 1)
T as we have introduced and H1(x) = ix,H2(x) =
λ(Eρ)sxix for any x ∈ R
2. Note that it is easy to check that this ODE satisfies
Lipschitz’s condition and hence has a unique solution. The following lemma is an
analogue of law of large numbers of density-dependent Markov processes given in [7].
Lemma 2.3. For any ǫ > 0, limn→+∞ Pλ,n
(
‖ϑn − x̂‖ ≥ ǫ
)
= 0.
By Lemma 2.3, ϑn converges to x̂ in probability as n→ +∞ and hence moderate
deviations of our processes are concerned with {
(Snt ,I
n
t )
T−nx̂t
an
}0≤t≤T0 for any positive
sequence {an}n≥1 satisfying limn→+∞ ann = 0 and limn→+∞
an√
n
= +∞. To give the
precise result, we define
bt =
2∑
i=1
li(∇
THi)(x̂t) =
(
−λ(Eρ)̂it −λ(Eρ)ŝt
λ(Eρ)̂it λ(Eρ)ŝt − 1
)
and
σt =
2∑
i=1
liHi(x̂t)l
T
i =
(
λ(Eρ)̂itŝt −λ(Eρ)̂itŝt
−λ(Eρ)̂itŝt λ(Eρ)̂itŝt + ît
)
,
where ∇T = ( ∂
∂sx
, ∂
∂ix
). Then we give our rate functions. For any f ∈ D
(
[0, T0],R
2
)
,
we define
Jdyn(f) = sup
g∈C2
(
[0,T0],R2
) {fT0 · gT0 − f0 · g0 − ∫ T0
0
ft · g
′
tdt
−
∫ T0
0
(btft) · gtdt−
1
2
∫ T0
0
gTt σtgtdt
}
.
For any x ∈ R2, we define Jini(x) = supy∈R2
{
y · x− 12y
TM0y
}
, where
M0 =
(
p0(1− p0) −p0p1
−p0p1 p1(1− p1)
)
.
For given positive sequence {an}n≥1 satisfying limn→+∞ ann = 0 and limn→+∞
an√
n
=
+∞, we denote by νn the path of {
(Snt ,I
n
t )
T−nx̂t
an
}0≤t≤T0 . Now we give our moderate
deviations.
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Theorem 2.4. Under Assumption A, for any open set O ⊆ D
(
[0, T0],R
2
)
,
lim inf
n→+∞
n
a2n
log Pλ,n
(
νn ∈ O
)
≥ − inf
f∈O
(Jdyn(f) + Jini(f0)), (2.3)
while for any closed set C ⊆ D
(
[0, T0],R
2
)
,
lim sup
n→+∞
n
a2n
logPλ,n
(
νn ∈ C
)
≤ − inf
f∈C
(Jdyn(f) + Jini(f0)). (2.4)
Theorem 2.4 is an analogue of the main result given in [13], where moderate
deviations of density-dependent Markov chains are investigated. As an application,
the moderate deviation of classic SIR model with deterministic initial condition can
be given directly according to the main result in [13], Theorem 2.4 is an extension
of which to the case where i.i.d weights are assigned on every edges.
To give more clear expressions of Jdyn and Jini, we have the following theorem.
Theorem 2.5. For any x ∈ R2, Jini(x) =
1
2x
TM−1
0
x. For any f ∈ D
(
[0, T0],R
2
)
,
if Jdyn(f) < +∞, then f is absolutely continuous and
Jdyn(f) =
1
2
∫ T0
0
(f ′t − btft)
Tσ−1t (f
′
t − btft)dt.
Note that it is easy to check that M0 and σt are invertible according to their
definitions.
The proof of Theorem 2.1 is divided into Sections 3 and 4 while an outline of the
proof of Theorem 2.4 is given in Section 5. In both proofs, an exponential martingale
will be introduced and a generalized version of Girsanov’s theorem given in [10] will
be utilized. The strategy of our proofs is inspired by those introduced in [6] and [13].
As a preparation for the proof of Equation (2.1), Theorem 2.2 is proved at the
beginning of Section 3. The core idea of the proof of Theorem 2.2 is to show that
Idyn(f) < +∞ implies that there exists ψ such that f is the solution to the ODE f
′
t =
l1e
ψt·l1H1(ft)+ l2eψt·l2H2(ft). The proof of Theorem 2.5 is given at the beginning of
Section 5, where Cauchy-Schwartz’s inequality and Riesz’s representation theorem
will be utilized.
3 The proof of Equation (2.1)
In this section, we give the proof of Equation (2.1). As a preparation, we first give
the proof of Theorem 2.2. For simplicity, we define
Φf (g) =fT0 · gT0 − f0 · g0 −
∫ T0
0
ft · g
′
tdt
−
∫ T0
0
(
egt·l1 − 1
)
it(f) + λ(Eρ)
(
egt·l2 − 1
)
st(f)it(f)dt
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for any g ∈ C2
(
[0, T0],R
2
)
and f ∈ D
(
[0, T0],R
2
)
, i.e.,
Idyn(f) = sup
g∈C2
(
[0,T0],R2
){Φf (g)}.
Proof of Theorem 2.2. For x ∈ R2 with Iini(x) < +∞, if sx < 0, then
Iini(x) ≥ sup
y:iy=0
{
y · x− log
(
1− p0 − p1 + e
syp0 + e
iyp1
)}
= lim
sy→−∞
[
sxsy − log
(
1− p0 + e
syp0
)]
= +∞,
which is contradictory. Hence, sx ≥ 0. For the same reason, sy ≥ 0. If sx + sy > 1,
then
Iini(x) ≥ sup
y:iy=sy
{
y · x− log
(
1− p0 − p1 + e
syp0 + e
iyp1
)}
≥ lim
c→+∞
[
c(sx + ix)− log
(
1 + (ec − 1)(p0 + p1)
)]
.
Let β1(c) = c(sx+ix)−log
(
1+(ec−1)(p0+p1)
)
, then limc→+∞ ddcβ1(c) = sx+sy−1 >
0, hence
Iini(x) ≥ lim
c→+∞
[
c(sx + ix)− log
(
1 + (ec − 1)(p0 + p1)
)]
= +∞,
which is contradictory. Hence, sx + sy ≤ 1. Let β2(y) = y · x − log
(
1 − p0 − p1 +
esyp0 + e
iyp1. When sx > 0, sy > 0 and sx + sy < 1, since β2(y) = y · x − log
(
1 −
p0− p1+ e
syp0+ e
iyp1
)
is concave with respect to each coordinate sy and iy, β2 gets
its maximum at y0 given by
∂
∂sy
β2(y0) =
∂
∂iy
β2(y0) = 0, i,e,
sy0 = log
[sx(1− p0 − p1)
p0(1− sx − sy)
]
and iy0 = log
[ ix(1− p0 − p1)
p1(1− sx − sy)
]
.
Hence,
Iini(x) = β2(y0) = sx log
sx
p0
+ ix log
ix
p1
+ (1− sx − ix) log
1− sx − ix
1− p0 − p1
.
The proof of Iini(x) = sx log
sx
p0
+ ix log
ix
p1
+ (1 − sx − ix) log
1−sx−ix
1−p0−p1 for the case
where sxix(1− sx − ix) = 0 is similar. We omit the details.
For f ∈ B with Idyn(f) < +∞, if st(f) is not absolutely continuous, then there
exists ǫ > 0 such that for any integer n ≥ 1, there exists 0 ≤ a1,n < b1,n < a2,n <
b2,n < . . . < akn,n < bkn,n ≤ T0 such that
∑kn
i=1(bi,n − ai,n) ≤
1
n
and
kn∑
i=1
|sbi,n(f)− sai,n(f)| = −
kn∑
i=1
(sbi,n(f)− sai,n(f)) ≥ ǫ.
For any m > 0, let Km,nt be defined as K
m,n
s = −m when s ∈ [ai,n, bi,n) for some
1 ≤ i ≤ kn and K
m,n
s = 0 otherwise. For given m,n and any l ≥ 1, let gl ∈
7
C2
(
[0, T0],R
2
)
such that it(g
l) = 0 and liml→+∞ st(gl) = K
m,n
t for all 0 ≤ t ≤ T0.
For f ∈ B, s(f) and i(f) + s(f) are both decreasing and hence are both bounded
variation functions. Then,
fT0 · g
l
T0
− f0 · g
l
0 −
∫ T0
0
ft · (g
l
t)
′dt =
∫ T0
0
st(g
l)dst(f)
and therefore
lim
l→+∞
Φf (g
l) ≥
∫ T0
0
K
m,n
t dst(f)−
1
n
λ(Eρ)em‖f‖2 ≥ mǫ−
1
n
λ(Eρ)em‖f‖2.
Then, Idyn(f) ≥ liml→+∞Φf (gl) ≥ mǫ − 1nλ(Eρ)e
m‖f‖2. Since n is arbitrary,
Idyn(f) ≥ mǫ. Since m is arbitrary, Idyn(f) = +∞, which is contradictory. There-
fore, st(f) is absolutely continuous. The proof of absolute continuity of it(f)+ st(f)
is similar. Only one detail should be modified that we let st(g
l) = it(g
l) such
that liml→+∞ st(gl) = K
m,n
t in this case. We omit the details. As a result,
st(f), it(f) + st(f) are both absolutely continuous and hence f is absolutely con-
tinuous.
For f ∈ B with Idyn(f) < +∞, since f is absolutely continuous,
Φf (g) =
∫ T0
0
gt · f
′
tdt−
∫ T0
0
(
egt·l1 − 1
)
it(f) + λ(Eρ)
(
egt·l2 − 1
)
st(f)it(f)dt.
For f ∈ B, s′t(f),
(
it(f)+st(f)
)′
≤ 0 while it(f) = 0 implies that
(
it(f)+st(f)
)′
= 0
and st(f) = 0 implies that s
′
t(f) = 0, hence there exists h1(t), h2(t) ∈ [0,+∞) such
that they are the solution of{
s′t(f) = −h2(t)λ(Eρ)it(f)st(f),
i′t(f) = −h1(t)it(f) + h2(t)λ(Eρ)it(f)st(f).
Let hn1 ∈ C
2
(
[0, T0],R
)
such that hn1 (t) > 0 for all t ∈ [0, T0] while
lim
n→+∞
∫ T0
0
|hn1 (t)− h1(t)|dt = 0
and hn2 ∈ C
2
(
[0, T0],R
)
such that hn2 (t) > 0 for all t ∈ [0, T0] while
lim
n→+∞
∫ T0
0
|hn2 (t)− h2(t)|dt = 0,
then we define ψn ∈ C2
(
[0, T0],R
2
)
such that st(ψ
n) and it(ψ
n) satisfies hn1 (t) =
8
exp
{
− it(ψ
n)
}
and hn2 (t) = exp
{
it(ψ
n)− st(ψ
n)
}
for all t ∈ [0, T0]. As a result,
Idyn(f) ≥ lim
n→+∞Φf (ψ
n)
= lim
n→+∞
∫ T0
0
ψnt · f
′
tdt
−
∫ T0
0
h1(t)it(f)− it(f) + λ(Eρ)h2(t)st(f)it(f)− λ(Eρ)st(f)it(f)dt
=
∫ T0
0
Lt(f) + (it(f) + st(f))
′ + it(f) + s′t(f) + λ(Eρ)it(f)st(f)dt
according to the definition of ψn and Lt(f).
On the other hand, for any g ∈ C2
(
[0, T0],R
)
,
Φf (g) ≤
∫ T0
0
sup
θ∈R2
{
θ · f ′t −
(
eθ·l1 − 1
)
it(f)− λ(Eρ)
(
eθ·l2 − 1
)
st(f)it(f)
}
dt
=
∫ T0
0
Lt(f) + (it(f) + st(f))
′ + it(f) + s′t(f) + λ(Eρ)it(f)st(f)dt
and hence
Idyn(f) ≤
∫ T0
0
Lt(f) + (it(f) + st(f))
′ + it(f) + s′t(f) + λ(Eρ)it(f)st(f)dt.
Therefore,
Idyn(f) =
∫ T0
0
Lt(f) + (it(f) + st(f))
′ + it(f) + s′t(f) + λ(Eρ)it(f)st(f)dt
and the proof is complete.
According to a non-rigorous mean-field analysis, Snt → S
n
t − 1 at rate
λ
n
∑
i:ηt(i)=0
∑
j:ηt(j)=1
ρ(i, j) ≈
λ
n
Snt I
n
t (Eρ).
To give this mean-field analysis a rigorous description, we define
γ(C,D) =
∑
i∈C
∑
j∈D
ρ(i, j)
for any C,D ⊆ Cn such that C
⋂
D = ∅ and
δn = sup
{∣∣γ(C,D)− |C||D|(Eρ)∣∣
n2
: C,D ⊆ Cn, C
⋂
D = ∅
}
,
where |C| is the cardinality of C. Then, we have the following lemma.
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Lemma 3.1. For any ǫ > 0,
lim
n→+∞
1
n
log P (δn > ǫ) = −∞.
Proof. According to Markov’s inequality, for any θ > 0 and C,D ∈ Cn such that
C
⋂
D = ∅,
P
(
γ(C,D)− |C||D|(Eρ) ≥ n2ǫ
)
≤ e−θn
2ǫ
[
Eeθ(ρ−Eρ)
]|C||D|
.
According to Jensen’ inequality, Eeθ(ρ−Eρ) ≥ eθE(ρ−Eρ) = 1 and hence
P
(
γ(C,D) − |C||D|(Eρ) ≥ n2ǫ
)
≤ e−θn
2ǫ
[
Eeθ(ρ−Eρ)
]n2
=
[
e−θǫEeθ(ρ−Eρ)
]n2
.
According to our assumption of ρ, e−θǫEeθ(ρ−Eρ) is well-defined and differentiable
for θ ∈ (−∞, α). Since e−0ǫEe0(ρ−Eρ) = 1 and
d
dθ
e−θǫEeθ(ρ−Eρ)
∣∣∣
θ=0
= −ǫ < 0,
there exists θ1 > 0 such that e
−θ1ǫEeθ1(ρ−Eρ) < 1 and
P
(
γ(C,D)− |C||D|(Eρ) ≥ n2ǫ
)
≤
[
e−θ1ǫEeθ1(ρ−Eρ)
]n2
.
Follows from a similar analysis, there exists θ2 > 0 such that e
−θ2ǫEe−θ2(ρ−Eρ) < 1
and
P
(
γ(C,D) − |C||D|(Eρ) ≤ −n2ǫ
)
≤
[
e−θ2ǫEe−θ2(ρ−Eρ)
]n2
.
Therefore, there exists θ3 > 0 such that
P
(∣∣γ(C,D)− |C||D|(Eρ)∣∣ ≥ n2ǫ) ≤ 2e−θ3n2
for any C,D ⊆ Cn such that C
⋂
D = ∅. Since the number of subsets of Cn is 2
n,
P
(
δn ≥ ǫ
)
≤ 2e−θ3n
2
4n
and hence
lim
n→+∞
1
n
logP (δn > ǫ) ≤ log 4− lim
n→+∞nθ3 = −∞.
Our strategy of the proof of Equation (2.1) is inspired by those introduced in [6]
and [13], where an exponential martingale will be introduced. To give this mar-
tingale, we recall some properties of Markov processes. Let Ωn be generator of
{ηnt }t≥0 defined as in Section 1 and C2,1
(
[0, T0] × {1, 0,−1}
Cn
)
be the set of func-
tions f : [0, T0] × {1, 0,−1}
Cn → R such that f(t, η) has continuous second-order
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partial derivative with respect to the coordinate t and has continuous partial deriva-
tive with respect to the coordinate η(i) for all 1 ≤ i ≤ n, then {Mt(f)}0≤t≤T0
defined as
Mt(f) = f(t, η
n
t )− f(0, η
n
0 )−
∫ t
0
(
∂
∂u
+Ωn)f(u, η
n
u)du (3.1)
is a martingale for any f ∈ C2,1
(
[0, T0]× {1, 0,−1}
Cn
)
and
<M(f1),M(f2) >t=
∫ t
0
Ωn(f1f2)− f1Ωnf2 − f2Ωnf1du (3.2)
for any f1, f2 ∈ C
2,1
(
[0, T0]× {1, 0,−1}
Cn
)
.
For any g ∈ C2
(
[0, T0],R
2
)
, let
fg(t, η) = it(g)
n∑
i=1
1{η(i)=1} + st(g)
n∑
i=1
1{η(i)=0},
then fg(t, η
n
t ) = it(g)I
n
t + st(g)S
n
t = gt ·
(
Snt , I
n
t
)T
. We further define
Hg(t, η
n
t ) = e
fg(t,ηnt ) and Λnt (g) =
Hg(t, η
n
t )
Hg(0, η
n
0 )
exp
(
−
∫ t
0
( ∂
∂u
+Ωn)Hg(u, η
n
u)
Hg(u, ηnu)
du
)
,
then we have the following lemma.
Lemma 3.2. For any ω ∈ X and g ∈ C2
(
[0, T0],R
2
)
, {Λnt (g)}0≤t≤T0 is a martingale
with expectation 1 under the quenched measure Pωλ,n.
Proof. According to Ito’s formula,
dΛnt (g) =
exp
(
−
∫ t
0
( ∂
∂u
+Ωn)Hg(u,ηnu )
Hg(u,ηnu )
du
)
Hg(0, η
n
0 )
dMt(Hg), (3.3)
whereMt(Hg) is defined as in Equation (3.1) and hence {Mt(Hg)}0≤t≤T0 is a mar-
tingale. Therefore, {Λnt (g)}0≤t≤T0 is a local martingale. Since Snt , Int ≤ n for any
t ≥ 0, {Λnt (g)}0≤t≤T0 are uniformly bounded, which ensures that this local martin-
gale is a martingale.
By Lemma 3.2, we define P̂ω,gλ,n as the quenched measure such that
dP̂
ω,g
λ,n
dPωλ,n
= ΛnT0(g)
for any ω ∈ X and g ∈ C2
(
[0, T0],R
2
)
. We further define P̂ gλ,n as the annealed
measure such that
P̂
g
λ,n(·) =
∫
X
P̂
ω,g
λ,n (·)P (dω).
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For a ≥ 0, we use ⌊a⌋ to denote the largest integer not exceeding a. For x, y ≥ 0
such that x+ y ≤ 1, we define
P̂
g,x,y
λ,n (·) = P̂
g
λ,n
(
·
∣∣∣Sn0 = ⌊nx⌋, In0 = ⌊ny⌋).
Then, we have the following lemma, which is crucial for the proof of Equation (2.1).
Lemma 3.3. For any x, y ≥ 0 such that x + y ≤ 1 and any g ∈ C2
(
[0, T0],R
2
)
,
{
(Snt
n
,
Int
n
)T
}0≤t≤T0 converges in P̂
g,x,y
λ,n -probability to the solution
{x˜t = (s˜t, i˜t)
T : 0 ≤ t ≤ T0}
to the ODE 
d
dt
s˜t = −e
it(g)−st(g)λ(Eρ)s˜t˜it,
d
dt
i˜t = −e
−it(g)˜it + eit(g)−st(g)λ(Eρ)s˜t˜it,
(s˜0, i˜0) = (x, y).
Proof. For 0 ≤ t ≤ T0, we define
M̂t(Hg) =
∫ t
0
1
Hg(u−, ηnu−)
dMu(Hg),
then by Equation (3.3),
dΛnt (g) = Λ
n
t−(g)dM̂t(Hg). (3.4)
According to Equation (3.4) and Theorem 3.2 of [10], which is a generalized version
of Girsanov’s thoerem, for any martingale {Mt}0≤t≤T0 under Pωλ,n,
{M˜t =Mt− < M,M̂(Hg) >t: 0 ≤ t ≤ T0}
is a martingale under P̂ω,gλ,n and [M˜, M˜ ] = [M,M ] under both P
ω
λ,n and P̂
ω,g
λ,n .
Let f1(η) =
∑n
i=1 1{η(i)=0} and f2(η) =
∑n
i=1 1{η(i)=1}, then, as we have recalled,
{Mt(f1)}0≤t≤T0 and {Mt(f2)}0≤t≤T0 are martingales under Pωλ,n, where
Mt(f1) = S
n
t − ⌊nx⌋ −
∫ t
0
Ωnf1(η
n
u)du
and
Mt(f2) = I
n
t − ⌊ny⌋ −
∫ t
0
Ωnf2(η
n
u)du.
Then, by the definition of Ωn and direct calculation,
Snt = ⌊nx⌋ −
λ
n
∫ t
0
γ(Snu ,I
n
u )du+Mt(f1),
Int = ⌊ny⌋+
λ
n
∫ t
0
γ(Snu ,I
n
u )du−
∫ t
0
Inudu+Mt(f2),
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where Snu = {i : η
n
u(i) = 0} and I
n
u = {i : η
n
u(i) = 1}. We define
M˜t(f1) =Mt(f1)− <M(f1),M̂(Hg) >t
and
M˜t(f2) =Mt(f2)− <M(f2),M̂(Hg) >t,
then, as we have recalled, {M˜t(f1)}0≤t≤T0 and {M˜t(f2)}0≤t≤T0 are both martingales
under P̂ω,gλ,n and
Snt = ⌊nx⌋ −
λ
n
∫ t
0
γ(Snu ,I
n
u )du+ M˜t(f1)+ <M(f1),M̂(Hg) >t,
Int = ⌊ny⌋+
λ
n
∫ t
0
γ(Snu ,I
n
u )du−
∫ t
0
Inudu+ M˜t(f2)+ <M(f2),M̂(Hg) >t .
By Equation (3.2) and direct calculation,
d <M(f1),M̂(Hg) >t=
1
Hg(t−, ηnt−)
d <M(f1),M(Hg) >t
= −
Hg(t−, η
n
t−)
Hg(t−, ηnt−)
(
eit(g)−st(g) − 1
)λ
n
γ(Snt ,I
n
t )dt = −
(
eit(g)−st(g) − 1
)λ
n
γ(Snt ,I
n
t )dt.
According to a similar calculation,
d <M(f1),M̂(Hg) >t=
[
− (e−it(g) − 1)Int + (e
it(g)−st(g) − 1)
λ
n
γ(Snt ,I
n
t )
]
dt.
As a result,
Snt
n
=
⌊nx⌋
n
−
λ
n2
∫ t
0
eiu(g)−su(g)γ(Snu ,I
n
u )du+
1
n
M˜t(f1) (3.5)
=
⌊nx⌋
n
−
∫ t
0
λeiu(g)−su(g)
(Snu
n
Inu
n
(Eρ) + εnu
)
du+
1
n
M˜t(f1)
and
Int
n
=
⌊ny⌋
n
+
∫ t
0
−e−iu(g)
Inu
n
+
λ
n2
eiu(g)−su(g)γ(Snu ,I
n
u )du+
1
n
M˜t(f2) (3.6)
=
⌊ny⌋
n
+
∫ t
0
−e−iu(g)
Inu
n
+ λeiu(g)−su(g)
(Snu
n
Inu
n
(Eρ) + εnu
)
du+
1
n
M˜t(f2),
where εnu =
γ(Snu ,Inu )−(Eρ)Snu Inu
n2
.
As a result, to prove Lemma 3.3, we only need to show that sup0≤u≤T0 |ε
n
u| con-
verges in P̂ gλ,n-probability to 0 and sup0≤t≤T0 |
1
n
M˜t(fi)| converges in P̂
g
λ,n-probability
to 0 for i = 1, 2.
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Since Snt , I
n
t ≤ n, there exists K2 ∈ (0,+∞) not depending on n, ω such Λ
n
t (g) ≤
eK2n for all 0 ≤ t ≤ T0. Therefore,
P̂
g
λ,n
(
sup
0≤u≤T0
|εnu| ≥ ǫ
)
≤ eK2nPλ,n
(
sup
0≤u≤T0
|εnu| ≥ ǫ
)
. (3.7)
Since |Snt | = S
n
t and |I
n
t | = I
n
t , sup0≤u≤T0 |ε
n
u| converges in P̂
g
λ,n-probability to 0
according to Equation (3.7) and Lemma 3.1.
To prove sup0≤t≤T0 |
1
n
M˜t(fi)| converges in P̂
g
λ,n-probability to 0 for i = 1, 2, we
only need to show that
[
1
n
M˜(fi),
1
n
M˜(fi)]T0 =
1
n2
[M˜(fi),M˜(fi)]T0
converges in P̂ gλ,n-probability to 0 for i = 1, 2. As we have recalled, [M˜(fi),M˜(fi)] =
[M(fi),M(fi)]. Since S
n
t , I
n
t ≤ n, there exists K3,K4 ∈ (0,+∞) not depending on
n, ω such that {[M(fi),M(fi)]t}0≤t≤T0 is stochastically dominated from above by
{K4YnK3t}0≤t≤T0 under Pωλ,n, where {Yt}t≥0 is a Poison process with rate 1. Then,
for any ǫ > 0,
Pλ,n
( 1
n2
[M(fi),M(fi)]T0 ≥ ǫ
)
≤ e−n
2ǫEeK4YnK3T0 = e−n
2ǫe(e
K4−1)nK3T0
and hence
P̂
g
λ,n
( 1
n2
[M˜(fi),M˜(fi)]T0 ≥ ǫ
)
≤ e−n
2ǫe(e
K4−1)nK3T0eK2n.
Therefore, [ 1
n
M˜(fi),
1
n
M˜(fi)]T0 converges in P̂
g
λ,n-probability to 0 for i = 1, 2 and
the proof is complete.
At the end of this section, we give the proof of Equation (2.1).
Proof of Equation (2.1). If infO
⋂B(Iini(f0) + Idyn(f)) = +∞, then the conclusion
is trivial, so we only deal with the case where infO
⋂B(Iini(f0) + Idyn(f)) < +∞.
For any ǫ > 0, there exists f ǫ ∈ O
⋂
B such that
Iini(f
ǫ
0) + Idyn(f
ǫ) < inf
O
⋂B
(Iini(f0) + Idyn(f)) + ǫ.
Hence, by Theorem 2.2, s0(f
ǫ) ≥ 0, i0(f
ǫ) ≥ 0 and s0(f
ǫ) + i0(f
ǫ) ≤ 1 while f ǫ is
absolutely continuous. As we have shown in the proof of Theorem 2.2, there exists
hǫ1(t), h
ǫ
2(t) ≥ 0 such that{
s′t(f ǫ) = −hǫ2(t)λ(Eρ)it(f
ǫ)st(f
ǫ),
i′t(f ǫ) = −hǫ1(t)it(f
ǫ) + hǫ2(t)λ(Eρ)it(f
ǫ)st(f
ǫ).
Similarly with that in the proof of Theorem 2.2, we let hn1 ∈ C
2
(
[0, T0],R
)
such that
hn1 (t) > 0 for all t ∈ [0, T0] while
lim
n→+∞
∫ T0
0
|hn1 (t)− h
ǫ
1(t)|dt = 0
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and hn2 ∈ C
2
(
[0, T0],R
)
such that hn2 (t) > 0 for all t ∈ [0, T0] while
lim
n→+∞
∫ T0
0
|hn2 (t)− h
ǫ
2(t)|dt = 0
and define gn ∈ C2
(
[0, T0],R
2
)
such that st(g
n) and it(g
n) satisfies
hn1 (t) = exp
{
− it(g
n)
}
and hn2 (t) = exp
{
it(g
n)− st(g
n)
}
for all t ∈ [0, T0]. Then we define f
n ∈ C2
(
[0, T0],R
2
)
as the solution to the ODE
s′t(fn) = −hn2 (t)λ(Eρ)it(f
n)st(f
n),
i′t(fn) = −hn1 (t)it(f
n) + hn2 (t)λ(Eρ)it(f
n)st(f
n),
(s0(f
n), i0(f
n)) = (s0(f
ǫ), i0(f
ǫ)).
Then, according to our assumptions of hn1 , h
n
2 and Grownwall’s inequality, (f
n)′
converges to (f ǫ)′ in L1
(
[0, T0],R
2
)
while fn converges to f ǫ uniformly on [0, T0].
Note that the definition of fn ensures that fn ∈ B. Since gn ∈ C2
(
[0, T0],R
2
)
,
according to a similar analysis with that in the proof of Theorem 2.2,
Idyn(f
n) = Φfn(g
n)
=
∫ T0
0
Lt(f
n) + (it(f
n) + st(f
n))′ + it(fn) + s′t(f
n) + λ(Eρ)it(f
n)st(f
n)dt
and hence
lim
n→+∞ Idyn(f
n) = Idyn(f
ǫ).
Therefore, there exists n1 ≥ 1 such that |Idyn(f
n1)− Idyn(f)| < ǫ and f
n1 ∈ O
⋂
B.
According to the definition of gn1 and fn1 ,
d
dt
st(f
n1) = −eit(g
n1 )−st(gn1 )λ(Eρ)st(fn1)it(fn1),
d
dt
it(f
n1) = −e−it(gn1 )it(gn1) + eit(g
n1 )−st(gn1 )λ(Eρ)st(fn1)it(fn1),
(s0(f
n1), i0(f
n1)) = (s0(f
ǫ), i0(f
ǫ)).
Therefore, according to Lemma 3.3, ϑn converges in P̂
gn1 ,s0(fǫ),i0(fǫ)
λ,n -probability to
fn1 as n→ +∞.
By direct calculation,
ΛnT0(g
n1) = exp
{
nϑnT0 · g
n1
T0
− nϑn0 · g
n1
0 −
∫ T0
0
nϑnt · (g
n1
t )
′dt
−
∫ T0
0
(
eg
n1
t ·l1 − 1
)
Int +
(
eg
n1
t ·l2 − 1
)λ
n
γ(Snt ,I
n
t )dt
}
.
Let δn be defined as before Lemma 3.1. According to the above expression of
ΛnT0(g
n1), for given ǫ > 0, there exists δ0 > 0 not depending on n such that
ΛnT0(g
n1) ≤ exp
{
n(Φfn1 (g
n1) + ǫ+
‖gn1‖
n
)
}
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conditioned on ϑn ∈ B(fn1 , δ0) and δn ≤ δ0, where B(f
n1 , r) is the ball concen-
trated on fn1 with radius r. Since O is open, we can further assume that δ0 makes
B(fn1, δ0) ⊆ O. As a result,
Pλ,n
(
ϑn ∈ O
)
≥ Pλ,n
(
ϑn ∈ B(fn1, δ0), δn ≤ δ0, S
n
0 = ⌊ns0(f
ǫ)⌋, In0 = ⌊ni0(f
ǫ)⌋
)
= Êg
n1
λ,n
[ 1
ΛnT0(g
n1)
1{ϑn∈B(fn1 ,δ0),δn≤δ0,Sn0=⌊ns0(fǫ)⌋,In0 =⌊ni0(fǫ)⌋}
]
≥ exp
{
− n(Φfn1 (g
n1) + ǫ+
‖gn1‖
n
)
}
P̂
gn1 ,s0(fǫ),i0(fǫ)
λ,n
(
ϑn ∈ B(fn1 , δ0), δn ≤ δ0
)
× P̂ g
n1
λ,n
(
Sn0 = ⌊ns0(f
ǫ)⌋, In0 = ⌊ni0(f
ǫ)⌋
)
.
As we have shown, ϑn converges in P̂
gn1 ,s0(fǫ),i0(fǫ)
λ,n -probability to f
n1 as n → +∞.
Further, according to the analysis in the proof of Lemma 3.3, δn converges in
P̂
gn1 ,s0(fǫ),i0(fǫ)
λ,n -probability to 0 as n→ +∞. Therefore,
lim
n→+∞ P̂
gn1 ,s0(fǫ),i0(fǫ)
λ,n
(
ϑn ∈ B(fn1 , δ0), δn ≤ δ0
)
= 1
and
lim inf
n→+∞
1
n
log Pλ,n
(
ϑn ∈ O
)
≥
−Φfn1 (g
n1)− ǫ+ lim
n→+∞
1
n
log P̂ g
n1
λ,n
(
Sn0 = ⌊ns0(f
ǫ)⌋, In0 = ⌊ni0(f
ǫ)⌋
)
.
Since {Λnt (g
n1)}0≤t≤T0 is an exponential martingale with Λn0 (g
n1) = 1, ϑn0 have the
same distribution under P̂ g
n1
λ,n and Pλ,n. As a result, according to Assumption A,
Theorem 2.2 and Strling’s formula,
lim
n→+∞
1
n
log P̂ g
n1
λ,n
(
Sn0 = ⌊ns0(f
ǫ)⌋, In0 = ⌊ni0(f
ǫ)⌋
)
= lim
n→+∞
1
n
logPλ,n
(
Sn0 = ⌊ns0(f
ǫ)⌋, In0 = ⌊ni0(f
ǫ)⌋
)
= lim
n→+∞
1
n
log
{(
n
⌊ns0(f ǫ)⌋
)(
n− ⌊ns0(f
ǫ)⌋
⌊ni0(f ǫ)⌋
)
p
⌊ns0(fǫ)⌋
0
× p
⌊ni0(fǫ)⌋
1 (1− p0 − p1)
n−⌊ns0(fǫ)⌋−⌊ni0(fǫ)⌋
}
= −
(
s0(f
ǫ) log
s0(f
ǫ)
p0
+ i0(f
ǫ) log
i0(f
ǫ)
p1
+ (1− s0(f
ǫ)− i0(f
ǫ)) log
1− s0(f
ǫ)− i0(f
ǫ)
1− p0 − p1
)
= −Iini(f
ǫ
0).
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Therefore,
lim inf
n→+∞
1
n
log Pλ,n
(
ϑn ∈ O
)
≥ −Φfn1 (g
n1)− ǫ− Iini(f
ǫ
0)
= −Idyn(f
n1)− Iini(f
ǫ
0)− ǫ ≥ −Idyn(f
ǫ)− Iini(f
ǫ
0)− 2ǫ
≥ − inf
O
⋂B
(Iini(f0) + Idyn(f))− 3ǫ.
Since ǫ is arbitrary, the proof is complete.
Remark. We think that the strategy of the above proof of Equation (2.1) can be uti-
lized in the study of large deviations for some other density-dependent Markov pro-
cesses. Roughly speaking, the core idea of the proof is to show that ϑn converges to f
under P̂ g and consequently the rate function I(f) satisfies nI(f) ≈ − log dP
dP̂ g
∣∣∣
ϑn=f
,
where
f ′ = l1eg·l1H1(f) + l2eg·l2H2(f)
while nHi(ft) is nearly the rate at which ϑ
n flips from nft to nft+ li. Similarly, for
a density-dependent Markov process {Xnt }t≥0 with parameters {Fl}l∈A, let
I(f) = sup
g∈C2
(
[0,T0],Rd
) {fT0 · gT0 − f0 · g0 − ∫ T0
0
ft · g
′
tdt
−
∫ T0
0
∑
l∈A
(
egt·l − 1
)
Fl(ft)dt
}
.
If one could show that I(f) < +∞ implies that there exists g such that
f ′ =
∑
l∈A
leg·lFl(f),
which is an analogue of Theorem 2.2 and intuitively holds according to a non-
rigorous variational method, then the large deviation principle of {
Xnt
n
}0≤t≤T0 with
rate function I would hold according to the above strategy. We guess that this
analysis may work for all the cases where A is finite and {Fl}l∈A are bounded and
smooth. However, we have not yet found a rigorous proof of the above analogue
of Theorem 2.2 for these general cases. We will work on this question as a further
investigation.
4 The proof of Equation (2.2)
In this section we give the proof of Equation (2.2). First we show that this equation
holds for compact sets.
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Lemma 4.1. For any compact set C ⊆ D
(
[0, T0],R
2
)
,
lim sup
n→+∞
1
n
logPλ,n
(
ϑn ∈ C
)
≤ − inf
f∈C⋂B
(
Idyn(f) + Iini(f0)
)
.
Proof. Let β2,x(y) = y·x−log
(
1−p0−p1+e
syp0+e
iyp1, then Iini(x) = supy∈R2 β2,x(y).
For any ǫ > 0, by Lemma 3.1 and the fact that ϑ ∈ B almost surely,
lim sup
n→+∞
1
n
log Pλ,n
(
ϑn ∈ C
)
= lim sup
n→+∞
1
n
logPλ,n
(
ϑn ∈ C
⋂
B, δn ≤ ǫ
)
. (4.1)
For any g ∈ C2
(
[0, T0],R
2
)
and y ∈ R2, by the expression of ΛnT0(g) given in Section
3, conditioned on ϑn ∈ C
⋂
B and δn ≤ ǫ,
eny·ϑ
n
0ΛnT0(g) ≥ exp
{
n
[
inf
f∈C⋂B
(
y · f0 +Φf (g)
)
− λǫe‖g‖+1
]}
.
Hence, by Lemma 3.2, for any g ∈ C2
(
[0, T0],R
2
)
and y ∈ R2,
Eλ,ne
ny·ϑn0 = Eλ,n
(
eny·ϑ
n
0Λn0 (g)
)
= Eλ,n
(
eny·ϑ
n
0ΛnT0
)
≥ Eλ,n
(
eny·ϑ
n
0ΛnT01{ϑn∈C
⋂B,δn≤ǫ}
)
≥ exp
{
n
(
inf
f∈C⋂B
(
y · f0 +Φf (g)
)
− λǫe‖g‖+1
)}
× Pλ,n
(
ϑn ∈ C
⋂
B, δn ≤ ǫ
)
.
By Assumption A, Eλ,ne
ny·ϑn0 = en log
(
1−p0−p1+esyp0+eiyp1
)
, hence,
lim sup
n→+∞
1
n
log Pλ,n
(
ϑn ∈ C
⋂
B, δn ≤ ǫ
)
≤ − inf
f∈C⋂B
(
y · f0 +Φf (g)
)
+ log
(
1− p0 − p1 + e
syp0 + e
iyp1
)
+ λǫe‖g‖+1
= − inf
f∈C⋂B
(
β2,f0(y) + Φf (g)
)
+ λǫe‖g‖+1.
By Equation (4.1),
lim sup
n→+∞
1
n
log Pλ,n
(
ϑn ∈ C
)
≤ − inf
f∈C⋂B
(
β2,f0(y) + Φf (g)
)
+ λǫe‖g‖+1
and hence
lim sup
n→+∞
1
n
log Pλ,n
(
ϑn ∈ C
)
≤ − inf
f∈C⋂B
(
β2,f0(y) + Φf (g)
)
since ǫ is arbitrary. Since g and y are arbitrary,
lim sup
n→+∞
1
n
log Pλ,n
(
ϑn ∈ C
)
≤ − sup
y,g
inf
f∈C⋂B
(
β2,f0(y) + Φf (g)
)
. (4.2)
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Since β2,f0(y) +Φf (g) is concave with (g, y) while convex with f and C is compact,
according to the minimax theorem given in [12],
sup
y,g
inf
f∈C⋂B
(
β2,f0(y) + Φf (g)
)
= inf
f∈C⋂B
sup
y,g
(
β2,f0(y) + Φf (g)
)
. (4.3)
For given f ,
sup
y,g
(
β2,f0(y) + Φf (g)
)
= sup
y
β2,f0(y) + sup
g
Φf (g) = Iini(f0) + Idyn(f)
and hence Lemma 4.1 follows from Equations (4.2) and (4.3).
At the end of this section, we give the proof of Equation (2.2).
Proof of Equation (2.2). By Lemma 4.1, we only need to show that {ϑn}n≥1 is ex-
ponential tight, which is equivalent to the following two properties (see the main
theorem of [9]).
(1)
lim sup
M→+∞
lim sup
n→+∞
1
n
log Pλ,n
(
‖ϑn‖ > M
)
= −∞.
(2) For any ǫ > 0,
lim sup
δ→0
lim sup
n→+∞
1
n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|
Int+τ − I
n
τ
n
|+ |
Snt+τ − S
n
τ
n
| > ǫ
)
= −∞,
where T0 is the set of stopping times of {η
n
t }0≤t≤T0 with upper bound T0.
To check Property (1), note that Snt + I
n
t ≤ n implies that
Pλ,n
(
‖ϑn‖ > 1
)
= 0,
Property (1) follows from which directly.
Now we only need to check Property (2). By Lemma 3.1, we only need to check
(2˙):
lim sup
δ→0
lim sup
n→+∞
1
n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|
Int+τ − I
n
τ
n
|+ |
Snt+τ − S
n
τ
n
| > ǫ, δn ≤M
)
= −∞
for any M, ǫ > 0. Conditioned on δn ≤ M , S
n
t , I
n
t ≤ n implies that {|I
n
t+τ − I
n
τ | +
|Snt+τ − S
n
τ |}t≥0 is stochastically dominated from above by {2YK5nt}t≥0 for some
K5 = K5(M) ∈ (0,+∞) not depending on n, where {Yt}t≥0 is the Poisson process
with rate 1. Therefore, by Chebyshev’s inequality, for any θ > 0,
Pλ,n
(
sup
0≤t≤δ
|
Int+τ − I
n
τ
n
|+ |
Snt+τ − S
n
τ
n
| > ǫ, δn ≤M
)
≤ P (eθYK5nδ > e
θnǫ
2 ) = e−
θnǫ
2 eK5nδ(e
θ−1)
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and then,
lim sup
δ→0
lim sup
n→+∞
1
n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|
Int+τ − I
n
τ
n
|+ |
Snt+τ − S
n
τ
n
| > ǫ, δn ≤M
)
≤ −
θǫ
2
,
Property (2˙) follows from which since θ is arbitrary and hence Property (2) holds.
Since Properties (1) and (2) hold, {ϑn}n≥1 is exponential tight. Consequently,
Equation (2.2) follows from Lemma 4.1.
5 The outline of proof of Theorem 2.4
In this section, we give the outline of the proof of Theorem 2.4. For later use, we
first prove Lemma 2.3 and Theorem 2.5.
Proof of Lemma 2.3. For f ∈ B, we claim that Iini(f0) + Idyn(f) = 0 if and only if
f = x̂, which we will prove at the end of this proof. Consequently, inf{Iini(f0) +
Idyn(f) : f ∈ B and ‖f − x̂‖ ≥ ǫ} > 0 for any ǫ > 0 and Lemma 2.3 follows from
Equation (2.2) directly.
Hence, we only need to prove our claim. By Theorem 2.2, Iini(x) gets minimum 0
when and only when x is the solution to ∂
∂sx
Iini(x) =
∂
∂ix
Iini(x) = 0, i.e, sx = p0, ix =
p1. Then, for f ∈ B satisfying Iini(f0) + Idyn(f) = 0, i.e., Iini(f0) = Idyn(f) = 0, we
have s0(f) = p0 and i0(f) = p1. For such f , since Idyn(f) = 0,
sup{Φf (cg) : c ∈ R} = Φf (0g) = 0
for any given g ∈ C2
(
[0, T0],R
2
)
. Therefore, d
dc
Φf (cg)
∣∣∣
c=0
= 0, i.e,
∫ T0
0
(
f ′t − l1it(f)− l2λ(Eρ)st(f)it(f)
)
· gtdt = 0
for any g ∈ C2
(
[0, T0],R
2
)
, where l1 = (0,−1)
T , l2 = (−1, 1)
T defined as in Section
2. Therefore, f ′t = l1it(f) + l2λ(Eρ)st(f)it(f) for 0 ≤ t ≤ T0, i.e.,{
s′t(f) = −λ(Eρ)st(f)it(f),
i′t(f) = −it(f) + λ(Eρ)st(f)it(f),
f = x̂ follows from which and the fact that s0(f) = p0, i0(f) = p1.
Proof of Theorem 2.5. For given x ∈ R2, y ∈ R2 \ {(0, 0)T } and any c ∈ R,
(cy) · x−
1
2
(cy)TM0(cy) = c(y · x)−
c2
2
yTM0y
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and hence gets maximum (y·x)
2
2yTM0y
when c = y·x
yTM0y
. Therefore,
Jini(x) = sup{
(y · x)2
2yTM0y
: y 6= (0, 0)T }.
For any y ∈ R2, by Cauchy-Schwartz’s inequality,
|y · x|2 = |(M0y) · (M
− 1
2
0 x)|
2 ≤ yTM0yx
TM−1
0
x
and hence Jini(x) ≤
1
2x
TM−1
0
x. On the other hand, let y0 =M
−1
0 x, then
Jini(x) ≥
(y0 · x)
2
2yT0 M0y0
=
1
2
xTM−1
0
x.
Therefore, Jini(x) =
1
2x
TM−1
0
x.
For f ∈ D
(
[0, T0],R
2
)
satisfying Jdyn(f) < +∞,
Jdyn(f) =
1
2
∫ T0
0
(f ′t − btft)
Tσ−1t (f
′
t − btft)dt
holds as a special example of Equation (2.2) of Reference [13], the proof of which
utilizes Riesz’s representation Theorem to show that Jdyn(f) < +∞ implies that f
is absolutely continuous and there exists ϕ such that
f ′t − btft = σtϕt
while Jdyn(f) =
1
2
∫ T0
0 ϕ
T
t σtϕtdt. Details of this proof could be checked in [13], which
we omit here.
As another preparation work, we need the following lemma, which is an analogue
of Lemma 3.1.
Lemma 5.1. For any ǫ > 0,
lim
n→+∞
n
a2n
log P (
nδn
an
> ǫ) = −∞.
Proof of Lemma 5.1. According to Chebyshev’s’s inequality and similar analysis
with that in the proof of Lemma 3.1, for any C,D ∈ Cn such that C
⋂
D = ∅
and θ > 0,
P
(
γ(C,D)− |C||D|(Eρ) > nanǫ
)
≤ e−θa
2
nǫ
[
Ee
an
n
θ(ρ−Eρ)]n2 .
Since an
n
→ 0, by Taylor’s expansion formula,
Ee
an
n
θ(ρ−Eρ) = 1 +
an
n
θE(ρ− Eρ) +
a2n
2n2
θ2Var(ρ) + o(
a2n
n2
)
= 1 +
a2n
2n2
θ2Var(ρ) + o(
a2n
n2
)
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and hence
P
(
γ(C,D)− |C||D|(Eρ) > nanǫ
)
≤ e−θa
2
nǫ+
a2n
2
[Var(ρ)θ2+o(1)]
according to the fact that 1 + x ≤ ex. Let θ = ǫVar(ρ) , then
P
(
γ(C,D)− |C||D|(Eρ) > nanǫ
)
≤ e
− a
2
nǫ
2
2Var(ρ)
[1+o(1)]
.
Note that o(1) in the above inequality does not rely on C,D. According to a similar
analysis,
P
(
γ(C,D) − |C||D|(Eρ) < −nanǫ
)
≤ e
− a
2
nǫ
2
2Var(ρ)
[1+o(1)]
.
Then, since the number of subsets of Cn is 2
n,
P (
nδn
an
> ǫ) ≤ e4ne
− a
2
nǫ
2
2Var(ρ)
[1+o(1)]
,
Lemma 5.1 follows from which directly since n
a2n
→ 0.
Similarly with that in Section 3, for any g ∈ C2
(
[0, T0],R
2
)
, we define
ζg(t, η) =
an
n
[
it(g)
( n∑
i=1
1{η(i)=1} − n̂it
)
+ st(g)
( n∑
i=1
1{η(i)=0} − nŝt
)]
,
where x̂t = (ŝt, ît)
T defined as in Section 2. Then,
ζg(t, η
n
t ) =
an
n
gt ·
[
(Snt , I
n
t )
T − nx̂t
]
.
We further define Vg(t, η
n
t ) = e
ζg(t,ηnt ) and
Ξnt (g) =
Vg(t, η
n
t )
Vg(0, ηn0 )
exp
(
−
∫ t
0
( ∂
∂u
+Ωn)Vg(u, η
n
u)
Vg(u, ηnu)
du
)
,
then we have the following lemma, which is an analogue of Lemma 3.2.
Lemma 5.2. For any ω ∈ X and g ∈ C2
(
[0, T0],R
2
)
, {Ξnt (g)}0≤t≤T0 is a martingale
with expectation 1 under the quenched measure Pωλ,n.
The proof of Lemma 5.2 is nearly the same as that of Lemma 3.2, which we omit.
According to the definition of Ωn and Taylor’s expansion formula,
Ξnt (g) = exp
{
a2n
n
(
gt · ν
n
t − g0 · ν
n
0 −
∫ t
0
g′u · ν
n
u + (b
n
uν
n
n) · g
n
u
+ λgu · l2(
nεnu
an
) +
1
2
gTu σ
n
ugu +
λ
2
gTu (l2ε
n
ul
T
2 )gudu+ o(1)
)}
, (5.1)
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where εnu =
γ(Snu ,Inu )−(Eρ)Snu Inu
n2
defined as in Section 3,
σnu =
2∑
i=1
liHi(ϑ
n
t )l
T
i =
(
λ(Eρ) I
n
u
n
Snu
n
−λ(Eρ) I
n
u
n
Snu
n
−λ(Eρ) I
n
u
n
Snu
n
λ(Eρ) I
n
u
n
Snu
n
+ I
n
u
n
)
,
and
bnu =
2∑
i=1
li(∇
THi)(ξ
n
u ) =
(
−λ(Eρ)iu(ξ
n) −λ(Eρ)su(ξ
n)
λ(Eρ)iu(ξ
n) λ(Eρ)su(ξ
n)− 1
)
while ξnu is a convex combination of ϑ
n
u and x̂u satisfying H2(ϑ
n
u) − H2(x̂u) =
∇H2(ξ
n
u) · (ϑ
n
u − x̂u), the existence of which follows from Lagrange’s mean value
theorem.
By Lemma 5.2, we define Q̂ω,gλ,n as the quenched measure such that
dQ̂
ω,g
λ,n
dPωλ,n
= ΞnT0(g)
for any ω ∈ X and g ∈ C2
(
[0, T0],R
2
)
. We further define Q̂gλ,n as the annealed
measure such that
Q̂
g
λ,n(·) =
∫
X
Q̂
ω,g
λ,n(·)P (dω).
For x, y ≥ 0 such that x+ y ≤ 1, we define
Q̂
g,x,y
λ,n (·) = Q̂
g
λ,n
(
·
∣∣∣Sn0 = ⌊np0 + anx⌋, In0 = ⌊np1 + any⌋).
Then, we have the following lemma, which is an analogue of Lemma 3.3 and crucial
for the proof of Equation (2.3).
Lemma 5.3. For any x, y ≥ 0 such that x+ y ≤ 1 and any g ∈ C2
(
[0, T0],R
2
)
, νn
converges in Q̂g,x,yλ,n -probability to the solution
{xt = (st, it)
T : 0 ≤ t ≤ T0}
to the ODE {
d
dt
xt = btxt + σtgt,
(s0, i0) = (x, y).
The following proof of Lemma 5.3 is similar with that of Lemma 3.3, where the
generalized version of Girsanov’s theorem is utilized.
Outline of the proof of Lemma 5.3. Since Snt , I
n
t ≤ n, there exists K8 not depending
on n such that Ξnt (g) ≤ e
a2n
n
K8 for all 0 ≤ t ≤ T0, then according to the analysis in
the proofs of Lemmas 2.3, 3.1, 5.1 and Cauchy-Schwartzs’s inequality,
sup
0≤u≤T0
|ϑnu − x̂u|, sup
0≤u≤T0
|εnu|, sup
0≤u≤T0
|bnu − bu| and sup
0≤u≤T0
|σnu − σu|
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converges to 0 in both Pλ,n-probability and Q̂
g,x,y
λ,n -probability as n→ +∞.
Then, by Equation (5.1),
Ξnt (g) = exp
{
a2n
n
(
gt · ν
n
t − g0 · (x, y)
T −
∫ t
0
g′u · ν
n
u + (buν
n
n) · g
n
u
+
1
2
gTu σugudu+ o(1)
)}
(5.2)
under both probability measures.
Similar with that in the proof of Lemma 3.3, we define
ζ1(t, η) =
n∑
i=1
1{η(i)=0} − nŝt and ζ2(t, η) =
n∑
i=1
1{η(i)=1} − n̂it.
Hence, ζ1(t, η
n
t ) = S
n
t − nŝt while ζ2(t, η
n
t ) = I
n
t − n̂it. We further define
Mt(Vg) = Vg(t, η
n
t )− Vg(0, η
n
0 )−
∫ t
0
(
∂
∂u
+Ωn)Vg(u, η
n
u)du,
M̂t(Vg) =
∫ t
0
1
Vg(u−, ηnu−)
dMu(Vg)
for g ∈ C2
(
[0, T0],R
2
)
and
Mt(ζi) = ζi(t, η
n
t )− ζi(0, η
n
0 )−
∫ t
0
(
∂
∂u
+Ωn)ζi(u, η
n
u)du,
M˜t(ζi) =Mt(ζi)− <M(ζi),M̂(Vg) >t
for i = 1, 2.
Then, according to the generalized version of Girsanov’s theorem and a simi-
lar analysis with that in the proof of Lemma 3.3, we have following analogue of
Equations (3.5) and (3.6),{
νnt = ν
n
0 +
∫ t
0 (bu + o(1))ν
n
u + (σu + o(1))gudu+
1
an
(M˜t(ζ1),M˜t(ζ2))
T ,
νn0 =
(⌊np0+anx⌋−np0
an
,
⌊np1+any⌋−np1
an
)T
.
(5.3)
Note that, to obtain Equation (5.3), we should utilize Equation (3.2) and the fact
that εnu, σ
n
u − σu converges to 0 to check that(
<M(ζ1),M̂(Vg) >t, <M(ζ2), M̂ (Vg) >t
)T
= (σt + o(1))gt.
Since the calculation is not difficult but a little tedious, we omit details here.
With Equation (5.3), we only need to show that 1
an
sup0≤t≤T0 |M˜t(ζi)| converges
to 0 in Q̂g,x,yλ,n -probability as n→ +∞ to complete this proof. To check this property,
we only need to show that
1
a2n
[
M˜(ζi),M˜(ζi)
]
T0
=
1
a2n
[
M(ζi),M(ζi)
]
T0
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converges to 0 in Q̂g,x,yλ,n -probability, which holds according to a similar analysis
with that at the end of the proof of Lemma 3.3. In detail, since Snt , I
n
t ≤ n,[
M(ζi),M(ζi)
]
T0
is stochastically dominated from above by K9YnK10T0 under Pλ,n,
where K9,K10 ∈ (0,+∞) does not depend on n and {Yt}t≥0 is the Poisson process
with rate one. Therefore, by chebyshev’s inequality and the fact that ΞnT0(g) ≤
eK8
a2n
n ,
Q̂
g,x,y
λ,n
( 1
a2n
[
M˜(ζi),M˜(ζi)
]
T0
≥ ǫ
)
≤ e−a
2
nǫeK8
a2n
n enK10T0(e
K9−1) → 0
for any ǫ > 0 according to a
2
n
n
→ +∞ and the proof is complete.
Now we give the proof of Equation (2.3), which is similar with that of Equation
(2.1).
Outline of the proof of Equation (2.3). We only need to deal with the case where
inff∈O(Jdyn(f) + Jini(f0)) < +∞. For any ǫ > 0, let f˜ ǫ ∈ O such that
Jdyn(f˜
ǫ) + Jini(f˜
ǫ
0) < inf
f∈O
(Jdyn(f) + Jini(f0)) + ǫ.
Then, according to the analysis in the proof of Theorem 2.5, there exists g˜ǫ such
that
(f˜ ǫ)′t = btf˜
ǫ
t + σtg˜
ǫ
t and Jdyn(f˜
ǫ) =
1
2
∫ T0
0
(g˜ǫ)Tt σtg˜
ǫ
tdt.
For n ≥ 1, let g˜n ∈ C2
(
[0, T0],R
2
)
such that g˜n converges to g˜ǫ in L2-norm and let
f˜n be the solution to the ode{
d
dt
f˜nt = btf˜
n
t + σtg˜
n
t ,
f˜n0 = f˜
ǫ
0.
Then, f˜n converges to f˜ ǫ uniformly on [0, T0] and
Jdyn(f˜
n) =
1
2
∫ T0
0
(g˜n)Tt σtg˜
n
t dt→
1
2
∫ T0
0
(g˜ǫ)Tt σtg˜
ǫ
tdt = Jdyn(f˜
ǫ).
Hence, there exists integer m1 > 1 such that f˜
m1 ∈ O and |Jdyn(f˜
m1)−Jdyn(f˜
ǫ)| < ǫ.
According to Equation (5.1) and the fact that
Jdyn(f˜
m1) =
1
2
∫ T0
0
(g˜m1)Tt σtg˜
m1
t dt
=f˜m1T0 · g˜
m1
T0
− f˜m10 · g˜
m1
0 −
∫ T0
0
f˜m1t · (g˜
m1
t )
′dt
−
∫ T0
0
(btf˜
m1
t ) · g˜
m1
t dt−
1
2
∫ T0
0
(g˜m1t )
Tσtg˜
m1
t dt,
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there exists δ˜ > 0 such that B(f˜m1 , δ˜) ⊆ O and
ΞnT0(g˜
m1) ≤ exp
{a2n
n
(
Jdyn(f˜
m1) + ǫ
)}
conditioned on νn ∈ B(f˜m1 , δ˜), nδn
an
≤ δ˜ and ‖ϑn − x̂‖ ≤ δ˜. As a result,
Pλ,n
(
νn ∈ O
)
≥ e−
a2n
n
(Jdyn(f˜
m1 )+ǫ)Q̂
g˜m1
λ,n
(
νn ∈ B(f˜m1 , δ˜),
nδn
an
≤ δ˜, ‖ϑn − x̂‖ ≤ δ˜
)
.
According to the analysis in the proofs of Lemmas 2.3, 5.1 and the fact that
ΞnT0(g˜
m1) ≤ e
a2n
n
K8 ,
lim
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(nδn
an
> δ˜ or ‖ϑn − x̂‖ > δ˜
)
= −∞.
Hence,
lim inf
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(nδn
an
≤ δ˜, ‖ϑn − x̂‖ ≤ δ˜, νn ∈ B(f˜m1 , δ˜)
)
= lim inf
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(
νn ∈ B(f˜m1 , δ˜)
)
and
lim inf
n→+∞
n
a2n
log Pλ,n
(
νn ∈ O
)
≥ −Jdyn(f˜
m1)−ǫ+lim inf
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(
νn ∈ B(f˜m1 , δ˜)
)
.
(5.4)
By Lemma 5.3, since (f˜m1)′t = btf˜
m1
t + σtg˜
m1
t ,
lim
n→+∞ Q̂
g˜m1 ,s0(f˜ǫ),i0(f˜ǫ)
λ,n
(
νn ∈ B(f˜m1 , δ˜)
)
= 1.
As a result,
lim inf
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(
νn ∈ B(f˜m1 , δ˜)
)
≥ lim inf
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(
νn ∈ B(f˜m1 , δ˜), Sn0 = ⌊np0 + ans0(f˜
ǫ)⌋, In0 = ⌊np1 + ani0(f˜
ǫ)⌋
)
= lim inf
n→+∞
n
a2n
log
[
Q̂
g˜m1 ,s0(f˜ǫ),i0(f˜ǫ)
λ,n
(
νn ∈ B(f˜m1 , δ˜)
)
× Pλ,n
(
Sn0 = ⌊np0 + ans0(f˜
ǫ)⌋, In0 = ⌊np1 + ani0(f˜
ǫ)⌋
)]
= lim inf
n→+∞
n
a2n
log Pλ,n
(
Sn0 = ⌊np0 + ans0(f˜
ǫ)⌋, In0 = ⌊np1 + ani0(f˜
ǫ)⌋
)
.
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For given x, y ∈ R, according to Strling’s formula and the definition of M0 ,
lim inf
n→+∞
n
a2n
log Pλ,n
(
Sn0 = ⌊np0 + anx⌋, I
n
0 = ⌊np1 + any⌋
)
= lim inf
n→+∞
n
a2n
log
[( n
⌊np0 + anx⌋
)(
n− ⌊np0 + anx⌋
⌊np1 + any⌋
)
× p
⌊np0+anx⌋
0 p
⌊np1+any⌋
1 (1− p0 − p1)
n−⌊np0+anx⌋−⌊np1+any⌋
]
= −
1
2
[ 1
p0
x2 +
1
p1
y2 +
(x+ y)2
1− p0 − p1
]
= −
1
2
(x, y)M−1
0
(x, y)T .
Therefore,
lim inf
n→+∞
n
a2n
log Q̂g˜
m1
λ,n
(
νn ∈ B(f˜m1 , δ˜)
)
≥ −
1
2
(f˜ ǫ0)
TM−1
0
f˜ ǫ0 = −Jini(f˜
ǫ
0)
by Theorem 2.5. Then, by Equation (5.4),
lim inf
n→+∞
n
a2n
logPλ,n
(
νn ∈ O
)
≥ −Jdyn(f˜
m1)− ǫ− Jini(f˜
ǫ
0)
≥ −
(
Jdyn(f˜
ǫ) + Jini(f˜
ǫ
0)
)
− 2ǫ
≥ − inf
f∈O
(Jdyn(f) + Jini(f0))− 3ǫ,
Equation (2.3) follows from which directly since ǫ is arbitrary.
The proof of Equation (2.4) is similar with that of Equation (2.2). First we show
that the the Equation holds for compact sets.
Lemma 5.4. For any closed set C ⊆ D
(
[0, T0],R
2
)
,
lim sup
n→+∞
n
a2n
log Pλ,n
(
νn ∈ C
)
≤ − inf
f∈C
(Jdyn(f) + Jini(f0)).
Proof of Lemma 5.4. For any f ∈ D
(
[0, T0],R
2
)
and g ∈ C2
(
[0, T0],R
2
)
, let
Lf (g) = fT0 · gT0 − f0 · g0 −
∫ T0
0
ft · g
′
tdt−
∫ T0
0
(btft) · gtdt−
1
2
∫ T0
0
gTt σtgtdt,
then Jdyn(f) = sup
g∈C2
(
[0,T0],R2
) Lf (g).
By Equation (5.1), for given ǫ > 0, g ∈ C2
(
[0, T0],R
2
)
and compact set C ⊆
D
(
[0, T0],R
2
)
, there exists δ˜2 depending on ǫ, g, C such that
ΞnT0(g) ≥ exp
{a2n
n
(
Lνn(g)− ǫ
)}
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for sufficiently large n conditioned on nδn
an
≤ δ˜2, ‖ϑ
n−x̂‖ ≤ δ˜2 and ν
n ∈ C. Therefore,
for any y ∈ R2, according to the fact that {Ξnt (g)}0≤t≤T0 is a martingale,
Eλ,ne
a2n
n
y·νn0 = Eλ,n
(
e
a2n
n
y·νn0 ΞnT0(g)
)
≥ E
(
e
a2n
n
y·νn0 ΞnT0(g)1{νn∈C,‖ϑn−x̂‖≤δ˜2,nδnan ≤δ˜2}
)
(5.5)
≥ exp
{a2n
n
(
inf
f∈C
{y · fn0 + Lf (g)} − ǫ
)}
Pλ,n
(
f ∈ C, ‖ϑn − x̂‖ ≤ δ˜2,
nδn
an
≤ δ˜2
)
.
By Assumption (A) and Taylor’s expansion formula,
Eλ,ne
a2n
n
y·νn0 = e−
an(syp0+iyp1)
n
(
1− p0 − p1 + p1e
an
n
iy + p0e
an
n
sy
)n
= exp
{a2n
2n
(yTM0y + o(1))
}
.
Consequently, by Equation (5.5),
lim sup
n→+∞
n
a2n
log Pλ,n
(
νn ∈ C, ‖ϑn − x̂‖ ≤ δ˜2,
nδn
an
≤ δ˜2
)
≤ − inf
f∈C
{y · f0 −
1
2
yTM0y + Lf (g)} + ǫ.
According to the analysis in the proof of Lemmas 2.3 and 5.1,
lim sup
n→+∞
n
a2n
log Pλ,n
(
νn ∈ C, ‖ϑn − x̂‖ ≤ δ˜2,
nδn
an
≤ δ˜2
)
= lim sup
n→+∞
n
a2n
logPλ,n
(
νn ∈ C
)
and hence
lim sup
n→+∞
n
a2n
logPλ,n
(
νn ∈ C
)
≤ − inf
f∈C
{y · f0 −
1
2
yTM0y + Lf (g)} + ǫ.
Since ǫ is arbitrary,
lim sup
n→+∞
n
a2n
logPλ,n
(
νn ∈ C
)
≤ − inf
f∈C
{y · f0 −
1
2
yTM0y + Lf (g)}.
Since y, g are arbitrary,
lim sup
n→+∞
n
a2n
logPλ,n
(
νn ∈ C
)
≤ − sup
y,g
inf
f∈C
{y · f0 −
1
2
yTM0y + Lf (g)}. (5.6)
Since C is compact, according to the minimax theorem,
sup
y,g
inf
f∈C
{y · f0 −
1
2
yTM0y + Lf (g)} = inf
f∈C
sup
y,g
{y · f0 −
1
2
yTM0y + Lf (g)}
= inf
f∈C
(
sup
y
{y · f0 −
1
2
yTM0y}+ sup
g
Lf (g)
)
= inf
f∈C
(
Jini(f0) + Jdyn(f)
)
,
Lemma 5.4 follows from which and Equation (5.6) directly.
At last, we give the proof of Equation (2.4).
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Outline of the proof of Equation (2.4). With Lemma 5.4, we only need to show that
{νn}n≥1 are exponential tight, which is equivalent to the following two properties.
(1)
lim sup
M→+∞
lim sup
n→+∞
n
a2n
logPλ,n
(
‖νn‖ > M
)
= −∞.
(2) For any ǫ > 0,
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|νnt+τ − ν
n
τ |1 > ǫ
)
= −∞,
where T0 is the set of stopping times of {η
n
t }0≤t≤T0 with upper bound T0 and |x|1 is
the l1-norm of x ∈ R
2.
By Lemmas 3.1 and 5.1, Properties (1) and (2) are equivalent to
(1˙)
lim sup
M→+∞
lim sup
n→+∞
n
a2n
log Pλ,n
(
‖νn‖ > M, δn ≤ 1
)
= −∞.
(2˙) For any ǫ > 0,
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|νnt+τ − ν
n
τ |1 > ǫ,
nδn
an
≤ 1
)
= −∞.
To check (1˙), we utilize the analysis introduced in Chapter 11 of [5]. Since this
is a well-known analysis, we only give an outline. According to the the generator
Ωn of our process, S
n
t − nŝt and I
n
t − n̂it can be written as
Snt − nŝt =S
n
0 − nŝ0 − Y 2
( ∫ t
0
nλ(Eρ
Snu
n
Inu
n
+ εnu)du
)
−
∫ t
0
nλEρ(
Snu
n
Inu
n
− ŝuîu)du−
∫ t
0
nλεnudu
and
Int − n̂it = I
n
0 − n̂i0 − Y 1
( ∫ t
0
Inudu
)
−
∫ t
0
n(
Inu
n
− îu)du
+ Y 2
( ∫ t
0
nλ(Eρ
Snu
n
Inu
n
+ εnu)du
)
+
∫ t
0
nλEρ(
Snu
n
Inu
n
− ŝuîu)du+
∫ t
0
nεnuλdu,
where εnu =
γ(Snu ,Inu )−(Eρ)Snu Inu
n2
and Y i(t) = Yi(t)− t such that {Yi(t)}t≥0 is a Poisson
process with rate one for i = 1, 2. Then, according to Grownwall’s inequality and
the fact that Snt , I
n
t ≤ n,
‖νnt ‖1 ≤ ε0e
K11T0
for all 0 ≤ t ≤ T0 conditioned on δn ≤ 1, where K11 ∈ (0,+∞) does not depend on
n due to the Lipschitz’s condition of H1,H2 defined in Section 2 while
ε0 =
1
an
(
sup
0≤t≤nT0
|Y 1(t)|+ 2 sup
0≤t≤nK12T0
|Y 2(t)|
)
+
1
an
(
|In0 − n̂i0|+ |S
n
0 − nŝ0|
)
+
nλT0
an
δn,
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where K12 = λ(Eρ+ 1). Consequently, Property (1˙) holds according to well known
moderate deviation principles of Poisson processes and sums of i.i.d. random vari-
ables and Lemma 5.1.
Now we only need to check Property (2˙). With Property (1˙), we only need to
check that
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|
Snt+τ − nŝt+τ
an
−
Snτ − nŝτ
an
| > ǫ,
nδn
an
≤ 1, ‖νn‖ ≤M
)
= −∞ (5.7)
and
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
|
Int+τ − n̂it+τ
an
−
Inτ − n̂iτ
an
| > ǫ,
nδn
an
≤ 1, ‖νn‖ ≤M
)
= −∞ (5.8)
for any M > 0 and ǫ > 0.
Let e1 = (1, 0)
T and χ1(t) ≡ e1, then for any θ > 0 and τ ∈ T0, {
Ξnτ+t(θχ1)
Ξnτ (θχ1)
}t≥0 is
a martingale according to Lemma 5.2. By Equation (5.1), conditioned on nδn
an
≤ 1
and ‖νn‖ ≤M , there exists K13,K14 ∈ (0,+∞) not depending on n such that
Ξnτ+t(θχ1)
Ξnτ (θχ1)
≥ exp
{
a2n
n
[
θ
(Snt+τ − nŝt+τ
an
−
Snτ − nŝτ
an
)
− δ(θK13 + θ
2K14)
]}
for sufficiently large n and any 0 ≤ t ≤ δ. Then,{
sup
0≤t≤δ
(Snt+τ − nŝt+τ
an
−
Snτ − nŝτ
an
)
> ǫ,
nδn
an
≤ 1, ‖νn‖ ≤M
}
⊆
{
sup
0≤t≤δ
Ξnτ+t(θχ1)
Ξnτ (θχ1)
≥ e
a2n
n
[θǫ−δ(θK13+θ2K14)]
}
.
By Doob’s inequality,
Pλ,n
(
sup
0≤t≤δ
Ξnτ+t(θχ1)
Ξnτ (θχ1)
≥ e
a2n
n
[θǫ−δ(θK13+θ2K14)]) ≤ e− a2nn [θǫ−δ(θK13+θ2K14)]Eλ,nΞnτ+t(θχ1)
Ξnτ (θχ1)
= e−
a2n
n
[θǫ−δ(θK13+θ2K14)]
and hence
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
(
Snt+τ − nŝt+τ
an
−
Snτ − nŝτ
an
) > ǫ,
nδn
an
≤ 1, ‖νn‖ ≤M
)
≤ −θǫ.
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Since θ is arbitrary,
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
sup
0≤t≤δ
(
Snt+τ − nŝt+τ
an
−
Snτ − nŝτ
an
) > ǫ,
nδn
an
≤ 1, ‖νn‖ ≤M
)
= −∞. (5.9)
Since {
Ξnτ+t(−θχ1)
Ξnτ (−θχ1) }t≥0 is also a martingale for any θ > 0, according to a similar
analysis,
lim sup
δ→0
lim sup
n→+∞
n
a2n
log sup
τ∈T0
Pλ,n
(
inf
0≤t≤δ
(
Snt+τ − nŝt+τ
an
−
Snτ − nŝτ
an
) < −ǫ,
nδn
an
≤ 1, ‖νn‖ ≤M
)
= −∞. (5.10)
Equation (5.7) follows from Equations (5.9) and (5.10) directly.
Let e2 = (0, 1)
T and χ2(t) ≡ e2, then Equation (5.8) follows from a similar
analysis with that leading to Equation (5.7) and the proof is complete.
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