Abstract-We consider the Kalman-filtering problem with multiple sensors which are connected through a communication network. If all measurements are delivered to one place called fusion center and processed together, we call the process centralized Kalman-filtering (CKF). When there is no fusion center, each sensor can also solve the problem by using local measurements and exchanging information with its neighboring sensors, which is called distributed Kalman-filtering (DKF). Noting that CKF problem is a maximum likelihood estimation problem, which is a quadratic optimization problem, we reformulate DKF problem as a consensus optimization problem, resulting in that DKF problem can be solved by many existing distributed optimization algorithms. A new DKF algorithm employing the distributed dual ascent method is provided and its performance is evaluated through numerical experiments.
Some relevant results are summarized as follows. In [4] , the author proposed scalable distributed Kalman-Bucy filtering algorithms in which each node only communicates with its neighbors. An algorithm with average consensus filters using the internal models of signals being exchanged is proposed in [5] . It is noted that the algorithm works in a single-time scale. In the work [8] , the authors proposed a continuous-time algorithm that makes each norm of all local error covariance matrices be bounded, thus overcomes a major drawback of [4] . In [7] , an algorithm with a high gain coupling term in the error covariance matrix is introduced and it is shown that the local error covariance matrix approximately converges to that of the steady-state centralized Kalman-filter. An in-depth discussion on distributed Kalmanfiltering problem has been provided in [10] , [11] , and the algorithms that exchange the measurements themselves, or exchange certain signals instead of the measurements are proposed, respectively. Another research stream to DKF is so-called the partition-based DKF, a methodology to design distributed Kalman filters by the spatial decomposition of CKF for the large-scale systems. See [12] [13] [14] for details.
Although each of the existing algorithms has own novel ideas and advantages, to the best of the authors' knowledge, we do not have a unified viewpoint for DKF problem. Motivated by this, it is the aim of this paper to provide a framework for the problem from the perspective of distributed optimization.
We start by observing that the correction step of Kalmanfiltering is basically an optimization problem [2] , [3] , [15] , and then formulate DKF problem as a consensus optimization problem, which provides a fresh look at the problem. This results in that DKF problem can be solved by many existing distributed optimization algorithms [16] [17] [18] [19] [20] , expecting various DKF algorithms to be derived. As an instance, a new DKF algorithm employing the dual ascent method [20] , one of the basic algorithms for distributed optimization problems, is provided in this paper. This paper is organized as follows. In Section II, we recall CKF problem from the optimization perspective, and connects DKF problem to a distributed optimization problem. A new DKF algorithm based on dual ascent method is proposed in Section III, and numerical experiments evaluating the proposed algorithm is conducted in Section IV.
Notation: For matrices A 1 ,. . . ,A n , diag(A 1 , . . . , A n ) denotes the block diagonal matrix composed of A 1 to A n . For scalars a 1 ,. . . ,a n , [a 1 ; . . . ; a n ] := [a 1 , . . . , a n ] , and [A 1 ; . . . ; A n ] with matrices A i 's defined similarly. 1 n ∈ R n denotes the vector whose components are all 1, and I n is the identity matrix whose dimension is n×n. The maximum and minimum eigenvalues of a matrix A are denoted by σ max (A) and σ min (A), respectively. For a random variable x, we write 2019 IEEE 58th Conference on Decision and Control (CDC) Palais des Congrès et des Expositions Nice Acropolis Nice, France, December 11 -13, 2019 x ∼ N(µ, σ 2 ) when x is normally distributed with mean µ and variance σ 2 , and E{x} denotes the expected value of a random variable x, i.e., E{x} = µ. The half vectorization of a symmetric matrix M ∈ R n×n is denoted by vec h (M ) ∈ R n(n+1)/2 , whose elements are filled in Column-major order. i.e., vec h (M ) := [M 1,1 ; . . . ; M 1,n ; M 2,2 ; . . . ; M 2,n ; . . . ; M n−1,n−1 ; M n−1,n ; M n,n ] where M i,j is the (i, j) element of M , and vec
Graph theory: For a network consisting of N nodes, the communication among nodes is modeled by a graph G. Let A = [a ij ] ∈ R N ×N be an adjacency matrix associated to G where a ij is a weight of an edge between nodes i and j. If node i communicates to node j then, a ij > 0, otherwise a ij = 0. Assume there is no self edge, i.e., a ii = 0. The Laplacian matrix associated to the graph G, denoted by L is an N × N matrix such that l ij,i =j = −a ij , and l ii = N j=1 a ij . N i is a set of nodes communicating with node i, i.e., N i = {j|a ij > 0}.
II. DISTRIBUTED KALMAN-FILTERING AND ITS CONNECTION TO CONSENSUS OPTIMIZATION
In this section, we recall CKF problem in terms of optimization, which is the maximum likelihood estimation [2] , and establish a connection between DFK and distributed optimization.
Consider a discrete-time linear system with N sensors described by
where x k ∈ R n is the state vector of the dynamic system,
m is the output vector, and y k,i ∈ R mi is the output associated to sensor i. m i 's satisfy
F is the system matrix and H is the output matrix consisting of H i ∈ R mi×n which is the output matrix associated to sensor i. w k ∈ R n with w k ∼ N(0, Q) is the process noise, v i,k ∼ N(0, R i ) is the measurement noise on sensor i, and
Assume that the pair (F, H) is observable, and each v i,k is uncorrelated to v j,k for j = i.
A. Centralized Kalman-filtering problem from the optimization perspective If all the measurements from N sensors are collected and processed altogether, the problem can be seen as the one with a imaginary sensor that measures y k with complete knowledge on H, thus called centralized Kalman-filtering. The filtering consists of two steps, prediction and correction. In the prediction step, the predicted estimatex k|k−1 and error covariance matrix P k|k−1 are obtained based on the previous estimate, error covariance matrix, and the system dynamics. The update rules are given bŷ
wherex k−1 and P k−1 are estimate and error covariance matrix in previous time, respectively, and e k|k−1 := x k − x k|k−1 , e k := x k −x k . Assume that P k is initialized as a positive definite matrix (P 0 > 0, usually set as Q).
In the correction step, the predicted estimate and the error covariance matrix are updated based on the current measurements containing the measurement noise. The correction step can be regarded as a process to find the optimal parameter (estimate) from the predicted estimatex k|k−1 , error covariance P k|k−1 , and the observation y k . In fact, it is known that this step is an optimization problem (maximum likelihood estimation, MLE [2] ) and we recall the details below.
Let
where the right-hand side is nothing but the probability density function of z k with the free variable ξ c ∈ R n . Now, the maximum likelihood estimatex k is defined aŝ
Since L(ξ c ) is a monotonically decreasing function with respect to f c (ξ c ) :
With the matrix inversion lemma, the Kalman-gain K can be written as
−1 , which appears in the standard Kalman-filtering.
On the other hand, by the definition of
, the update rule of the error covariance matrix P k of CKF is given by
For more details, see [2] , [3] .
B. Derivation of distributed Kalman-filtering problem
We now consider a sensor network which consists of N sensors and suppose that each sensor runs an estimator without the fusion center. Each estimator in the network tries to find the optimal estimate by processing the local measurement and exchanging information with its neighbors through communication network. The communication network among estimators is modeled by a graph G and the Laplacian matrix associated with G is denoted by L ∈ R N ×N . Under the setting (1), estimator i measures only the local measurement y k,i , and the parameters H i and R i are kept private to estimator i. It is noted that the pair (F, H i ) is not necessarily observable. We assume that the graph is connected and undirected i.e., L = L , and F and Q are open to all estimators.
Similar to CKF, DKF has two steps, local prediction and distributed correction. In the local prediction step, each estimator predictŝ
wherex i,k|k−1 and P i,k|k−1 are local estimates ofx k|k−1 and P k|k−1 , respectively, that estimator i holds.
In the distributed correction step, each estimator solves the maximum likelihood estimation in a distributed manner. The objective function of CKF f c (ξ) can be rewritten as
. We assume thatx i,k|k−1 =x k|k−1 and P i,k|k−1 = P k|k−1 . This makes sense when each sensor reached a consensus onx i,k−1 and P i,k−1 in the previous correction step. Assuming that each estimator holds its own optimization variable ξ i ∈ R n for ξ c , DKF problem is written as the following consensus optimization problem.
If there exists a distributed algorithm that finds a minimizer (ξ * 1 , . . . , ξ * N ), we say that the algorithm solves DKF problem. Since the kernel of Laplacian L is span{1 N }, the constraints (4b) can be written with as (L ⊗ I n )ξ = 0 where
To proceed, we define the Lagrangian to solve the problem (4) as
where λ ∈ R N n is the Lagrange multiplier (dual variable) associated with (4b) andL = (L ⊗ I n ). We decompose the Lagrangian into local ones defined by
For the Lagrangian (5), the partial derivatives over ξ and λ are given by
Then, the optimality condition for (ξ * , λ * ) becomes the following saddle point equation (KKT conditions), namely 
where ξ † ∈ R n andλ ∈ R N n are unique vectors andλ ∈ R n is an arbitrary vector. If (ξ * , λ * ) is an optimal solution to DKF problem, then ξ * i is the optimal solution to CFK problem. Proof: By multiplying 1 N ⊗ I n to the dual feasibility equation in (7), one can obtain
The primal feasibility equation in (7) implies that ξ (8) becomes
where
and by the matrix inversion lemma, we have
From the fact that the right-hand side of above equation is the same with the update rule (2) of CKF, it follows that ξ * i = ξ † is the optimal estimate of CKFx k .
On the other hand, one can observe that the optimal dual variable λ * is not unique since the dual feasibility equation
is singular. To find λ * , consider the orthonormal matrix U = [U 1Ū ] such that LU = U Λ where
1 N ,Ū consists of the eigenvectors associated with the non-zero eigenvalues of L, denoted by σ 2 ,. . . , σ N , and Λ = diag(0, σ 2 , . . . , σ N ). Left multiplying U ⊗ I n to the equation (10) yields
. Hence, the optimal dual variable λ * becomes λ * = (U ⊗ I n ) λ ; (Λ −1Ū ⊗ I n )b whereλ ∈ R n is an arbitrary vector. This completes the proof.
C. Information form of DKF problem
It is well known that the dual of the Kalman-filter is the Information filter which uses the canonical parameterization to represent the normal (Gaussian) distribution [3] . With the canonical parameterization, DKF problem (4) can also be written in information form.
i,k|k−1 and τ i,k|k−1 = P −1 i,k|k−1x i,k|k−1 which are the local decision variable for the information vector of the estimator i, the locally predicted information matrix and information vector, respectively. With these transformations, we rewrite the problem (4) as
N Ω i,k|k−1 . For the distributed problem (11), the Lagrangian is given by 
D. Interpretations of existing DKF algorithm from the optimization perspective
One of the recent DKF algorithms, Consensus on Information (CI) [10] , [11] can be interpreted in the provided framework. CI consists of three steps, prediction, local correction, and consensus. In the prediction step, each estimator predicts the estimate based on the system dynamics and previous estimate similar to the standard information filter algorithm. Each estimator also updates the estimate with local measurements and output matrix in the local correction step. After that, the estimators find the agreed estimate by averaging the local estimates in the consensus step.
In the provided framework, CI can be viewed as the algorithm which solves the problem (11) through the two steps, the local correction step and the consensus step. In the former step, each of estimators finds the local minimizer (estimate) of the local objective function h i (·). Since the partial derivative of h i (η i ) becomes
and the local minimizer η * i can be obtained by
, which is the local update rule of CI (In the CI, the scalar 1 N is neglected). The local minimizer, however, can be different among estimators, since it minimizes only the local objective function h i (·), which violates the constraint (11b).
The consensus step of CI performs a role to find an agreed (average) value of the local estimates, using the doubly stochastic matrix, and the results of the consensus step satisfy the constraint (11b).
III. A SOLUTION TO DKF PROBLEM
One can observe that (5) is strictly convex, differentiable, and the local objective function f i (·) is a quadratic function, hence strong duality holds. In addition, from the fact H S −1 kH is a nonsingular and block diagonal matrix, the optimal conditions (7) are already in a distributed form. This implies that the minimizer ξ * can be obtained in a distributed manner as long as λ * is given, i.e., ξ *
). Based on the above discussion, we see that one possible algorithm solving (4), guaranteeing the asymptotic convergence to the global minimizer ξ * , is the dual ascent method [16] , [20] which is given by
where α λ > 0 is a step size. The update rule (12) can be written locally as
, and l is the iteration index to find the minimizer.
Regarding the convergence of the update rule (13), we have the following result.
Lemma 2: Assume that the network G is undirected and connected. Then, the sequence {ξ i,l } generated by the dual ascent method (13) converges tox k of CKF problem (2), as l goes to infinity, provided that the step size α λ > 0 is chosen such that
where σ N is the maximum eigenvalue of L. Moreover, the sequence {λ i,l } converges to a vector which is uniquely determined by the initial conditions of λ i 's.
Proof: Substituting the dual feasibility equation to the primal feasibility equation of (7) yields
From the identity (15), we have
Here,Ã λ is a symmetric positive semi-definite matrix which has n simple zero eigenvalues, and it holds that
is zero, it follows that if α λ > 0 is chosen such that α λ σ max (Ã λ ) < 2, all eigenvalues of I − α λÃλ , except 1, are located inside the unit circle, and (14) ensures this.
Regarding the convergence of λ l , we proceed as follows. With the orthonormal matrix U used in Lemma 1,Ã λ can be written as
where M sub ∈ R (N −1)n×(N −1)n is a submatrix with the first n rows and first n columns removed. In the new coordinates e Recalling that e λ l := λ l − λ * , we have from (17)
Applying λ * = (U 1 ⊗ I n )λ + (ŪΛ −1Ū ⊗ I n )b (forλ and b, see the proof of Lemma 1), we have
, and this completes the proof. Now, we derive an update rule of the error covariance matrix. With the information matrix Ω k := P −1 k , the error covariance update rule (3) can be written as
Define
N Ω i,k|k−1 . Then, the updated information matrix of CKF can be obtained by solving the following distributed optimization problem
where ζ i ∈ R n(n+1)/2 is the decision variable. Note that the minimizer ζ * := [ζ * i ; . . . ; ζ * N ] ∈ R N n(n+1)/2 of the above optimization problem is nothing but the average of all vec(N Ω i,k ), which corresponds to Ω k .
Define the Lagrangian for the problem (18) as
where µ ∈ R N n(n+1)/2 is the dual variable. The saddle point equation for (19) is given by
, and µ * is the dual variable of the optimal point. From the similar arguments in the proof of Lemma 1, we have
This implies that the optimal solution ζ * i is the half vectorization of the average of the locally predicted information matrix corrected by the global information H R −1 H. A dual ascent based algorithm which solves the problem (18) can be obtained similarly to (12) , and putting all pieces together, we propose a DKF algorithm as Algorithm 1. 
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In the structural point of view, the algorithm consists of local prediction step and distributed correction step as in CKF. In the local prediction step, each estimator locally predicts the estimate and the corresponding covariance matrix. In the distributed correction step, each estimator finds the optimal points for the state estimate and its error covariance matrix, iteratively, by using the local measurement information and exchanging information with its neighbors. With sufficiently large l * , locally updated ξ i,l * and P i,k converge to those of CKF with tunable size of errors. Remark: Lemmas 1 and 2 require that the sub-iteration in Distributed correction step is infinite to make the local estimatesx i,k|k−1 converge to the optimal point at time k. In practice, however, only a finite number of sub-iterations are allowed. Thus, in order to have a sufficiently small error e ξ l , we need to choose sufficiently large number of sub-iteration steps. In Algorithm 1, a finite iteration number l * is used, and mathematical proof is left as a follow-up study.
IV. NUMERICAL EXPERIMENTS
We evaluate DA-DKF with a network consisting of 50 estimators to estimate the state of a target system. The dynamics of the target system is described by Figure 1a . The parameters for DA-DKF were chosen as α, β = 10 −5 , l * = 10. Figure 1 shows four snapshots of the target system's position (black cross) and the each estimator's estimate (red circles). The blue line is the trajectory of the target system. As time goes by (as k increases), the estimates of the distributed Kalman-filters converge to the vicinity of the position of the target system. V. CONCLUSIONS This paper dealt with DKF from the optimization perspective. By observing that the correction step of Kalman-filtering is basically an optimization problem, we formulated DKF problem from the centralized one. The formulated problem is a quadratic consensus optimization problem. One of the recent DKF algorithms, Consensus on Information [10] was reinterpreted from the distributed optimization perspective. In addition, various DKF algorithms can be derived, by employing many existing distributed optimization methods to DKF problem. As an instance, DA-DKF has been presented, employing the distributed dual ascent method, and the algorithm has been validated with numerical experiments.
