Hurst exponent H show that the series of total energy and potential energy are non-stationary and anti-persistent; other kinds of time series are stationary and persistent apart from series of pressure which has the weakest memorability with H ≈ 0.5. Results of complex networks analysis based on visibility graph algorithm show that these visibility graphs are exponential. Our numerical results of multifractal analysis of the visibility graphs show that multifractality exists in these networks. We also found that after taking average over all proteins, there is a linear relationship between < h(2) > (from MF-DFA on time series) and < D(0) > of the constructed visibility graphs for different energy, pressure and volume.
only structures of 97362 proteins (updated in Protein Data Bank [1] on 2014-01-28) have been obtained by experimental methods, such as X-ray (88.4%), solution NMR (10.6%) and electron microscopy (0.7%). Even so, these experimental methods can only give static structures which are dead structures. On the other hand, protein molecular dynamics is an effective way to give live structures. Some researchers used theoretical molecules, for example, polyalanines for modelling α-helices [2] [3] [4] [5] [6] . NAMD (Not (just) Another Molecular Dynamics program) [7] is a freeware molecular dynamics simulation package. Based on the NAMD software, Rueda et al. analyzed the molecular dynamics of 30 real proteins [8] . Using protein molecular dynamics, we can get some time series.
The features of these series are determined by protein structures. Protein molecule energy includes kinetic energy and potential energy, and potential energy can be calculated by quasi-empirical way, such as CHARMM [9] and AMBER [10] .
Fractal methods can be used to characterize the scaling properties of time series. Fractal methods have been used to investigate proteins (see [11] for review). But the fractal analysis is not enough when the object studied can not be described by a single fractal dimension. Multifractals are a broad generalization of the (geometrical) fractals. Multifractal analysis was initially proposed to treat turbulence data and is a useful way to characterize the spatial heterogeneity of both theoretical and experimental fractal patterns [12] . The multifractal detrended fluctuations analysis (MF-DFA) is a good tool to characterize the multifractal property and long-range correlation in time series [13] .
Multifractal analysis has been used to study genomes [14] [15] [16] , protein structures and functions (e.g. [17] [18] [19] [20] [21] ). In this paper, we will analyze time series of energy, pressure and volume using MF-DFA [13] for real proteins.
In last decade, the study of networks has become a blossoming area in science across many disciplines. Network theory has become a powerful tool to analyze protein complex structure.
Single protein in 3D space can also be considered as biological complex systems emerged through the interactions of their constituent amino acids. These interactions among the amino acids within a protein can be presented as residues interaction network (RIN) (or called residues interaction graphs (RIGs), protein contact network (PCN), protein structure network (PSN), protein contact map (PCM), amino acid network (AAN), which can be constructed with varying definitions of nodes and edges [22] [23] [24] . Recent studies have shown that complex network theory (such as recurrence networks) may be an effective method to extract the information embedded in time series [25] [26] [27] [28] [29] .
The visibility graph algorithm can convert time series into complex networks [30, 31] . The graph inherits several properties of the time series in its structure. We can understand time series from a new point of view using visibility graph. In this paper, we will analyze time series of energy, pressure and volume using visibility graph algorithm [30] for real proteins.
Song et al. [32, 33] proposed an algorithm to calculate the fractal dimension of complex networks which can unfold their self-similar property. They mentioned that the box counting fractal analysis is an effective tool for the further study of complex networks. Kim et al. [34] proposed a random sequential box-counting algorithm to estimate the fractal dimension of networks. Lee and Jung [35] found that MFA is the best tool to describe the probability distribution of the clustering coefficient of a complex network. Furuya and Yakubo [36] analytically and numerically demonstrated the possibility that the fractal property of a scale-free network cannot be characterized by a single fractal dimension when the network takes a multifractal structure. Almost at the same time, Wang et al. [37] adopted the modified fixed-size box-counting algorithm to detect the multifractal behavior of some theoretical and real networks, such as scale-free networks, small-world networks, random networks, and protein-protein interaction (PPI) networks of different species. Their numerical results indicated that multifractality exists in scale-free networks and PPI networks, while for smallworld networks and random networks their multifractality is not clear-cut. Recently Li et al. [38] improved the modified fixed-size box-counting algorithm for multifractal analysis of networks and studied the multifractal properties of a family of fractal networks introduced by Gallos et al. [39] .
The new algorithm proposed by our group (Li et al. [38] ) has been used to investigate the topological and fractal properties of the recurrence networks constructed from fractional Brownian motions (Liu et al. [40] ). In this paper, we will also analyze multifractal properties of the constructed visibility graphs of the time series of energy, pressure and volume using the new algorithm proposed by our group (Li et al. [38] ).
Molecular dynamics for protein
The behavior of biomolecular systems can be modelled by molecular dynamics, and molecular dynamics is helpful to understand protein functions. Usually, procedure of molecular dynamics for proteins is as follow: (b). Calculate forces for all atoms using potential energy. Usually, the protein potential energy can be defined as:
where V is protein potential energy, V bonds is bonded potential, V angles is angle potential, V dihedrals is dihedral potential, V impropers is improper potential, V V dw is Van der Waals potential, and V electrostatic is electrostatic potential.
In this paper, we analyze potential energy and kinetic energy time series.
Then, forces that act on an atom can be written as follow:
where r is the position vector of atoms.
(c). Apply thermostat and volume changes.
(d). Update positions and velocities, go to step (b) till termination condition meet. According to Newton's law, kinetic equation can be written as:
Using an algorithm, such as Verlet algorithm or LeapFrog algorithm, new positions and velocities can be calculated.
(e). Analyze data. NAMD is a software for biomolecular molecular dynamics [7] . Some researchers used NAMD to achieve important results [8] . In the paper, we use it to simulate protein dynamics.
Multifractal detrended fluctuation analysis for time series
In order to characterize multifractal property of stationary or nonstationary time series, MF-DFA [13] is an effective method. This approach can be described as follow. Given a time series
where N is the length of the series. The profile Y (i) is defined as
x is the mean of sequence
continuous segments of equal length s. Then we calculate the variance by
for each segment v, v = 1, · · · , N and
for v = N s + 1, · · · , 2N s , where y v (i) is the fitting polynomial in segment v (linear, quadratic, cubic, or higher order polynomials). Last we take average over 2N s segments to achieve the qth order fluctuation function
We will assume that F q (s) is characterized by a power law:
The scaling function h (q) is then determined by the regression of log F q (s) on log s in some range of time scale s.
For fractional Brownian motion, Movahed et al. [41] showed that the Hurst index H = h (2) − 1. A graph (or network) is a collection of nodes, which denote the elements of a system, and links or edges, which identify the relations or interactions among these elements.
Using this relationship (or H
Inspired by the concept of visibility [42] , Lacasa et al. [30] suggested a simple computational method to convert a time series into a graph, known as visibility graph (VG). A visibility graph is obtained from the mapping of a time series into a network according to the following visibility criterion: Given a time series {x 1 , x 2 , ..., x N }, two arbitrary data points x ta and x t b in the time series have visibility, and consequently become two connected nodes in the associated graph, if any other data point x tc such that t a < t c < t b fulfils
thus a connected, unweighted network could be constructed from a time series and is called its visibility graph. It has been shown [30] that time series structures is inherited in the associated graph, such that periodic, random, and fractal series map into motif-like random exponential and scale-free networks, respectively. If the degree distribution P (k) for a network follows
the network is scale-free. If the degree distribution P (k) for a network follows P (k) ∝ exp(−λk), the network is exponential. The greater value of λ, the faster attenuation of P (k) is along with k.
We can find characteristics of time series from a different perspective using visibility graph.
Multifractal analysis of complex networks
In recent years, the multifractal analysis was applied to study the complex networks and has made some progress.
Fixed-size box-covering algorithm proposed by Halsey et al. [12] is one of the most common methods of multifractal analysis. For a given measure µ with support set E in a metric space, we consider the partition sum
where q ∈ R and the sum runs over all different nonempty boxes B of a given size r in a covering of the support set E. From the definition above, we can obtain Z r (q) ≥ 0 and Z r (0) = 1. The exponent τ (q) of the measure µ can be defined as
and the generalized fractal dimensions of the measure µ are defined as
for q = 1, and
for q = 1, where
ln r for q = 1 gives numerical estimates of the generalized fractal dimensions D(q), and similarly a linear regression of Z 1,r against ln r for q = 1. In particular, D(0) is the box-counting dimension (or fractal dimension), D(1) is the information dimension and D(2) is the correlation dimension. If the τ (q) or D(q) curve versus q is a straight line, the object is monofractal. However, if this curve is convex, the object is multifractal.
In order to calculate the exponent τ (q) and the generalized fractal dimensions D(q) and then study the multifractality of networks, the measure µ of each box is usually defined as the ratio of the number of nodes covered by the box and the total number of nodes in the entire network. Wang et al. [37] proposed a modified fixed-size box-counting algorithm to calculate the τ (q) and D(q) and then investigated the multifractal behavior of complex networks. Then Li et al. [38] improved the modified fixed-size box-counting algorithm for multifractal analysis of networks. The improved algorithm can be summarized as follows:
(i) Initially, make sure all nodes in the entire network are not covered and no node is selected as a center of a box.
(ii) According to the size N of networks constructed, set t = 1, 2, ..., 1000 appropriately. Rearrange the nodes into 1000 different random orders. More specifically, in each random order, nodes which will be selected as a center of a box are randomly arrayed.
(iii) Set the radius r of the box which will be used to cover the nodes in the range r ∈ [1, d], where d is the diameter of the network.
(iv) Treat the nodes in the t-th random order that we got in (ii) as the center of a box, search all the neighbor nodes by distance r from the center and cover all nodes which are found but have not been covered yet.
(v) If no newly covered nodes have been found, then this box is discard.
(vi) Repeat Steps (iv) and (v) until all the nodes are covered by the corresponding boxes. We denote the number of boxes in this box covering as N (t, r).
(vii) Repeat Steps (iv) to (vi) for all 1000 random orders to find a box covering with minimal number of boxes N (t, r). (ix) For different value of r, repeat Steps (iii) to (viii) to calculate the partition sum Z r (q) and then use the Z r (q) for linear regression.
A key step of linear regression is to obtain the appropriate range of r ∈ [r min , r max ]. Then we calculate the exponents τ (q) and generalized fractal dimensions D(q) in the scaling ranges.
In our calculation, we obtain the generalized fractal dimensions through a linear regression of
for q = 1, where Z 1,r = µ(B) =0 µ(B) ln µ(B).
Results and discussion
We use a list of 29 proteins (without ligands, RNA, or DNA, greater than 100 amino acids) as [8] to simulate the dynamics of them (see Table 1 ).
Using NAMD with energy step size 200f s, equilibrated structures are used as starting points for 10-ns production trajectories, performed at constant pressure (1atm) and temperature (310K) using standard coupling schemes (the same in all cases Then we perform MF-DFA on these time series. We give the h(q) curves of 11 time series for protein 1A3H in Figure 4 as an example. From the h(q) curves of these time series for all proteins, we found that all time series considered here are multifractal. In particular, the numerical values of h(2) which is related to Hurst exponent H are given in Table 2 . The average values of h(2) and standard deviations for all 11 items of 29 proteins are given in Table 3 .
For energy terms, energy values are in kcal/mol, bonded potential ∼ 10 3 , angle potential ∼ 10 3 , dihedral potential ∼ 10 3 , improper potential ∼ 10 2 , electrostatic potential ∼ 10 5 , Van der Waals potential ∼ 10 4 , kinetic energy ∼ 10 4 , total energy ∼ 10 5 , and potential energy ∼ 10 5 . From Table   3 , we can see that the series of total energy and potential energy are non-stationary (h(2) > 1.0) and anti-persistent (0 < H = h(2) − 1 < 0.5). Other kinds of time series are stationary and persistent apart from series of pressure which has the weakest memorability with H ≈ 0.5. Among bonded potential, angle potential, dihedral potential, and improper potential, we can see that the series of angle potential have the strongest memorability and those of improper potential have the weakest, and the memorability of those of dihedral potential is greater than those of bonded potential. Among the three largest energy terms, electrostatic potential, Vdw potential and kinetic energy, we find that the long-range correlation of the series of electrostatic potential is the strongest and that of series of Vdw potential is the weakest. The energy is related with protein conformation. Stronger memorability means to keep protein conformation easier.
Then, these time series are converted into visibility graphs. We denote k the degree of nodes, P (k) the probability of degree k. We obtain k ∼ P (k), log(k) ∼ log(P (k)), and k ∼ log(P (k)) relation plots and found that only the linearity of k ∼ log(P (k)) relation plots are good (The plot of protein 1A3H is given in Figure 5 as an example). So the visibility graphs of these terms are exponential networks. We give the numerical values of exponent λ in Table 4 . Among of the three largest energy terms, electrostatic potential, Vdw potential and kinetic energy, the attenuation of electrostatic potential degree distribution is the fastest. Total energy has the fastest attenuation among all energy terms. Potential energy has the faster attenuation comparing to its components.
In our paper, we try to reveal the relationship between time series and its related visibility graph from the perspective of network structure and then further to understand the biological functions of these proteins. We probe the multifractal behavior of visibility graphs using the improved algorithm described in Section 5. As an example, we show the τ (q) curves and D(q) curves of protein 1A3H
in Figures 6 and 7 
Conclusions
Using NAMD software, we got time series of bonded potential, angle potential, dihedral potential, It is also found that the constructed visibility graphs of these series are exponential networks.
The multifractality exists in these constructed visibility graphs. From this point of view, the multifractality of energy, pressure and volume time series of proteins is inherited in their visibility graphs.
After taking average over all proteins, we found that there is a linear relationship between < h(2) > (from MF-DFA on time series) and < D(0) > of constructed visibility graphs for different energy, pressure and volume. 
