Abstract. We study how the supporting hyperplanes produced by the projection process can complement the method of alternating projections and its variants for the convex set intersection problem. For the problem of finding the closest point in the intersection of closed convex sets, we propose an algorithm that, like Dykstra's algorithm, converges strongly in a Hilbert space. Moreover, this algorithm converges in finitely many iterations when the closed convex sets are cones in R n satisfying an alignment condition. Next, we propose modifications of the alternating projection algorithm, and prove its convergence. The algorithm converges superlinearly in R n under some nice conditions. Under a conical condition, the convergence can be finite. Lastly, we discuss the case where the intersection of the sets is empty.
Introduction
For finitely many closed convex sets K 1 , . . . , K r in a Hilbert space X, the Set Intersection Problem (SIP) is stated as:
K i , where K = ∅.
(1.1)
One assumption on the sets K i is that projecting a point in X onto each K i is a relatively easy problem. A popular method of solving the SIP is the Method of Alternating Projections (MAP), where one iteratively projects a point through the sets K i to find a point in K. Another problem related to the SIP is the Best Approximation Problem (BAP): Find the closest point to x 0 in K, that is,
for closed convex sets K i , i = 1, . . . , r. One can easily construct an example in R 2 involving a circle and a line such that the MAP converges to a point in K that is not P K (x 0 ). Fortunately, Dykstra's algorithm [Dyk83, BD86] reduces the problem of finding the projection onto K to the problem of projecting onto K i individually by adding correction vectors after each iteration. It was rediscovered in [Han88] using mathematical programming duality. For more on the background and recent developments of the MAP and its variants, we refer the reader to [BB96, BR09, ER11] , as well as [Deu01b,  Chapter 9] and [BZ05, Subsubsection 4.5.4]. We quote [Deu01a] , where it is mentioned that the MAP has found application in at least ten different areas of mathematics, which include: (1) solving linear equations; (2) the Dirichlet problem which has in turn inspired the "domain decomposition" industry; (3) probability and statistics; (4) computing Bergman kernels; (5) approximating multivariate functions by sums of univariate ones; (6) least change secant updates; (7) multigrid methods; (8) conformal mapping; (9) image restoration; (10) computed tomography. See also [Deu95] for more information.
One problem of the MAP and Dykstra's algorithm is slow convergence. A few acceleration methods were explored. The papers [GPR67, GK89, BDHP03] explored the acceleration of the MAP using a line search in the case where K i are linear subspaces of X. See [Deu01a] for a survey. One can easily rewrite the SIP as a Convex Inequality Problem (CIP):
where g : R n → R r is such that each g i : R n → R, where i = 1, . . . , r, is convex: Just set g i (x) to be the distance from x to K i . In the case where X = R n and each g i (·) is differentiable with Lipschitz gradient, the papers [GP98, GP01] proved a superlinear convergent algorithm for the CIP. They make use of the subgradients of g(·) to define separating hyperplanes to the feasible set, and make use of quadratic programming to achieve superlinear convergence. Another related work is [Kiw95] , where the interest is on problems where r, the number of closed convex sets K i , is large.
We elaborate on the quadratic programming approach. Given x 1 ∈ X and the projection x 2 = P K1 (x 1 ), provided x 2 = x 1 , a standard result on supporting hyperplanes gives us K 1 ⊂ {x | x 1 − x 2 , x ≤ x 1 − x 2 , x 2 }. The aim of this work is make use of the supporting hyperplanes generated in the projection process to accelerate the convergence to a point in K. A relaxation of (1.2) is Therefore (1.3) can be easily solved using convex quadratic programming, especially when k and k ′ are small. (See for example [NW06, Chapter 16] .) The quadratic programming formulation (1.3) gathers information from the supporting hyperplanes to many of the closed convex sets K i , and so is a good approximation to (1.2); the intersection of the halfspaces defined by the supporting hyperplanes can produce a set that is a better approximation of K than each K i taken singly. Hence there is good reason to believe that (1.3) can achieve better convergence than simple variants of the MAP. As Figure 1 .1 illustrates, the supporting hyperplanes can provide a good outer estimate of the intersection K i . Furthermore, as more constraints are added in the quadratic programming formulation (1.3), it is possible to use warm starts from previous iterations to accelerate convergence. In this paper, we shall only pursue the idea of supplementing the MAP with supporting hyperplanes and quadratic programming, but not on the details of the quadratic programming subproblem. The method of alternating projections on two convex sets K 1 and K 2 in R 2 with starting iterate x 0 arrives at x 3 in three iterations. But the point x 4 generated by the cutting planes of K 1 and K 2 at x 1 and x 2 respectively is much closer to the point x, especially when the boundary of K 1 and K 2 have fewer second order effects and when the angle between the boundary of K 1 and K 2 is small. On the other hand, the point x 3 is ruled out by the supporting hyperplane of K 1 passing through x 2 .
We remark that the idea using supporting hyperplanes to approximate the set K was also considered in [BCRZM03] , but their motivation was to make use of hyperplanes to simplify the projections onto the sets K i rather than accelerating convergence.
1.1. Contributions of this paper. In this paper, we prove theoretical properties of the alternating projection method supplemented with the insight on supporting hyperplanes. Sections 3 to 6 are mostly independent of each other.
First, we propose Algorithm 3.1 for the Best Approximation Problem (1.2) in Section 3. We prove norm convergence, and the finite convergence of Algorithm 3.1 with (3.1b) when K l ⊂ R n have a local conic structure and satisfy a normal condition. We also show that the normal condition cannot be dropped.
In Section 4, we propose modifications of the alternating projection algorithm for the Set Intersection Problem (1.1), and prove their convergence. We also prove the superlinear convergence of a modified alternating projection algorithm in R 2 . In Section 5, we prove the most striking result of this paper, which is the superlinear convergence of an algorithm for the Set Intersection Problem (1.1) in R n under reasonable conditions. The convergence can be finite if there is a local conic structure at the limit point. The proofs of superlinear convergence are quite different from the proof in Section 4.
Lastly, in Section 6, we discuss the behavior of Algorithm 3.1 in the case when the intersection of the closed convex sets is empty.
1.2. Notation. We shall let B r (x) be the closed ball with radius r and center x. The projection operation onto a set C is denoted by P C (·). We also make use of standard constructs in convex analysis.
Some useful results
In this section, we recall or prove some useful results that will be useful in two or more of the sections later. The reader may wish to skip this section and come back to refer to the results as needed.
The result below shows that separating hyperplanes near a point in a convex set behave well.
Theorem 2.1. (Supporting hyperplane near a point) Suppose C ⊂ R
n is convex, and letx ∈ C. Then for any ǫ > 0, there is a δ > 0 such that for any point x ∈ [B δ (x) ∩ C]\{x} and supporting hyperplane A of C with unit normal v ∈ N C (x) at the point x, we have
the conclusion of this result can be replaced by
Proof. We refer to Figure 2.1. For the given ǫ 1 > 0, there is some δ > 0 such that if x ∈ B δ (x) ∩ C and v ∈ N C (x) is a unit vector, then there is some unit vector v ∈ N C (x) such that v −v < ǫ 1 . This means that the angle between v andv is at most 2 sin −1 (ǫ 1 /2). One can easily check that x −x is not a multiple ofv. Consider the two dimensional affine space that contains the vectorv and the points x andx, and project the point x + v onto this affine space. Let this projection be x + v ′ . It is easy to check that the angle between v ′ andv, marked as α in Figure 2 .1, is bounded from above by 2 sin −1 (ǫ 1 /2). (The lines with arrows at both ends passing through x andx respectively represent the intersection of supporting hyperplanes with the two dimensional affine space.)
The angle θ in Figure 2 .1 is an upper bound on the angle between x −x and the supporting hyperplane A, and is easily checked to satisfy θ ≤ α. We thus have
So for a given ǫ > 0, if ǫ 1 were chosen to be such that sin 2 sin −1 (ǫ 1 /2) < ǫ, then we are done. Next, we recall Moreau's Theorem, and remark on how it will be used. For a convex cone C, we denote its negative polar cone by C − .
Theorem 2.2. (Moreau's Decomposition Theorem) Suppose
The following result will be used in Theorems 3.5 and 5.11. Proof. By Moreau's Theorem, the projection P C (y) satisfies y = P C (y) + P C − (y) and P C (y), P C − (y) = 0.
The supporting hyperplane produced by projecting y onto C would be
which equals {x | x, P C − (y) ≤ 0}. It is clear that the origin is in the supporting hyperplane.
Convergence for the Best Approximation Problem
In this section, we discuss algorithms for the Best Approximation Problem (1.2). We describe Algorithm 3.1, and show strong convergence to the closest point in the intersection of the closed convex sets (Theorem 3.3). Furthermore, in the finite dimensional case where the sets have a local conic structure, Algorithm 3.1 with (3.1b) converges in finitely many iterations (Theorem 3.5) under a normal condition (3.6). We give an example to show that the condition (3.6) cannot be dropped.
For each n ∈ N, let [n] denote "n mod r"; that is,
We present our algorithm for this section. 
(3.1a) and J i = {1, . . . , r}.
(3.1b)
Define the set F i ⊂ X by
Step 2: Set i ← i + 1, and go back to step 1.
When J i is chosen using (3.1a) and x
= 0, and the algorithm stalls for one step. These values of a
are still valid, though any implementation should treat this case separately. When the algorithm stalls for r iterations in a row, then we have found the closest point from x 0 to r l=1 K l . Remark 3.2. (Projecting to sets with greater second order behavior) In Step 1 of Algorithm 3.1, one needs to choose J i . When the size of the quadratic programs are small and easy to solve, it would be ideal to choose J i so that |J i | = 1. The cyclic choice in (3.1a) is a natural choice. But as remarked in Figure 1 .1, one factor in our strategy is the second order behavior of the sets K l . Another strategy is to record the distances in the most recent projections to the set K l , and choose J i to contain the index where the highest distance was recorded. In the case where one of the sets K l is a subspace (and has fewer second order effects), the computations would be focused on the other sets. However, one may want to ensure that all sets are projected to every once in a while so that Algorithm 3.1 is not fooled in regions where the boundary is locally but not globally affine. Possible strategies are:
There exists p such that for allī,ī
or For each l = 1, . . . , r, there are infinitely many J i containing l.
The following theorem addresses the convergence of Algorithm 3.1. This theorem can be compared to the Boyle-Dykstra Theorem [BD86] , which establishes the convergence of Dykstra's algorithm [Dyk83] . Proof. We shall only prove the result for the choice (3.1a), since the proof for (3.1b) is similar. By considering a translation if necessary, we can let x 0 be 0. We can also assume that 0 / ∈ K. The iterates x i satisfy x i ≤ d(0, K), so {x i } has a weak cluster point z. Since x i are the closest point from 0 to F i , and
we see that x i is an increasing sequence, so M := lim i→∞ x i exists.
Step 1: z is actually a strong cluster point. It is clear that lim i→∞ x i ≥ z . We only need to prove that
since this condition together with the weak convergence of the subsequence of x i implies the strong convergence to z. Suppose instead that lim i→∞ x i > z . Then there is some k such that x k > z . By (3.3), we have, for all i > k,
contradicting z being a weak cluster point of {x i }. Therefore z is a strong cluster point of {x i }.
Step 2: Any z is in K. Suppose on the contrary that z / ∈ K. Then there is some l
where for y ∈ X, a y and b y are defined by
The distance D from 0 to the intersection of halfspaces
Next, the variables a y and b y depend continuously on the parameter y, at y = z. This means that if x i is sufficiently close to z and [i] = l * , then the distance d(0, x i+1 ) would be sufficiently close to D. This would mean that x i > z for i large enough, which is a contradiction to (3.4). Thus z ∈ K as needed.
Step 3:
Thus we are done.
Remark 3.4. (Reducing number of supporting hyperplanes in defining F i ) In the proof of Theorem 3.3, step 1 relies on the fact that F i+1 ⊂ F i for all i in the choice of F i in (3.2). If X = R n , then step 1 of the proof would be unnecessary, but the sequence { x i − x 0 } needs to be increasing in order for step 2 to work. This can be enforced by adding the hyperplane with normal (x 0 − x i−1 ) through x i−1 in constructing F i . To ensure that each quadratic programming problem that needs to be solved is easy, the polyhedron F i can be chosen such that the number of inequalities that define F i is small. One can take only the active hyperplanes in solving the projection problem x i = P Fi (x 0 ), or by aggregating some of the active hyperplanes to one active hyperplane when building up the polyhedron F i .
In the case where K j are cones, each supporting hyperplane contains the point 0. This means that there are no second order effects near 0, which in turn gives fast convergence in R n . 
)
Then Algorithm 3.1 with (3.1b) converges tox in finitely many iterations.
Proof. We can assumex = 0. Suppose on the contrary that the convergence to 0 requires infinitely many iterations. We seek a contradiction. Let {x i } be the sequence generated by Algorithm 3.1, and let {x i } be a subsequence such that x i − 0 <ǭ for all i, and lim i→∞x i xi exists, sayx.
Step 1:x lies in T K (0). Suppose on the contrary thatx / ∈ T K (0). Thenx / ∈ K j for some j. Assume without loss of generality that j = 1. Let P TK 1 (0) (x) = z, and
and v =x − z. By the continuity of the projection, we must have
Let y be any point inǭB, taking into account (3.5) andx = 0. By Moreau's Theorem (See Proposition 2.3), the supporting hyperplane produced by projecting y onto K 1 contains 0 on its boundary. By the design of Algorithm 3.1, we must have x i+1 , v i ≤ 0, which gives
Taking limits, we get x, v ≤ 0, which contradicts x, v > 0 earlier.
Step 2:x cannot lie in T K (0). Suppose otherwise. Then the condition (3.6) implies that ifx ∈ K and i is large enough, then d(
The statements proved in Steps 1 and 2 are clearly contradictory, which ends our proof.
In view of the above result, we would expect Algorithm 3.1 (especially with (3.1b)) to converge quickly to the closest point under condition (3.6).
The number of iterations needed before convergence depends on, among other things, theǭ. In the case where K j are cones and (3.6) does not hold, step 2 in the proof of Theorem 3.5 may fail, and there may be no finite convergence. We give an example. For a vector v, let θ 1 be the angle r 1 makes with v, and let θ 2 be similarly defined. Let K 1 and K 2 be the ice cream cones defined by
Let x 0 = (0, 0, 1). A few consequences are immediate.
(1) The ray R + (0, −1, 0) is on the boundaries of K 1 , K 2 and
A similar statement holds when K 1 is replaced by K 2 . We now show that the convergence of Algorithm 3.1 with (3.1b) is infinite. By symmetry, the iterates x i lie in S. If Algorithm 3.1 with (3.1b) converges in finitely many iterations, then property (3) would imply that the next to last iterate is of the form (0, −α, 0), where α > 0, and that cannot happen. In the case where x 0 = (0, ǫ, 1), where ǫ > 0 is arbitrarily small, we will still get finite convergence to 0, but the number of iterations needed will be arbitrarily large as ǫ ց 0.
Convergence for the Set Intersection Problem
In this section, we analyze a modified alternating projection algorithm (Algorithm 4.1). The global convergence of this algorithm is proved in Theorem 4.5. The insight on supporting hyperplanes allows us to obtain local superlinear convergence in R 2 , although Algorithm 4.1 in its current form does not converge superlinearly in R 3 (Example 4.7). A locally superlinearly convergence algorithm will be presented and analyzes in Section 5 using very different methods.
We shall analyze the following algorithm. 
Step 0: Set i = 1.
Step 1: Choose J i ⊂ {1, 2}. Some examples are
1a) and J i = {1, 2}.
(4.1b)
Step 2:
.
).
Step 3: Set i ← i + 1, and go back to step 1.
As mentioned in Remark 3.2, there are good reasons for choosing J i to be such that |J i | = 1 but not cyclic, but the construction of F i has to be amended accordingly. It may turn out that x i could be in K 1 already, so P K1 (x i ) will not give a new supporting hyperplane. In this case, we can just use the supporting hyperplane obtained from previous iterations. When J i = {1, 2}, we can check that x i lies in the plane containing x i−1 , x (1) i and x (2) i , and that
. We shall prove the superlinear convergence of this case in R 2 in Theorem 4.6. We now recall some results on Fejér monotonicity to prove convergence of Algorithm 4.1. We take our results from [BZ05, Theorem 4.5.10 and Lemma 4.5.8].
Definition 4.2. (Fejér monotone sequence) Let X be a Hilbert space, let C ⊂ X be a closed convex set and let {x i } be a sequence in X. We say that {x i } is Fejér monotone with respect to C if For every x / ∈ C and y ∈ C, we have
We now prove the convergence of Algorithm 4.1. Proof. We shall first prove convergence when J i is chosen by (4.1a). We note that Algorithm 4.1 can be easily extended to the case of r > 2 closed convex sets, and the corresponding extension of this result will still be true. The sequences {x
2i+1 } i and {x
2i } i lie in K 1 and K 2 respectively. Construct the sequence {x i } such thatx
Note that {x i } lines up the points in {x i } and {x
} in the order in which they were produced in Algorithm 4.1.
Step 1: {x i } is Fejér monotone with respect to K. Since K ⊂ K 1 , K ⊂ K 2 and K ⊂ F i for all i, the projections P K1 , P K2 and P Fi are nonexpansive. So
− y for all y ∈ K and i ≥ 1.
This means that {x i } is a Fejér monotone sequence with respect to K.
Step 2: {x i } is asymptotically regular, i.e.,
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Fix anyȳ ∈ K. Applying Lemma 4.4, we get
This tells us that x i −x i−1 2 ≤ x i−1 −ȳ 2 − x i −ȳ 2 for all i ≥ 1. Since {x i } is Fejér monotone with respect to K, x i −ȳ 2 is a decreasing sequence. We thus have the asymptotic regularity of {x i }.
Step 3: Wrapping up. By Theorem 4.3(1), the sequence {x i } is bounded. So {x i } has a convergent subsequence, say {x i k } k . By the asymptotic regularity of {x i }, the sequence {x i k +1 } k has the same limit as {x i k } k , so we can take a different subsequence if necessary and assume that infinitely many of the i k are odd. We can choose yet another subsequence of {x i k } if necessary so that all terms are in either K 1 , or all terms are in K 2 . For the sake of argument, assume that all terms lie in K 1 . So the weak limit of {x i k } k , say x, lies in K 1 . By the asymptotic regularity of {x i k } k and considering {x i k +2 } k , we see that x ∈ K 2 . So the weak cluster point must lie in K. By Theorem 4.3(2), we conclude that {x i } converges to a point in K. The last sentence of the result follows from Theorem 4.3(3).
For the case of using (4.1b), the steps are very similar, so we only give an outline: One proves that the sequences {x i } and {x i } have the same weak cluster points. Since j is arbitrary, the weak cluster points must lie in K, and by Theorem 4.3(2), such a weak cluster point is unique.
The problem of whether the MAP can converge strongly in a Hilbert space has only been recently resolved to be negative in [Hun04] , so it remains to be seen how Theorem 4.5 can be strengthened.
We now move on to the fast local convergence of Algorithm 4.1. Even though the result below is only valid for R 2 and a result establishing superlinear convergence for R n is presented in Section 5, Theorem 4.6 has value because the proof is simpler than and very different from the proof in Section 5, and the assumptions needed are quite different. 
By the sine rule, the distance x
i , where γ is similarly defined. The distance x i −x is easily seen to be the diameter of the circumcircle of the cyclic quadrilateral with vertices x i ,x, p 1 and p 2 . The angle between p 1 − x i and p 2 − x i is easily calculated to be π − θ i + α
i , x i and p 1 need not be collinear.) The distance of p 1 − p 2 can be estimated by
The value x i −x can be obtained by the sine rule to be
, so we have
Thus to prove that (4.2), it suffices to prove that
We have shown that lim inf i→∞ θ i ≥θ > 0. The limit (4.3) holds because the limits of α 
but there is no superlinear convergence tox in Algorithm 4.1 using (4.1b) for some starting point. Consider K 1 and K 2 defined by
For the starting point x 0 = (4, −1, 0), we compute the iterates of Algorithm 4.1. We calculate The projection of any point of the form (t, 0, t), where t > 0, onto the set
is equal to the zero vector, which is the only point in K.
Superlinear convergence for the Set Intersection Problem
Our main result in this section is Theorem 5.11, where we prove the superlinear convergence of an algorithm for the Set Intersection Problem (1.1) when the normal cones at the point of intersection are pointed cones satisfying appropriate alignment conditions.
We first describe our algorithm for this section.
Algorithm 5.1. (Mass projection algorithm) For a starting iterate x 0 and closed convex sets
Step 0: Set i = 1, and letp be some positive integer.
Step 1: Choose J i = {1, . . . , r}.
Define the setF i ⊂ R n bỹ
The modifications in Algorithm 5.1 from Algorithm 4.1 are that we set X = R n , the number of sets r is arbitrary, and the setF i approximating K is created using more of the previous separating halfspaces produced earlier.
Algorithm 5.1 produces a sequence {x i } Fejér monotone with respect to K and converging to a pointx ∈ K. The proof is an easy adaptation of that of Theorem 4.5.
We recall a well known fact about convex cones.
Proposition 5.2. (Convex cone decomposition) A closed convex cone
where L is the lineality subspace of C and L ⊥ ∩ C is a pointed convex cone.
As a consequence of Proposition 5.2, we have the following result on the normal cones of convex sets. We denote the lineality space of a convex set C by lin(C). The affine space spanned by C is denoted by aff-span(C).
Proposition 5.3. (Lineality spaces of normals of convex sets) Suppose
The following result shows that under certain conditions, the directions from which the iterates converge to the limit must lie inside the normal cone of K at the limit. (1) If
Then provided none of the x i equalsx, we have
Proof. Condition (1) and [RW98, Theorem 6.42] imply that
By the way Algorithm 5.1 is designed, the KKT conditions for the problem of projecting x i−1 onto the polyhedron to obtain x i give
where λ
is a multiple of the vector a
Claim 1: All cluster points of {v
This claim is clear from the outer semicontinuity of the normal cone mapping.
Claim 2: The infinite sum
exists as a limit for l = 1, . . . , r. Hence lim j→∞ṽ
exists. Suppose on the contrary that z l,i does not exist as a limit for some l, 1 ≤ l ≤ r. It follows that
because if the sum in (5.5) were finite, z l,i would exist as a limit. Note that the cone aff-span(K l ) ∩ N K l (x) is pointed. Using Claim 1 and Proposition 5.7(1), the subsequence {ṽ
would lie in N K (x) for any A ∈ A by (5.2). In the case where γ (i) are zero, the numerator in (5.11) is zero, so things are straightforward. So we shall look only at the subsequence for which γ (i) are nonzero. (We do not relabel.) For the denominator, we have
) . Then Claim 4 and (5.10) imply
from which (5.11) follows easily. 
Proof. We have 
Proof. For the unit vector v ∈ K, we have (d−cv) ∈ K + , which gives (d−cv) T v ≥ 0, from which the first part follows.
Next,
and the second part follows. 
(2) Take c > 0 to be the constant in Proposition 5.6. If
Proof. Statement (1): Since the cluster points of {v i } belong to K, for any ǫ > 0, we can find
Next, Proposition 5.6 implies that
The RHS of the above can be made arbitrarily small since ǫ can be made arbitrarily small and j can be made arbitrarily big. The term
which also implies that ∞ i=1 λ i is finite, and
By Proposition 5.5, we get the conclusion (5.12) as needed.
Next, we give conditions for estimating the distance to the point of convergence using the distance to the respective sets. We recall the definition of local linear regularity. 
In this paper, we shall only consider the case where K l are all convex. The term linear regularity is used in two different ways in [Kru06, after (15) ] and [LLM09, Proposition 2.3], so we refrain from using the term here. A concise summary of further studies on the local metric inequality appears in [Kru06] , who in turn referred to [BBL99, Iof00, NT01, NY04] on the topic of local metric inequality and their connection to metric regularity. Definition 5.8 is sufficient for our purposes. The local metric inequality is useful for proving the linear convergence of alternating projection algorithms [BB93, LLM09] . See [BB96] for a survey.
With the additional assumption of local metric inequality, we have the following result.
Lemma 5.9. (Estimates under local metric inequality) Let
satisfies the local metric inequality atx, and
Then there is a β > 0 such that
Proof. By Moreau's Theorem, we have
, and x i −x i = P TK (x) (x i −x). Formulas (5.14) and (5.16) give us
So, by the Lipschitzness of the projection operation, we have 
This is easily seen to be stronger than the conclusion since we only need z i = 0 for 1 ≤ i ≤ r.
We state the key result of this section. Moreover, for that choice ofp, if Proof. In Algorithm 5.1, let l i ∈ {1, . . . , r} be such that On the other hand, if i is large enough, we can apply Lemma 5.9 to get
The methods in Theorem 4.5 can be easily adapted to prove that the sequence {x i } is Fejér monotone with respect to K. The inequalities (5.21) and (5.22), and the Fejér monotonicity of {x i } combine to give
As the factor ǫ can be made arbitrarily close to 0, we proved (5.19). The required bound follows immediately.
To apply Lemma 5.12 to Algorithm 5.1, note that Condition (3) follows from properties of the projection, while Condition (4) is an attempt to apply Theorem 2.1. Lemma 5.12 is closer to the spirit of Theorem 4.6. However, the term σ −1 is hard to control, so we have not had success in applying Lemma 5.12 so far.
Infeasibility
We now discuss the case where the K := ∩ r l=1 K l = ∅. For any algorithm producing a sequence {x i } in the hope of converging to a limitx ∈ K, there are three possibilities:
(1) An infinite sequence cannot be produced because the intersection of the halfspaces is an empty set at some point. (2) The sequence {x i } contains a cluster pointx. (3) The sequence {x i } does not contain a cluster pointx. We first show that case 2 is not possible for Algorithm 3.1 in the case of strong cluster points. Proof. Suppose on the contrary that {x i } contains a strong cluster point, sayx. Sincex / ∈ K, we assume without loss of generality thatx / ∈ K 1 . Then let z := P K1 (x), and v =x − z. Let a x = x − P K1 (x) and b x = a x , P K1 (x) . By elementary properties of the projection, we have ax,x > bx. The parameters a x and b x depend continuously on x. By the workings of Algorithm 3.1, we have a xi , x i+1 ≤ b xi .
As we take limits as i → ∞, we get ax,x ≤ bx. This is a contradiction.
One can easily check that Case 3 can happen. Consider the sets K 1 and K 2 defined by K 1 = {(x, y) ∈ R 2 | y ≥ e −x }, and K 2 = {(x, y) ∈ R 2 | y ≤ −e −x }.
If x 0 is chosen to be the origin in Algorithm 3.1, then the iterates x i cannot converge to a limit by Theorem 6.1, and therefore must move in the direction of the positive x axis. We understand more about such behavior with the result below.
