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Abstract
In this paper we consider the first order discrete Hamiltonian system
x1(n + 1) − x1(n) = −Hx2 (n, x(n)),
x2(n) − x2(n − 1) = Hx1 (n, x(n)).
Where n ∈ Z, x(n) =
(
x1(n)
x2(n)
)
∈ R2N , H(n, z) = 12S (n)z·z+R(n, z) is periodic in n and asymptotically
quadratic as |z| → ∞. We will prove the existence of homoclonic solution by critical point
theorem for strongly indefinite functional.
Keywords: discrete Hamiltonian system, homoclinic solution, asymptotically quadratic,
variational method
1. Introduction and main results
In this paper we are interested in the following discrete first order Hamiltonian system
x1(n + 1) − x1(n) = −Hx2 (n, x(n)),
x2(n) − x2(n − 1) = Hx1 (n, x(n)).
(DHS )
Where n ∈ Z and x(n) =
(
x1(n)
x2(n)
)
∈ R2N , H(n, ·) ∈ C1(R2N ,R) depends periodically on n and has
the form
H(n, z) = 1
2
S (n)z · z + R(n, z)
with S (n) being a symmetric 2N × 2N real matrix. Let
Lx(n) =
(
x1(n + 1)
x2(n)
)
, ∆x(n) = x(n + 1) − x(n),
and
J =
(
0 −IN
IN 0
)
,
then we can rewrite system (DHS ) as follows
∆Lx(n − 1) = J∇H(n, x(n)) n ∈ Z. (DHS )′
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2We are interested in the existence of homoclinic solution x = (x(n))n∈Z of (DHS ), i.e. x . 0 and
x(n) → 0 as |n| → ∞.
System (DHS ) can be regarded as a discrete analog of continuous Hamiltonian system
x˙1(t) = −Hx2(t, x(t)),
x˙2(t) = Hx1(t, x(t)).
(CHS )
which have been largely studied in the literature of the existence and multiplicity of homoclinic
orbits by different approaches. Especially, there are some significant results for (CHS ) via
variational method. For details, we refer to [2-13] and references therein.
In last years, there have been many studies on discrete Hamiltonian systems by different
approaches. Abounding researches have been made on boundary value problems, oscillations
and asymptotic behavior of discrete Hamiltonian systems (see for example [20-24]). By crit-
ical point theory, the existence and multiplicity of periodic solutions have been considered in
[15-18]. It’s well known Hamiltonian systems are very important in the study of gas dynam-
ics, fluid mechanics, relativistic mechanics and nuclear physics. While it is well known that
homoclinic solutions play an important role in analyzing the chaos of Hamiltonian systems. If
a system has the transversely intersected homoclinic solutions, then it must be chaotic. If it
has the smoothly connected homoclinic solutions, then it cannot stand the perturbation, its per-
turbed system probably produces chaotic phenomena. Therefore, it is of practical importance
and mathematical significance to consider the existence of homoclinic solutions of Hamilto-
nian systems. As we know, there are not much results for homoclinics of discrete Hamiltonian
systems. As in [19], the existence of homoclinic solutions has been obtained in second or-
der discrete Hamiltonian systems. Recently, Chen, Yang and Ding [14] proves existence and
multiplicity of homoclinics in first order Hamiltonian systems with the nonlinear term being
super-quadratic. Hence our aim of this paper is to establish some existence results for first order
discrete Hamiltonian system with asymptotically quadratic term.
We will discuss our results variationally. Inspired by [11], we discuss the associated linear
self-adjoint operator A + S (defined in Section 2). By the spectrum of A + S , we establish he
variational framework for (DHS ). And we show that the associated functional Φ is strongly
indefinite.
To state our results, we use the notation J0 =
(
0 −IN
−IN 0
)
. For a sequence of symmetric
matrixs {L(n)}, let e(n) be the set of all eigenvalues of L(n) and set
λL = inf
n
e(n), ΛL = sup
n
e(n).
In particular, we set λ0 := λJ0S and Λ0 := ΛJ0S . And we will use the notation
˜R(n, z) = 1
2
∇R(n, z)z − R(n, z)
We make the following hypotheses:
(R0) There is a positive integer T such that S (n + T ) = S (n), and J0S (n) is symmetric and
positive definite for all n ∈ Z.
(R1) R(n + T, z) = R(n, z), ∀n ∈ Z ∀z ∈ R2N , R(n, ·) ∈ C1(R2N ,R).
3(R2) R(n, z) ≥ 0, ∇R(n, z) = o(|z|) as |z| → 0.
(R3) ∇R(n, z) − S∞(n)z = o(|z|) as |z| → ∞, where S∞(n) is a symmetric matrix with λ∞ :=
λS∞ > 2 + Λ0
(R4) ˜R(n, z) ≥ 0 and there is δ0 ∈ (0, λ0) such that if |∇R(n, z)| ≥ (λ0 − δ0)|z| then ˜R(n, z) ≥ δ0.
Then we have the main result of this paper.
Theorem 1.1 Let (R0)−(R4) be satisfied. Then the system (DHS ) has at least one homoclinic
solution.
This paper is organized as follows. In Section 2, we establish the variational framework of
the problem and recall some abstract critical point theories on strongly indefinite functional. In
Section 3, we discuss the linking structure of Φ and the behavior of (C)c-sequence. Finally, in
Section 4, we prove our results.
2. Variational setting
Let E := l2(Z,R2N). E is a Hilbert space with the usual inner product and norm
(x, y)l2 =
∑
n
x(n) · y(n) |x|2l2 =
∑
n
|x(n)|2 x, y ∈ E (2.1)
On E we define functional Φ, for any x ∈ E,
Φ(x) = −1
2
∑
n
J∆Lx(n − 1) · x(n) − 1
2
∑
n
S (n)x(n) · x(n) −
∑
n
R(n, x(n)). (2.2)
For convenience, we define operators as follows.
A : E → E : Ax = (z(n))n∈Z z(n) = −J∆Lx(n − 1), x ∈ E (2.3)
S : E → E : S x = (z(n))n∈Z z(n) = −S (n)x(n), x ∈ E. (2.4)
Then A and S are linear bounded self-adjoint operators(see[14] ).
Moveover, we set
Ψ(x) :=
∑
n
R(n, x(n)) (2.5)
Thus, we can rewrite functional Φ:
Φ(x) = 1
2
((A + S )x, x)l2 −Ψ(x). (2.6)
Since Hilbert space E = l2 embeds continuously into lp(Z,R2N)(2 < p ≤ ∞), i.e.
|x|lp ≤ |x|l2 x ∈ E, (2.7)
and (R1) − (R3) imply that , for any ε > 0,p > 2, there is Cε > 0 such that
|∇R(n, z)| ≤ ε|z| + Cε|z|p−1 (2.8)
4and
|R(n, z)| ≤ ε|z|2 + Cε|z|p. (2.9)
Hence the functional Φ is well defined. By a standard argument, one can obtain that Φ is C1
and has Fre´chet derivative of the following form
Φ
′(x)y = −
∑
n
J∆Lx(n − 1) · y(n) −
∑
n
S (n)x(n) · y(n) −
∑
n
∇R(n, x(n)) · y(n) (2.10)
for x, y ∈ E.
Obviously, if x ∈ E is a critical point of Φ then x is a solution of (1), moreover, x(n) → 0 as
|n| → ∞. Since S (n) and R(n, z) are T -periodic on n, it is not difficult to see thatΦ is T -periodic.
In order to establish a variantional setting for the system (DHS ) we study the spectrum of
the associated linear self-adjoint operator A + S . Let σ(A + S ), σe(A + S ) denote, respectively,
the spectrum and essential spectrum of A + S . Supposing (R0) holds, by the definition of λ0, it
is easy to see that λ0 > 0.
Proposition 2.1 Assume (R0) is satisfied. Then
1o σ(A + S ) = σe(A + S );
2o σ(A + S ) ∩ (0,∞) , Ø and σ(A + S ) ∩ (−∞, 0) , Ø;
3o σ(A + S ) ⊂ [−Λ0 − 2,−λ0]⋃[λ0,Λ0 + 2].
Proof. The proofs of 1o ,2o and σ(A + S ) ⊂ R \ (−λ0, λ0), one can obtain in [14]. To prove
that 3o holds, it is sufficient to show that ‖A + S ‖ ≤ 2 + Λ0. Note that
|Ax|2l2 = (Ax, Ax)l2 =
∑
n
(−J∆Lx(n − 1)) · (−J∆Lx(n − 1))
=
∑
n
{|x2(n)|2 + |x2(n − 1)|2 + |x1(n)|2 + |x1(n + 1)|2
−2x2(n) · x2(n − 1) − 2x1(n) · x1(n + 1)}
≤
∑
n
{2|x1(n)|2 + 2|x1(n + 1)|2 + 2|x2(n)|2 + 2|x2(n − 1)|2}
= 4|x|2l2
Observe that J20 = I and J0S (n) = S (n)J0, we have
|S x|2l2 = (S x, S x)l2 =
∑
n
(−S (n)x(n)) · (−S (n)x(n)) =
∑
n
J20 S (n)x(n) · J20 S (n)x(n)
=
∑
n
J0S (n)J0x(n) · J0S (n)J0x(n) =
∑
n
(J0S (n))2J0x(n) · J0x(n).
By definition of Λ0, we have that |S x|2l2 ≤ Λ
2
0|x|
2
l2 . It follows that ‖A‖ ≤ 2 and ‖S ‖ ≤ Λ0.
Therefore, ‖A + S ‖ ≤ ‖A‖ + ‖S ‖ ≤ 2 + Λ0. The proof is complete.
Due to the spectrum of A + S , E = l2(Z,R2N) possesses the orthogonal decomposition
E = E− ⊕ E+, x = x− + x+, (2.11)
5corresponding to the spectrum decomposition of A + S such that
((A + S )x, x)l2 ≤ −λ0|x|2l2 on E− and ((A + S )x, x)l2 ≥ λ0|x|2l2 on E+. (2.12)
Let |A + S | denote the absolute value of A + S , we equip E with the inner product
(x, y) = (|A + S |1/2x, |A + S |1/2y)l2 .
Then (E, (·, ·)) is a Hilbert space, and it has the associated norm ‖x‖ = (x, x)1/2. By 3o of
Proposition 2.1, one can obtain that
λ0|x|l2 ≤ ‖x‖ ≤ (2 + Λ0)|x|l2 , (2.13)
which implies that (E, ‖·‖) is equivalent to (E, |·|l2). It is not difficult to see that the decomposition
of E is orthogonal with respect to both (·, ·)l2 and (·, ·). Now, we can rewrite the functional Φ as
Φ(x) = 1
2
‖x+‖2 −
1
2
‖x−‖2 −Ψ(x). (2.14)
Hence, by the Proposition 2.1, Φ is strongly indefinite.
To study the critical point ofΦ, we recall some abstract critical point theory developed in [1].
Let Z be a Banach space with direct sum decomposition Z = X ⊕ Y and corresponding
projections PX, PY onto X, Y , respectively. For a functional Φ ∈ C1(Z,R) we write Φa = {z ∈
Z : Φ(z) ≥ a}, Φb = {z ∈ Z : Φ(z) ≤ b} and Φba = Φa ∩ Φb. Recall that Φ is said to be weakly
sequentially lower semicontinuous if for any zn ⇀ z in Z one has Φ(z) ≤ lim infn→∞Φ(zn), and
Φ
′ is said to be weakly sequentially continuous if limn→∞Φ′(zn)w = Φ′(z)w for each w ∈ Z. A
sequence (zn) ∈ Z is said to be a (C)c-sequence if Φ(zn) → c and Φ′(zn) → 0. Φ is said to satisfy
the (C)c-condition if any (C)c-sequence has a convergent subsequence.
From now on, let X be separable and reflexive, and fix a countable dense subset S ⊂ X∗. For
each s ∈ S there is a semi-norm on Z defined by
ps : Z → R, ps(z) = |s(x)| + ‖y‖ f or z = x + y ∈ Z = X ⊕ Y.
We denote by TS the induced topology, Let w∗ denote the weak∗-topology on Z∗.
Suppose:
(Φ0) For any c ∈ R, Φc is TS-closed, and Φ′ : (Φc,TS) → (E∗,w∗) is continuous.
(Φ1) For any c > 0, there exists ζ > 0 such that ‖z‖ ≤ ζ‖PYz‖ for all z ∈ Φc.
(Φ2) There exists ρ > 0 with κ = infΦ(S ρY) > 0 where S ρY = {y ∈ Y : ‖y‖ = ρ}.
Then the following theorem is a special case of Theorem 4.4 of [1].
Theorem 2.2 Let (Φ0) − (Φ2) be satisfied and assume there is R > ρ and e ∈ Y with ‖e‖ = 1
such that supΦ(∂Q) ≤ κ where Q = {z = x + te : t ≥ 0, x ∈ X, ‖z‖ < R}. Then there is a
(C)c-sequence for Φ with c ∈ [κ, supΦ(Q)].
To check that functional Φ satisfies (Φ0), the following proposition (cf. [1]) is a key tool.
Proposition 2.3 Suppose Φ ∈ C1(Z,R) is of the form
Φ(z) = 1
2
‖y‖2 −
1
2
‖x‖2 − Ψ(z) z = x + y ∈ Z = X ⊕ Y (2.15)
such that
6(i) Ψ ∈ C1(Z,R) is bounded from below.
(ii) Ψ is weakly sequentially lower semicontinuous
(iii) Ψ′ is weakly sequentially continuous.
(iv) ν : Z → R, ν(z) = ‖z‖2, is C1 and ν′ : (Z,Tw) → (Z∗,Tw∗) is sequentially continuous.
Then Φ in (2.15) satisfies (Φ0).
3. Linking structure and (C)c sequence
In order to apply Theorem 2.1, we study the linking structure of Φ.
Lemma 3.1 Let (R0) − (R3) be satisfied. Then there exists ρ > 0 such that κ = infΦ(S +ρ ) > 0
where S +ρ = ∂Bρ
⋂
E+.
Proof Choose p > 2 such that (2.9) holds for any ε > 0. We get that
Ψ(x) ≤ ε|x|2l2 + Cε|x|plp ≤ (2 + Λ0)(ε‖x‖2 +Cε‖x‖p)
for all x ∈ E. We choose ε small enough, then the lemma holds from the form of Φ.
Lemma 3.2 Let (R0) − (R3) be satisfied. Then for any e ∈ E+ with ‖e‖ = 1 there exists R > 0
such that Φ(x) ≤ κ for all x ∈ E− ⊕ Re, with ‖x‖ ≥ R.
Proof It is sufficient to show that Φ(x) → −∞ as x ∈ E− ⊕ Re, ‖x‖ → ∞. Arguing by
indirectly, assume that for some sequence xk = ske + x−k ∈ E− ⊕ Re with ‖xk‖ → ∞, there is
M > 0 such that Φ(xk) ≥ −M for all k. Then, setting yk = xk/‖xk‖ := tke+ y−k , we have ‖yk‖ = 1,
yk ⇀ y, y−k ⇀ y
−
, tk → t ∈ R and
−
M
‖xk‖2
≤
1
2
|tk|
2 −
1
2
‖y−k ‖
2 −
∑
n R(n, xk(n))
‖xk‖2
. (3.1)
Remark that t , 0. Indeed, if not then it follows from (3.1) that
0 ≤ 1
2
‖y−k ‖
2
+
∑
n R(n, xk(n))
‖xk‖2
≤
1
2
|tk|
2
+
M
‖xk‖2
, (3.2)
in particular, ‖y−k ‖ → 0, hence 1 = ‖yk‖ → 0, a contradiction.
Since (R3), there holds
|t|2 − ‖y−‖2 −
∑
n
S∞(n)y(n) · y(n) ≤ ‖te‖2 − ‖y−‖2 − λ∞|y|2l2
≤ (2 + Λ0)|t|2|e|2l2 − ‖y−‖2 − λ∞|t|2|e|2l2 − λ∞|y−|2l2
= (2 + Λ0 − λ∞)|t|2|e|2l2 − ‖y−‖2 − λ∞|y−|2l2 < 0.
Hence for some ˜N > 0
|t|2 − ‖y−‖2 −
∑
|n|≤ ˜N
S∞(n)y(n) · y(n) < 0. (3.3)
Let G(n, z) := R(n, z) − 12S∞(n)z · z, by (R3) and (2.9), one gets that |G(n, z)| ≤ C2|z|2.
7Since
lim
k→∞
( ∑
|n|≤ ˜N
R(n, xk(n))
‖xk‖2
−
1
2
∑
|n|≤ ˜N
S∞(n)yk(n) · yk(n)
)
= lim
k→∞
∑
|n|≤ ˜N
G(n, xk(n))
‖xk‖2
= lim
k→∞
∑
|n|≤ ˜N
G(n, xk(n))|yk(n)|2
|xk(n)|2 ,
and we have that ∣∣∣∣ ∑
|n|≤ ˜N
G(n, xk(n))|yk(n)|2
|xk(n)|2
∣∣∣∣ ≤ ∑
|n|≤ ˜N
|G(n, xk(n))||yk(n)|2
|xk(n)|2 .
For |n| ≤ ˜N, if yk(n) → 0 then |G(n,xk(n))||yk (n)|
2
|xk(n)|2 ≤ C2|yk(n)|2 → 0, otherwise, if yk(n) 6→ 0, then
|xk(n)| → ∞, which yields that |G(n,xk(n))||yk (n)|
2
|xk(n)|2 ≤ C3
|G(n,xk(n))|
|xk(n)|2 → 0 (C3 > 0). Thus,
∑
|n|≤ ˜N
G(n, xk(n))|yk(n)|2
|xk(n)|2 → 0.
It follows that
0 ≤ lim
k→∞
(1
2
|tk|
2 −
1
2
‖y−k ‖
2 −
∑
|n|≤ ˜N
R(n, xk(n))
‖xk‖2
)
≤
1
2
(
|t|2 − ‖y−‖2 −
∑
|n|≤ ˜N
S∞(n)y(n) · y(n)
)
< 0,
that is a contradiction.
It follows from Lemma 3.1 and Lemma 3.2 that Φ has linking structure which is showed by
following lemma.
Lemma 3.3 Under the assumptions of Lemma 3.2, letting e ∈ E+ with ‖e‖ = 1, there is
R0 > ρ such that sup(∂Q) ≤ κ where Q := {x = x− + te : t ≥ 0, x− ∈ E−, ‖x‖ < R0}.
Now we discuss the behavior of (C)c-sequence.
Lemma 3.4 Let (R0) − (R4) be satisfied, then any (C)c-sequence of Φ is bounded.
Proof Let (xk) ⊂ E be such that
Φ(xk) → c (1 + ‖xk‖)Φ′(xk) → 0. (3.4)
Then, for some C0 > 0,
C0 ≥ Φ(xk) − 12Φ
′(xk)xk =
∑
n
˜R(n, xk(n)). (3.5)
Arguing by indirectly assume up to a subsequence ‖xk‖ → ∞. Set yk = xk/‖xk‖. Then, ‖yk‖ = 1.
Remark that
Φ
′(xk)(x+k − x−k ) = ‖xk‖2
(
1 −
∑
n ∇R(n, uk(n)(y+k (n) − y−k (n))
‖xk‖
)
it follows from (3.4) that ∑
n ∇R(n, uk(n)(y+k (n) − y−k (n))
‖xk‖
→ 1 (3.6)
8If ∃τ > 0, ∃nk ∈ Z such that |yk(nk)| ≥ τ. There exist lk ∈ Z such that 0 ≤ nk − lkT ≤ T − 1.
Set x˜k = {x˜k(n)} where x˜k(n) = xk(n + lkT ) and y˜k = {y˜k(n)} where y˜k(n) = yk(n + lkT ). For any
w ∈ E setting w˜k = {w˜k(n)} where w˜k(n) = wk(n − lkT ), and define operator S∞ as
S∞ : E → E : S∞x = (z(n))n∈Z z(n) = S∞(n)x(n), x ∈ E.
We have that
Φ
′(xk)w˜k = (x+k − x−k , w˜k) − (S∞xk, w˜k)l2 −
∑
n
∇R(n, xk(n))w˜k(n)
= ‖xk‖
(
(y+k − y−k , w˜k) − (S∞yk, w˜k)l2 −
∑
n
∇R(n, xk(n))w˜k(n) |yk(n)|
|xk(n)|
)
By A + S , S∞ and ∇R(n, z) are periodic in n, then
Φ
′(xk)wk = ‖xk‖
(
(y˜+k − y˜−k ,w) − (S∞y˜k,w)l2 −
∑
n
∇R(n, x˜k(n))w(n) |y˜k(n)|
|x˜k(n)|
)
This follows
(y˜+k − y˜−k ,w) − (S∞y˜k,w)l2 −
∑
n
∇R(n, x˜k(n))w(n) |y˜k(n)|
|x˜k(n)| → 0
Since ‖y˜k‖ = ‖yk‖ = 1, then up to subsequence we obtain that y˜k ⇀ y˜, y˜k(n) → y˜(n). For
some n0 : 0 ≤ n0 ≤ (T − 1) such that |y˜k(n0)| ≥ τ, hence, y˜ , 0. By (2.8), one gets that
|∇R(n, z)| ≤ C4|z|. For w ∈ E = l2 and ε > 0, there exists ˜N ∈ N such that ∑|n|> ˜N |w(n)|2 < ε2.
Note that ∣∣∣∣∑
n
∇R(n, x˜k(n))w(n) |y˜k(n)|
|x˜k(n)|
∣∣∣∣ ≤∑
n
|R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)|
≤
∑
|n|≤ ˜N
|∇R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)| +
∑
|n|> ˜N
|∇R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)|
≤
∑
|n|≤ ˜N
|∇R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)| +C4|yk|l
2(
∑
|n|> ˜N
|w(n)|2) 12
≤
∑
|n|≤ ˜N
|∇R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)| +C5ε.
Similarly to the proof of Lemma 3.2, we can obtain that
∑
|n|≤ ˜N
|∇R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)| → 0.
It follows that ∑
n
|∇R(n, x˜k(n))||w(n)| |y˜k(n)|
|x˜k(n)| → 0,
hence
(y˜+ − y˜−,w) − (S∞y˜,w)l2 = 0.
9Thus, 0 is an eigenvalue of the operator A + S − S∞ with eigenfunction y˜. We claim that is
impossible. Indeed, by the definition of λ∞ and (2.13), one has that, for any x ∈ E
|(A + S )x − S∞x|l2 ≥ |S∞x|l2 − |(A + S )x|l2 ≥ (λ∞ − 2 − Λ0)|x|l2 .
It follows from (R3) that λ∞ − 2 − Λ0 > 0 which yields that 0 < σ(A + S − S∞).
If for any τ > 0 and n there holds |yk(n)| < τ, then |yk|l∞ → 0. Since |yk|plp ≤ |yk|p−2l∞ |yk|2l2 (p > 2)
and yk is bounded in E = l2, we get that |yk|lp → 0 (p > 2). In virtue of (R4), we set
Ik :=
{
n ∈ Z :
|∇R(n, xk(n))|
|xk(n)| ≤ λ0 − δ0
}
Since λ0|yk|2l2 ≤ ‖yk‖
2
= 1, we have
∣∣∣∣∑
Ik
∇R(n, xk(n))(y+k (n) − y−k (n))
‖xk‖
∣∣∣∣ =
∣∣∣∣∑
Ik
∇R(n, xk(n))(y+k (n) − y−k (n))|yk(n)|
|xk(n)|
∣∣∣∣
≤ (λ0 − δ0)|yk|2l2 ≤
λ0 − δ0
λ0
< 1
for all k. Let Ick = Z\Ik, jointly with (3.6), implies that
lim
k→∞
∣∣∣∣∑
Ick
∇R(n, xk(n))(y+k (n) − y−k (n))
‖xk‖
∣∣∣∣ > 1 − λ0 − δ0
λ0
=
δ0
λ0
.
Recalling (2.8), we can choose C > 0 such that |∇R(n, z)| ≤ C|z|, there holds for an arbitrarily
fixed s > 2,
∣∣∣∣∑
Ick
∇R(n, xk(n))(y+k (n) − y−k (n))
‖xk‖
∣∣∣∣ ≤ C∑
Ick
|y+k (n) − y−k (n)||yk(n)| ≤ C|yk |l2 |Ick |(s−2)/s|yk|ls
≤
C
λ0
|Ick |
(s−2)/s|yk|ls
Since |yk|ls → 0, one gets that |Ick | → ∞. By (R4), ˜R(n, xk(n)) ≥ δ0 on Ick , hence∑
n
˜R(n, xk(n)) ≥
∑
Ick
˜R(n, xk(n)) ≥ |Ick |δ0 →∞
contrary to (3.5). The proof is finished.
4. Proof of main result
We are now in a position to give the proof of our main result. In order to apply the abstract
Theorem 2.2, we choose X = E− and Y = E+ with E± given in Section 2. X is separable and
reflexive and let S be a countable dense subset of X∗. First we have
Lemma 4.1 Φ satisfies (Φ0) and (Φ1).
Proof. In virtue of the form of Φ and Proposition 2.3, to show that Φ satisfies (Φ0) it is
sufficient to show thatΨ is bounded from below,Ψ is weakly sequentially lower semicontinuous
and Ψ′ is weakly sequentially continuous.
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Firstly, since R(n, z) is non-negative, so is Ψ. Secondly, let xk ⇀ x in E. We have that
xk(n) → x(n) as k → ∞, hence, R(n, xk(n)) → R(n, x(n)). Thus,
Ψ(x) =
∑
n
lim
k→∞
R(n, xk(n)) ≤ lim infk→∞
∑
n
R(n, xk(n)) = lim infk→∞ Φ(xk)
which implies that Ψ is weakly sequentially lower semicontinuous.
Thirdly, let xk ⇀ x in E. By (2.8), we choose C1 > 0 such that |∇R(n, z)| ≤ C1|z|. For any
y ∈ E, one can get that for any ε > 0 there is N ∈ N such that
∑
|n|≥M |y(n)|2 < ε. By Ho¨lder
inequality,
|Ψ′(xk)y −Ψ′(x)y| ≤
∣∣∣∣ ∑
|n|>N
(∇R(n, xk(n) − ∇R(n, x(n)) · y(n)
∣∣∣∣
+
∣∣∣∣ ∑
|n|≤N
(∇R(n, xk(n) − ∇R(n, x(n)) · y(n)
∣∣∣∣
≤ C1ε(|xk|l2 + |x|l2) +
∣∣∣∣ ∑
|n|≤N
(∇R(n, xk(n) − ∇R(n, x(n)) · y(n)
∣∣∣∣.
Observe that ∇R(n, xk(n)) → ∇R(n, x(n)) for each n ∈ Z. It follows from |n| ≤ N is finite that∣∣∣∣ ∑|n|≤N(∇R(n, xk(n)−∇R(n, x(n)) ·y(n)
∣∣∣∣→ 0. Therefore we obtain thatΨ′ is weakly sequentially
continuous.
For any c > 0,since Ψ is non-negative, it is not difficult to see that ‖x−‖ ≤ ‖x+‖. Hence one
can get that ‖x‖ ≤ 2‖x+‖ for x ∈ Φc which shows that (Φ1) holds. The proof is complete.
Proof of therem 1.1 Lemma 4.1 implies that Φ satisfies (Φ0) and (Φ1). And Lemma 3.3
shows that Φ has linking structure. Hence there is a (C)c-sequence (xk) with level c ≥ κ > 0.
Lemma 3.4 shows that (xk) is bounded: ‖xk‖ ≤ M. In addition,
c = lim
k→∞
(
Φ(xk) − 12Φ
′(xk)xk
)
= lim
k→∞
∑
n
˜R(n, xk(n)) (4.1)
Remark that there are τ > 0 and nk ∈ Z such that |xk(nk)| ≥ τ. Indeed, if not, it follows from the
proof of Lemma 3.3 that |xk|lp → 0(p > 2). By (2.8) and (2.9), choose p > 2, such that for any
ε > 0, there is Cε > 0 satisfying ˜R(n, z) ≤ ελ20M−2|z|2 + Cε|z|p, then it follows from (4.1) that,
for ε < c,
c = lim
k→∞
∑
n
˜R(n, xk(n)) ≤ lim
k→∞
(
ελ20M
−2|xk|
2
l2 + |xk|
p
lp
)
≤ ε,
a contradiction. Make proper shifts similar to the proof of Lemma 3.4, then passing to a subse-
quence x˜k such that there is τ > 0 and 0 ≤ n0 ≤ (T − 1) independent of k, |x˜k(n0)| ≥ τ. Due to
periodicity of the coefficients, x˜k is also a Cerami-sequence for Φ at c. Hence x˜k ⇀ x˜ , 0, thus,
we obtain a nontrivial critical point x˜ of Φ.
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