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Abstract– In recent years, researches on autonomous mobile robots that work in unknown
environments such as exploration robots and rescue robots are actively conducted. These robots
need to recognize the external environment in order to autonomously select appropriate behav-
iors. Many of the previous studies use external sensors to recognize the environment. How-
ever, the external sensors are often unreliable in dusty, snowy and sandy environments where
autonomous mobile robots are much needed. The purpose of this study is to develop a wheel-
legged robot that acquires appropriate behavior in unknown environments with Reinforcement
Learning using only information obtained from internal sensors. This study particularly focuses
on utilizing the displacement of robot calculated from data of an acceleration sensor, a gyro-
scope and any other internal sensors for reward in Reinforcement Learning. To investigate the
performance of the proposed positional estimation method and the learning method, a realistic
simulation of 6 wheel-legged was constructed using ROS simulation platform (Gazebo). Exper-
iments of the robot running through bumpy, slippery, and hilly environments were conducted.
By the simulations, it was found that the proposed method could improve locational accuracy
and the performance of movement.
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(a) 車輪型ロボットの概要 (b) 行動中の様子
図 2.1: 車輪型ロボットの環境適応に関する研究 [3]
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(a) 多脚車輪型ロボットの概要 (b) 学習中の様子
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(b) 6脚ロボットの概要 (c) 情報フィルタの概要
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(a) ロボットの概要 (b) データ融合の概要
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が行動した際に得られる評価値を指し，状態 stにおいて行動 atが選択され，状態が st+1
に遷移した際に得る報酬を rt+1と表す．以上を踏まえ，強化学習の概要を図 3.1に示す．
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数である温度定数 τ が存在する．τ を大きな値にするほど行動選択は等確率なものに近づ
き，一方で τ → 0の極限ではグリーディ手法と同様の結果となる．
このアルゴリズムでは，行動価値に重み付けを行ったものに対し，さらにルーレット選
択等のアルゴリズムを用いることによって確率的に行動を選択可能である．しかしながら，















れらに関して簡潔に説明を行うと，まず，学習率 α(0 ≦ α ≦ 1)は，行動価値の更新の緩
急を決定するためのパラメータである．すなわち，α = 0とすると新たに得た知識を学習
せず，既存の知識のみを利用することとなり，α = 1とすると，既存の知識を全て破棄し，




ここで，時刻 tにおける状態を st，行動を at，報酬を rtとして，Q学習における行動価
値関数の更新式を式 (3.1)に示す．
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3.4.1 Robot Operating System
Robot Operating System（以下，ROS）とは，ロボット用のフレームワークの一種で
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図 4.1: Gazebo内における 6脚車輪型ロボットの 3次元モデル
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図 4.3: 停止制御後にスリップが発生する例
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リンク名 縦 [m] 横 [m] 高さ [m] 半径 [m] 幅 [m] 重量 [kg] 摩擦係数
lb 0.45 0.08 0.02 – – 0.4 0.9
l0 0.02 0.02 0.02 – – 0.01 0.9
l1 0.02 0.13 0.02 – – 0.05 0.9
l2 0.02 0.02 0.1 – – 0.05 0.9
lw – – – 0.025 0.035 0.05 0.9
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(a) 瓦礫 パターン I (b) 瓦礫 パターン II
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(a) 評価実験用の地形の俯瞰図
(b) 評価実験用の地形の側面図
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滑化を行う．時刻 tにおける平滑化後の値を yt，センサ値を xt，定数を βlpf (0 ≦ βlpf ≦ 1)
として，フィルタを式 (6.1)に示す．
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を a′，ピッチ角を θ，重力加速度を gとして，重力成分を除去した x軸方向の加速度 aを
式 (6.2)に示す．
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いて，加速度から求めたピッチ角を θ′，3軸方向の加速度をそれぞれ ax，ay，az として，

























チ角の推定値を θt，ピッチ角速度を gy，微小時間を∆t，定数を βcf (0 ≦ βcf ≦ 1)，静止
状態に関する判定の結果を Stillness として，式 (6.5)に示す．なお，後述の加速度の分散
による静止判定が真であり，かつ加速度の 3軸方向のベクトルのユークリッドノルムの値
が g ± 0.05の場合を Stillness が真であると定義する．
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θt =
βcf (θt−1 + gy∆t) + (1− βcf )θ′t if Stillness is False,θ′t if Stillness is True. (6.5)
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判定時間 (∆t) s 0.5
初回の判定開始遅延時間 (∆tsd−delay) s 0.5
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図 6.12: 振動発生時の 6脚のトルク値
グラフより，振動発生中にはそれぞれの脚に大きなトルクが生じ続けていることが明ら
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判定時間 (∆t) s 0.5
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図 6.17: トライポッド歩容 Iを行った際の変位推定値
　　
　　
図 6.18: トライポッド歩容 IIを行った際の変位推定値
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図 6.19: トライポッド歩容 Iと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.20: トライポッド歩容 IIと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.21: クロール歩容 Iと車輪動作の組み合わせを行った際の変位推定値
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図 6.22: クロール歩容 IIと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.23: ウェーブ歩容 Iと車輪動作の組み合わせを行った際の変位推定値
　　
　　
図 6.24: ウェーブ歩容 IIと車輪動作の組み合わせを行った際の変位推定値
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4. 手順 2-3を 3回連続で行う．
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2 トライポッド歩容 I OFF
3 ON
4 トライポッド歩容 II OFF
5 ON
6 クロール歩容 I ON
7 クロール歩容 II ON
8 ウェーブ歩容 I ON



























行動後のヨー角の累積値をψm，定数を βr(0 ≦ βr ≦ 1)として，報酬 rmを式 (7.2)に示す．
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Q学習を利用するにあたり，式 (3.1)における学習率 α，および割引率 γを定義する必
要がある．そこで，本研究では α = 0.1，γ = 0.99と設定する．
47
BA Thesis at Future University Hakodate, 2019 Haruto SUGAWARA






















BA Thesis at Future University Hakodate, 2019 Haruto SUGAWARA
Learning Adaptation Method for Robust Wheel-Legged Robot Using Internal Sensors
図 8.1: 提案システムにおける非エピソード型学習のフロー図
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行動回数（M = 8.6, SD = 2.79）は学習前の行動回数（M = 23.6, SD = 10.55）と比較
して有意に少なくなっていることが明らかとなった（t(8) = −3.07, p < 0.05,片側検定）．
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の結果，学習後の行動回数（M = 0.6, SD = 0.89）は学習前の行動回数（M = 3.4, SD =
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