The probability simplex is the set of all probability distributions on a finite set and is the most fundamental object in the finite probability theory. In this paper we give a characterization of statistical models on finite sets which are statistically equivalent to probability simplexes in terms of αfamilies including exponential families and mixture families. The subject has a close relation to some fundamental aspects of information geometry such as α-connections and autoparallelity.
Abstract-The probability simplex is the set of all probability distributions on a finite set and is the most fundamental object in the finite probability theory. In this paper we give a characterization of statistical models on finite sets which are statistically equivalent to probability simplexes in terms of αfamilies including exponential families and mixture families. The subject has a close relation to some fundamental aspects of information geometry such as α-connections and autoparallelity.
I. AN INTRODUCTORY EXAMPLE
Let X = {0, 1, 2} and let M = {p λ | 0 < λ < 1} be the set of probability distributions on X of the form p λ = (p λ (0), p λ (1), p λ (2)) = (λ, (1 − λ)/2, (1 − λ)/2) .
The statistical model M has the following three properties. Firstly, it is a mixture family since p λ = λ (1, 0, 0) + (1 − λ) (0, 1/2, 1/2).
Secondly, it is an exponential family since
where θ = log(2λ/(1 − λ)), (F (0), F (1), F (2)) = (1, 0, 0) and ψ(θ) = − log(1 − λ)/2 = log(2 + e θ ). Lastly, M is statistically equivalent to the 1-dimensional open probability simplex P 1 = {(λ, 1 − λ) | 0 < λ < 1} in the sense that there exist a channel V from {0, 1} to X and a channel W from X to {0, 1} such that M is the set of output distributions of V for input distributions in P 1 and that V is invertible by W . The matrix representations of these channels are given by
Note that the invertibility W V = I holds.
Our aim is to show the equivalence between the first two properties and the last one for general statistical models on finite sets.
II. STATEMENT OF THE MAIN RESULT
We begin with giving some basic definitions which are necessary to state our problem.
For an arbitrary finite set X , let P(X ) and P(X ) be the sets of probability distributions and of strictly positive probability distributions on X ;
In particular, let for an arbitrary positive integer d P d := P({0, 1, . . . , d})
which we call the d-dimensional (closed and open) probability simplexes.
A mapping Γ : P(X ) → P(Y ), where X and Y are finite sets, is called a Markov map when there exists a channel W (y|x) from X to Y such that, for any p ∈ P(X ),
i.e., Γ(p) is the output distribution of the channel W corresponding to the input distribution p. Note that a Markov map is affine;
Let M and N be smooth submanifolds (statistical models) of P(X ) and P(Y ), respectively. When there exist a pair of Markov maps Γ : P(X ) → P(Y ) and Δ : P(Y ) → P(X ) such that their restrictions Γ| M and Δ| N are bijections between M and N and are the inverse mappings of each other, we say that M and N are Markov equivalent or statistically equivalent and write as M N .
The aim of this paper is to give a characterization of statistical models which are statistically equivalent to probability simplexes. The main result is as follows.
Theorem 1 For an arbitrary smooth submanifold M of P(X ), the following conditions are mutually equivalent.
(ii) M is an exponential family and is a mixture family. (iii) ∃α = ∃β, M is an α-family and is an β-family.
Explanation of exponential family, mixture family and αfamily for arbitrary α ∈ R as well as the proof of the theorem will be presented in subsequent sections. Here we only give a few remarks on condition (i). Firstly, (i) is equivalent to the condition that ∃d , M P d , since if M P d then M and P d must be diffeomorphic, so that dim M = dim P d = d . Secondly, (i) is equivalent to the condition M P d , where M denotes the topological closure of M , and means that M is the set of output distributions of an invertible (error-free) channel.
III. SOME FACTS ABOUT CONDITION (i)
From the definition of the relation , condition (i) implies that there exist Γ : P(X ) → P d and Δ :
where δ i is the delta distributions on {0, 1, . . . , d} concentrated on i. Then it is easy to see, as is shown in Lemma 9.5 and its "Supplement" of [1] where our Δ is called a congruent embedding (of P d into P(X )), that the supports A i := supp (q i ) constitute a partition of X in the sense that
and the left inverse Γ of Δ is represented as
where p(A i ) := x∈Ai p(x). In addition, condition (i) implies
Conversely, if a statistical model M ⊂ P(X ) is represented in the form (4) by a collection of d + 1 distributions {q i } on X whose supports {A i } constitute a partition of X , then we see that M satisfies condition (i) by defining Δ and Γ by (1) and (3). Thus a necessary and sufficient condition for (i) is obtained, which will be used in later arguments to prove the theorem.
IV. α-FAMILY, e-FAMILY AND m-FAMILY
Following the way developed in [5] (see also [3] , [4] ), we give the definition of α-family, which includes that of exponential family and mixture family as special cases.
For an arbitrary α ∈ R, define a function L (α) : R + (= (0, ∞)) → R by 1
The function L (α) is naturally extended to a mapping
For a submanifold M of P(X ), its denormalizationM is defined byM
where τ p denotes the function X
The denormalization is an extended manifold obtained by relaxing the normalization constraint x p(x) = 1. Obviously,M is a submanifold of P(X ), and P(
forms an open subset of an affine subspace, say Z, of R X , M is called an α-family. In this paper, it is assumed for simplicity that M is maximal in the sense that
Since it follows from the definition (5) of L (α) that
(8) is written as
Note that, as is pointed out in section 2.6 of [4] , an affine subspace Z satisfying (9) must be a linear subspace when α = 1. Note also that P(X ) is an α-family for ∀α ∈ R, corresponding to the case when Z = R X . When α = 1, the notion of α-family is equivalent to that of exponential family, whose general form is
where C, F 1 , . . . , F d are functions on X and ψ is a function on R d defined by
When α = −1, on the other hand, the notion of α-family is equivalent to that of mixture family, whose general form is
where F 1 , . . . , F d are functions on X satisfying
See §2.6 of [4] for further details.
V. PROOF OF (i) ⇒ (iv) Assume (i), which implies that there exists a collection of d + 1 probability distributions {q i } ⊂ P(X ) whose supports {A i } constitute a partition of X and that M is represented as (4) . Then the denormalizationM is represented as
Let α be an arbitrary real number such that α = 1. Since L (α) (0) = 0 in this case, it follows from the disjointness of the supports of {q i } that
for any (λ 0 , . . . , λ d ) ∈ (R + ) d+1 . From this we have
This proves that M is an α-family for any α = 1.
Let α = 1. For any x ∈ X , we have
where j denotes the element of {0, 1, . . . , d} such that x ∈ A j . Letting C ∈ R X be defined by C(x) = i (log q i (x))1 Ai (x), we have
which is an affine subspace of R X . This proves that M is a 1-family (an exponential family). The implication (i) ⇒ (iv) has thus been proved.
VI. EQUIVALENCE OF (ii), (iii) AND (iv)
The implications (iv) ⇒ (ii) ⇒ (iii) are obvious. To see (iii) ⇒ (iv), some results of information geometry are invoked.
Remark 1:
The notion of affine connections appears only in this section. Since the implication (ii) ⇒ (i) will be proved in the next section without using affine connections (at least explicitly), we do not need them in proving the equivalence of the conditions of Theorem 1 except for (iii).
We first introduce some concepts from general differential geometry. Let S be a smooth manifold and denote by T (S) the set of smooth vector fields on S. Here, by a vector field on S we mean a mapping, say X, such that X : S p → X p ∈ T p (S), where T p (S) denotes the tangent space of S at p. An affine connection on S is represented by a mapping ∇ : T (S)×T (S) (X, Y ) → ∇ X Y ∈ T (S), which is called a covariant derivative, satisfying certain conditions. Let M be a smooth submanifold of S. Then ∇ is naturally defined on T (M ) × T (M ), so that ∇ X Y is defined for any vector fields on M . However, the value ∇ X Y in this case is a mapping M p → (∇ X Y ) p ∈ T p (S) in general and is not a vector field on M (i.e., ∇ X Y ∈ T (M )) unless
When (15) holds for ∀X, Y ∈ T (M ), M is said to be autoparallel w.r.t. ∇ or ∇-autoparallel in S. Let ∇, ∇ and ∇ be affine connection on S for which there exists a real number a satisfying 2
If a submanifold M is ∇-autoparallel and ∇ -autoparallel, then it is also ∇ -autoparallel. This implication is obvious from (∇ X Y ) p = a(∇ X Y ) p + (1 − a)(∇ X Y ) p and the autoparallelity condition (15), which will be invoked later.
As was independently introduced byČencov [1] and Amari [2] , a one-parameter family of affince connections, which are called the α-connections (α ∈ R), are defined on a manifold of probability distributions. After Amari's notation, the αconnection is written in the form of affine combination
which implies that
for any α, β, γ ∈ R such that α = β. When a submanifold M of S is autoparallel w.r.t. the αconnection in S, we say that M is α-autoparallel in S. Since (18) is of the form (16), it follows that if M is αautoparallel and β-autoparallel in S for some α = β, then it is γ-autoparallel in S for all γ ∈ R. On the other hand, it was shown in [5] (see also section 2.6 of [4] ) that, for any submanifold M of P(X ) and for any real number α, M is an α-family if and only if M is α-autoparallel in P(X ). Combination of these two results proves (iii) ⇒ (iv).
Remark 2:
Since the e-connection and the m-connection are dual w.r.t. the Fisher information metric [3] , [4] , [5] , condition (ii) is a special case of doubly autoparallelity introduced by Ohara; see [6] , [7] and the reference cited there. It is pointed out in [7] that the α-autoparallelity for all α follows from that for α = ±1.
VII. PROOF OF (ii) ⇒ (i) Assume (ii), which means that there exist two affine subspaces Z (e) and Z (m) of R X such that
where L (e) := L (1) and L (m) := L (−1) . Let V (e) and V (m) be the linear spaces of translation vectors of Z (e) and Z (m) , respectively, so that we have Z (e) = f +V (e) for any f ∈ Z (e) and Z (m) = g + V (m) for any g ∈ Z (m)3 .
Lemma 1 V (e) is closed w.r.t. multiplication of functions; i.e., a, b ∈ V (e) ⇒ ab ∈ V (e) , where the product ab is defined by (ab)(x) = a(x)b(x).
Proof. The map
is a diffeomorphism fromM = Z (m) ∩ (R + ) X , which is an open subset of Z (m) , onto Z (e) . The differential map of Φ at a point μ ∈M is defined by
for any smooth curve μ(t) inM and is represented as 3 Actually, Z (m) is a linear space as mentioned in section IV, and therefore
This gives a linear isomorphism from V (m) onto V (e) . Therefore, for any two points μ, ν ∈M , we can define
This means that, for any a ∈ V (e) and any μ, ν ∈M , we have μa ν ∈ V (e) . For arbitrary a ∈ V (e) and ν ∈M , let us define a map Ψ a,ν by Ψ a,ν :M μ → μa ν ∈ V (e) . Then its differential at a point μ ∈M is given by
Composing this map with the inverse of
we have Proof. From the definition (7) ofM , for any μ ∈M and any positive constant τ = e c , we have τ μ ∈M . This implies that both log μ and log(τ μ) belong to Z (e) , and hence the translation log(τ μ) − log μ = log τ = c belongs to V (e) .
These two lemmas state that V (e) is a subalgebra of the commutative algebra R X with the unit element 1 (: the constant function x → 1) of R X contained in V (e) . From a well known result on such subalgebras 4 , it is concluded that there exists a partition
Let an element p 0 of M (⊂M ) be arbitrarily fixed. Then we have Z (e) = log p 0 + V (e) . Then {q i } are probability distributions on X whose supports are supp (q i ) = A i , and
Since this is the same form as (4), condition (i) has been derived.
VIII. CONCLUSION
We have shown Theorem 1 which gives an informationgeometrical characterization of statistical models on finite sample spaces which are statistically equivalent to open probability simplexes P d . The statistical equivalence (also called the Markov equivalence) to probability simplexes played a crucial role inČencov's pioneering work [1] on information geometry, where the notions of Fisher information metric and the α-connections were characterized in terms of the statistical equivalence. The present work shed another light on the relation between the statistical equivalence and information geometry.
