In this paper, we study the stability region of the two-user broadcast channel (BC) with bursty data arrivals and security constraints. It is assumed that one of the receivers has a secrecy constraint, i.e., its packets need to be kept secret from the other receiver, which is defined based on signal to interference noise ratio. The receiver with secrecy constraint has full-duplex capability to send a jamming signal for improving its service rate. The stability region of the two-user BC with secrecy constraint is characterized for the general decoding case. Then, assuming two different decoding schemes, the respective stability regions are derived. The full-duplex operation of receiver results in self-interference, and the effect of imperfect self-interference cancelation on the stability region is also investigated. The stability region of the BC with a secrecy constraint, where the receivers do not have full duplex capability can be obtained as a special case of the results derived in this paper. In addition, the paper considers the problem of maximizing the saturated throughput of the queue for which there is no secrecy constraint under minimum service guarantees for the other queue. The results provide new insights on the effect of the secrecy constraint on the stability region of the BC. It is found that the stability region with secrecy constraint is sensitive to the degree of selfinterference cancelation.
Secure Communications for the Two-User Broadcast Channel With Random Traffic users, i.e., users always have data to transmit. However, such an assumption does not capture the bursty nature of the sources. To account for the bursty nature of the sources, the notion of stability region [2] has been introduced. In many communication scenarios, it is required to serve multiple users simultaneously and the data arrival at the transmitter is bursty in nature. In addition, users may have different levels of security requirements. To examine jointly these two important aspects of communication, we consider a two-user broadcast channel (BC) [3] with bursty packet arrivals, where the packets of one of the queues need to be kept secret from the unintended receiver. We further assume that the receiver with the secrecy constraint has full-duplex capability. Thus, the full-duplex receiver can send a jamming signal to impede the decoding of its packets by the other receiver. The effect of the secrecy constraint on the stability region is not yet well understood. Furthermore, the stability of the queues can be affected due to the secrecy constraint and the self-interference caused because of the simultaneous transmission and reception at the receiver. Hence, the analysis of this model can provide useful insights on the system performance as well as help to understand the effect of bursty nature of sources in a broadcast channel with secrecy constraint.
A. Related Work
The capacity of the BC has been analyzed extensively with and without secrecy constraints in the existing literature [3] - [7] . However, the capacity region of the general BC is still unknown even without a secrecy constraint at the receiver. The achievable rate region derived in [6] is the best known achievable rate region for a general discrete memoryless BC. The work in [5] provided a partial characterization of the capacity region of the two-user Gaussian fading BC.
Exploiting randomness in a physical channel to ensure secrecy was first considered for the wiretap channel, where the legitimate transmitter needs to send a message to the legitimate receiver securely in the presence of an eavesdropper [8] . It was shown that secure communication is possible between the legitimate users without using a secret key between the legitimate nodes. The result of the wiretap channel was generalized in [6] for the BC, where one of the messages needs to be kept secret from the unintended receiver. The effect of user cooperation on the secrecy capacity of the BC has been investigated in [7] . The problem of secure broadcasting over fading channel has been considered in [9] . The results related to other multiuser scenarios with secrecy constraints can be found in [10] - [12] .
In wireless networks, the arrivals of data at the transmitter are random and the vast majority of the works in information theory have the assumption of backlogged users [6] - [8] , [10] - [13] . When the traffic is bursty in nature, the stability region or stable throughput region becomes an appropriate measure of rates in packets/slot in wireless networks [14] . The stability region is defined as the set of all arrival rates for which all queues inside the network are stable, i.e., the length of each queue is finite [2] . The work in [15] provided a theoretical treatment of some basic problems related to stability of the broadcast channel. The stability region of the two-user BC without secrecy constraint has been explored in [16] and [17] . The stability region has been studied for several other communication models, such as the two-user interference channel [18] . The primary difficulty in the derivation of the stability region is the interaction among the queues, and to overcome this difficulty, stochastic dominance [2] was used. However, the characterization of the stability region of multi-users systems (where the number of users is more than 2) is a challenging problem and a detailed discussion in this regard can be found in [19] .
The stability region has been analyzed for multiple users scenarios with secrecy constraints [20] - [22] . In [20] , stability conditions are obtained for a slotted ALOHA network with secrecy constraints. In this case, all users who are not transmitting are the eavesdroppers. A wireless broadcast network model with secrecy constraints is investigated in [21] and [22] , where a source node broadcasts confidential message to user nodes, where each message is required to be decoded by the intended user and to be kept secret from all other users. In [21] and [22] , secrecy, reliability, and stability are jointly considered for network utility maximization.
B. Contributions
In this paper, the stable throughput region of the BC with a secrecy constraint and under bursty traffic is analyzed. It is assumed that the receiver for which packets need to be kept secret is assumed to have full-duplex capability. To the best of authors' knowledge, the stability region with different decoding schemes and secrecy constraint has not been analyzed in literature and the results presented in this paper with different decoding schemes give a unified view on the effect of secrecy constraint and imperfect self-interference cancelation on the stability region of the BC. The transmitter has two queues and the packets sent from the first and the second queues are for receiver 1 and receiver 2, respectively. The packets for receiver 1 need to be kept secret from receiver 2. In practice, such scenario can arise in a cellular network, where users have different subscription options, which produces different levels of data secrecy for users, i.e., either a certain data is required to be kept confidential or non-confidential. Another practical scenario can appear in IoT networks where there are sensors collecting data from the environment. The collected data can be categorized to non-confidential ones (e.g., outdoors temperature) or confidential ones (e.g., a baby monitor feed). The data collecting node can store the confidential data and the non-confidential to different queues. The data are transmitted through a wireless channel to two different receivers, the first one requests the confidential data while the second receiver requests non-confidential data.
To improve the stable throughput of the first queue, the receiver 1 has full duplex capability and it can generate jamming signals to receiver 2 while receiving packets from the transmitter. Sending jamming signal to increase the performance of the system with secrecy constraint has been explored in the existing literature [7] , [23] - [25] . However, to the best of authors' knowledge, the role of full-duplex receiver with imperfect self-interference cancelation on the stability region with secrecy constraint has not been explored in the existing literature. In this case, the derivation of the stability region is challenging since there is a correlation between the queues, and the reliability and security criteria need to be taken into account jointly. Furthermore, in comparison to the works in [21] and [22] , which assume all the nodes know the channel state information, we assume that channel state information is not available at the transmitter. The transmitter only knows the statistics of the channels. The secrecy performance over wireless fading channel is often characterized by either ergodic secrecy capacity or secrecy outage probability, which do not give an insight on eavesdropper's ability to decode the secret data [26] . In this work, we have considered SINR based secrecy metric, which takes the eavesdropper's ability to decode the confidential data. 1 The main contributions of this work can be summarized as follows.
1) The stability region of the two-user BC with secrecy constraint is obtained by considering different decoding capabilities at the receivers. Specifically, we consider the case of decoding by treating interference as noise (i.e., limited decoding capability case) and performing successive decoding (i.e., high decoding capability case) for each of the receivers. The stability regions are derived using the stochastic dominance technique after determining the success probabilities with and without secrecy constraints for the different decoding schemes. The derivation of the success probability is nontrivial as it is required to satisfy the secrecy and reliability criteria at the receiver. 2) The self-interference cancelation capability at receiver 1 is also taken into account in the analysis of the stability region. Although receiver 1 transmits a jamming signal to receiver 2 to enhance the data confidentiality, it can also degrade its own throughput due to the self-interference. We explore how the selfinterference cancelation capability affects the stability region. Furthermore, the stability region of the BC without full-duplex capability at receiver 1 can be obtained as a special case of the results derived in this paper by setting the jamming power to zero. 3) The results derived in this paper are also useful to analyze other communication scenarios such as queues with different congestion levels. One such problem considered in this paper is to maximize the saturated throughput of the queue, which does not have secrecy constraint, while guaranteeing the minimum service rate for the other queue. In comparison to our preliminary work presented in [1] , the following additional results have been derived in this paper. In [1] , it was assumed that receiver 2 cannot perform successive decoding. Here, the stability region is also derived when receiver 2 can perform successive decoding and receiver 1 treats interference as noise while decoding its intended packet. The derivation also takes account of the fact that if receiver 2 fails to decode the packet of first user in the successive decoding, then it attempts to decode the packet of the other user by treating interference as noise. Using the results derived under different decoding assumptions, the closures of the stability regions are obtained for two cases: (a) fixed power at the transmitter, and (b) fixed jamming power at receiver 1. Beside these, the problem of optimizing jamming power for maximizing the saturated throughput of second receiver while guaranteeing a required service rate for the first user is also explored.
II. SYSTEM MODEL
We consider a two-user broadcast channel (BC) as shown in Fig. 1 , where a single transmitter has two different queues. The i th (i = 1, 2) queue contains the packets intended to receiver i (denoted by D i , i = 1, 2). There is no secrecy constraint for the packets sent from the second queue, but the packets sent from the first queue are required to be kept secret from the second receiver, i.e., D 2 . To enhance the communication secrecy, D 1 is assumed to have full-duplex capability, so it can receive the packets from the transmitter and send a jamming signal to the other receiver (D 2 ), simultaneously. The jamming signal sent by D 1 can cause additional interference at D 2 and may help to increase the secrecy throughput of D 1 . The system model considered in this paper can capture a scenario where one of the users requests for confidential data and another user requests for data without security requirements from the same transmitter. The signal y (t ) i (i ∈ {1, 2}) received at receiver i in time-slot t is modeled as
where z (t ) i ∼ CN (0, 1), and h (t ) i and h (t ) i j denote Rayleigh block fading channel between the transmitter and the i -th receiver and that between the i -th receiver and the j -th receiver, respectively. When both queues are non-empty, the transmitter sends
i is the packet intended for receiver i . When only the i th queue has packets to send, then the transmitter sends
The transmitter assigns power P i for messages (packets) from queue i (i ∈ {1, 2}) and receiver 1 can transmit a jamming signal with power P J .
Here, it is assumed that all channels are independent. In (1), g is the residual self-interference, which is modeled by a scalar g ∈ [0, 1]. The self-interference cancelation at the fullduplex receiver is assumed to be imperfect and is modeled by residual self-interference-to-power ratio (SIPR) g 2 , i.e., when the transmit power of a node is P J , then the residual selfinterference power is g 2 P J [28] - [35] . The residual selfinterference channel gain g needs to be characterized according to the cancelation algorithm. For instance, after a digital domain cancelation, the residual self-interference channel gain g can be modeled as g = h I −ĥ I , where h I andĥ I are the self-interfering channel and the estimate of the selfinterfering channel, respectively [28] - [33] . Then, g 2 can be modeled as a constant value such as σ 2 e for the estimation-error variance [28] , [30] - [33] . This captures the accuracy of the selfinterference cancelation technique. When g = 1, it indicates that no self-interference cancelation technique has been used and g = 0 indicates that perfect self-interference cancelation has been achieved. We also would like to note that once the probability distribution function (PDF) of the self-interference channel gain (g) is available the analytic results can be readily extended within the framework of this paper.
The event D i/T denotes that the receiver i is able to decode the packet sent from the i th queue of the transmitter given a set of non-empty queues T . The event D s i/ i,T denotes that the user i is able to decode its intended packet and the other users j ∈ T \ {i } are not able to decode the packet sent from the i th queue. We use s as superscript in D s i/ i,T as it maps the event that a packet for user i is confidential to other users.
The packet arrival process at the i -th queue is assumed to be independent and stationary with mean rate λ i in packets per slot. Both queues are assumed to have infinite capacity to store incoming packets (i.e., no loss system) and Q i denotes the length of the i th queue. If one of the queues is non-empty, then the transmitter sends a packet in a time slot. It is also assumed that acknowledgments sent by the receivers are instantaneous and error free. The average service rate for the first queue is
Similarly, the average service rate for the second queue is
Here, P (A) is the probability of occurrence of the event A. Hence, P D i/T and P D s i/ i,T denote the probabilities that the receiver D i decodes its intended packets successfully in the absence/presence of the secrecy constraint, respectively.
A. The Stability Region of the General Case
The following definition of queue stability is used [36] :
denotes the length of the queue i at the beginning of the time-slot t. The queue is said to be stable if lim t →∞ P Q
If a queue is stable, then it is also sub-stable. A queue is said to be unstable if the queue is not sub-stable.
From the definition of queue stability, the stability region is defined as the set of all possible arrival rates at the queues for which the queues remain stable. The average service rates of the first and second queues are given by (2) and (3), respectively. Note that the average service rate of each queue depends on the queue length of the other queue, so it is non-trivial to determine the stability region. To overcome this difficulty, the stochastic dominance technique [2] can be applied which is based on the construction of hypothetical dominant systems. The stability region R 1 obtained from the first dominant system, i.e., when the first queue transmits dummy packets, is as follows:
Similarly, the stability region R 2 obtained from the second dominant system, i.e., when the second queue transmits dummy packets is as follows:
The stability region of the system is obtained by taking union of R 1 and R 2 , i.e., R = R 1 ∪ R 2 , where R 1 and R 2 correspond to the stability regions of dominant systems in (4) and (5), respectively. The stability region above is expressed as a function of the success probabilities without secrecy constraint, i.e., P D i/T , and with secrecy constraint, i.e., P D s i/ i,T . The stability region determined using (4) and (5) is general and no specific decoding scheme needs to be assumed at the receivers. Note that the queue stability conditions are necessary and sufficient for the stability of the original system as obtained in [16] , and the proof is based on [2] .
III. STABILITY REGION ANALYSIS WITH DIFFERENT DECODING SCHEMES AT THE RECEIVERS
In this section, the success probabilities with and without secrecy constraints are obtained with different decoding schemes at the receivers to determine the stability region. In a multiuser environment, users can have different decoding capabilities due to different hardware, and this in turn can affect the overall system performance. To study the impact of different decoding capabilities of the receiver, secrecy constraint and self-interference on the stability region, the following cases are considered.
1) Both users have limited decoding capability and cannot perform successive decoding. In this case, both users decode their intended packets with treating interference as noise, i.e., they treat other user's packet as noise while decoding its own packet. 2 2) The receiver with full-duplex capability, i.e., D 1 , can perform successive decoding while the other receiver D 2 treats interference as noise. In successive decoding, the receiver first tries to decode the packet of the unintended user, and then decodes its own packet after canceling the effect of the other user's packet. 3) D 1 cannot perform successive decoding and decodes its intended packet by treating interference as noise while the second receiver D 2 can perform successive decoding. The second and third cases are of interest for the scenarios, where one of the receivers has limited decoding capability and the other receiver can perform successive decoding. 3 For the third case, it is assumed that if receiver 2 fails to decode the packet of first user with successive decoding, then it attempts to decode the packet of the other user by treating interference as noise. Recall that the packet intended for receiver 1 needs to be kept secret from receiver 2. Receiver 2 can decode the packet intended to receiver 1 either with successive decoding or treating interference as noise. Hence, receiver 2 has additional decoding capability compared to receiver 1 which can decode its intended packet only with treating interference as noise. In the following section, the success probabilities for different decoding schemes are derived. Using the expressions for the success probabilities in (4) and (5) , the stability region is obtained for different cases as discussed above. The feasibility conditions are also derived for the success probability under different decoding capability at the receiver. These conditions are useful for numerical evaluation of the stability region for different cases discussed in Section V.
A. Both Receivers Treat Interference as Noise
In this case, it is assumed that both receivers have limited decoding capability and cannot perform successive decoding. Hence, receiver 1 has to treat the received packet intended for receiver 2 and the residual jamming signal after selfinterference cancelation as noise to decode its intended packet. Similarly, receiver 2 treats both packets intended for receiver 1 and the jamming signal sent by receiver 1 as noise while decoding its intended packet. In the following, the success probabilities for both receivers are obtained with and without secrecy constraint for different status of the queues. We denote the threshold for decoding a packet at the receiver sent from the i th queue as γ i (i = 1, 2), the distance between the transmitter and the receiver i as d i (i = 1, 2), the distance between the receivers as d 3 , and the path loss exponent as α.
1) When Q 1 = 0 and Q 2 = 0: In this case, the second queue at the transmitter sends a packet for receiver 2 as Q 1 = 0. Since there is no secrecy constraint for the packets intended to receiver 2 at queue 2, the receiver 2 can decode its intended packet if the following event is true
Note that receiver 1 does not send a jamming signal in this case since receiver 1 can know in advance that it is not going to receive packets from the first queue through exchange of control signals with transmitter. The success probability is then given by
where F X (x) is the CDF of the random variable X and
2) When Q 1 = 0 and Q 2 = 0: In this case, queue 2 is empty, so receiver 2 does not have a packet to decode from queue 2. However, receiver 2 tries to decode the packet intended to receiver 1. Hence, there is an additional secrecy constraint compared to the previous case. The packet of queue 1 sent by transmitter should be decoded at receiver 1 while it should be kept confidential from receiver 2, and this is presented by the following event
Note that in [6] , the secrecy of the message is based on an information theoretic approach. In this work, we consider finite packet length and thus, the secrecy criteria is defined in terms of SINR as in [37] - [42] . The SINR threshold γ i is determined by many factors/parameters of a communication system such as application, data rate, signal processing applied at encoder and decoder, and error correction coding [37] . In general, the secrecy capacity, outage probability or ergodic secrecy rate have been used as a metric for communication secrecy. However, these metrics are non-trivial to analyze when the block length is finite [43] . To overcome this problem, one can use the bit error rate (BER) over message bits as a metric for security of a communication system. The information theoretic results from finite block length coding can also be used to evaluate these metrics [44] , [45] . One can look into packet error rate (PER), which can be a useful metric for cross layer (PHY/MAC) security design. The PER at a receiver is defined as the number of erroneously received packets to the total number of transmitted packets. For the packets sent from the first queue, a higher PER is desirable at receiver 2 from the security point of view and a lower PER is required at receiver 1 for reliable decoding of the packet. The packet error rate will be a function of the SINR threshold, channel condition, decoding capability at the receiver, and error correction coding. The objective here will be to ensure that receiver 2 operates above a certain PER level and receiver 1 operates at a relatively low PER value [27] .
Since h 1 , h 2 and h 12 are independent of each other, the success probability for receiver 1 is given by
3) When Q 1 = 0 and Q 2 = 0: In this case, both queues have packets to transmit. The packet sent from the first queue should be decoded at receiver 1 and at the same time be confidential to receiver 2, which is presented by the following event
The success probability in this case becomes
From (11), we can see that the event D s 1/1,2 can occur with a non-zero probability if
Receiver 2 can decode the packet sent by the second queue when the following event is true.
The success probability in this case is
The event D 2/1,2 can occur with nonzero probability if the following condition is satisfied
Hence, both events D s 1/1,2 and D 2/1,2 can occur, provided the conditions in (12) and (15) are satisfied.
Using (9), (11) and (14), the stability region in (4) becomes (16) . Using (7), (11) and (14), the stability region in (5) becomes (17) . Finally, the stability region of the system with secrecy constraint is obtained by taking union of R 1 and R 2 in (16) and (17), as shown at the top of this page, respectively. Note that (12) and (15) are useful for the numerical evaluation of the stability region of the system. Now, we consider the cases when the receivers have different decoding capabilities. Note that, when (Q 1 = 0, Q 2 = 0) and (Q 1 = 0, Q 2 = 0), the probability of successful decoding for receivers 1 and 2 are given by (9) and (7) , respectively. However, the expressions of probability of successful decoding are different for all cases, when both queues have packet to send. Hence, in the following, we have considered the case when both queues have packet to send (Q 1 = 0 and Q 2 = 0).
B. Receiver 1 Performs Successive Decoding and Receiver 2 Treats Interference as Noise
In this subsection, we consider the case, where receiver 1 performs successive decoding [46] , i.e., it first decodes the packet intended to receiver 2, and cancels its effect from the output. Then, receiver 1 tries to decode its intended packet. The second receiver cannot perform successive decoding, and hence treats other user's packet as noise while decoding its intended packet. The expression for success probability in case of (Q 1 = 0, Q 2 = 0) is obtained as follows.
The success probability of receiver 1 is then given by
As receiver 2 decodes its intended packet by treating other user's packet as noise, the success probability for receiver 2 is given by (14) .
Using the success probabilities obtained for different cases in (4) and (5), the stability region for successive decoding scheme can be obtained.
C. Receiver 1 Treats Interference as Noise and Receiver 2 Performs Successive Decoding
In this section, we consider the case when receiver 1 cannot perform successive decoding. Hence, it decodes its own packet by treating interference as noise. It is assumed that receiver 2 can perform successive decoding. In this case, receiver 2 decodes the packet of the first queue and then, tries to decode its intended packet, i.e., the packet sent from the second queue. If receiver 2 fails in successive decoding, then it attempts to decode its intended packet by treating interference as noise. The jamming signal sent by receiver 1 creates additional noise at receiver 2 and hence, it can assist receiver 1 to achieve higher secrecy throughput. However, the jamming signal transmitted by receiver 1 creates self-interference at receiver 1 and the strength of the interference depends on the degree of self-interference cancelation. Receiver 1, while decoding its own packet, treats both packets intended for receiver 2 and the residual self-interference signal as noise. In the following, the success probability for both receivers are obtained when both queues have packet to send.
1) When Q 1 = 0 and Q 2 = 0: In this case we assume that receiver 2 can perform successive decoding. For the event D s 1/1,2 to be true, receiver 1 should be able to decode its own packet and receiver 2 should not be able to decode the packet intended to receiver 1 either by treating interference as noise or successive decoding. In the case of successive decoding, receiver 2 tries to decode its intended packet first and then tries to cancel its effect to decode the packet sent from queue 1. However, in both cases, the jamming signal sent from receiver 1 remains as noise at receiver 2.
The probability that receiver 1 decodes its intended packet with the secrecy constraint is determined as
where D s,2SD 1/1,2 denotes the event that receiver 1 receives secretly its information if receiver 2 can perform successive decoding (SD), i.e., receiver 2 decodes its intended packet first, then tries to decode the packet intended to receiver 1, and D s,2 TIN 1/1,2 denotes the event that receiver 1 can decode its information secretly if receiver 2 performs treating interference as noise (TIN).
The probability of the event D s,2SD 1/1,2 is calculated as follows
where the events A 1 , A 2 and A 3 are defined as
Note that in the above, A 1 is independent of A 2 and A 3 . Now, we consider the evaluation of the following term in (21)
Consider the evaluation of the second term in (21)
For the event {A 2 ∩ A 3 } to be feasible, the following condition is required to be satisfied
On further simplification, P (
where for the above integral to exist the following condition must be satisfied
Using (23) and (26), (21) becomes 
where the events A 4 and A 5 are defined as
Consider the following
(32) It can be noticed that as the events A 2 and A 4 are mutually exclusive of each other, we have
Using (28), (32) , and (33), (20) becomes
In the following, the success probabilities for receiver 2 is obtained. In this case, receiver 2 first attempts to decode its intended packet by successive decoding. If it fails in successive decoding, it decodes by treating interference as noise.
where D 2TIN 2|1,2 denotes the event that receiver 2 is able to decode its intended packet with treating interference as noise and D 2SD 2|1,2 denotes the event that receiver 2 is able to decode its intended packet with successive decoding, i.e., receiver 2 decodes the packet intended to receiver 1, then attempts to decode its own packet. To calculate P D 2|1,2 , consider the following events
Now, consider the following
The equation above is obtained using the results derived in Section III-A (See (13) and (14)).
Consider the calculation of probability of the event D 2SD 2|1,2 = B 2 ∩ B 3 ∩ B c 1 , where B c 1 denotes complement of the event B 1 defined in (36) . Since the events D 2TIN 2|1,2 and D 2SD 2|1,2 are mutually exclusive, we have
where γ 2 min
For this probability to exist, following condition is required to be satisfied
When (39) is satisfied, (38) becomes
Using (37) and (40) and noticing that P D 2TIN 2|1,2 ∩ D 2SD 2|1,2 = 0, (35) becomes
Replacing the success probabilities obtained for different cases in (4) and (5), the stability region can be determined.
D. Closure of the Stability Region
In Section III, the stability regions were obtained using success probability for fixed powers at the transmitter and the jammer (receiver 1). It was also found that when the selfinterference cancelation is not efficient, the gain obtained by jamming can be diminished. A way to overcome this problem is to allocate different transmit powers for the queues at the source and at jammer, which can make the stability region larger. In this subsection, we explore how the stability region can be improved by power allocation.
1) Closure of the Stability Region Over All Possible Power Allocation at the Source: Previously, we presented the stability region for given power allocation. In this subsection, we present the stability region over all possible power allocations at the transmitter/source, i.e., P 1 ∈ [0, P], P 2 ∈ [0, P], for a given total power constraint, i.e., P 1 + P 2 = P. However, the jamming power (P J ) is kept fixed. The closure of the stability region over all possible power allocations is defined as
where C i (P 1 , P 2 , P J ) R i for i = 1, 2. In (42), we take the union of the regions over all possible power allocations for each queue corresponding to the closure of the stability region.
2) Closure of the Stability Region Over All Possible Jamming Powers at Receiver 1: In this case, the power at the jammer is varied and the power allocation at the transmitter is kept fixed. The closure of the stability region in this case is defined as
where C i (P 1 , P 2 , P J ) R i for i = 1, 2. Note that in both cases, R i can correspond to the stability region obtained for different decoding schemes in Sections III-A-III-C. The impact of power control on the stability region is illustrated in Figs. 6-11 .
E. Remarks
1) The stability region for the BC with secrecy constraint when receiver 1 does not have full-duplex capability can be obtained as a special case by setting P J = 0 for different decoding schemes. 2) In the third case (Section III-C), if receiver 2 can only perform successive decoding (i.e., it cannot treat interference as noise if it fails in successive decoding), then the success probabilities P D s 1/1,2 and P D 2|1,2 are obtained by setting P D s,2 TIN 1/1,2 = 0 and P D 2TIN 2|1,2 = 0 in (20) and (35) , respectively.
3) The results derived in this section are also useful for other communication scenarios such as the cases with different kind of data arrivals and congestion levels at the queues. We can also apply the results for the optimal design of the system. For example, the jamming power of receiver 1 can be optimized to enhance the system throughput as we present in Section IV. 4) By following similar steps as in the third scenario (Section III-C), it is possible to obtain the stability region for the scenario (Section III-B) , where if receiver 1 fails in successive decoding can still perform treating interference as noise. It may enlarge the stability region of the 2-user BC compared to the case where receiver 1 can only perform successive decoding. 5) The exact characterization of the stability region of networks with bursty sources is known to be a difficult problem due to the interaction among the queues (e.g., each node/queue transmits, and thus, interferes with others when its queue is non-empty). The characterization of the stability region with N-queues (N > 2) for basic models like multiple access channel has remained as an open problem even without secrecy constraints [19] . Hence, extension of the results developed in this work to more than 2-receivers is non-trivial and an interesting avenue for research. 6) Using the result in [46, Th. 5.3] it is not difficult to show that both receivers cannot perform successive decoding simultaneously since it results in infeasible power allocation even for the BC without the secrecy constraint as described below. The capacity of two user Gaussian BC without secrecy constraint is given by
From the above result one can say that both receivers cannot perform successive decoding. If both users can perform successive decoding, then both users should be able to achieve a rate of R i = log(1+|h i | 2 P i ), i = 1, 2. For this to be possible the following should be true for receiver 2
The above condition ensures that the message intended to receiver 2 is also decodable at receiver 1. For receiver 1, the following condition is required to be satisfied
From (46) and (47), it can be concluded for successive decoding at both receivers, it results in infeasible power allocations. The above result is obtained using information theoretic result and it is expected that for finite backlogged users, the probability of successful decoding will be low and can result in poor performance. This is also observed for the broadcast channel without secrecy constraint [16] . 7) Recently, there has been an increased interest in caching with and without secrecy constraint in networks [47] - [49] , which prefetches some of the popular contents in distributed caches for low latency. The framework of this paper can also be used as a building block to explore the effect of caching on the stability of the system with secrecy constraints for characterizing the performance of secure caching with bursty traffic.
IV. OPTIMAL JAMMING POWER DESIGN FOR MAXIMIZING SATURATED THROUGHPUT OF RECEIVER 2
In this section, we assume that queue 2 always has packets to send while packets arrive at queue 1 at a rate λ 1 . As queue 2 never empties, we have P(Q 2 > 0) = 1. The objective here is to maximize the saturated throughput for receiver 2 by choosing the jamming power such that a minimum service rate is guaranteed for queue 1. The jamming signal transmitted by receiver 1 may increase the service rate for queue 1 and also can decrease the saturated throughput for receiver 2. It is important to note that the self-interference caused at receiver 1 may also decrease the service rate seen at the first queue if the self-interference cancelation technique is not efficient. Hence, it is non-trivial to solve the optimization problem. The average service rate for the first queue is
The average service rate for the second queue is
where
. Since, the saturated throughput for queue 2 is determined by the service rate, it is given by
Finally, the optimization problem can be stated as follows
where P max J is the maximum power budget at receiver 1. In (52), the first condition ensures that the power constraint at receiver 2 is satisfied and the second condition ensures that the service rate for queue 1 is at least μ th . The case of saturated and non-saturated queues can occur in wireless sensor networks where one of the queues receive sensitive information from some specific sensors. Hence, its arrival rate is expected to be random in nature as the sensors may not always have sensitive information to send. The other queue receives general information from many sources and thus, it results in congestion at the second queue. The sensitive information at queue 1 needs to be sent to receiver 1 under a minimum service rate constraint without violating secrecy constraint. The problem considered in this section optimizes the jamming power to maximize the throughput of the user without a secrecy constraint under the constraint that the user with secrecy constraint will be guaranteed to achieve a desired service rate.
V. NUMERICAL RESULTS
In this section, numerical results are presented first for the stability region for different decoding schemes at the receivers. Then, the closures of the stability regions are obtained for the different cases. Finally, numerical results are presented for the optimization problem of jamming power considered in Section IV.
A. Stability Region Analysis With Different Decoding Schemes
In this subsection, we present the stability region for different decoding schemes at receivers. In all figures, (DC 1 , DC 2 ) represents that the decoding scheme at receiver i is DC i , which is either decoding by treating interference as noise (TIN) or successive decoding (SD).
1) No Full-Duplex Capability at Receiver 1:
The stability regions are plotted in Fig. 2 when receiver 1 does not send any jamming signal to receiver 2, i.e., P J = 0, and receiver 2 decodes by treating interference as noise (TIN) due to a decoding constraint. In this figure, different decoding capabilities for receiver 1 (i.e., SD and TIN) are considered for both cases with/without the secrecy constraint at receiver 1. Note that the stability regions without the secrecy constraint are plotted based on [17] for both decoding schemes of receiver 1. The stability regions with the secrecy constraints are plotted using the results derived in Sections III-A and III-B.
In Fig. 2 , the transmit power for packet in the queues are assumed to be P 1 = P 2 = 100. From Fig. 2 , it can be noticed that due to the secrecy constraint for packets intended to receiver 1, the stability region has reduced compared to the case when there is no secrecy constraint at receiver 1. One can also notice that as the value of λ 1 decreases, the penalty on the stability region due to the secrecy constraint also decreases. When there is no packet for receiver 1, there is no penalty on the throughput for receiver 2 as there is no secrecy constraint for the packet intended to receiver 2. It is interesting to note that the stability region with secrecy constraint for successive decoding can be larger than the stability region without secrecy constraint for the TIN case, for some values of λ 1 and λ 2 .
2) With full-duplex capability at receiver 1: In this case, the stability region is depicted when receiver 1 sends a jamming signal to receiver 2 and it is assumed that receiver 2 cannot perform successive decoding. In Fig. 3 , the stability regions are plotted using the results derived in Sections III-A (when both receivers treat interference as noise) and III-B (when receiver 1 performs successive decoding and receiver 2 treats interference as noise) for different values of jamming powers, when the coefficient of self-interference cancelation is g = 10 −3 or β −10 log g 2 = 60d B. It can be noticed that with an increase in the power of the jamming signal, there is also an increase in the maximum achievable throughput for Fig. 3 .
The stability region with and without full-duplex capability at receiver 1: P 1 = 100, P 2 = 100, γ 1 = 0.5, γ 2 = 0.4, d = 10, d 1 = d, d 2 = d 3 = 1.1d, g = 10 −3 , and α = 2.3. receiver 1. However, it happens only in a small region for which the maximum achievable throughput for receiver 2 is small.
Next we consider the scenario when receiver 1 cannot perform successive decoding. Thus, it treats the packet of the second queue and the residual jamming signal as noise while decoding its intended packet. However, receiver 2 can perform successive decoding in this case. The SINR thresholds for decoding packets intended to receiver 1 and 2 are γ 1 = 0.2 and γ 2 = 0.25, respectively. In Fig. 4 , the stability region obtained in Section III-C is plotted for P 1 = P 2 = P J = 100, and β = 60dB. From the plot, it can be noticed that it is possible to ensure nonzero stable throughput for queue 1, although receiver 2 has the capability to perform successive decoding. As the jamming power increases, receiver 1 can support larger arrival rates. However, the arrival rate for receiver 2 decreases with the increase in the jamming power as it causes additional interference at receiver 2. 
B. Impact of Imperfect Self-Interference Cancelation on the Stability Region
In this subsection, the effect of imperfect self-interference cancelation on the stability region is investigated. It is assumed that receiver 2 cannot perform successive decoding. In Fig. 5 , the stability regions are plotted for different values of coefficient of self-interference cancelation when power of the jamming signal is kept fixed. The stability regions for (TIN 1 , TIN 2 ) and (SD 1 , TIN 2 ) are obtained using the results in Sections III-A and III-B, respectively. It can be noticed that as the value of β increases, the stability region enlarges. Note that higher the value of β, the better is the self-interference cancelation technique at the full-duplex receiver. Hence, if the self-interference technique is not efficient, the benefits obtained in service rate due to the ability of receiver 1 sending jamming signal to receiver 2 can diminish for both decoding schemes.
The numerical results for the other case (TIN 1 , SD 2 ) can be obtained in a similar manner as obtained in case of (SD 1 , TIN 2 ). In this case, receiver 1 cannot perform successive decoding and hence, the packet of the other user will remain as noise at receiver 1. In addition to that, the gain obtained in the service rate for receiver 1 due to the jamming signal sent by receiver 1 can diminish if the self-interference cancelation is not perfect.
Note that these results depict the stability region for one possible power allocation scheme. Each depicted stability region is the union of the two sub-regions described by (4) and (5) after replacing the appropriate expressions for the success probabilities depending on the decoding scheme. As it is union of two sub-regions, the stability regions in these plots are piecewise linear.
C. Closure of the Stability Region
In the following, the closure of the stability region is plotted for different cases assuming that receiver 2 cannot perform successive decoding. 4 First, consider the case when the transmitter has a total power constraint P = 200 and the power allocations at both queues are varied under the following power constraint at the transmitter P 1 + P 2 = P. In this case, the jamming power at receiver 1 is kept fixed. We obtain the closure of the stability region under two types of decoding schemes: both receivers treat interference as noise (see Fig. 6 ) and receiver 1 performs successive decoding while receiver 2 decodes its intended packet by treating other user's packet as noise (see Fig. 7 ). In both cases, the jamming signal remains as noise at the receivers. From both plots, it can be noticed that it is possible to achieve a broader stability region with power control at the transmitter. However, power control is not very helpful to enlarge the stability region, when interference is treated as noise at both receivers. Now, consider the second case, when the jamming power at receiver 1 is varied but the fixed power allocation is used at the transmitter for both queues. In this case, we also obtain the closure of the stability region under two types of decoding schemes: both receivers treat interference as noise (see Figs. 8-9 ) and receiver 1 performs successive decoding while receiver 2 decodes its intended packet by treating other user's packet as noise (see Figs. [10] [11] . Note that the degree of self-interference cancelation is β = 20d B for Figs. 8 and 10 and β = 60d B for Fig. 9 and 11 . If the self-interference cancelation is poor, such as β = 20dB, we observe that as the jamming power increases the stability region shrinks since the legitimate user cannot cope with the increasing jamming power and eventually it makes its performance worse for the sake of secrecy. On the other hand, when the selfinterference capability is better, i.e., when β = 60dB, we have a more interesting behavior regarding stability of the system. We observe that when we are on the high traffic regime for the legitimate user, and at the same time on the low traffic regime for the eavesdropper, the stable throughput performance is better. This is because the legitimate user can protect its packet better by canceling its self-interference since the eavesdropper does not have a lot of traffic and its queue is often empty. In particular, when the self-interference technique is not very efficient, the power control can be quite helpful to enlarge the stability region. Figs. 6-11 present the closure of the stability regions over all possible power allocations, and this can be seen as a network-level rate region of the system measured in packets/slot. From Figs. 2, 3 and 5, it can be noticed that the stability regions can be convex or non-convex due to many factors such as decoding scheme at the receiver, jamming power and the degree of self-interference cancelation at receiver 1. In Figs. 6 and 7 , the stability regions are either convex or nonconvex depending on the power allocation at the queues. In Figs 8 and 9 , it can be observed that the stability regions are non-convex for various values of P J when both users are treating interference as noise. When the stability region is not convex, the time sharing scheme can outperform the simultaneous transmission.
D. Maximizing Saturated Throughput of Receiver 2 Under Minimum Service Rate for Receiver 1
In the following, we evaluate numerically the optimization problem in (51). It is assumed that the individual power allocation at both queues are P 1 = P 2 = 100 and is fixed. The maximum power budget at receiver 1 is P max J = 100. For a desired service rate for queue 1, i.e., μ th , we maximize the throughput μ 2 for receiver 2 with respect to P J , assuming that queue 2 is saturated. In Figs. 12 and 13 , the saturated throughput and the jamming power are plotted versus μ th , respectively. The success probabilities for different cases in (51) are evaluated using the results derived in Sec. III-A. From the plots, it can be noticed that when μ th ≤ 0.125, receiver 1 does not need to send a jamming signal to guarantee minimum service rate for queue 1. However, when μ th > 0.125, receiver 1 needs to send a jamming signal of different power levels to guarantee minimum service rate for queue 1 as shown in Fig. 13 . This leads to decrease in the saturated throughput for receiver 2 as μ th increases beyond 0.125.
VI. CONCLUSION
In this work, the stability region of the two-user broadcast channel is studied, where one of the receivers with secrecy constraint has full-duplex capability. The stability region of the BC is obtained for the general case. Then, the stability region is obtained for different decoding schemes at the receivers. The analysis takes account of the secrecy constraint at the receiver and impact of imperfect self-interference cancelation on the stability region simultaneously. When receiver 2 can perform successive decoding, the role of jamming signal to ensure secrecy of the packets intended to receiver 1 is more crucial. It is also found that performing power control at the transmitter or receiver 1 can enlarge the stability region significantly. When the self-interference cancelation is not efficient, performing power control at receiver 1 can help to increase the stability throughput significantly. From the optimization problem considered in this paper, it is found that the jamming capability of receiver 1 can help to guarantee minimum service rate for the first queue and maximize the saturated throughput of receiver 2 by appropriately choosing the jamming power.
