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Abstract. We prove and implement stochastic solution (or Feynman-Kac) formulas for
boundary value problems involving the spectral fractional Laplacian (−∆Ω,g)α/2 with nonzero
Dirichlet boundary condition g. The main tools used in the proofs are the abstract Cauchy
problem for Feller semigroups together with Balakrishnan’s theory of fractional powers.
We show the operator (−∆Ω,g)α/2 is the generator of an appropriate Feller semigroup for
subordinate stopped Brownian motion
XΩ,αt =
√
2BTα/2(t)∧τΩ , τΩ = inf
{
t
∣∣ √2Bt 6∈ Ω}
and obtain a stochastic solution formula
u(t, x) = EXΩ,α0 =x
[
f
(
XΩ,αt
)
χτΩ>Tα/2(t) + g
(
XΩ,αt
)
χτΩ≤Tα/2(t)
]
+ EXΩ,α0 =x
[∫ t
0
r
(
t− s,XΩ,αs
)
χτΩ>Tα/2(s)ds
]
for the fractional heat equation in a bounded domain Ω,{
∂tu(t, x) + (−∆Ω,g)α/2u(t, x) = r(x, t) for t > 0, x ∈ Ω
u(0, x) = f(x) for x ∈ Ω, u(t, x) = g(x) for x ∈ ∂Ω.
Here, τΩ denotes (Brownian) exit time from Ω, and Tα/2 is the standard α/2-stable sub-
ordinator starting at zero. We then obtain precise regularity and steady-state convergence
properties of the parabolic problem using the eigenfunction expansion of the classical solu-
tion, which leads to estimates for the survival probability of subordinate stopped Brownian
motion. These results allow us to take t → ∞ in the parabolic formula to establish a
stochastic solution formula
u(x) = EXΩ,α0 =x
[
g
(
XΩ,α
T−1
α/2
(τΩ)
)]
+ EXΩ,α0 =x
[∫ T−1
α/2
(τΩ)
0
r
(
XΩ,αs
)
ds
]
,
for the Dirichlet boundary value problem{
(−∆Ω,g)α/2u(t, x) = r(x) for t > 0, x ∈ Ω
u(x) = g(x) for x ∈ ∂Ω.
These stochastic solution formulas for the operator (−∆Ω,g)α/2 (i.e., in the setting of nonzero
boundary conditions) are novel, and allow for efficient, embarrassingly parallel local solution
of the above boundary value problems. We discuss the discretization of these formulas, and
verify them in dimensions two and three with benchmark examples. We study the effect of
the number of path samples and the time step size for path discretization on the accuracy
of the solution.
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1. Introduction.
The deep connection [1, 2, 3] between continuous-time random walks (CTRWs) and
fractional-order partial differential equations (FPDEs) can be utilized to establish stochastic
solution formulas, or Feynman-Kac formulas, for FPDEs. Such formulas forge direct con-
nections between stochastic processes at a microscopic level and an FPDE at a macroscopic
level, providing a physical basis for using fractional-order models. At the same time, they
provide a simple, embarrassingly parallel method for computing the solution of the FPDE
locally at a point without having to generate a grid or otherwise solve for the solution at
other points. Monte Carlo method based on stochastic solution formulas scale favorably
to high dimensions. In general, various methods can be considered to accelerate numeri-
cal implementation of such Feynman-Kac formulas, such as walk-on-spheres [4, 5, 6, 7] or
quasi-Monte Carlo sampling [8].
In [9] and [10], such stochastic solution formulas were studied for a general time-fractional
equations involving generators of Feller semigroups. Stochastic solutions of equations involv-
ing both first-order and fractional-order time derivatives were studied in [11]. As regards
fractional Laplacians in bounded domains, stochastic solution formulas for the regional frac-
tional Laplacian were studied [12] and [13]; formulas for the time-fractional Cauchy problem
for this operator have recently been obtained in [14]. In [15], a stochastic solution formula
for the time fractional Cauchy problem for Riesz fractional Laplacian with zero (exterior)
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boundary condition was proven. In [16] and [17], stochastic solution formulas for the Dirich-
let problem for the Riesz fractional Laplacian were obtained and walk-on-spheres algorithms
were developed. For a discussion of these different fractional Laplacians and their connec-
tions to stochastic processes, see [18]. Finally, we mention that this line of research is not
limited to FPDEs; stochastic connections for nonlocal equations have been studied, e.g., in
[19]. Recently, [20] gave stochastic representations for a general, nonlocal-in-time evolution
equation.
The present article is motivated by recent advances [18, 21, 22] in defining the spectral
fractional Laplacian with nonzero boundary conditions, including Dirichlet, Neumann, and
Robin. These advances have made clear the appropriate definition for the operator, and
have established well-posedness of the associated fractional elliptic boundary value problems
and fractional parabolic initial-boundary value problems. Therefore, in this article, we de-
velop and implement stochastic solution formulas for such problems for the case of Dirichlet
boundary conditions.
We now outline the main points of the article. In Section 2, we review the definition
and basic properties of the spectral fractional Laplacian with nonzero Dirichlet boundary
conditions. In Section 3, we review the theory of Feller semigroups, culminating in the
abstract Cauchy problem, that will provide the setup for proving stochastic solution formulas.
In Section 4, we introduce a technique based on subordination and a result of Balakrishnan
for obtaining fractional formulas from classical ones, and use this technique to prove the
Feynman-Kac formula for the fractional Laplacian (−∆)α/2 on Rd. This formula itself is
well-known and can be shown using the Le´vy-Khinchtine formula or other techniques, but
the proof presented here serves an illustration of the method. In Section 5, we extend this
result to equations with nonzero forcing term using Duhamel’s principle. Following this
blueprint, in Sections 6 and 7 we prove the first main result of the article. For the fractional
parabolic mixed initial-boundary value problem in Ω,{
∂tu(t, x) + (−∆Ω,g)α/2u(t, x) = r(x, t) for t > 0, x ∈ Ω
u(0, x) = f(x) for x ∈ Ω, u(t, x) = g(x) for x ∈ ∂Ω,
we obtain the stochastic solution formula
u(t, x) = EXΩ,α0 =x
[
f(XΩ,αt )χτΩ>Tα/2(t) + g(X
Ω,α
t )χτΩ≤Tα/2(t)
]
+ EXΩ,α0=x
[∫ t
0
r(t− s,XΩ,αs )χτΩ>Tα/2(t−s)ds
]
.
This formula involves the process XΩ,αt , which is constructed by first stopping standard
isotropic 2-stable motion X2t at the boundary of Ω at sample exit time τΩ, then subordinating
by the standard α/2-stable subordinator:
XΩ,αt = X
Ω,2
Tα/2(t)
, XΩ,2t = X
2
t∧τΩ , τΩ = inf{s : X2s 6∈ Ω}.
Standard isotropic 2-stable motion X2t is equivalent to
√
2Bt, i.e., Brownian motion scaled
by
√
2, so we shall refer to the process XΩ,αt as “subordinate stopped Brownian motion”
throughout this article. The process is illustrated in Figure 1.
For the same problem above, in Section 8, we then study a classical solution formula,
smoothness for t > 0, convergence as t → 0+ to the initial condition and convergence as
t → ∞ to a steady state which satisfies a fractional elliptic equation. This is the second
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Figure 1. Illustration of two sample paths of XΩ,αt on the unit disk Ω. In the
left subfigure, the cyan/pink curves are two samples of XΩ,2t = X
2
t∧τΩ =
√
2Bt∧τΩ .
The right subfigure shows two samples of Tα/2(t) that run until they exceed the
respective exit times τΩ of these two samples of X
Ω,2
t . The blue/red curves on the
left subfigure are two resulting samples of XΩ,αt = X
Ω,2
Tα/2(t)
.
main result of this article. From this analytical result and the stochastic solution formula
for the parabolic problem proved in the previous section, we obtain exponential decay in
time of the “survival probability” of subordinate stopped Brownian paths XΩ,αt – that is, the
probability that such a path has not reached the boundary ∂Ω (being stopped there) within
a given time. These results will are then used to prove the stochastic solution formula for
the time-independent problem in the Section 9, where, for the fractional elliptic boundary
value problem in Ω {
(−∆Ω,g)α/2u(x) = r(x) for t > 0, x ∈ Ω
u(x) = g(x) for x ∈ ∂Ω,
we establish the stochastic solution formula
u(x) = EXΩ,α0 =x
[
g
(
XΩ,α
T−1
α/2
(τΩ)
)]
+ EXΩ,α0 =x
[∫ T−1
α/2
(τΩ)
0
r(XΩ,αs )ds
]
.
This is the third main result of the article. Finally, in Section 10, we discuss the implemen-
tation of these formulas and provide numerical simulations that verify them for benchmark
problems on the 2-dimensional unit square and 3-dimensional unit cube. We discuss how
to discretize the process XΩ,αt and study the convergence of the stochastic solution formula
both with the number of paths and the time step size dt used in the discretization.
There is a rich literature on the potential theory of subordinate killed Brownian motion
from the probabilistic perspective [23, 24, 25, 26]. In [23], it is mentioned that the gener-
ator of subordinate killed Brownian motion is the spectral fractional Laplacian with zero
Dirichlet boundary conditions. To the best of our knowledge, there have been no studies or
reported stochastic solution formulas in this literature for the recently introduced spectral
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fractional Laplacian (−∆Ω,g)α/2 with nonzero boundary conditions. This represents a novel
contribution of our article.
2. The Spectral Fractional Laplacian with Nonzero Dirichlet Boundary
Conditions.
Denoting the Dirichlet eigenvalues and eigenfunctions of (−∆) by λi and ei , respectively,
the spectral fractional Laplacian for zero Dirichlet boundary values is defined as
(−∆Ω,0)α/2u =
∞∑
i=1
λ
α/2
i (u, ei)L2(Ω)ei,(1)
for 0 < α < 2. See Appendix A for the basic properties of (λi, ei). This operator has attracted
significant attention, both theoretical and numerical, in the past decade; for discussions of
the many works relating to this article, see [18, 27, 28, 29] and references therein. However,
the generalization of this operator to the case of nonzero boundary conditions was until
recently an open problem.
In 2017, the spectral fractional Laplacian with nonzero boundary conditions (Dirichlet and
Neumann) was introduced and studied [21, 22]. For functions u on Ω satisfying u|∂Ω = g,
Antil, Pfefferer, and Rogovs [21] proposed the operator defined by the spectral expansion
(−∆Ω,g)α/2u =
∞∑
i=1
(
λ
α/2
i (u, ei)L2(Ω) − λα/2−1i
(
u,
∂ei
∂n
)
L2(∂Ω)
)
ei,(2)
On the other hand, Cusimano, Del Teso, Gerardo-Giorda, and Pagnini [22] defined an oper-
ator in the case of nonzero Dirichlet boundary conditions as
(3) (−∆Ω,g)α/2u = − 1
Γ(−α/2)
∫ ∞
0
t−α/2−1(et∆Ω,g − I)u(x)dt,
where I denotes the identity operator and et∆Ω,g is the heat semigroup, i.e., w(x, t) =
et∆Ω,gu(x) is defined as the solution to the problem
∂tw −∆w = 0 for x ∈ Ω, t > 0
w(t, x) = g(x) for x ∈ ∂Ω, t > 0
w(0, x) = u(x) for x ∈ Ω.
In [18], it was pointed out that the proposed operators (2) and (3) are essentially the
same, as the same characterization in terms of (standard) harmonic lifting was proven by
their respective authors of [21, 22]. More specifically,
(−∆Ω,g)α/2u = (−∆Ω,0)α/2[u− v],
where v solves
(4)
{
−∆v = 0
v
∣∣
∂Ω
= g.
Moreover, it was shown in [18] that the same operator can be obtained by first taking the
spectral power of the inverse fractional Laplacian
(−∆)−βu =
∞∑
i=1
λ−β(u, ei)L2(Ω)ei, β > 0.
5
then defining (−∆Ω,g)α/2 = (−∆)α/2−1(−∆)u, noting that α/2−1 < 0, and using the classical
formula
(−∆)u =
∞∑
i
(
λi(u, ei)L2(Ω) −
(
u,
∂ei
∂n
)
L2(∂Ω)
)
ei,
which is valid for any C2(Ω) function u, regardless of boundary values. Thus, there is no
ambiguity in the use of the symbol (−∆Ω,g)α/2.
The solutions of boundary value problems involving the operator (−∆Ω,g)α/2 have corre-
sponding harmonic lifting characterizations as well. From [21], the solution of{
(−∆Ω,g)α/2u(x) = f(x), x ∈ Ω, α ∈ (0, 2),
u(x) = g(x), x ∈ ∂Ω.
can be written as
u(x) = w(x) + v(x),(5)
where v again solves (4) and w solves the problem{
(−∆Ω,0)α/2w = f in Ω,
w
∣∣
∂Ω
= 0 on ∂Ω,
provided the problem (4) for v has a classical solution. In fact, [21] showed that this decom-
position holds even if the problem (4) admits a solution in the very weak variational sense.
However, in the present article, we will only deal with classical solutions. In the following
sections, we will prove Feynman-Kac formulas for parabolic and elliptic problems posed with
(−∆Ω,g)α/2 and Dirichlet boundary conditions.
3. Markov Semigroups, Generators, Feller Processes, and the Abstract
Cauchy Problem.
The following is setup of Feller semigroup theory needed for the main result, distilled from
the first two chapters of Mark Freidlin’s book [30]. Let Ω be a locally compact subset of Rd;
this includes open and closed subsets of Rd. Let Xt : R+ → Ω be a Markov process in Ω.
Define the one-parameter family of operators Tt for t ≥ 0, acting on functions f : Ω→ R, as
follows:
Ttf : Ω→ R, Ttf(x) = EX0=x [f(Xt)]
Then Tt satisfies the semigroup properties in t, and is linear in f :
T0f(x) = f(x)(6)
TtTsf(x) = Tt+sf(x)(7)
Tt[f + f˜ ](x) = Ttf(x) + Ttf˜(x)(8)
Here t, s > 0. Property (6) is obvious. Property (7) follows from the Markov property of
Xt. Property (8) is a property of mathematical expectation. If, in addition, Xt is a Feller
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Process, then the semigroup is contractive and right continuous :
‖Ttf‖C0(Ω) ≤ ‖f‖C0(Ω)(F1)
lim
t→0
‖Ttf − f‖C0(Ω) = 0(F2)
Here, C0(Ω) denotes the space of continuous functions vanishing at infinity, i.e., real-valued
continuous functions f on Ω with the property that for every  > 0, there exists a compact
subset K ⊂ Ω such that |f(x)| <  for all x outside of K. The norm of C0(Ω) is the sup-norm
on Ω:
‖f‖C0(Ω) = sup
x∈Ω
|f(x)|.
Thus, {Tt} is a family of (uniformly) bounded linear operators from C0(Ω) to itself. We refer
to {Ttf} as the Feller semigroup of the process Xt. We note that Le´vy Processes are Feller
(Theorem 3.1.9, [31]).
Associated to every Markov semigroup Tt is an infinitesimal generator or infinitesimal
operator A, again acting on functions f : Ω→ R, defined by
Af : Ω→ R, Af(x) = lim
t→0+
Ttf(x)− f(x)
h
,
where the limit is taken in C0(Ω), i.e.,∥∥∥∥Ttf(x)− f(x)h −Af(x)
∥∥∥∥
C0(Ω)
→ 0 as t→ 0 + .
The domain Dom(A) is the space of all functions f where the above limit exists.
In some works, the semigroup is jumped over, and one speaks of A as the infinitesimal
generator of the process Xt without introducing the notation Tt. However, the semigroup is
the key to proving stochastic solution formulas. It features in the following important result:
Lemma 1. Let Xt be a Feller Process. The function u(t, x) = Ttf(x) solves the abstract
Cauchy problem, {
d
dt
u(t, x) = Au(t, x) for t > 0,
limt→0 u(t, x) = f(x), f ∈ Dom(A).
(9)
It is the unique solution in the class of functions that grow at most exponentially, i.e., those
solutions u(t, x) for which there exist constants P, k such that ‖u(t, ·)‖C0(Ω) ≤ Pekt.
Remark 1. We understand the statement of problem (9) to mean: the limit in C0(Ω) of
1
h
[u(t+ h, ·)− u(t, ·)] as h → 0 exists and is equal to Au(·, x). This convergence in C0(Ω)
(i.e., uniform convergence) of the limit quotient defining d
dt
u(t, x) is a stronger requirement
than is typically understood when seeking a classical solution of a differential equation. It
must be met to apply the uniqueness result in the lemma.
This result is transcribed from the book of Mark Freidlin [30]. For full details of this
theory, the reader should consult that text and references therein.
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4. Subordination, Balakrishnan’s Theorem, and the fractional
Feynman-Kac formula on Rd.
In this section, we introduce background material on subordination of processes together
with results of Balakrishnan that connect this to concept to fractional calculus. Rather than
listing these results in isolation, we introduce them as steps used in a proof of the Feynman-
Kac formula for the fractional Laplacian (−∆)α/2 in Rd by leveraging the Feynman-Kac
formula for the classical Laplacian (−∆). This will mirror our approach for obtaining our
main results with the operator (−∆Ω,g)α/2 in later sections. The formula itself (13) in Rd
is well-known; for example it appears in [15] where it is obtained by appealing to Dirichlet
form theory [32].
We consider the following problem{
∂tu(t, x) = −(−∆)α/2u(t, x) for t > 0
u(0, x) = f(x).
(10)
We prove the following
Theorem 1. Let u(t, x) be a solution to (10) such that
for every t ≥ 0, u(t, ·) ∈ C2x(Rd), and(11)
∂tu(·, ·) is uniformly continuous in spacetime [0,∞)× Rd.(12)
Then
(13) u(t, x) = T αt f(x) := EXα0 =x [f(Xαt )]
where Xαt is standard isotropic α-stable Le´vy motion in Rd.
To prove the theorem, we will show that the assumption (11) implies that u(t, ·) ∈
Dom(Aα) and
(14) −(−∆)α/2u = Aαu,
where Aα is the generator of α-stable Le´vy motion Xαt :
Aαf(x) = lim
t→0+
T αt f(x)− f(x)
h
.
Since Xαt is a Feller process, this result (14) together with equation (10) and the assumption
(12) will imply that u satisfies the abstract Cauchy problem (9) of the operator Aα . By the
uniqueness asserted in Lemma 1, u(t, x) must then be given by the semigroup (13), which is
Theorem 1.
Now, the result (14) is classical in the case α = 2, where it can be shown using Ito’s rule
as follows [30]. Noting that X2t is scaled Brownian motion
√
2Bt, for u ∈ C2(Rd) we have
u(X2t )− u(x) =
∫ t
0
n∑
i=1
∂u
∂xi
(Xs)(dX
2
s )i +
∫ t
0
∆u(X2s )ds.
Taking expectations,
E[u(X2t )]− u(x) =
∫ t
0
∆u(X2s )ds.
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Dividing by t and taking t→ 0 gives
(15) A2u(x) = ∆u(x), (u ∈ C2)
This suggests one way to prove Theorem 1 is to prove (14) using some sort of Ito rule for
Le´vy processes. However, we will instead use subordination to upgrade the classical α = 2
result (15) to general α < 2.
We shall use the fact that α-stable Le´vy motion Xαt is equivalent to subordinate Brownian
motion, i.e.,
(16) Xαt = X
2
Tα/2(t)
,
where Tβ(t) is the standard β-stable subordinator starting at zero, an increasing Le´vy process
which can most easily be described as having a probability density function hβ(t) with
Laplace transform
(17) L{hβ} (s) = e−sβ
See (see Meerschaert and Sikorskii [1] p. 156 or Sato [33] p. 198). Then from (13) and (16),
a conditioning argument yields
T αt f(x) = EX20 =x
[
f(X2Tα/2(t))
]
= EX20 =x
[∫
P{Tα/2 = s}f(X2s )ds
]
=
∫
P{Tα/2 = s}EX20 =x
[
f(X2s )
]
ds
=
∫
P{Tα/2 = s}T 2s f(x)ds
=
∫
hα/2(s)T 2s f(x)ds.
(18)
We require the following theorem of Balakrishnan [34]. The notion of equicontinuous
semigroup of class C0 is a semigroup Tt that satisfies (6) and (7), as well as the condition
lim
t→t0
‖Ttf − Tt0f‖C0 = 0
We note that a Feller semigroup is equicontinuous of class C0, as for h > 0, the contraction
property (F1) gives
‖Tt+hf − Ttf‖C0 ≤ ‖Tt[Thf − f ]‖C0 ≤ ‖Thf − f‖C0 ,
‖Tt−hf − Ttf‖C0 ≤ ‖Tt−h[f − Thf ]‖C0 ≤ ‖f − Thf‖C0 .
As h→ 0, the right continuity property (F2) implies that both of the above bounds tend to
zero. The following lemma is taken from Yosida [35], pages 259 & 264, with a slight change
in notation:
Lemma 2. (Balakrishnan [34]) Let Tt be an equicontinuous semigroup of class C0. Let
(19) gt,β(λ) =
{
1
2pii
∫ σ+i∞
σ−i∞ e
tλ−tzβdz; σ > 0, t > 0, λ ≥ 0, 0 < β < 1.
0 (when λ < 0)
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Then the operators T̂ αt defined by
(20) T̂ αt g =
{∫∞
0
gt,α/2(s)Tsfds (t > 0)
f (t = 0)
constitute an equicontinuous semigroup of class C0. Moreover, the infinitesimal generator of
T̂ αt , denoted Âα, is given for f ∈ Dom(A) by the two equivalent formulas
Âαf = sin(αpi/2)
pi
∫ ∞
0
λα/2−1(λI −A)−1(−Af)dλ(21)
=
1
Γ(−α/2)
∫ ∞
0
λ−α/2−1(Tλ − I)fdλ.
Since Feller semigroups are equicontinuous, we may apply this result to the semigroup T 2t
generated by Brownian motion X2t , in which case we know that
A2u = ∆u, if u(t, ·) ∈ C2,
which is the classical result (15). Next, the function gt,β in equation (19) with parameters
t = 1 and β = α/2 is simply the inverse Laplace transform of (17); thus, it coincides with
hβ. By the derivation (18), we see that the semigroup T̂ αt in equation (20) coincides with
the semigroup T αt .
Now the lemma says that the generator Aα of T αt is given by the formulas (21),
Aαu(t, ·) = Âαu(t, ·) = sin(αpi/2)
pi
∫ ∞
0
λα/2−1(λI −∆)−1(∆u(t, ·))dλ
whenever u(t, ·) ∈ C2. However, we recognize the expression on the right-hand side as the
usual Balakrishnan formula, which is equivalent to the standard fractional Laplacian on Rd
(Kwasnicki [36]). Therefore,
Aαu(t, x) = −(−∆)αu(t, x) when u(t, ·) ∈ C2.
This proves (14), and completes the proof of Theorem 1.
Remark 2. The same technique may apply for the fractional power Lα of a constant coef-
ficient elliptic operator
L = 1
2
n∑
i,j=1
aij
∂2
∂xi
∂xj +
n∑
i=1
bi(x)
∂
∂xi
,
In the book of Freidlin [30] a result corresponding to (15) for such operators is proven, leading
to a Feynman-Kac formula
u(t, x) = T αt f(x) := EX0=x [f(Xt)] ,
where Xt is now the Ito process
dXt = σ(Xt)dBt + b(Xt)dt, X0 = x, a
ij(x) = σ(x)σ∗(x).
Since spectral powers can be constructed for such operators L and they can also be expressed
by Balakrishnan formulas, we would obtain a subordinated formula
u(t, x) = EX0=x
[
f(XTα/2(t))
]
= EZ0=x [f(XZt)]
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for solutions to the Cauchy problem of Lα. Here Zt = XTα/2(t) would be a Le´vy process
with measure defined by the coefficients of L and α. Thus the solution would be given by
nonisotropic Le´vy process. For example, if the aij are constant, we expect Zt = XTα/2(t)
to be an elliptically-contoured stable Le´vy process. Furthermore, it may be possible to
prove Feynman-Kac formulas for fractional equations with an additional zero-order term
c(x)u(x, t), which Freidlin [30] treats by comparison to an auxillary semigroup, to obtain a
formula
u(x, t) = EXα0 =x [f(Xt)] exp
∫ t
0
c(Xs)ds.
Neither of these results are not pursued here, but would be a worthwhile extensions of the
present article.
5. The Inhomogeneous Fractional Cauchy Problem on Rd.
In this section, we show how a stochastic solution formula for the Cauchy problem with
nonzero forcing term can be obtained from the results in the previous sections using Duhamel’s
principle. We consider the following problem{
∂tu(t, x) + (−∆)α/2u(t, x) = r(x, t) for t > 0
u(0, x) = f(x).
(22)
which differs from Problem (10) by the presence of the inhomogeneity r(x, t).
Let us write the solution to (22) as u(t, x) = u1(t, x) + u2(t, x), where u1(t, x) solves{
∂tu1(t, x) + (−∆)α/2u1(t, x) = 0 for t > 0
u1(0, x) = f(x)
(23)
and u2(t, x) solves {
∂tu2(t, x) + (−∆)α/2u2(t, x) = r(t, x) for t > 0
u2(0, x) = 0.
Then by Theorem 1, provided the regularity assumptions hold,
(24) u1 = EXα0 =x [f(X
α
t )] .
As for u2, by Duhamel’s principle,
u2(x, t) =
∫ t
0
[P sr](x, t)ds,
where [P sr] solves, for fixed s,{
∂tu(t, x) + (−∆)α/2u(t, x) = 0 for t > s
u(s, x) = r(s, x) for x ∈ Rd.
Letting u˜(t− s, x) = u(t, x), this problem becomes{
∂tu˜(t, x) + (−∆)α/2u˜(t, x) = 0 for t > 0
u˜(0, x) = r(s, x) for x ∈ Rd.(25)
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Again, by Theorem 1, provided the regularity assumptions hold,
u˜(x, t) = EXα0 =x [r(s,X
α
t )] .
so that
[P sr](x, t) = u˜(x, t− s) = EXα0 =x
[
r(s,Xαt−s)
]
,
and therefore
(26) u2(x, t) =
∫ t
0
EXα0 =x
[
r(s,Xαt−s)
]
ds = EXα0 =x
[∫ t
0
r(s,Xαt−s)ds
]
.
Adding (26) and (24) gives the following result.
Theorem 2. Let u(t, x) solve (22). Suppose that f and r(s, ·), for every s ≥ 0, are such
that the problems (23) and (25) each admit a solution satisfies the regularity conditions (11)
and (12). Then
u(t, x) = EXα0 =x [f(X
α
t )] + EXα0 =x
[∫ t
0
r(s,Xαt−s)ds
]
= EXα0 =x [f(X
α
t )] + EXα0 =x
[∫ t
0
r(t− s,Xαs )ds
]
where Xαt is standard isotropic α-stable Le´vy motion in Rd.
We persue analogues of this result in bounded domains with the operator −(∆Ω,g)α/2.
6. The Homogeneous Spectral Fractional Cauchy Problem on a Bounded
Domain, with Dirichlet Boundary Conditions.
Let Ω ⊂ Rd be an open domain with Lipschitz boundary ∂Ω. We consider the Cauchy
problem on Ω, with both initial and boundary conditions,
∂tu(t, x) = −(−∆Ω,g)α/2u(t, x) for t > 0, x ∈ Ω
u(0, x) = f(x) for x ∈ Ω.
u(t, x) = g(x) for x ∈ ∂Ω.
(27)
We require that f and g are continuous, and for any x0 ∈ ∂Ω
(28) lim
Ω3x→x0
f(x) = g(x0).
We prove the following
Theorem 3. Let u(t, x) be a solution to (27), (28) such that
for every t ≥ 0, u(t, ·) ∈ C2x(Ω), and(29)
∂tu(·, ·) is uniformly continuous in spacetime [0,∞)× Ω.(30)
Then
(31) u(t, x) = EXΩ,α0 =x
[
f(XΩ,αt )χτΩ>Tα/2(t) + g(X
Ω,α
t )χτΩ≤Tα/2(t)
]
where XΩ,αt is standard α/2-subordinate stopped isotropic Brownian (or rather, standard 2-
stable) motion in Ω:
(32) XΩ,αt = X
Ω,2
Tα/2(t)
, XΩ,2t = X
2
t∧τΩ , τΩ = inf{s : X2s 6∈ Ω}.
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Thus, paths of XΩ,αt are simply paths of Brownian motion (scaled by
√
2) that are stopped
upon reaching the boundary ∂Ω, then time-changed by the standard α/2 stable subordinator.
To prove the theorem, the same strategy is used as in Section 4. We start with proven results
for the standard Laplacian/Brownian motion. Then, we use the subordination lemma of
Balakrishnan to obtain the result for the fractional equation.
Define the semigroup T Ω,αt on C0(Ω) by
(33) T Ω,αt F (x) = EXΩ,α0 =x
[
F (XΩ,αt )
]
, F ∈ C0(Ω).
This is well defined, since the process XΩ,αt remains in Ω for all time. Moreover, T Ω,αt is
Feller semigroup of the same process. The reason for introducing this semigroup is that the
condition (28) imples that the initial condition f can be extended to the C0(Ω) function f
on Ω:
f(x) =
{
f(x), x ∈ Ω
g(x) = limΩ3x→x0 f(x), x ∈ ∂Ω
=⇒ f ∈ C0(Ω).
Then the proposed solution (31) can be written as the Feller semigroup
(34) u(t, x) = T Ω,αt f(x).
We shall now prove that u(t, x) in this form satisfies the problem. First, we prove the
following
Lemma 3. The generator Aα of the semigroup T Ω,αt on C0(Ω) defined by (33) agrees with
the operator −(−∆Ω,g)α/2 on
C0(Ω) ∩ C2(Ω) ≡
{
u ∈ C0(Ω) such that u|Ω ∈ C2(Ω)
}
.
To prove this lemma, we begin by referring to Chung and Zhao [37], Theorem 2.13, p.
56, where it is shown under more general conditions for the case α = 2. In that case, the
operator −(−∆Ω,g)α/2 reduces to the standard Laplacian ∆ and the process X2,Ωt to stopped
standard isotropic 2-stable motion. Thus,
C0(Ω) ∩ C2(Ω) ⊂ Dom(A2), and A2 = ∆ on C0(Ω) ∩ C2(Ω).
Then, the result of Balakrishnan (Lemma 2) tells us that the semigroup
T̂ Ω,αt F =
{∫∞
0
hα/2(s)T Ω,2s Fds (t > 0)
F (t = 0)
has infinitesimal generator, for F ∈ Dom(A), and in particular, F ∈ C0(Ω) ∩ C2(Ω),
AαF (x) = 1
Γ(−α/2)
∫ ∞
0
λ−α/2−1(T Ω,2λ − I)F (x)dλ.
We begin with the right-hand side of this equation. In Freidlin [30], formula (34) is shown
to satisfy Problem (27) when α = 2. In other words,
(35) T Ω,2t f(x) = et∆Ω,gf(x), x ∈ Ω,
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Therefore, for F ∈ C0(Ω) ∩ C2(Ω) and x ∈ Ω, by (35), we have
AαF (x) = 1
Γ(−α/2)
∫ ∞
0
λ−α/2−1(et∆Ω,g − I)F (x)dλ
= −(−∆Ω,g)α/2F (x).
It remains to show that T̂ Ω,αt = T Ω,αt . In order to do this, we will use the definition (32) of
the stopped process XΩ,αt as subordinate stopped Brownian motion, and the tower property:
T Ω,αt F (x) = EX20 =x
[
F (XΩ,αt )
]
= EX20 =x
[
F
(
XΩ,2Tα/2(t)
)]
= EX20 =x
[∫
P{Tα/2 = s}F (XΩ,2s )ds
]
=
∫
P{Tα/2 = s}EX20 =x
[
F (XΩ,2s )
]
ds
=
∫
P{Tα/2 = s}T 2s F (x)ds
=
∫
hα/2(s)T 2s F (x)ds
= T̂ Ω,αt F (x).
The proof of the lemma is complete.
Let us now prove Theorem 3. We know by Lemma 1 that T Ω,αt f(x) is the unique solution
to the abstract Cauchy problem{
d
dt
u(t, x) = Aαu(t, x) for x ∈ Ω, t > 0
limt→0 u(t, x) = f(x).
For any path starting at x ∈ ∂Ω, τΩ = 0, so that XΩ,αt = x, and therefore
T Ω,αt f(x) = EXΩ,α0 =x
[
f(x)
]
= EXΩ,α0 =x [g(x)] = g(x).
This shows that
d
dt
T Ω,αt f(x) = 0 for x ∈ ∂Ω.
Therefore, an equivalent statement is that T Ω,αt f is the unique solution to the problem
d
dt
u(t, x) = Aαu(t, x) for x ∈ Ω, t > 0
d
dt
u(t, x) = 0 for x ∈ ∂Ω, t > 0
limt→0 u(t, x) = f(x)
(36)
On the other hand, we note that, by Lemma 3,
u(t, ·) ∈ C0(Ω) ∩ C2(Ω) ⊂ Dom(Aα).
and the differential equation in the problem (27) together with the regularity condition (30) is
equivalent to the first differential equation in the problem (36). Also, u(t, x) clearly satisfies
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the remaining two equations in (36), so by uniqueness,
u(t, x) = T Ω,αt f(x).
This completes the proof.
7. The Inhomogeneous Spectral Fractional Cauchy Problem on a Bounded
Domain, with Dirichlet Boundary Conditions.
We consider, on bounded domain Ω ⊂ Rd, the mixed problem with both initial and
boundary conditions:
∂tu(t, x) + (−∆Ω,g)α/2u(t, x) = r(x, t) for t > 0, x ∈ Ω
u(t, x) = g(x) for t > 0, x ∈ ∂Ω
u(0, x) = f(x) for x ∈ Ω.
(37)
Again, we require that f and g are continuous, and for any x0 ∈ ∂Ω
lim
Ω3x→x0
f(x) = g(x0).
Let us write the solution to (37) as u(t, x) = u1(t, x) + u2(t, x), where u1(t, x) solves
∂tu1(t, x) + (−∆Ω,g)α/2u1(t, x) = 0 for t > 0, x ∈ Ω
u1(t, x) = g(x) for t > 0, x ∈ ∂Ω
u1(0, x) = f(x) for x ∈ Ω
(38)
and u2(t, x) solves
∂tu2(t, x) + (−∆Ω,0)α/2u2(t, x) = r(t, x) for t > 0, x ∈ Ω
u2(t, x) = 0 for t > 0, x ∈ ∂Ω
u2(0, x) = 0 for x ∈ Ω.
Then by Theorem 3, provided the regularity assumptions hold,
(39) u1 = EXΩ,α0 =x
[
f(XΩ,αt )χτΩ>Tα/2(t) + g(X
Ω,α
t )χτΩ≤Tα/2(t)
]
.
By Duhamel’s principle,
u2(x, t) =
∫ t
0
[P sr](x, t)ds,
where [P sr] solves, for fixed s,
∂tu(t, x) + (−∆Ω,0)α/2u(t, x) = 0 for t > 0, x ∈ Ω
u(t, x) = 0 for t > 0, x ∈ ∂Ω
u(s, x) = r(s, x) for x ∈ Ω.
Letting u˜(t− s, x) = u(t, x), this problem becomes
∂tu˜(t, x) + (−∆Ω,0)α/2u˜(t, x) = 0 for t > 0, x ∈ Ω
u(t, x) = 0 for t > 0, x ∈ ∂Ω.
u˜(0, x) = r(s, x) for x ∈ Ω.
(40)
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Again, by Theorem 3, provided the regularity assumptions hold,
u˜(x, t) = EXΩ,α0 =x
[
r(s,XΩ,αt )χτΩ>Tα/2(t)
]
so that
[P sr](x, t) = u˜(x, t− s) = EXα0 =x
[
r(s,XΩ,αt−s )χτΩ>Tα/2(t−s)
]
,
and therefore
u2(x, t) =
∫ t
0
EXα0 =x
[
r(s,XΩ,αt−s )χτΩ>Tα/2(t−s)
]
ds(41)
= EXΩ,α0 =x
[∫ t
0
r(s,XΩ,αt−s )χτΩ>Tα/2(t−s)ds
]
.
Adding (41) and (39) gives the following result.
Theorem 4. Let u(t, x) solve (37). Suppose that f and r(s, ·) for every s ≥ 0, are such that
the problems (38) and (40) each admit a solution satisfies the regularity conditions (29) and
(30). Then
u(t, x) = EXΩ,α0 =x
[
f(XΩ,αt )χτΩ>Tα/2(t) + g(X
Ω,α
t )χτΩ≤Tα/2(t)
]
+ EXα0 =x
[∫ t
0
r(s,XΩ,αt−s )χτΩ>Tα/2(t−s)ds
]
= EXΩ,α0 =x
[
f(XΩ,αt )χτΩ>Tα/2(t) + g(X
Ω,α
t )χτΩ≤Tα/2(t)
]
+ EXα0 =x
[∫ t
0
r(t− s,XΩ,αs )χτΩ>Tα/2(s)ds
]
where XΩ,αt is subordinate stopped standard isotropic 2-stable Le´vy motion in Ω.
8. Regularity and Steady-State for the Spectral Fractional Heat
Equation in a Bounded Domain and Survival Probability of Subordinate
Stopped Brownian Motion.
The previous section contains stochastic solution formulas for the fractional Cauchy prob-
lem that are contingent upon the regularity of the solutions to problems (38) and (40) . The
latter can be reduced to the case of zero boundary value by harmonic lifting [21, 22]. We
now investigate regularity for such problems, together with convergence to a steady state.
Our results allow us to obtain exponential decay of the survival probability of subordinate
stopped Brownian motion, and obtain a stochastic solution formulas for the Dirichlet prob-
lem by applying the formula in the previous section to a related Cauchy problem and taking
the limit as t → ∞. We proceed by working with a classical solution formula (eigenfunc-
tion expansion) directly and adapting the proof in [38]. The classical solution formula (43)
appears, e.g., in [29], but we did not find a precise statement of the results below in the
literature. Appendix A contains background material used in this section.
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Consider the fractional heat equation, for bounded and smooth domain Ω,
∂tw + (−∆Ω,0)α/2w = 0 for x ∈ Ω
w(x, t) = 0 for x ∈ ∂Ω
w(x, 0) = w0 ∈ L2 for x ∈ Ω.
(42)
Theorem 5. Define
(43) w(t, x) =
∞∑
j=1
e−tλ
α/2
j (w0, ej)L2(Ω)ej(x).
Then,
(1) For any t > 0, integers K, ` ≥ 0, and µ < 1, there exists C > 0 such that
‖∂`tw(t, ·)‖HK(Ω) ≤ Ct−`−K/αe−µλ
α/2
1 t‖w0‖L2(Ω).
The convention is that H0(Ω) = L2(Ω).
(2) For any t > 0, integers r, ` > 0, and µ < 1, there exists C > 0 such that
‖∂`tw(t, ·)‖Cr(Ω) ≤ t−`−d
d
2
+re/αe−µλα/21 t‖w0‖L2(Ω).
where dxe is the smallest integer ≥ x. Therefore, w is smooth in (0,∞)× Ω.
(3) lim
t→0
w(t, x) = w0 in L
2(Ω). Moreover, if w0 ∈ Hk(Ω) for k > 0 and satisfies w0|∂Ω = 0,
then lim
t→0
w(t, x) = w0 in H
k(Ω).
(4) The series w given by (43) is the unique classical solution to the problem (42).
To prove this, we define
S`,J = (−1)`
∞∑
j=J
λ
`α/2
j e
−λα/2j t(w, ej)ej(x).
Note that S`,J=1 corresponds to term-by-term differentiation of the function w(t, x). How-
ever, since the validity of term-by-term differentiation is not known a priori, we must estab-
lish it by studying S`,J for J →∞. We begin by proving the following lemma:
Lemma 4. For t > 0 and any integers k, ` ≥ 0,
(44) (−∆)kS`,J = (−1)`
∞∑
j=J
λ
`α/2+k
j e
−λα/2j t(w, ej)ej(x).
For any µ < 1, there exists C such that
(45) ‖(−∆)kS`,J‖L2(Ω) ≤ Ct−`−k(2/α)e−µλ
α/2
J t‖w0‖L2(Ω).
Moreover, (−∆)kS`,J ∈ H10 (Ω), and for any µ < 1, there exists C such that
(46)
[
(−∆)kS`,J]
H10 (Ω)
= ‖∇(−∆)kS`,J‖L2(Ω) ≤ Ct−`−(k+1/2)(2/α)e−µλ
α/2
J t‖w0‖L2(Ω).
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We prove the lemma by induction. For k = 0, the representation (44) is just the definition
of S`,J . To prove the L2 bound (45), we note
(S`,J , ej)
2
L2 =
(−1)` ∞∑
j˜=J
λ
`α/2
j˜
e
−λα/2
j˜
t
(w0, ej˜)ej˜(x), ej
2
L2
= λ`αj e
−2λα/2j t(w0, ej)2,
(47)
and write
‖S`,J‖2L2(Ω) =
∞∑
j=1
(S`,J , ej)
2
L2
=
∞∑
j=J
λ`αj e
−2λα/2j t(w0, ej)2.
Next, we need the following fact:
For any θ ≥ 0 and µ < 1, there exists a constant C
such that sθe−2s ≤ Ce−2µs for all s ∈ [0,∞).(48)
Using the fact (48), we can write, for any µ < 1,
λ`αj e
−2λα/2j t = t−2`
(
λ
α/2
j t
)2`
e−2λ
α/2
j t ≤ Ct−2`e−2µλα/2j t.
Therefore,
‖S`,J‖2L2(Ω) ≤ Ct−2`
∞∑
j=J
e−2µλ
α/2
j t(w0, ej)
2
≤ Ct−2`e−2µλα/2J t
∞∑
j=J
(w0, ej)
2
≤ Ct−2`e−2µλα/2J t‖w0‖2.
Taking the square-root yields (45) with k = 0:
‖S`,J‖L2(Ω) ≤ Ct−`e−µλ
α/2
J t‖w0‖L2(Ω).
Next, we have S`,J ∈ H10 (Ω) if and only if
∑∞
j=1 λj(S
`,J , ej)
2
L2(Ω) converges, and[
S`,J
]2
H10 (Ω)
= ‖∇S`,J‖2L2(Ω) =
∞∑
j=1
λj(S
`,J , ej)
2
L2(Ω).
See Theorem 9 in Appendix A. From (47), have[
S`,J
]2
H10 (Ω)
=
∞∑
J=1
λ`α+1j e
−2λα/2j t(w0, ej)2.
Using the fact (48) again, we can write, for any µ < 1,
λ`α+1j e
−2λα/2j t = t−2(`+1/α)
(
λ
α/2
j t
)2(`+1/α)
e−2λ
α/2
j t ≤ Ct−2(`+1/α)e−2µλα/2j t.
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Therefore,
[
S`,J
]2
H10 (Ω)
≤ Ct−2(`+1/α)
∞∑
j=J
e−2µλ
α/2
j t(w0, ej)
2
≤ Ct−2(`+1/α)e−2µλα/2J t
∞∑
j=J
(w0, ej)
2
≤ Ct−2(`+1/α)e−2µλα/2J t‖w0‖2L2(Ω).
Taking the square-root yields (46) with k = 0:
[
S`,J
]
H10 (Ω)
≤ Ct−(`+1/α)e−µλα/2J t‖w0‖L2(Ω).
This completes the proof of the lemma for k = 0.
Now we perform the induction step. Suppose the lemma is true for a certain k; we show
that this implies it is true for k + 1. We know that (−∆)kS`,J ∈ H10 (Ω), i.e., (−∆)kS`,J is
zero on ∂Ω. Therefore, the representation
(−∆) =
∞∑
j=1
λj(·, ej)L2ej
is valid on (−∆)kS`,J . Since we also have (44), we see that
(
(−∆)kS`,J , ej
)
L2
=
(−1)` ∞∑
j˜=J
λ
`α/2+k
j˜
e
−λα/2
j˜
t
(w0, ej˜), ej˜

L2
= (−1)`λ`α/2+kj e−λ
α/2
j t(w0, ej).
Therefore,
(−∆)k+1S`,J = (−∆)(−∆)kS`,J = (−1)`
∞∑
j=J
λ
`α/2+k+1
j e
−λα/2j t(w0, ej)ej.
This is (44) for the case k+ 1. We can use it to obtain the L2 bound as before; first we note
that the representation implies
(
(−∆)k+1S`,J , ej
)2
L2
=
(−1)` ∞∑
j˜=J
λ
`α/2+k+1
j˜
e
−λα/2
j˜
t
(w0, ej˜), ej˜
2
L2
= λ
`α+2(k+1)
j e
−2λα/2j t(w0, ej)2L2(Ω).
(49)
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Therefore, using the fact (48),
‖(−∆)k+1S`,J‖2L2(Ω) =
∞∑
j=1
(
(−∆)k+1S`,J , ej
)2
L2
=
∞∑
j=J
λ
`α+2(k+1)
j e
−2λα/2j t(w0, ej)2L2
=
∞∑
j=J
t−2`−2(k+1)(2/α)
(
λ
α/2
j t
)2`+2(k+1)(2/α)
e−2λ
α/2
j t(w0, ej)
2
L2
≤ Ct−2`−2(k+1)(2/α)
∞∑
j=J
e−2µλ
α/2
j t(w0, ej)
2
L2
≤ Ct−2`−2(k+1)(2/α)e−2µλα/2J t
∞∑
j=J
(w0, ej)
2
L2
≤ Ct−2`−2(k+1)(2/α)e−2µλα/2J t‖w0‖2L2 .
Taking the square-root yields (45) for k + 1:
‖(−∆)k+1S`,J‖2L2(Ω) ≤ Ct−`−(k+1)(2/α)e−µλ
α/2
J t‖w0‖L2 .
Next, we have (−∆)k+1S`,J ∈ H10 (Ω) if and only if
∑∞
j=1 λj((−∆)k+1S`,J , ej)2L2(Ω) converges,
and [
(−∆)k+1S`,J]2
H10 (Ω)
= ‖∇(−∆)k+1S`,J‖2L2(Ω) =
∞∑
j=1
λj
(
(−∆)k+1S`,J , ej
)2
L2(Ω)
.
From (49), have [
(−∆)k+1S`,J]2
H10 (Ω)
=
∞∑
j=J
λ
`α+2(k+1)+1
j e
−2λα/2j t(w0, ej)2L2(Ω)
Therefore, using the fact (48),[
(−∆)k+1S`,J]2
H10 (Ω)
=
∞∑
j=J
λ
`α+2(k+1)+1
j e
−2λα/2j t(w0, ej)2
=
∞∑
j=J
t−2`−(2(k+1)+1)(2/α)
(
λ
α/2
j t
)2`+(2(k+1)+1)(2/α)
e−2λ
α/2
j t(w0, ej)
2
≤ Ct−2`−(2(k+1)+1)(2/α)
∞∑
j=J
e−2µλ
α/2
j t(w0, ej)
2
≤ Ct−2`−(2(k+1)+1)(2/α)e−2µλα/2J t
∞∑
j=J
(w0, ej)
2
≤ Ct−2`−(2(k+1)+1)(2/α)e−2µλα/2J t‖w0‖2L2 .
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Taking the square-root yields (46) for k + 1:[
(−∆)k+1S`,J]
H10 (Ω)
≤ Ct−`−((k+1)+1/2)(2/α)e−µλα/2J t‖w0‖L2(Ω).
This completes the proof of the lemma.
Now that Lemma 4 has been proven, to prove the theorem we invoke elliptic regularity
(Theorem 11 in Appendix A) to obtain, for δ = 0 or 1,
(50) ‖S`,J‖H2k+δ(Ω) ≤ C‖(−∆)kS`,J‖Hδ(Ω).
The two estimates in Lemma 4 can be wrapped into one estimate, again for δ = 0 or 1,
‖(−∆)kS`,J‖Hδ(Ω) ≤ ‖(−∆)kS`,J‖L2(Ω) + δ
[
(−∆)kS`,J]
H10 (Ω)
≤ C [t−`−k(2/α) + δt−`−(k+1/2)(2/α)] e−µλα/2J t‖w0‖L2(Ω).(51)
Together, (50) and (51) yield
‖S`,J‖H2k+δ(Ω) ≤ C
[
t−`−k(2/α) + δt−`−(k+1/2)(2/α)
]
e−µλ
α/2
J t‖w0‖L2(Ω).
If an integer K is even, we can take K = 2k and δ = 0 in the above estimate; the second
term in the square brackets vanishes, and the first term involves a factor t−`−K/α. If K is
odd, we can take K = 2k + 1, δ = 1 in the above estimate. In this case, the second term
in the square brackets can be written t−`−K/α, and dominates the first term for small t; for
large t, by adjusting C and µ, the first term can be dropped. Thus, for any integer K, we
obtain
(52) ‖S`,J‖HK(Ω) ≤ Ct−`−K/αe−µλ
α/2
J t‖w0‖L2(Ω)
This is a direct analogue of Eq. 8.17 in [38]. From Theorem 10, we obtain that for all integers
r, l ≥ 0, there exists C such that
(53) ‖S`,J‖Cr(Ω) ≤ C‖S`,J‖
Hd d2 +re(Ω) ≤ Ct
−`−d d2 +re/αe−µλα/2J t‖w0‖L2(Ω).
From (52) and (53), considering the particular case r = 0, and taking the supremum over
[t1, t2] with 0 < t1 < t2 <∞, we have
‖S`,J(·, x)‖C0([t1,t2]) ≤ ‖S`,J‖C0([t1,t2]×Ω) ≤ Ce−λ
α/2
J t1 .
This tends to zero as J →∞, which shows that S`,J=1 for any ` ≥ 0 is uniformly convergent
for t > 0. Hence, for any `,
∂`tw(t, x) = S
`,J=1(t, x).
This, together with (52) and (53), gives parts (1) and (2) of Theorem 5.
To prove part (3) of Theorem 5, we let  > 0. By the assumption w0 ∈ L2(Ω), there exists
an integer N such that
∞∑
j=N+1
(w0, ej)
2
L2(Ω) ≤

2
.
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Since 0 < e−tλ
α/2
j < 1, we have
∞∑
j=N+1
(
1− e−tλα/2j
)2
(w0, ej)
2
L2(Ω) ≤

2
.
For the same N , for all t sufficiently small,
N∑
j=1
(
1− e−tλα/2j
)2
(w0, ej)
2
L2(Ω) ≤

2
.
Therefore,
‖w0 − w(t, x)‖2L2(Ω) =
N∑
j=1
(
1− e−tλα/2j
)2
(w0, ej)
2
L2(Ω) +
∞∑
j=N+1
(
1− e−tλα/2j
)2
(w0, ej)
2
L2(Ω)
≤ 
for all t sufficiently small. This completes the proof of part (3) of Theorem 5. Part (4) of
that theorem is a consequence of parts (1) – (3).
Using the regularity results in Theorem 5, we can show
Theorem 6. Define, for t ≥ 0 and x ∈ Ω, the survival probability
(54) w(t, x) = P
{
XΩ,αt ∈ Ω
}
= 1− P
{
XΩ,αt ∈ ∂Ω
}
.
Here, XΩ,αt is a sample path of subordinate stopped Brownian motion that begins at x ∈ Ω.
Then, w(t, x) satisfies 
∂tw + (−∆Ω,0)α/2w = 0 for x ∈ Ω, t > 0
w(x, t) = 0 for x ∈ ∂Ω
w(x, 0) = 1 for x ∈ Ω.
(55)
This implies that the survival probability satisfies all of the estimates in Theorem 5.
Note that this result is precisely what would follow from the stochastic representation in
Theorem 4 for the solution of (55):
w(t, x) = EXΩ,α0 =x
[
1 · χτΩ>Tα/2(t) + 0 · χτΩ≤Tα/2(t)
]
= P
{
XΩ,αt ∈ Ω
}
.
The matter is that the theorem does not directly apply, since the initial condition on Ω is
not continuous (i.e., the limit of the initial condition at the boundary is not consistent with
the boundary conditions). However, we will use a the regularity results just obtained for the
problem (55) to prove the desired representation.
Note that (54) clearly satisfies the initial condition and the boundary condition of problem
(55); the initial condition is satisfied since XΩ,αt=0 = x, and the boundary condition is satisfied
since for x ∈ ∂Ω, we have τΩ = 0. Thus, it remains to show that the solution w(t, x) of
problem (55) satisfies (54) for t > 0, x ∈ Ω. By uniqueness, Theorem 6 will follow.
Let t,  > 0. Put
w(t, x) = w(t+ , x),
22
where w(t, x) is the solution of (55). Then w solves
∂tw + (−∆Ω,0)α/2w = 0 for x ∈ Ω
w(x, t) = 0 for x ∈ ∂Ω
w(x, 0) = w(, x) for x ∈ Ω.
Since w(t, x) ∈ C∞((0,∞)× Ω), w satisfies
w(t, x) = EXΩ,α0 =x
[
w(,XΩ,αt ) · χτΩ>Tα/2(t)
]
In other words, for t > 0 and x ∈ Ω,
(56) w(t+ , x) = EXΩ,α0 =x
[
w(,XΩ,αt ) · χτΩ>Tα/2(t)
]
For any x, as  → 0, the left-hand side w(t + , x) → w(t, x). To evaluate the limit of the
right-hand side, consider
(57) EXΩ,α0 =x
[
1 · χτΩ>Tα/2(t) − w(,XΩ,αt ) · χτΩ>Tα/2(t)
]
.
This may be written
(58)
∫
Ω
[1− w(, y)]P (t, x; y)dy
where P (t, x; y) is the transition density of XΩ,αt , giving the probability of starting at x and
hitting y:
P (t, x; y)dy = P
{
XΩ,αt ∈ [y, y + dy]
}
, XΩ,α0 = x.
By construction, for y ∈ Ω, P (t, x; y) is less than the transition density of standard isotropic
α-stable Le´vy motion starting at x. The latter is bounded uniformly by some constant C
(depending on α). Thus, we may bound (58) by∫
Ω
∣∣1− w(, y)∣∣P (t, x; y)dy ≤ ‖1− w(, y)‖L2(Ω)
√∫
Ω
P 2(t, x; y)dy
≤ ‖1− w(, y)‖L2(Ω)C
√
m(Ω)
Since w(, x)→ 1 in L2(Ω) as → 0, we obtain that (57) also tends to zero as → 0. In the
same limit, equation (56) therefore becomes
w(t, x) = EXΩ,α0 =x
[
1 · χτΩ>Tα/2(t)
]
.
9. The Spectral Fractional Dirichlet Problem.
Theorem 7. Let Ω be a C∞ domain. Let r ∈ C2(Ω) and g (defined on ∂Ω) be continuous.
Then the solution to {
(−∆Ω,g)α/2u(x) = r(x) for x ∈ Ω
u(x) = g(x) for x ∈ ∂Ω(59)
is given by
(60) u(x) = EXΩ,α0 =x
[
g
(
XΩ,α
T−1
α/2
(τΩ)
)]
+ EXα0 =x
[∫ T−1
α/2
(τΩ)
0
r(XΩ,αs )ds
]
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According to (5), the solution u to problem (59) can be written as u = u1 + u2 where u1
solves {
(−∆Ω,0)α/2u1(x) = r(x) for x ∈ Ω
u1(x) = 0 for x ∈ ∂Ω
(61)
and u2 solves {
∆u2(x) = 0 for x ∈ Ω
u2(x) = g(x) for x ∈ ∂Ω
(62)
The classical theory of the Dirichlet problem [39, 40] implies u2 ∈ C2(Ω), so by the Feynman-
Kac formula, it can be written
u2(x) = EXΩ,20 =x
[
g(XΩ,2τΩ )
]
= EXΩ,α0 =x
[
g
(
XΩ,α
T−1
α/2
(τΩ)
)]
on account of XΩ,2τΩ = X
Ω,α
T−1
α/2
(τΩ)
. This is the first term in (60). It remains to show that u1
coincides with the second term.
We begin by noting, from Corollary 3.6 in [41], that the solution u1 in (61) is C
2(Ω). Next,
we consider the equation 
∂tw + (−∆Ω,0)α/2w = r for x ∈ Ω
w(x, t) = 0 for x ∈ ∂Ω
w(x, 0) = 0 for x ∈ Ω
The solution w to this equation can be written w = wtrans + u1, where u1 is the same as in
equation (61) and therefore the transient part wtrans solves
∂twtrans + (−∆Ω,0)α/2wtrans = 0 for x ∈ Ω
wtrans(x, t) = 0 for x ∈ ∂Ω
wtrans(x, 0) = −u1(x) for x ∈ Ω
Since u1 ∈ C2, we have from Theorem 5 that wtrans(t, ·) ∈ C2 for t ≥ 0 and therefore
w(t, ·) ∈ C2 for t ≥ 0. From Theorem 4, we obtain
w(t, x) = EXα0 =x
[∫ t
0
r(XΩ,αs )χτΩ>Tα/2(s)ds
]
Next, we show, for each x ∈ Ω,
(1) w(t, x) → u1(x) as t → ∞; equivalently, wtrans(t, x) → 0. This follows directly from
Theorem 5.
(2) As t→∞,
EXα0 =x
[∫ t
0
r(XΩ,αs )χτΩ>Tα/2(s)ds
]
→ EXα0 =x
[∫ T−1
α/2
(τΩ)
0
r(XΩ,αs )ds
]
.
Items (1) and (2) imply
u1(x) =
[∫ T−1
α/2
(τΩ)
0
r(XΩ,αs )ds
]
,
24
yielding the second term in (60) and completing the proof of the theorem. To prove (2), we
write using the law of total expectation,
EXα0 =x
[∫ t
0
r(XΩ,αs )χτΩ>Tα/2(s)ds
]
= EXα0 =x
[∫ t
0
r(XΩ,αs )ds
∣∣∣∣ τΩ > Tα/2(t)]P{τΩ > Tα/2(t)}
+ EXα0 =x
[∫ T−1
α/2
(τΩ)
0
r(XΩ,αs )ds
∣∣∣∣ τΩ ≤ Tα/2(t)
]
P
{
τΩ ≤ Tα/2(t)
}
.
From Theorem 6, we have P
{
τΩ > Tα/2(t)
} ∼ e−λα/21 t, so the first term in the above equation
tends to zero as t→∞. Consequently, in the second term, P{τΩ ≤ Tα/2(t)}→ 1 as t→∞.
By martingale convergence, the second term tends to
EXα0 =x
[∫ T−1
α/2
(τΩ)
0
r(XΩ,αs )ds
]
.
This completes the proof.
Remark 3. Note that to obtain u2 ∈ C2 in equation (62), it is only required that Ω satisfy,
e.g., the exterior sphere condition [39]. The condition that Ω is C∞ is used in two places.
First, to invoke the regularity results of article [41] (Corollary 3.6) that the solution u1 in
Eq. (61) is C2(Ω). This assumption on Ω is required due the techniques utilized in that
article; we do not believe it is essential for obtaining u1 ∈ C2(Ω). For example, regularity
results in Ho¨lder spaces for the same equation (61) were obtained in [42] assuming that Ω
is Lipschitz, but only for the spaces C0,r. If regularity in higher order C2,r spaces were
proven with weaker conditions on Ω, then the requirement that Ω is C∞ in Theorem 7 could
be relaxed accordingly. We believe this to be possible, but are not aware of such results
in the literature. The second place where the smoothness of the domain is used is in the
proof of Theorem 5, to invoke elliptic regularity (Theorem 11) without restriction on k and
obtain smoothness of the solution u(t, x). Full smoothness of the solution to the Cauchy
problem is not required in the above proof, and may also be relaxed in a way that depends
on the dimension d. For simplicity, we have not done so. Numerical simulations in Section
10 verify both the time-dependent and time-independent stochastic solution formulas in the
unit square and unit cube in benchmark examples.
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10. Numerical Examples.
10.1. Implementation Details. We now verify the stochastic solution formulas proved in
this article. Namely, for the parabolic time-dependent problem (37) with initial condition f ,
boundary condition g, and time-independent right-hand side r, we study the formula
(63) u(t, x) = EXΩ,α0 =x
[
f(XΩ,αt )χτΩ>Tα/2(t) + g(X
Ω,α
t )χτΩ≤Tα/2(t)
]
+ EXα0 =x
[∫ t
0
r(XΩ,αs )χτΩ>Tα/2(s)ds
]
.
For the elliptic problem (59) with boundary condition g and right-hand side r, we study the
formula
u(x) = EXΩ,α0 =x
[
g
(
XΩ,α
T−1
α/2
(τΩ)
)]
+ EXΩ,α0 =x
[∫ T−1
α/2
(τΩ)
0
r
(
XΩ,αs
)
ds
]
.
We start by discussing the direct discretization of the process Xα,Ωt ≡ X2,ΩTα/2(t) = X2Tα/2(t)∧τΩ .
(1) Generation of Discrete Stopped Brownian Motion X2,Ωt . A starting point
X2,Ω0 ∈ Ω is specified. A discrete time step dt is chosen, and we generate the path at
times t = 0, dt, 2dt, ... using
(64) X2,Ωt+dt = X
2,Ω
t +
√
2dt1/2mvnrnd(0, Id)
where mvnrnd(0, Id) denotes the multivariate normal random variable with mean
vector 0 = [0 0 ... 0]T and covariance matrix
Id =

1 0 ... 0
0 1 ... 0
...
... ...
...
0 0 ... 1

in dimension d where Ω ⊂ Rd. Equation (64) is used to generate new points of the
path while X2,Ωt ∈ Ω. Once we obtain a position X2,Ωt+∆t 6∈ Ω, we replace this last
position by the point X2,ΩτΩ nearest to the boundary, and end. The full path is stored
and used in the next steps. The exit time τΩ rounded up to the nearest dt, denoted
dτΩedt, is saved as well.
(2) Generation of Discrete Subordinator Tα/2(t) starting at zero. We generate
the subordinator at times t = 0, dt, 2dt, ... with Tα/2(0) = 0 and
(65) Tα/2(t+ dt) = Tα/2(t) + dt
1/a stblrnd(a, skewness, scale, center)
with parameters a = α/2, skewness = 1, scale = (cos(pia/2))1/a, and center = 0.
For simplicity, we use the same value of dt as used to discretize the Brownian motion,
although this is not required. The parameter values of skewness, scale, and center
are the parameters in the Samorodnitsky and Taqqu parametrization of the one-
dimensional stable process that yield the standard stable subordinator [43]. The
function stblrnd, written by Mark Veillette [44], uses the methods of [45, 46] to
generate samples of the one-dimensional stable random variable in the Samorodnitsky
and Taqqu parametrization. The resulting samples from stblrnd are positive; for
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these parameters, the stable distribution is supported on R+, as shown in Figure 2.
Using (65), the subordinator is updated while Tα/2(t) < τΩ. When Tα/2(t + dt) is
greater than or equal to τΩ for the first time, we replace it by τΩ and end.
(3) Subordination of Discrete Stopped Brownian Motion X2,Ωt . We now wish to
insert the values of the subordinators Tα/2 into the respective Brownian paths. How-
ever, since the positions of the Brownian paths are only available at times 0, dt, 2d, ...,
we round the subordinators up to the nearest multiple of dt. We denote this by
dTα/2edt. The discretized process Xα,Ωt is obtained as X2,ΩdTα/2edt . This step is illus-
trated in Table 1, and the process is illustrated with some example paths in Figures
3 and 4.
(4) Integration for parabolic solution (63) in time. To calculate the first term in
the solution at time Ndt, if a sample path of XΩ,αt has hit the boundary at time Ndt,
the boundary condition g is evaluated at XΩ,αNdt; otherwise, the initial condition f is
evaluated at XΩ,αNdt. The second term (the path integral) is discretized as
(66)
[∫ Ndt
0
r(XΩ,αs )χτΩ>Tα/2(s)ds
]
∼ dt
N∧dT−1
α/2
(τΩ)edt/dt∑
n=1
r(XΩ,αndt ).
Importantly, the integration does not repeat over the exit point. Once a path hits
the boundary, the path integral over that path no longer evolves. This is illustrated
in Figure 5.
(5) Integration for elliptic solution. The boundary condition g is evaluated at the
endpoints of each path, and for the path integral, the same discretization (66) is used
except that all sums run to dT−1α/2(τΩ)edt/dt, rather than N ∧ dT−1α/2(τΩ)edt/dt.
Remark 4. Unlike in the classical α = 2 case, computing the solution for the time-dependent
problem (using the direct approach above) even for a short time t requires generating Brow-
nian paths all the way to the boundary. This is because the subordinator Tα/2 may advance
time significantly beyond the specified time t. The vast majority of computation time is
spent generating paths, so once the paths are stored, we recommend computing the entire
solution curve in time as well as the solution to the time independent problem.
Remark 5. The true subordinator Tα/2(t) is strictly increasing. However, because we have to
round the subordinator values to nearest multiple of dt, the discrete subordinator dTα/2edt is
merely nondecreasing, and frequently “waits” at the same time value for several increments.
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t XΩ,2t t Tα/2(t) X
Ω,α
t
0 X0 0 0 X0
dt Xdt dt dTα/2(dt)edt XdTα/2(dt)edt
2dt X2dt → 2dt dTα/2(2dt)edt XdTα/2(2dt)edt
...
...
...
...
...
ndt Xndt ndt dTα/2(ndt)edt XdTα/2(ndt)edt
...
...
...
...
...
dτσedt Xdτσedt dT−1α (τσ)edt = Ndt dTα/2(Ndt)edt XdTα/2(Ndt)edt
... Xdτσedt
...
... XdTα/2(Ndt)edt
Table 1. Left: The output of the Step 1 discussed above, in which a discrete
stopped Brownian motion path is generated and stored. The process remains at the
boundary point XdτΩedt for all time greater than dτΩedt, so the path need only be
stored up to that point. Right: Illustration of Steps 2 and 3, in which the discrete
subordinator dTα/2(Ndt)edt is generated (center column) and used to subordinate a
discrete stopped Brownian motion paths stored in Step 1 to yield discrete subordi-
nate stopped Brownian motion path.
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Figure 2. Probability density function of the standard stable subordinator Tα/2
for various α, with the other parameters fixed as discussed above.
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Figure 3. Top left: Three time series of stopped Brownian paths XΩ,2 in the unit
interval [0, 1]. Top right: Three samples of the standard α-stable subordinator Tα/2
for α =
√
3, run until the exit time of the respective stopped Brownian path shown to
the left. Bottom Left: The cyan process is an original BM (the blue one) from the top
left plotted versus standard time t. The dark blue process shows the subordinated
process plotted versus subordinated time Tα/2. Some of the locations of the original
process are skipped, and others are kept. Bottom right: Final subordinated paths
plotted versus standard time t.
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Figure 4. Top left: Two stopped Brownian paths XΩ,2t in the unit square [0, 1]×
[0, 1]. Top right: Two samples of the standard α-stable subordinator Tα/2 for α =√
2, run until the exit times of the respective stopped Brownian paths shown to
the left are exceeded. Bottom Left: The light-colored paths are original stopped
BM from the top left; the dark-colored paths are subordinated paths XΩ,2Tα/2(t)
. The
subordinated process is seen to be a subprocess of the stopped BM. Bottom right:
Final subordinated paths.
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Figure 5. Illustration of path integration in the unit square [0, 1]× [0, 1] for the
stochastic solution in time. First, several paths of the subordinate stopped process
are generated and stored in memory. Top left: Three sample paths of the subor-
diante stopped process XΩ,αt (black) for α =
√
3 starting at (x, y) = (0.5, 0.5) –
shown as a red dot – with indicated stopping times. Top right, bottom left, bottom
right: The red tracings show the paths of integration (running along the stopped
paths for specified time t) for computing the solution to the parabolic problem
u(t, x = 0.5, y = 0.5) at increasing t.
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10.2. Two Dimensional Benchmark (Unit Square). First, we test the parabolic solu-
tion formula. Consider the two-dimensional unit square R = [0, 1]×[0, 1]. Define g : ∂R→ R
by 
g(x, y = 0) = 0
g(x, y = 1) = 1
g(x = 0, y) = y
g(x = 1, y) = y
(67)
and consider the problem, for α =
√
3,
∂tu+ (−∆R,g)α/2u = sin(pix) sin(piy)
u
∣∣
∂R
= g
u(t = 0, x) = y + 1
(pi2+pi2)α/2
sin(pix) sin(pix).
(68)
In this problem,
• the boundary condition (BC) function g is defined by (67).
• the right-hand side (RHS) is r(x, y) = sin(pix) sin(piy), and
• the initial condition (IC) is f(x, y) = y+ 1
(pi2+pi2)α/2
sin(pix) sin(piy)+sin(2pix) sin(2piy).
The exact solution is
u(t, x) = y +
1
(pi2 + pi2)α/2
sin(pix) sin(piy) + e−(4pi
2+4pi2)
α/2
t sin(2pix) sin(2piy).
In the top of Figure 6, we consider the time trajectory of the stochastic solution u(t, 1/3, 2/3)
at the fixed point (1/3, 2/3) ∈ R. The discretized Brownian motion/subordinator time step
is fixed at dt = 10−4. The mean of 100 stochastic solutions, computed using 100 or 1,000
paths (as indicated) starting from (1/3, 2/3), is plotted and compared to the exact solution.
The“Mean ± Standard Deviation” illustrates the expected variation of a stochastic solution
computed using 100 or 1,000 paths, respectively, as it oscillates about the respective mean.
Further, the means of the 100-path and 1000-path solutions also represent stochastic solu-
tions for u(t, 1/3, 2/3) computed using 100× 100 = 10, 000 paths and 100× 1000 = 100, 000
paths, respectively. We see that both are well-converged to the exact solution curve, although
the 100,000 path solution is smoother when viewed more closely in the inset.
The next example illustrates the role of the Brownian motion/subordinator time step dt
when the stochastic solution formula is used near the boundary. At the bottom of Figure 6,
we consider the time trajectory of the stochastic solution u(t, 9/10, 9/10) at the fixed point
(9/10, 9/10) near the top-right corner of R. In both the main figure and the insets, the 10,000
path solution using dt = 0.0001 has significant discrepancy from the true solution. Increasing
the number of paths (as in the top figure) to 100, 000 does not improve the accuracy the
solution; in fact, it remains mostly unchanged from the 10,000 path solution. However, in
this case, refining dt by decreasing it one order of magnitude to 10−5 improves the solution
significantly, even when using only 10,000 paths. This can be attributed to the closeness
of the point (9/10, 9/10) to the boundary. Because the paths have a high probability of
exiting very close to the starting point in a few number of steps, using too high a dt results
in under-resolved Brownian motion that looks more like ballistic motion, bottonecking the
convergence of the solution.
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Figure 6. Convergence of stochastic solutions for the problem (68). Top,
main: Convergence with respect to number of paths of the stochastic solution
at (1/3, 2/3), with dt = 10−4. Top, inset: Zoomed-in view of the main plot.
Bottom, main: Bottlenecking of the convergence of the stochastic solution
at (9/10,9/10), and improvement with refinement of dt from 10−4 to 10−5.
Bottom, insets: Zoomed-in views of the main plot.
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Next, we consider the elliptic problem on the unit square R = [0, 1]× [0, 1]:{
(−∆R,g)α/2u = 137 sin(2pix) sin(3piy)
u
∣∣
∂R
(x, y) = y
(69)
In this problem, the BC function g = y as before and the RHS is r(x) = 137 sin(2pix) sin(3piy).
The exact solution is
u(x, y) = y +
137
[(2pi)2 + (3pi)2]α/2
sin(2pix) sin(3piy);
For α =
√
3, we study the elliptic solution formula along the line diagonal line D =
{(s, s) ∣∣ s ∈ [0, 1]} ⊂ R. Thus, D runs from the bottom left corner of the square to the top
right corner. We take 100 equispaced points on this line, and compute the solution at each of
the points using 100, 1,000, and 10,000 paths. The discretized Browian motion/subordinator
time step is fixed at dt = 10−4. The solutions are compared to the exact solution in Figure
7. We see that they converge to the true solution as the number of paths is increased.
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Figure 7. Stochastic solution of problem (69) in the 2D unit square at 100
equispaced points along the line D = {(s, s) ∣∣ s ∈ [0, 1]}, using 100, 1,000, and
10,000 paths starting from each point.
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10.3. Three Dimensional Benchmark (Unit Cube). Consider the three-dimensional
unit cube Q = [0, 1]3. Define g ≡ 1 on ∂Q. We study the equation
∂tu+ (−∆Q,g)α/2u = sin(pix) sin(piy) sin(piz)
u
∣∣
∂Q
= g
u(t = 0, x, y, z) = 1 + 1
(pi2+pi2+pi2)α/2
sin(pix) sin(piy) sin(piz)
+ sin(2pix) sin(2piy) sin(2piz).
(70)
In this problem,
• the boundary condition (BC) function g ≡ 1,
• the right-hand side (RHS) is r(x, y, z) = sin(pix) sin(piy) sin(piz), and
• the initial condition (IC) is
f(x, y, z) = 1 +
1
(pi2 + pi2 + pi2)α/2
sin(pix) sin(piy) sin(piz) + sin(2pix) sin(2piy) sin(2piz).
The exact solution is
u(t, x, y, z) = 1 +
1
(pi2 + pi2 + pi2)α/2
sin(pix) sin(piy) sin(piz)
+ e−(4pi
2+4pi2+4pi2)
α/2
t sin(2pix) sin(2piy) sin(2piz).
We fix α =
√
2 and dt = 10−4. We start by testing the parabolic solution formula in Fig-
ure 8. We approximate the solution u(t, x, y, z) as a function of t at two different points:
(x, y, z) = (1/3, 2/3, 1/3) and (x, y, z) = (3/5, 2/5, 3/5). The mean of 100 stochastic solu-
tions, computed using 100 or 1,000 paths (as indicated) starting from (x, y, z) is plotted and
compared to the exact solution. The“Mean ± Standard Deviation” illustrates the expected
variation of a stochastic solution computed using 100 or 1,000 paths, respectively, as it oscil-
lates about the respective mean. Further, the means of the 100-path and 1000-path solutions
also represent stochastic solutions for u(t, x, y, z) computed using 100× 100 = 10, 000 paths
and 100 × 1000 = 100, 000 paths, respectively. We see that these are well-converged to the
true solution.
Next, we study the stochastic solution in spacetime along line diagonal lineD = {(s, s, s) ∣∣ s ∈
[0, 1]} ⊂ R. We take 100 equispaced points on D, and compute the solution at each of the
points using 100, 1,000, and 10,000 paths. In Figures 9 and 10, we show surface plots in
(s, t) of these solutions and compare to the exact solution; in Figure 11, we plot the absolute
error ustochastic(t, s, s, s)− uexact(t, s, s, s) as a surface plot in (s, t). We observe a decrease in
the maximum value of the absolute error by a factor of
√
10 each time the number of paths
is increased by a factor of 10.
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Figure 8. Convergence of stochastic solutions for the problem (70). Top,
main: Convergence with respect to number of paths of the stochastic solution
at (1/3, 2/3, 1/3), with dt = 10−4. Top, inset: Zoomed-in view of the main
plot. Bottom, main: Convergence with respect to number of paths of the
stochastic solution at (3/5, 2/5, 3/5), with dt = 10−4. Bottom, inset: Zoomed-
in view of the main plot.
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Stochastic solution computed us-
ing 100 paths for t ∈ [0, 0.5].
Stochastic solution computed us-
ing 100 paths zoomed in to a
shorter time t ∈ [0, 0.1].
Stochastic solution computed us-
ing 1,000 paths for t ∈ [0, 0.5].
Stochastic solution computed us-
ing 1,000 paths zoomed in to a
shorter time t ∈ [0, 0.1].
Figure 9. Stochastic solution using 100 paths (top) and 1,000 paths (bottom)
of problem (70) in time t on the diagonal D = {s, s, s} in the unit cube.
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Stochastic solution computed us-
ing 10,000 paths for t ∈ [0, 0.5].
Stochastic solution computed us-
ing 10,000 paths zoomed in to a
shorter time t ∈ [0, 0.1].
Exact solution for t ∈ [0, 0.5].
Exact solution zoomed in to a
shorter time t ∈ [0, 0.1].
Figure 10. Stochastic solution (using 10,000 paths, top) and exact solution
(bottom) of problem (70) in time t on the diagonal D = {s, s, s} in the unit
cube.
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100 paths for the stochastic solution. 1,000 paths for the stochastic solution.
10,000 paths for the stochastic solution.
Figure 11. Convergence of the absolute error ustochastic(t, s, s, s) −
uexact(t, s, s, s) for the solution of problem (70) in spacetime for time t ∈ [0, 0.5]
and position s ∈ [0, 1] along the diagonal (s, s, s). 100, 1,000, and 10,000 paths
are used in the stochastic solution.
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Next, we test the elliptic solution formula for the example consisting of the steady state
to problem (70), i.e., {
(−∆Q,g)α/2u = sin(pix) sin(piy) sin(piz)
u
∣∣
∂Q
= 1
(71)
which has exact solution
u(x, y, z) = 1 +
1
(pi2 + pi2 + pi2)α/2
sin(pix) sin(piy) sin(piz).
We keep α =
√
2 and dt = 10−4, and illustrate convergence by computing the solution
u(s, s, s) using 100, 1,000, and 10,000 paths from each of the 100 equispaced points on
D = {(s, s, s) ∣∣ s ∈ [0, 1]}. This is shown in Figure 12. In fact, the same exact sets of
stopped paths are used to produce Figures 9 and 10 are used to evaluate the stochastic
solution formula for this elliptic problem.
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Figure 12. Stochastic solution of problem (71) in the 3D unit cube at 100
equispaced points along the line D = {(s, s, s) ∣∣ s ∈ [0, 1]}, using 100, 1,000,
and 10,000 paths starting from each point.
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11. Conclusion and Future Work.
We have proven, implemented, and verified stochastic solution (Feynman-Kac) formulas
for Cauchy and Dirichlet problems for the spectral fractional Laplacian (−∆Ω,g)α/2 with
nonzero Dirichlet boundary conditions. This operator was introduced recently in [21] and
[22], and our article represents a novel probabilistic approach to this topic. The formulas,
which involve subordinate stopped Brownian motion, were verified by considering a number
of benchmark examples in two and three dimensions, and convergence with respect to the
number of paths and time step parameter dt was studied. This work validates the proposed
operator (−∆Ω,g)α/2 from a stochastic perspective.
Stochastic solution formulas provide an attractive method to both understand fractional
operators and compute solutions to associated boundary value problems. Such formulas
for Neumann boundary value conditions, which involve boundary local time, are a worth
exploring in this regard [47, 48, 49, 50]. Further numerical studies may explore Monte Carlo
solution of boundary value problems in complex domains. The direct SDE discretization
discussed in this article is an alternative to the work of [51], as implementation requires only
an efficient subroutine to determine if the process is in the domain or not. Moreover, Monte
Carlo methods based on such formulas can provide efficient solutions in high dimensions, a
fertile area for applications. Walk-on-spheres [4, 5, 6, 7] and quasi-Monte Carlo [8] approaches
may be explored to accelerate such solution methods.
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Appendix A. Facts about Eigenvalue Decomposition and Sobolev Spaces.
The following results about the spectrum of −∆ and eigenfunction decomposition are
transcribed from Chapter 6.1 of [38]. In that text, Ω ⊂ Rd is taken to be a domain with
smooth boundary, although in general Ω can have piecewise smooth boundary [52]. Consider
the Dirichlet eigenvalue problem
(72) −∆eλ = λeλ in Ω, eλ|∂Ω = 0,
defining eigenvalues λ with corresponding eigenfunctions eλ.
Theorem 8. The eigenvalues λ of (72) are real, positive, and can be ordered in a nonde-
creasing sequence λk such that
λk →∞ as k →∞.
Two eigenfunctions eλ1 and eλ2 corresponding to different eigenvalues λ1 6= λ2, are orthogonal
in L2 and H10 .
Theorem 9. The sequence of eigenfunctions {ek} corresponding to the nondecreasing se-
quence of eigenvalues {λk} forms an orthonormal basis for L2(Ω). Moreover, v ∈ H10 (Ω) if
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and only if the series
∞∑
k=0
λk (v, ek)
2 converges.
The following identity holds:
[v]2H10
= ‖∇v‖2L2 =
∞∑
k=1
λk (v, ek)
2 .
The Sobolev inequality that we use is stated in the appendix of [38]:
Theorem 10. Let k > d/2 + r. There exists a constant C such that
‖v‖Cr(Ω) ≤ C‖v‖Hk(Ω).
Thus, Hk(Ω) ⊂ Cr(Ω).
This holds for domains Ω with Lipschitz boundary [53] or which satisfy the cone condition
[54]. Finally, we require the following elliptic regularity estimate, transcribed from Chapter
3.7 of [38]:
Theorem 11. Let Ω be a smooth domain. Then for u ∈ Hk+2(Ω) ∩ H10 (Ω), there exists a
constant C such that
‖u‖Hk+2(Ω) ≤ C‖(−∆)u‖Hk(Ω).
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