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Abstract 
In the present work, for the first time, an experimental and theoretical study of the heat 
transfer characteristics of a bubble type three-phase direct contact condenser has been 
carried out. The experiments were conducted using a Perspex column of 70 cm in total 
height and 4 cm inner diameter, as a direct contact condenser. The active column height 
throughout the experiments was 48 cm. Pentane vapour at three different initial 
temperatures (40℃, 43.5℃ and 47.5℃), was used as the dispersed phase while tap water at 
a constant temperature (19℃) was used as the continuous phase. Seven different dispersed 
phase mass flow rates and five different continuous phase mass flow rates were tested. 
The experiments considered the transient temperature distribution along the direct contact 
condenser, the steady-state temperature distribution, the volumetric heat transfer 
coefficient, the heat transfer rate per unit volume and the holdup ratio. Also, the efficiency 
and capital cost of the direct contact condenser were estimated, and the heat transfer of the 
three-phase direct contact condenser during flooding was studied. 
Theoretical models describing the direct contact condenser were developed. These models 
included the transient temperature distribution, the steady-state temperature distribution 
and the volumetric heat transfer coefficient. These models implicitly involved new 
derivations for the surface heat transfer coefficient, the two-phase bubble size, the relative 
velocity of two-phase bubbles, the drag coefficient and the added mass of the two-phase 
bubble. All expressions were derived analytically except for the transient temperature 
distribution along the condenser which was found numerically, using MATLAB. 
The results showed that the mass flow rate ratio has a significant effect on the heat transfer 
characteristics of the condenser, while the initial temperature of the dispersed phase has 
only a slight effect. The models developed were fitted the experimental data well. 
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# thermal conductivity of liquid drop J m. s. K⁄  
 XXVIII 
 
#	 velocity factor appears in Eq. ( 2-63)  
# thermal conductivity of dispersed phase (drop) J m. s. K⁄  
# thermal conductivity of continuous phase (liquid) J m. s. K⁄  
$ continuous phase height in the condenser after dispersed phase injection m 
LCZ lower (energy storage) zone of solar pond (m) 
$ original continuous phase height in the condenser m 
$% horizontal nozzles spacing m 
 variable appears in Eq. (4-20) 
 Morton number =  
Δ 

⁄  
& Marshal & Swift cost index 

 molecular weight kg mol⁄  
& ratio of liquid density (condensate) to the vapour density in the two-
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⁄  
)* average continuous phase Nusselt number = 2ℎ "
⁄  
)*	 local Nusselt nmber = 2ℎ "
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Sc Schmidt number =  
 
⁄  
 XXX 
 
5∗ modify Stanton number (Eq. (2-93)) 
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4'	 average volumetric heat transfer coefficient J m. s. K⁄  
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1. Chapter One: 
Introduction 
  
Chapter One    Introduction 
    
   2 
  
1.1 Introduction  
Direct contact heat exchange relates to the transportation of thermal energy between two or 
more fluid streams when they are brought into intimate contact with one another. 
Practically, it can be carried out in both batch mode, such as in a stirred reactor, or in 
continuous operation, for example in a spray column. Normally, it is associated with a 
change of phase in one of the fluid streams. In this case, latent heat dominates and a high 
amount of energy is liberated or absorbed depending on whether the thermal process is a 
condensation or evaporation.  
In general, the direct contact heat transfer processes also includes mass transfer, and it may 
involve more than two fluids, e.g. in off-shore oil production where oil, water and air are 
often mixed together or in the extraction of heavy oil in petroleum refineries. Furthermore, 
direct contact equipment can be operated with counter - current, cocurrent and even cross 
flow fluid streams. The fluid streams could be: liquid – liquid, liquid – vapour, liquid – gas, 
liquid – solid, gas – solid and even solid – solid (Boehm & Kreith, 1988; Jacobs, 2000). In 
addition, the fluid pairs can be the same chemical such as in a steam – water system or they 
could be miscible, partially miscible or completely immiscible, depending on the nature of 
the contacting fluids.  
Direct contact heat exchange is achieved by injecting liquid drops or vapour bubbles, often 
a light hydrocarbon, as a dispersed phase into a stagnant column of another immiscible 
liquid (usually water) as a continuous phase. The temperature of the continuous phase is 
maintained above the boiling point of the dispersed phase in evaporation or less than its 
saturation temperature in condensation. Driven by the buoyancy force, the dispersed phase 
(as two-phase, vapour/liquid bubbles) travels up the column. As it is evaporating or 
condensing, a change of its phase and bubble shape takes place simultaneously.  
The fundamental challenge in the design of an efficient energy conversion system is to 
achieve efficient heat transfer at a temperature that can remove the maximum 
thermodynamic potential of the system’s heat source. This process is almost always carried 
out by heat exchangers. A heat exchanger may be defined as a device that can be used to 
transfer heat between two fluids with different energy content, with or without bringing 
them into direct contact. Accordingly, heat exchangers can be split into two main types: 
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classical, or surface type, and direct contact type. In the former, the two fluid streams, (hot 
and cold) are completely separated by a metallic or solid barrier, and heat is transformed 
through it. Therefore, the ability of this type of exchanger to extract the thermodynamic 
potential energy is constrained due the heat transfer resistance of the metallic surface, 
which is also exposed to fouling, corrosion and thermal stresses, especially when it used 
over a high temperature range. Practically, such problems are alleviated by different 
technologies, for example, using a chemical as a corrosion inhibitor, which raises the 
operational cost and may require special expensive materials of construction. This, of 
course, hinders the applicability of surface type heat exchangers in low-temperature 
processes. Beside the limitations, the high initial and operational cost is another problem 
encountered in the selection and operation of the classical or surface type heat exchanger. 
The high initial cost results from the large surface area required to overcome the low heat 
transfer rate or heat transfer coefficient, while the operational cost is mainly due to the 
expense of continuous maintenance, because of the fouling and the corrosion. Practically, 
these problems and others could be solved by using direct contact heat exchangers. 
Therefore, the direct contact heat exchanger can potentially be used in fields where surface 
type heat exchangers cannot be used. 
Therefore, interest in direct contact heat exchangers (DCHE) has recently expanded. In 
contrast to surface type heat exchangers, the working fluids utilised in the DCHE are 
brought into direct contact. Therefore, its potential for extracting thermal energy is much 
greater than the surface type. However, many problems still face the DCHE, such as, a lack 
of dependable mathematical design methodology (Jacobs, 1988) and ambiguity in technical 
duty.  For example, wet cooling tower, grain dryer, quenching process, distillation columns 
and fractionation columns in petroleum refineries are well-known devices that involve 
direct contact heat exchange. 
A large implementation of the direct contact heat exchanger was seen during the 1970s. 
More than 3000 units were installed in Europe and more than 200 units in the U.S. 
(Vallario & DeBellis, 1984). These numbers could be notably increased nowadays due to 
the expansion in renewable energy recovery technologies, which often deal with low 
temperature driving force or low grade energy resources such as industrial waste heat 
Chapter One    Introduction 
    
   4 
  
recovery. In this case, the implementation of a direct contact heat exchanger is an ideal and 
effective solution and is economically viable.  
In general, the two contacting phases throughout the direct contact heat transfer process are 
called the dispersed phase and the continuous phase. Physically, the dispersed phase is fluid 
that has a distinct mass surrounding by a continuous bulk named the continuous phase. 
These terms will be used throughout the work. 
1.2 Advantages of Using the Direct Contact Heat Exchanger 
Direct contact heat exchangers have several advantages over surface or classical type heat 
exchangers; however, they have several obstacles to implementation which are very 
pronounced. Firstly, the two fluid streams must be immiscible to avoid intimate mixing 
between them, which could be extremely expensive if later purification of the contaminated 
stream is necessary. Secondly, the two streams must be at the same pressure (Oguz & 
Sadhal, 1987; Dammel & Beer, 2003). On the other hand, the advantages of a direct contact 
heat exchanger (DCHE) according to different investigators (Sideman & Taitel, 1964; 
Sideman, 1966; Adams & Pinder, 1972; Vallario & DeBellis, 1984; Raina & Grover, 1985; 
Peng, et al., 2001) and others are: 
• It can operate at very low temperature differences between the fluid streams, even as 
low as  ∆ = 1℃. 
• It requires a small mass flow rate of the dispersed fluid if evaporation or condensation 
is utilised. 
• There is efficient separation of fluids used because of immiscibility. 
• It involves simple design and cheap equipment. 
• There are few scale up problems. 
• The absence of the internal separating wall between fluid streams leads to the 
elimination of fouling and corrosion problems, as well as an increase in the heat 
transfer rate between the fluids. 
• It has very high heat transfer coefficient (about 20 – 100 times (Peng, et al., 2001) 
more than a single phase heat exchanger) because of the large heat transfer area and the 
latent heat effect due to phase change.   
• Reduced capital cost. For example, according to Wright (1982) use of a direct contact 
heat exchanger can reduce the capital cost of the power conversion cycle. For instance, 
if the entire plant cost about $ 7× 10, the surface type heat exchanger would account 
for about $ 2 × 10	–$ 2.5 × 10 of the total cost for a 5 MWe station, while the direct 
contact heat exchanger DCHE would cost approximately $16 × 10 only. 
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Accordingly, the reduction of the cost could be considerable when using a direct 
contact heat exchanger DCHE. This reduction in cost may be up to 25% of the capital 
cost of the station. 
Accordingly, the direct contact heat exchanger DCHE can be found in several industrial 
applications (Sideman, 1966; Dammel & Beer, 2003) such as, water desalination, 
geothermal power production, crystallization, waste heat recovery, energy storage systems, 
solar ponds for power generation and water desalination, oceanic energy conversion and 
emergency cooling of both chemical and nuclear reactors.  
1.3 Classification of the Direct Contact Heat Exchanger 
It is clear that DCHE has great potential in many industrial contexts. Different direct DCHE 
arrangements have been designed and implemented. There are several criteria by which the 
direct contact heat exchangers are classified (Boehm & Kreith, 1988; Jacobs, 1990): 
• Direction of flow:  similar to the surface type heat exchanger, two main types of direct 
contact heat exchanger can be identified: counter-current and co-current. In some 
applications, when one of fluid streams undergoes a change of phase, the direction of 
flow has less importance. However, counter-current configurations are favoured over 
the co-current mode due to the convenient phase separation due to the effect of gravity.  
• Phase characteristics of the contacting streams: the direct contact heat exchanger 
arrangements are liquid – liquid, solid – gas and gas – liquid. Although, heat can be 
transferred between any pair of fluids having different thermal energy content, in 
practice, only limited cases are used, and the bubble type or the spray column are the 
most widely used configurations. 
• Heat exchanger design: several direct contact heat exchanger types can be defined: 
• Spray column direct contact heat exchanger. 
• Packed column direct contact heat exchanger. 
• Baffle column direct contact heat exchanger. 
• Perforated plate tower direct contact heat exchanger. 
• Wetted wall or tower direct contact heat exchanger. 
• Pipeline conductor 
• Mechanically agitated contactor 
Amongst these types of exchanger, the most attention has been directed towards spray 
column direct contact heat exchangers, because of the simplicity of their design, their 
relatively high efficiency, and their low cost.  
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• Heat transfer process: the following processes can be carried out in direct contact heat 
exchangers: 
• Freezing  
• Defrosting  
• Preheating 
• Boiling 
• Superheating 
• Crystallizing 
Practically, more than one of them can be used in a single process, such as a combination of 
preheater and boiler in power production processes using geothermal energy. 
1.4 Direct-Contact Heat Exchange Process 
Heat exchange in a direct contact process that involves bubbles, drops or particles as a 
dispersed phase is a complex phenomenon. This is due to the wide range of variables such 
as phase velocities, phase temperatures, the physical and thermodynamic properties of both 
phases and system holdup or void fraction. For example, void fraction impacts the heat 
transfer coefficient significantly when its value is greater than or equal to 5% (Jacobs, 
2000). In addition, the presence of impurities, regardless of whether they are in the 
dispersed or in the continuous phase, leads to the wall of the bubbles or drops being 
immobile or rigid. This affects the circulation within the drops or bubbles and consequently 
alters the transfer coefficient of the system. Furthermore, shape mobility, coalescence and 
break up of drops and bubbles are additional factors that impact the transfer processes. 
These make the analysis of the direct contact system more complicated.  
The direct contact process simply occurs when bubbles or drops are injected into a 
continuous phase. There is a great similarity in the heat transfer mechanism for drops and 
bubbles in a direct contact process (Sideman, et al., 1965; Higeta, et al., 1983; Jacobs, 
1988). In both cases, a two-phase bubble/drop is formed just after the dispersed phase first 
contacts the continuous phase. This configuration, (two-phase bubble/drop), as shown in 
the Fig. (1-1), arises from two instantaneously separating parts: a vapour phase, which 
normally concentrates at the top of the structure, in thermal equilibrium with a liquid phase 
at the bottom, because of the effect of gravity. In most models, the heat transfer resistance 
is assumed to be mainly in the vapour rather than the liquid due to the high thermal 
conductivity of a liquid in comparison to a vapour (Sideman & Taitel, 1964; Tochitani, et 
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al., 1977; Wanchoo, 1993). Therefore, the heat transfer efficiency of bubbles condensing is 
greater than drops evaporating in direct contact with an immiscible liquid (Higeta, et al., 
1979; Higeta, et al., 1983). This means that, the condensation phenomenon is more efficient 
than evaporation.  Furthermore, the heat transfer resistance in the former case decreases 
while the later increases with the progress of the process. Figure (1-1) illustrates the 
similarity between bubble condensation and drop evaporation in immiscible liquids. 
Because of the complexity of the analysis of such shapes, approximate models have been 
suggested, depending on the internal and external physical situation of the bubble/drop. 
However, often the well or completely mixed model, the internal circulation model or the 
rigid wall model are assumed. Among these, the rigid wall model has had considerable 
attention. This model is built on the assumption of the absence of internal circulation due to 
wall rigidity. Therefore, radial heat conduction throughout the solid body is associated with 
a boundary layer and a velocity distribution in the continuous phase i.e. convection 
boundary conditions. Generally, at low Reynolds %& < 1 and Peclet numbers ('& < 1),    
at the interface between the dispersed and continuous phases, the external heat transfer 
coefficient is modelled by the following general form (Sideman, 1966): 
()
 = '
*+,
*	'&                                                                                              (1-1) 
Whilst at  '& > 1, the following expression is used: 
()
 =  + -%&
'
                                                                                             (1-2) 
where  
'& = %&.'                                                                                                                      (1-3) 
Different values of the constants , -, and , are given by different investigators. Sideman 
(1966) has demonstrated that the constant -, in Eq. (1-2), has a value between 0.43 and 
0.95, and the higher value is most suitable for a liquid-liquid system. For all applications, 
including gas-liquid, Steinberger and Treybal (1960) developed the following relation: 
()
 = () + 0.347%&
.'
.                                                                       (1-4) 
where 
() = 2 + 0.569.
	'
.                                                                                         (1-5) 
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and  .
 is the continuous phase Grashof number. 
Several equations for the external heat transfer coefficient to a rigid drop have been 
tabulated by Sideman (1966).  
 
 
  
 
 
 
 
 
 
 
 
Figure 1-1: Similarity between two-phase drop evaporation and two-phase bubble condensation in 
an immiscible liquid continuous phase: (a) two-phase drop evaporation and (b) two-phase bubble 
condensation. 
 
The magnitude of internal circulation and the presence of impurities control the internal 
transfer coefficient. Therefore, for internal heat transfer calculations, the conduction 
solution can be used when there is no circulation and when the bubble/drop size is small 
enough (1-2 mm) (Boehm, 2003). 
1.5 Applications of Direct Contact Heat Exchangers 
Thus far, most attention has been focused on direct contact evaporators particularly in 
relation to geothermal power production.  
Combined applications of both exchangers are found in different heat transfer processes, 
such as water desalination, solar energy applications and power production from low grade 
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energy sources. The following applications, however, concern the general applications of 
the drops or bubbles type direct contact heat exchanger.  
1.5.1 Industrial Waste Heat recovery 
Energy usage is increasing around the word due to the continued development of the 
technologies and the growth in population. Recent research revealed that the demand for 
energy could be rise by up to 1.7% until 2030. However, fossil fuel remains the dominant 
source, with about 80% of the gross energy required being produced from them at the 
moment. Renewable energy accounts for only 11%. Accordingly, many environmental 
problems such as global warming, ozone depletion and air pollution will increase. 
Furthermore, the fossil fuel, for instance oil and gas, prices will continue to rise. Hence, 
industrial waste energy recovery especially that which involves low- grade heat sources, for 
power production has recently received an increasing level of attention (Chen, 2006). 
 
 
 
 
 
 
 
 
 
 
Figure 1-2 : Typical cycle for power production from a low-grade energy source. 
 
 
Due to the nature of the waste energy stream, which is often in the gas phase, the 
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limited. This exchanger type can only be included when part of a secondary heating system. 
In this case, low boiling point oil is used within a closed intermediate loop between the 
waste heat source (hot gas phase) and the electrical production plant. The hot gas is used to 
heat up and vaporize the organic fluid. This vapour can then be expanded in a turbine and 
then condensed before being returned to the heating loop. The electricity is produced by the 
turbine. The first plant established for this purpose was in Japan by Hitachi Limited during 
1980s. In this plant, liquid R-113, which is denser than water, was used as a working fluid 
and waste gas at temperature about 260℃ as a heating source. The gross power produced 
was about 3000 kW at a waste gas flow rate about 8013 m min⁄  (Vallario & DeBellis, 
1984). Figure (1-2) shows a schematic of this process. 
1.5.2 Geothermal Energy  
The most common application of direct contact heat exchangers is in the generation of 
electricity from hot geothermal brine, utilising low boiling point fluids and the conventional 
Rankine cycle. The first suggestion for exploiting the direct contact heat exchanger in 
geothermal power generation was by Jacobs and Boehm during 1973 at the University of 
Utah, U.S. (Jacobs & Boehm, 1979). In general, the direct contact heat exchanger design 
consists of two main parts:  (i) the perheater and (ii) the boiler. These parts could be 
integrated in the same structure or separated in to individual ones. For reasons of cost, the 
separate design is preferred (Jacobs, 1985), however, the integrated system has also been 
widely manufactured and tested. In order to increase the direct contact heat exchanger’s 
efficiency, a design with complex internals can be used. In addition, the selection of the 
working fluid affects the exchanger efficiency. The working fluid must have a low boiling 
point, a low solubility in the hot brines, be nontoxic, readily available, have low cost and be 
non-flammable. Different research groups have investigated direct contact heat exchangers 
exploiting pentane, isopentane, R-113 and R-114 as working fluids (Jacobs & Boehm, 
1979). 
Among these fluids, light hydrocarbons (such as pentane and isopentane) are favoured over 
the refrigerants because the refrigerants are relatively expensive and they can have a 
negative impact on the environment. Isopentane is more suitable than pentane when the 
brine temperature is above 148℃ because the isopentane has a high utilization factor 
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(Wh/kg-brine) (Fulton, 1978; Hlinak, et al., 1980 ; Wright, 1982). The simple direct contact 
cycle for electricity production from a hot geothermal brine can be shown in Fig. (1-3). 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
Figure 1-3: Typical direct contact heat transfer cycle for power production from geothermal brine. 
 
The first plant utilising a spray column, which produces 500 kWe, was designed by Barber-
Nichols Engineering and installed at the East Mesa Geothermal Field in the U.S. in 1980 
(Hlinak, et al., 1980 ). The spray column was 12 m in length and 1 m diameter. Hot brine is 
flashed to remove the non-condensable gases before entering the spray column from the 
top, while the isopentane liquid is injected in to the bottom of the column through a suitable 
distributer. Direct contact counter-current heat transfer between the two fluids takes place 
throughout the column height. According to the density difference, isopentane 
drops/bubbles rise upward with brine falling down and exiting the column at the bottom 
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after being cooled down. On the other hand, isopentane heats up as a result of absorbing 
heat from the brine, and leaves the column as a superheated vapour from the top of the 
column. Isopentane vapour expands through a turbine to produce electricity, is liquefied in 
a condenser, and sent back to the direct contact heat exchanger again.   
To increase the volumetric heat transfer coefficient between brine and working fluid, 
internals can be added to the spray column. The sieve tray liquid-liquid direct contact heat 
exchanger is an example of such an exchange. This type of exchanger was tested and 
produced 60 kW electricity in Idaho, U.S., utilising geothermal hot brine. The column was 
about 6 m high and 0.3048 m in diameter and contained 19 sieve trays  (Wiggins, et al., 
1983). Seventeen trays were used to preheat the isopentane drops, which were used as the 
working fluid, and the remaining 2 trays for boiling and superheating. 
According to Wiggins et al. (1983), an extensive enhancement in the column efficiency was 
achieved, where the preheat section and the boiling section efficiencies were 50% and 
200% higher than that the corresponding sections of a spray column. The temperature 
difference at the pinch point was less than 0.1 K. Furthermore, back mixing, which is one 
of main problems with a direct contact heat exchanger was less significant in the sieve tray 
device than that in a spray column (Wiggins, et al., 1983). 
Back mixing occurs when a part of the cold brine, which reaches the bottom of the column, 
is entrained by the rising working fluid drops toward the top of the column. This normally 
causes a reduction in the drops’ temperature and consequently exchanger efficiency (Suratt 
& Hart, 1977). Back mixing is directly proportional to system void fraction or hold up and 
inversely proportional to height to diameter ratio. The ratio of column height to diameter 
has to be more than 10 to avoid back mixing and it was found when this ratio greater than 
90, the back mixing has no significant effect on the column (Nichols & Prigmore, 1981). 
The second drawback facing a direct contact heat exchanger, especially of the spray column 
type, is flooding. Flooding occurs when the working fluid drops or bubbles are entrained 
out the column by the continuous or brine stream or vice versa. Nevertheless, it is crucial to 
increase the system void fraction to a level slightly below the column flooding limit, to 
enhance the volumetric heat transfer coefficient of the column. In addition, to avoid 
flooding, the column diameter should be large, which probably increases the probability of 
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the back mixing. Therefore, an optimisation of these parameters is required to design an 
efficient direct contact heat exchanger.  
Finally, the working fluid distributor is another factor which affects the column’s 
efficiency. It is difficult to achieve a uniform drop size of the working fluid due to the way 
drops are formed. The working fluid drops are formed generally as a result of  jet breakage 
within the hot brine at relatively high working fluid flow rates. The size of the drops 
forming, however, can be controlled by adjusting the working fluid flow rate carefully and 
by selecting a distributor material which is non-wetting with the working fluid (Jacobs, 
1988).  
1.5.3 Solar Applications 
Different direct contact heat exchangers could be used in solar energy applications. 
Generally, there are two fields exploiting these exchangers: (i) extracting thermal energy 
from a salt gradient solar pond and (ii) hot water systems. 
1.5.3.1 Salt – Gradient Solar Pond 
Simply, a salinity-gradient solar pond, as shown in Fig. (1-4), is a large body of water used 
to collect and store solar energy, by absorbing the direct solar radiation. In general, it has a 
depth between 2 and 5 m, divided into three significant layers with a salinity gradient. The 
upper layer or convection zone (UCZ) is salt free and represents the narrowest convective 
zone. Typically its depth is approximately half a meter. The second or intermediate zone is 
non-convective zone (NCZ). There is a salinity gradient, with the salt concentration at the 
bottom of this zone being greater than its concentration at the zone’s top. The main purpose 
of this layer is to act as insulation, as it prevents the thermal energy being transferred 
upward from the lower salty zone. The final zone is the storage zone or lower convective 
zone (LCZ) (Leblanc, et al., 2011) where the energy is stored. Solar ponds can provide 
thermal energy at temperature between 50 and 90 ℃ with relatively low cost (Andrews & 
Akbarzadeh, 2005).  
Accordingly, solar ponds represent a low-grade energy source and the extraction of energy 
from hot brine from the lower convective zone (LCZ) needs an efficient thermal extraction 
technique. For many reasons, direct contact heat exchangers are more suitable than 
conventional surface heat exchangers in this application. As mentioned in section (1-2), the 
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low cost, high efficiency and near absence of corrosion and fouling problems are attractive 
features in this application (Wright, 1982; Vallario & DeBellis, 1984). Fig. (1-4) shows the 
salt gradient solar pound coupled with a direct contact heat exchanger transferring heat to a  
Rankine cycle. 
Due to the maximum brine temperature being low (about 90℃), making it a low-grade 
energy source, the most suitable working fluid in the Rankine cycle is the pentane as 
selected by Wright (1982) from different hydrocarbon and refrigerant fluids. 
Wright (1982) reported that the pentane has highest net cycle efficiency, very low working 
fluid losses, low turbine cost and its capital cost is only about 10% of the cost of an 
equivalent shell and tube heat exchanger. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1-4: Solar pond coupled with a direct contact heat exchanger. 
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1.5.3.2 Water Heating 
Using direct contact heat exchangers in water heaters can alleviate the problem of freezing 
during winter, and reduce the cost. In this application, the working fluid could be lighter or 
heavier than water but it must to be completely immiscible with water. In the latter case 
(heavier working fluid), the working fluid distributer will be fixed at the top of the 
exchanger.  
The spray column direct contact heat exchanger is found to be suitable in this application 
because it does not require adjustment of the liquid-liquid interface as in coalescence 
devices containing packing materials (Hyun, et al., 2005). Figure (1-5) shows two possible 
configurations of the hot water heater. 
 
 
 
 
 
 
 
 
 
 
Figure 1-5:  Liquid-liquid direct contact heat exchanger arrangement for solar water heating. 
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crystalline ice. The ice or crystal should contain only pure water; therefore the partial 
freezing separates the fresh water from brine. The ice melts at another stage to produce 
distilled water. Direct contact freezing exploits the concept of direct contact evaporation of 
a low boiling point working fluid by absorbing heat from surrounding continuous fluid 
(water). The heat absorbed by the working fluid; which causes the water to freeze, is 
equivalent to the energy required to melt the ice. The working fluid used must have a low 
boiling point and a high freezing point along with other properties mentioned above. 
Refrigerants such as carbon dioxide and butane are widely used as a working fluid 
(Rahman, et al., 2006). The specific refrigerant properties should be: a boiling point less 
than - 4℃, nontoxic, non-flammable, cheap and readily available, and finally chemically 
stable and completely immiscible with water. 
The direct-contact freezing process can be achieved simply by using a suitable binary 
refrigerant as a dispersed phase fluid. The fluid is expanded from a high pressure and sent 
to the column. The continuous fluid (i.e. the saline solution) is fed to the top of the column. 
Driven by buoyancy, the refrigerant drops travel up the column, evaporating while they 
absorb energy from the saline solution. The process continues until the ice crystals nucleate 
and grow, while the refrigerant evaporates and leaves the column. It is subsequently 
condensed and sent back to the process in a closed cycle. The direct-contact freezing 
process has been used in water desalination for a very long time, although it is not widely 
used in a commercial manner. It has some advantages in comparison with other method 
such as: 
• Very low energy requirements or low energy consumption because of the large 
difference between the latent heat of vaporization and fusion. It could reduce the 
energy required by between 75% to 90% of the conventional thermal process (Heist, 
1979). 
• Simple gravity driven separation process. 
• It can operate at very low temperature 
• Very low scaling and corrosion  
• The equipment could be manufacturing from inexpensive plastics or other cheap 
materials 
• Absence of pre-treatment requirement 
• Low chemical material requirements 
• Low environmental effect and high efficiency (Rahman, et al., 2006) 
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• High production rate per unit volume at a very low driving force. 
On other hand, as with any chemical process, the direct – contact freezing technique has 
many disadvantages. They can be summarized as:   
• The process should include ice growth, washing and melting. 
•  Large plant is difficult to design 
• Trapping of salt could occur. 
Additionally, this technique has been used recently in the treatment of the concentrated 
brine produced from different desalination processes, such as reverse osmosis (RO). 
Currently, the brine rejected from desalination processes is disposed of to a large pond, 
which has an obvious environmental impact. The idea is to exploit the large difference 
between the heat of fusion of ice and evaporation of water to separate the water as eutectic 
ice from concentrated brine (Randall, et al., 2011; van der Ham, et al., 2004). 
The second application of a direct contact heat exchanger in water desalination involves 
producing fresh water from seawater or impure water by heating or vaporization. This 
process is similar to the multi-stage flash evaporator techniques, which are energy 
intensive. For example, to vaporise 0.4536	kg (1 pound) of water in a distillation process, 
requires about 1054	kJ	(1000 Btu). Most of this energy can, in theory, be recovered; 
however, practically it is impossible to recover it via a shell and tube heat exchanger 
(Woodward, 1961). Alternatively, a direct contact heat exchanger could reduce the energy 
requirement by enhancing the energy recovery.  
1.5.4 Nuclear Reactor Emergency Cooling 
Much interest on direct contact condensation has been driven by consideration of loss of 
coolant accident (LOCA) in a nuclear reactor. Although the probability of occurrence of 
LOCA is about 10 to 10 per reactor year (Kendoush, 1976) the operating regulations 
of the nuclear industry are very rigorous and restrictive. During such an accident (LOCA), 
different sorts of direct contact phenomena could take place. Isikan (1986) classified these 
kinds of direct contact condensation as: bubbles or jet in pool, spray condensation when 
water is sprayed through the steam and parallel condensation, for example as film 
condensation. 
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In some cases, the steam generated in the reactor core by the accident forcefully moves 
upward to pass through a liquid or water pool. As it does so, it cools down. Due to the 
complexity of this phenomenon, the heat transfer coefficient and the temperature of the 
water pool undergoes a time fluctuation. Aya and Nariai (1991) demonstrated the various 
possible mechanisms that can appear during the direct contact condensation in such case of 
LOCA, and they pointed out the importance of the degree subcooling of the water pool. 
Accordingly, a direct contact condensation map, in the case of LOCA, was given as a 
relationship between the water pool temperature and the vapour mass flux. Three different 
regimes were found, depending upon the vapour mass flux produced during the LOCA 
accident. First is a chugging regime, which starts at a low vapour mass flux 0 −
20	 kg ms⁄  and surprisingly is unaffected by the degree of subcoolling of the water pool. 
At vapour mass flux more than 25	 kg ms⁄ , the second direct contact condensation regime 
emerged, while in between the two regimes, a transition bubbling mode could arise at a 
transitional vapour mass flux and a high water pool temperature. 
1.6 Statement of Aims 
This work presents, for the first time, an experimental and theoretical study of the heat 
transfer characteristics of a three-phase direct contact condenser. The objectives of the 
work can be summarized as follows:  
1) Experimental 
a) Investigate the transient temperature distribution along the three-phase direct 
contact condenser at different mass flow rate ratios and initial dispersed phase inlet 
temperatures. 
b) Investigate the temperature distribution at a steady state operating conditions along 
the column at different mass flow rate ratios and initial dispersed phase inlet 
temperatures. 
c) Investigate the volumetric heat transfer coefficient at steady state for a different 
mass flow rate ratios and initial dispersed phase inlet temperatures. 
d) Investigate the heat transfer rate per unit volume during steady state for different 
mass flow rate ratios and dispersed phase inlet temperature. 
e) Investigate the transient temperature distribution and the volumetric heat transfer 
coefficient during flooding for different mass flow rate ratios and dispersed phase 
inlet temperatures. 
f) Investigate the holdup fraction, the condenser heat transfer efficiency and the 
direct contact costs.  
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2) Theory 
a) Develop and solve a numerical model for the transient temperature distribution 
along the three-phase direct contact condenser height using MATLAB platform. 
b) Derive an analytical model for the steady temperature distribution along the three-
phase direct contact condenser involves the following: 
i. A model for a heat transfer coefficient of a swarm of a two-phase bubbles 
condensing in an immiscible liquid. 
ii. A model for the drag coefficient of a swarm of a two-phase bubble. 
iii. A model for the relative velocity of a swarm of a two-phase bubbles 
condensing in an immiscible liquid. 
iv. A model for the size of a swarm of a two-phase bubble condensing in an 
immiscible liquid. 
v. A model for the virtual mass of a swarm of a two-phase bubble. 
c) Formulate semi analytical model for the volumetric heat transfer coefficient of the 
condenser. 
 
1.7 Thesis Organization  
The present dissertation is divided into seven chapters and three appendices. The current 
chapter (chapter one) is a general introduction to direct contact heat exchangers and three-
phase direct contact heat exchangers. 
Chapter two presents a review of the literature that is relevant to the three-phase direct 
contact condenser. Because of absence of work on this subject, a review of the published 
literature on a single two-phase bubble condensing in an immiscible liquid is presented. In 
addition, a review of the published literature on the three-phase direct contact evaporator is 
given, due to its similarity to the three-phase direct contact condenser.   
Chapter three describes the experimental work. A description of the experimental 
apparatus that was used to investigate the heat transfer characteristics of the three-phase 
direct contact condenser is given. The procedure of the experiments that were performed, as 
well as the physical properties of working fluid, are outlined. 
Chapter four discusses the mathematical modelling.  New models are developed for the 
direct contact condenser during transient operation, the steady state temperature along the 
column, the heat transfer coefficient, the drag coefficient of a swarm of two-phase bubbles 
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condensing in an immiscible liquid, the relative velocity, the virtual mass, and the 
volumetric heat transfer coefficient of the condenser. 
Chapter five presents and discusses the experimental results obtained for various 
parameters at different operational conditions.  
Chapter six gives the results of the theoretical models and validates them by comparison 
with the experimental data. Further theoretical results for the heat transfer coefficient, drag 
coefficient virtual mass coefficient and two-phase bubbles size of a swarm of two-phase 
bubbles condensing in an immiscible liquid are given in this chapter. 
Finally, chapter seven addresses the conclusions obtained from the study and provides 
some recommendations for future work. 
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2. Chapter Two: 
DIRECT-CONTACT CONDENSATION (DCC) OF 
VAPOUR BUBBLES IN AN IMMISCIBLE LIQUID: 
 
A COMPREHENSIVE REVIEW 
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2.1 Introduction 
Direct contact condensation has been used widely for a long time and historically, it has 
been used in a range of different processes, such as steam power plants. During the 18th 
century, Watt and Newcomen (Nadig, 1984) utilized this phenomenon in their steam engine 
to condense the exhaust stream by introducing a liquid jet into the engine’s cylinder after 
the power cycle. They noted that at a low exhaust pressure, an efficient condensation 
occurs.  
In general, direct contact condensation is achieved by three sequential steps: firstly, vapour 
diffuses towards the liquid interface then secondly, heat is transferred from the hot vapour 
to the subcooled liquid across the interface, which causes condensation. This step may be 
accompanied by mass transfer as well. Finally, the heat is transferred to the liquid bulk 
from the interface. The main resistance which controls the process is the diffusion of 
vapour to the liquid interface. Therefore, in spite of the direct contact condenser being 
intended for heat transfer, the earliest designs depended on the principles of fluid flow and 
mass transfer (Boehm & Kreith, 1988). 
The condensation of a vapour bubble in another immiscible liquid (i.e. a two-component 
system) is different from when it condenses in its in own liquid (i.e. one-component 
system). This is because in a two-component system a confined vapour/liquid two-phase 
bubble is formed. Hence, the liquid condensate remains within the mother bubble, in 
contrast to the one-component system where the condensate mixes with the surrounding 
fluid. Figure (2-1) shows schematically the configuration of the two-phase bubble.  
As shown in Fig. (2-1), the vapour and liquid within the two-phase bubble are completely 
separated due to the effect of gravity. Vapour collects at the top of the two-phase bubble 
whilst liquid spreads and accumulates at the bottom with a monolayer film of condensed 
liquid covering the whole bubble surface (Isenberg & Sideman, 1970; Higeta, et al., 1979). 
This configuration therefore, exhibits a liquid-liquid interface between the two-phase 
bubble and the surrounding cooling liquid, which tends to reduce the internal circulation 
due to the relative immobility or rigidity of the two-phase bubble’s wall. In addition, the 
presence of the condensate within the confined two-phase bubble could have an important 
impact on the condensation history by increasing the heat transfer resistance. In some 
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conditions the condensate layer’s heat transfer resistance could reach one third of the total 
heat transfer resistance (Sideman & Moalem-Maron, 1982). 
The heat transfer resistance of the condensate layer was found theoretically by Jacobs et al. 
(1978) to contribute about 20% of the total heat transfer resistance, especially if the 
condensate has a low thermal conductivity. Therefore, it is obvious that the heat transfer 
coefficient in such system could be lower than in one-component system. Indeed, such two-
component systems are much more complex due to the varying instantaneous 
configuration, the aforementioned heat transfer resistance and the temperature distribution 
in and around the two-phase bubble (Kalman & Mori, 2002; Kalman, 2003; Kalman, 2006). 
Depending upon the degree of subcooling in the liquid (indicated by the Jakob number  0 = 
!
∆ ℎ⁄ , the condensation of the two-phase bubble in an immiscible liquid, 
like a bubble condensing in its own liquid, could be controlled either by inertia or by heat 
transfer.  
The condensation of a bubble is associated with the liberation of latent heat at the liquid-
vapour interface, where the heat transfers process takes place. Therefore, the temperature of 
the interface will increase which causes a decrease in the bubble condensation rate. In 
contrast, at a high 0 or ∆, one can expect a high heat transfer rate from the bubble to the 
bulk liquid. This, of course, minimises the temperature variation at the interface and 
subsequently in the bubble. In this case, the condensation process can be assumed to be an 
isothermal condensation process (Zuber, 1961) this means that the vapour pressure within 
the two-phase bubble remains constant (at its initial value) throughout condensation 
process, which results in liquid inertia becoming important. Otherwise, for low Jackob 
number 0, the heat transfer controls the collapse of the bubble  (Isikan, 1986; Chen & 
Mayinger, 1992). An intermediate coupling effect could be involved in which both inertia 
and heat transfer mechanisms influence the collapse of the bubble (Isikan, 1986). Chen and 
Mayinger (1992) have indicated that the condensation of the bubble is completely 
controlled by heat transfer when 0 < 80, while the process is controlled by inertia for 0 > 100. 
For inertia or heat transfer controlled mechanisms, the parameter B was suggested to 
describe the one-component system (Florschuetz & Chao, 1965; Isikan, 1986)  : 
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1 = 0 2∆                                                                                                                  (2-1) 
where , , 
 and ∆' are the thermal diffusivity of the liquid, the initial radius of the 
bubble, the density of the liquid and the system pressure difference respectively. 
Florschuetz and Chao (1965) observed that heat transfer affects the condensation of the 
bubble less as B increases, while inertia becomes dominant when the value of the parameter 
B increases. A combined effect (liquid inertia and heat transfer) could control the bubble’s 
condensation when 0.05 < 1 < 10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Condensation of vapour in a direct contact process is accomplished through significant 
contacting of the vapour with a subcooled liquid. A simple heat balance can be used to 
determine the amount of vapour that can be condensed by a specific amount of liquid. 
Figure 2-1: Configuration of two-phase bubble condensation in an immiscible liquid (a represents 
the two-phase bubble radius, U denotes the continuous phase velocity, 8 and 8  are the radial and 
tangential velocity components, θ is the angle in spherical coordinate. 
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Theoretically, the cooling fluid can be heated to any desired temperature by controlling the 
liquid flow rates. The actual rate of condensation is obtained by the overall diffusion rate, 
the mass/heat transfer coefficients, the interfacial contact area between the two phases and 
the temperature difference between them. Therefore, it is possible to increase the direct 
contact condenser’s performance by tuning on one of these parameters, e.g. decreasing the 
bubble size in the case of spray or bubble type condensers to increase the contacting area, 
or by increasing the temperature difference between the two phases. 
One of the most useful practical features of the three-phase direct contact spray column or 
bubble type heat exchanger is that it has a high heat transfer area, as discussed in chapter 
one. The heat transfer area directly depends on the column holdup ratio and inversely on 
the two-phase bubble size, as is discussed below. At the same time, the holdup ratio is a 
function of the dispersed phase mass flow rate. However, enhancement of the three-phase 
direct contact heat exchanger can be achieved suitably by controlling the holdup ratio. 
When considering the holdup ratio of the column, the spray column or the bubble type 
condenser is characterized by three separate zones: single bubble, multi-bubbles and 
flooding (Markowitz & Bergles, 1970). Principally, these regions are determined by the 
values of the dispersed phase holdup in the column.   
Because of the lack of relevant literature on real direct contact condensers (i.e. high holdup 
ratio), it is useful to review the dilute system (low holdup, 3 → 0), which represents the 
simplest operational direct contact  mode. In such cases it is possible to understand the 
practical (multi-bubble) system by studying the single bubble system (Sideman & Moalem-
Maron, 1982). This strategy is used in the following sections to review the bubble type 
three-phase direct contact condenser. 
2.2 Two-Phase Bubble Dynamics and Heat Transfer 
2.2.1 Two-Phase Bubble Formation 
2.2.1.1 Initial Two-Phase Bubble Volume 
Bubble formation at a suitable injection device, nozzle or orifice, is the first step involved 
in a practical direct contact bubble type condenser. Practically, it has a major impact on the 
direct contact condensation rate, as well as the heat transfer process, by affecting the 
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instantaneous two-phase bubble volume, shape and velocity. Accurate prediction of the 
initial two-phase bubble volume, therefore, is important for the design of three-phase direct 
contact condensers.  
Direct contact condensation of a single two-phase bubble rising through an immiscible 
liquid has been widely studied, both theoretically and experimentally (Wittke & Chao, 
1967; Isenberg & Sideman, 1970; Jacobs & Major, 1982; Kalman, et al., 1987; Kalman & 
Letan, 1987; Lerner, et al., 1987; Kalman & Mori, 2002; Kalman, 2003; Kalman, 2006). 
Most of these investigations have suggested different models for the instantaneous rise 
velocity and the collapse rate of a condensing two-phase bubble. The initial size of such a 
bubble is assumed as a free parameter, or selected from the experimental data. The bubble 
is also assumed to have an invariant spherical shape. The possibility of changing shape, 
which normally occurs during the condensation, is ignored. So, a deviation from the 
experimental data is excused when a comparison is made with these models.  
In practice, many parameters govern the bubble formation process, such as the liquid 
properties, gas bubbling properties, injection device configuration and material and gas 
flow rate, which makes theoretical prediction quite difficult. Meanwhile, three main 
approximate mechanisms have been suggested through modelling of this problem: i.e. 
constant-flow, constant pressure and intermediate models with either a single or two stages 
(Kalman & Ullmann, 1999; Kulkarni & Joshi, 2005). 
A force balance on an individual bubble forming on an orifice or nozzle is a general 
technique used in bubble formation modelling. The simplest model assumes a low gas flow 
rate with no effect of liquid viscosity (Azbel, 1981). Therefore, the buoyancy force is 
entirely balanced the surface tension.  
 
This leads to: 
 =  	

	
                                                                                                                (2-2) 
where , , , 
 and  denote the bubble diameter, the gas density, the orifice 
diameter, the liquid surface tension and the acceleration due to gravity respectively. This 
model has been successfully validated by experimental results for %& ≤ 200, where %& is 
Chapter Two                                                                                                 Literature Review 
    
   27 
  
the Reynolds number based on the orifice diameter %& = 
  
⁄ . The velocity  represents the gas mean velocity at the orifice.  
A two-stage model, comprised of an expansion stage and a detachment stage, was proposed 
by Ramakrishnan et al. (1969) when the bubble size depends on both viscous and inertial 
forces for 200 < %& < 1000. Hence, the final bubble size is obtained by the sum of the 
size of each stage: 
 =  + 45                                                                                                                  (2-3) 
where , , 4 and 5 represent the final bubble volume (volume of detachment), the 
bubble volume for the first stage, the gas or vapour flow rate and the detachment time 
duration, respectively. 
During the bubble formation period, a two-phase bubble arises when the continuous phase 
and dispersed phase are immiscible fluids. At this stage of bubble life, the two-phase 
bubble consists of vapour concentrated at the bubble core surrounded by its own liquid. 
Therefore, the two-phase bubble is neither a vapour bubble, nor a pure liquid drop. 
Although very many publications have focussed on the formation of a single, one-
component bubble (e.g. gas bubble in water) (Kulkarni & Joshi, 2005), only a few studies 
have looked at two-phase bubble formation while condensation occurs in a nozzle or 
orifice. Therefore, use of the models developed for the case of a non-condensing bubble 
could cause significant deviation from what is observed experimentally.  
Kalman and Ullmann (1999) experimentally observed two-stage vapour bubble formation 
while condensation occurred in an orifice. During the first stage, the two-phase bubble 
expands while its base is still attached to the orifice. In the second stage, the bubble neck is 
formed, extended and finally detached from the orifice due to the unbalance forces acting 
on the bubble. The forces acting at this stage are the buoyancy and inertial forces as well as 
the surface tension and the drag forces. A similarity between bubble formation for 
condensing and non-condensing systems has been noticed, especially in the second stage of 
formation (detachment stage). Therefore, Kalman and Ullmann (1999) tested the possibility 
of exploiting three different models, that originally were designed for predicting the initial 
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size of a non-condensing bubble (gas bubble), to describe two-phase bubble formation. 
Two of these models have given an acceptable agreement with their experimental data.   
The first model was demonstrated by Clift et al. (1978) and Tsuge (1986) for the case of a 
low viscosity system, with a very low flow rate and a spherical bubble. The balance of 
buoyancy and surface tension forces leads to the dimensionless volume of the spherical 
bubble formed as: 
6 =   	 = 78                                                                                                            (2-4) 
where 6  is the dimensionless bubble volume, Δ the density difference between liquid and 
vapour and 7 the Harkins-Brown (1919) correction factor, that is: 
7 = 1.0 − 0.66023 !
 	⁄ + 0.33936  !
 	⁄ 

        for  0 ≤ !
 	⁄ ≤ 0.6                          (2-5) 
and 
7 = 90.92878 + 0.87638 !
 	⁄ − 0.261  !
 	⁄ 
:for  0.6 < !
 	⁄ < 2.4                   (2-6) 
The second model is a semi-empirical expression which was given by Ruff (1972). It is 
based on a two-stage model, i.e. the expansion stage and the detachment stage. Therefore, 
the total bubble volume is given simply as: 
6 = 6 + 6                                                                                                                       (2-7) 
where 6 denotes the volume of bubble at first stage and it is predicted using a force 
balance as: 
6 − 0.05786 ⁄ 4́ − 2.4176 ⁄ 4́ ́ − 0.204<6 = ́4́ 6⁄ = 	78                      (2-8) 
where 4́ is the dimensionless volumetric flow rate (given by Eq. (2-12) below). 
The first term is a result of the buoyancy force, the second comes from inertia and drag, the 
third and the fourth from drag and the term on the right hand side from surface tension. 
However, when a bubble volume exceeds the value of the initial stage volume (6) the 
buoyancy force becomes dominant and the first stage (detachment) is started. Hence Ruff 
(1972) correlated the second stage volume as: 
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6 = 4́. + 4.04́ ́ ⁄                                                                                                    (2-9) 
The third model was developed by Davidson and Schiller (1960) for two different modes 
i.e a system with either a high vapour flow rate or system with a low surface tension, and 
for a system with an intermediate vapour flow rate and a high liquid viscosity. In both 
cases, a single-stage model was implemented. In the former case, the surface tension is 
neglected; the bubble volume is a function only of the vapour flow rate, as: 
 = 1.3784..                                                                                                      (2-10) 
or in dimensionless form as: 
# = 1.3784#.                                                                                                          (2-11) 
where 
4# =  	

 	4                                                                                                          (2-12) 
On the other hand, for the second case (high viscosity), Davidson and Schiller (1960) have 
developed theoretically the following equation: 
 = 6.484 $.%                                                                                                      (2-13) 
or in dimensionless form as: 
# = 6.4844# #.%                                                                                                     (2-14) 
where  #is a dimensionless viscosity given by: 
 # = &	                                                                                                                   (2-13) 
Kalman and Ullmann (1999), concluded that in the absence of an appropriate expression to 
predict the initial formation of a vapour bubble with condensation in an immiscible liquid, 
Eq. (2-4) and Eq. ((2-7)-(2-9)) can be reasonably used within the range of vapour flow rate 
0.07 < 4́ < 0.3 and ∆ < 6.5℃. 
As mentioned above, the spherical model assumption is unable to predict precisely the size 
of a two-phase bubble being formed and consequently the condensation rate, velocity and 
the heat transfer rate (Terasaka, et al., 2000). Therefore, a non-spherical model has been 
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suggested and efficiently used, not only to predict the two-phase bubble  volume, but also 
to simulate the two-phase bubble shape as well (Terasaka & Tsuge, 1993; Chen & Tan, 
2003). 
Only three relevant studies have addressed the initial volume of a two-phase bubble while it 
condenses in a subcooled immiscible liquid. These investigations harnessed two-stage, non-
spherical and constant flow rate models. Terasaka et al. (2000) have estimated 
experimentally and theoretically (numerically) the initial size of two-phase bubble formed 
while condensing at a single nozzle submerged in immiscible subcooled water. They 
calculated the whole two-phase bubble volume by: 
' =  + 
                                                                                                                    (2-16) 
where ' ,  and 
 are the volume of two-phase bubble, the volume of vapour in the 
bubble and the volume of the condensate, respectively. For a very thin condensate layer of 
thickness, > which is much smaller than the bubble diameter, > can be calculated by: 
> = !(                                                                                                                                (2-17) 
where   is the surface area of the growing bubble. 
From the heat balance over the interface between the vapour and the condensate layer, the 
condensation rate and subsequently the condensate volume are calculated as: 
,
 = )́(+                                                                                                                     (2-18) 
where ,
, ?,and ℎ denote the molar condensation rate, the heat flux and the latent heat 
of condensation in J mol⁄ , respectively. Additionally,  

 = , @ ,
-                                                                                                       (2-19) 
where A$ and 
 represent the molecular weight and the density of the condensate 
respectively.  
The volume of the uncondensed vapour bubble is calculated by converting the vapour flow 
rate into the bubble to the molar rate, when both the bubble internal pressure (') and 
temperature () are assumed to be time independent: 
, = $./                                                                                                                         (2-20) 
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where , and % are the molar vapour flow rate and the universal gas constant respectively. 
Based on their experimental observations, using a high speed video camera and simulation 
results, Terasaka et al. (2000) noticed that the initial bubble shape is a hemisphere and its 
diameter is equal to the nozzle inner diameter. The condensate layer’s volume was very 
small in comparison with the bubble volume and it increased almost linearly with time. In 
addition, an inverse effect of the temperature difference on the volumetric bubble growth 
rate was observed. This is because of a faster condensation rate which resulted from a 
higher heat transfer rate. Furthermore, the volume of the whole bubble increased with 
increasing vapour flow rate while it was influenced by the heat transfer area more than the 
overall heat transfer coefficient. This is because the heat transfer area increases with 
increasing bubble volume, while the heat transfer coefficient rapidly decreases from its 
maximum value at the beginning of the growth of the bubble. 
The effect of different operating parameters, such as inner nozzle diameter, vapour flow 
rate and temperature difference between the dispersed phase and the continuous phase on 
the volume of the two-phase bubble as it forms while condensing in a nozzle was studied 
experimentally and calculated theoretically by Prakoso et al. (2001). Similar experimental 
techniques and materials and theoretical models to those used by Terasaka et al. (2000) 
were implemented. Prakoso et al.’s (2001) results showed that a large two-phase bubble can 
be produced by a large nozzle inner diameter, a low temperature difference between the 
dispersed and the continuous phases and a high vapour flow rate, and vice versa. This 
investigation however, seems very similar to the previous study of Terasaka et al. (2000). 
Another relevant study was carried out by Chen and Tan (2003). They used a finite 
difference numerical technique to solve a system of ordinary differential equations to 
evaluate the two-phase bubble volume, condensate volume, pressure of the vapour within 
the bubble and the heat transfer coefficient of a single vapour bubble forming with 
condensation at a nozzle. Good agreement was obtained when they compared their results 
with the experimental data given by Terasaka et al. (2000). Furthermore, they estimated the 
condensation ratio, which is defined as the ratio of condensate mass to the entire two-phase 
bubble mass, to recognise whether inertia and buoyancy or heat transfer are dominant in 
controlling the direct contact condensation process. High values of the condensation ratio 
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indicate that heat transfer is the dominant mechanism. They also observed that the 
condensation ratio increases with increasing temperature difference between the vapour and 
surrounding liquid, which indicates that heat transfer dominates over the inertial effects. 
Furthermore, Chen and Tan’s (2003) results confirmed that the condensation process during 
the two-phase bubble formation has a significant effect on the direct contact condensation 
process and 50 – 90 % of the vapour is condensed during the bubble’s formation period. 
2.2.1.2 Heat Transfer during Two-Phase Bubble Formation 
Investigations concerned with mass and heat transfer in dispersions (spherical fluids 
dispersed in a continuous liquid) revealed that a considerable portion of transfer occurs as 
the bubble or droplet is formed (Kalyanasundaram, et al., 1968; Schmidt, 1977; Terasaka, 
et al., 1999; Chen & Tan, 2003). As mentioned above, a two-phase bubble is formed in an 
injection device immediately after a hot vapour touches a cool liquid in a direct contact 
column. Part of the dispersed vapour phase condenses and a liquid (condensate) layer 
surrounding a core of vapour is formed as the bubble grows. The temperature of the vapour 
within the bubble is assumed constant at its boiling point because of a rapid vapour mixing 
(Chen & Tan, 2003) and short formation time. 
To control the size of the two-phase bubble, which is used as a medium for heat transfer in 
the direct contact condenser, the heat transfer mechanism during the two-phase bubble 
formation has to be determined. Accordingly, the heat transfer coefficient, which is very 
important for the design can be ascertained. The heat transfer mechanisms can be illustrated 
by Fig. (2-2). 
Four heat transfer resistances describe the entire process of transferring heat from the bulk 
vapour to the liquid surrounding the two-phase bubble, through the uniform thin condensate 
layer. Specifically, these resistance are: the convection of heat from the hot vapour within 
bubble ℎ0 , the heat transfer as a result of the direct contact condensation ℎ, the conduction 
through the condensate layer ℎ1  and then convection to the bulk liquid  ℎ2. 
Hence, the overall heat transfer coefficient h34 is calculated by: 

5 =

+ +

+ +

+ +

+                                                                                                  (2-21) 
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Terasaka et al. (1999) have observed that at the early stage of two-phase bubble formation 
at a nozzle, the convective heat transfer coefficients in both the liquid ℎ2 and vapour ℎ0 
are much smaller than the overall heat transfer coefficient ℎ. For hexane-water system and 
using the Ranz and Marshal (1952) equation, they calculated these values to be 11.8 and 
1320 W mK⁄  for  ℎ2 and  ℎ0  respectively, while the measured value of ℎ was 36000 
W mK⁄ . Therefore, they concluded that these values could be ignored at the beginning of 
two-phase bubble formation and the overall heat transfer coefficient may be calculated by 
(Lin & Ford, 1990; Terasaka, et al., 1999; Terasaka, et al., 2000; Prakoso, et al., 2001; 
Chen & Tan, 2003): 

5 =

+ +

+                                                                                                                   (2-22) 
where 
ℎ1 = 67                                                                                                                         (2-23) 
and "
  is the thermal conductivity of the condensate. 
 
 
 
 
 
 
 
 
 
 
Figure 2-2: The mechanism of heat transfer during two-phase bubble formation with condensation 
at a single submerged nozzle in an immiscible liquid. 
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Although a considerable portion of the total heat transfer takes place during the formation 
of a two-phase bubble, there are neither enough experimental data nor theoretical results 
available in the literature. Terasaka et al. (1999) have measured experimentally using a high 
speed video camera, and estimated theoretically, the direct contact heat transfer coefficient 
for hexane-distilled water and vinyl acetate-distilled water systems. Their simple analytical 
model proposed the following expression for calculating the instantaneous direct contact 
heat transfer coefficient: 
ℎ = +, C /∆/8  9                                                                                                     (2-24) 
Their experimental data for the instantaneous overall heat transfer coefficient was 
correlated as: 
ℎ =
+(∆/ 4 − !-                                                                                                       (2-25) 
where 4 and  represent the vapour flow rate and the vapour density, respectively.  
It is obvious, that the accurate prediction of the two-phase bubble size is necessary for an 
accurate prediction of the overall heat transfer coefficient, and subsequently the heat 
transfer rate. However, the heat flux ?́ during the two-phase bubble formation period can 
be simply obtained by: 
?́ = ℎ∆                                                                                                                         (2-26) 
Terasaka et al. (1999) observed that the overall heat transfer coefficient ℎ drops rapidly at 
the early stage of the two-phase bubble formation, therefore the overall heat transfer 
coefficient is equal to the direct contact heat transfer coefficient, i.e. at  = 0, > → 0 and 

5 =

+. In addition, they noticed that the direct contact heat transfer coefficient is 
independent of the vapour flow rate, while it is inversely proportional to the temperature 
difference  ∆.  
Using the theoretical expressions for the direct contact heat transfer coefficient that were 
developed by Terasaka et al. (1999) for hexane-distilled water and vinyl-distilled water 
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systems, which are mentioned above (Eq. (2-24)), Terasaka et al. (2000) found a good 
agreement with their experimental results: 
ℎ = %.:;×√∆/                                                                                                                   (2-27) 
for the hexane vapour condensation, and: 
ℎ = :.%%×√∆/                                                                                                                   (2-28) 
for vinyl acetate vapour condensation. 
Finally, Chen and Tan (2003) have calculated the instantaneous overall heat transfer 
coefficient that was developed by Terasaka et al. (1999) (Eq.2-25), and they confirmed the 
rapid decrease of h at the beginning of the two-phase bubble formation with condensation 
in a nozzle. 
2.3 Two-Phase Bubble in Motion 
When a two-phase bubble detaches from a sparger and moves freely under the action of 
buoyancy in the column, its shape, velocity and heat transfer are simultaneously changing 
along the column. Accordingly, three distinct regions can be identified along the column. 
The bottom region, the intermediate region and finally the upper region. In the first zone 
(approximately 25% from active height), the two-phase bubble is at its maximum size and 
temperature. This and the injection pressure, means that the bubbles moves with the 
maximum velocity. The heat transfer from the bubble will be high, because the heat transfer 
resistance is very low (little condensate and no boundary layer) and the temperature 
difference is the maximum. In the intermediate region the body force significantly 
increases, because of the condensation progressing. As a result, the bubble velocity is 
reduced, which helps a boundary layer to grow up around the bubble. The heat transfer is 
decreased through this zone, which covers almost the entire column height. Finally, at the 
top of the column, the size of the two-phase bubble is further decreased with maximum 
bubble density due to the increase of condensate (liquid) within the bubble. Consequently, 
the velocity of the bubble is slowed considerably. Therefore, interactions between bubbles 
are apparent. This increases the probability of bubble fragmentation, which releases the 
uncondensed vapour within the bubble. Accordingly, a further direct contact condensation 
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should take place in this zone, which increases the heat transfer again. This phenomenon 
has not appeared in the case of the bubble condensing in a single component system (e.g. 
steam bubble condensing in water). 
The effect of the two-phase bubble shape, size and velocity on different transport 
parameters and the condensation rate of the two-phase bubbles are presented in details in 
the next sub-sections. Following, that the types of the three-phase direct contact condenser 
will be presented. Finally, the hydrodynamics and the heat transfer characteristics of the 
three-phase direct contact heat exchanger are reviewed. 
2.3.1 Two-Phase Bubble Shape 
Heat transfer processes involving bubbles and drops are a highly influenced by the shape 
and size of fluid particles due to the effects of altering their velocities and total interfacial 
heat transfer areas. As mentioned before, a considerable part of the heat transfer resistance 
of the two-phase bubble condensing in an immiscible liquid is due to its shape and the 
condensate layer within the mother bubble (Kalman, 2003). The shape, however, is 
determined by the balance of three major forces: interfacial tension and both viscous and 
inertial forces on the fluid-fluid interface. In general, the bubble shape is characterised by 
the aspect ratio D, which represents the ratio of the maximum vertical dimension to the 
maximum horizontal dimension. However, for a spherical bubble D = 1, and D < 1 
and D > 1 for an ellipsoidal and a prolate shape, respectively (Clift, et al., 1978). 
Normally, particles that have mobile surfaces (bubbles and drops) deformed immediately 
when they are injected into an external flowing medium. Due to the effects of density, 
interfacial tension, volume, proximity to other bubbles and whether heat or mass transfer 
takes place, bubbles and drops formed by injection devices may have different behaviour. 
Five dimensionless groups can be used to characterise the bubbles: 
• Reynolds number   %& = =  
• Eotvos number       D
E =  	  
• Morton number     A
 =  		  
• Viscosity ratio         F =   
• Density ratio            G =   
Chapter Two                                                                                                 Literature Review 
    
   37 
  
Grace (1983) observed that for an isothermal system ,	and		 are constant. 
Accordingly, he plotted 
 versus   at constant  and for different pairs of fluids. Three 
distinct regimes were found. Additionally, there was virtually no significant effect of  and 
	. The three regimes are: spherical regime, ellipsoidal regime and spherical-cap regime 
(See Fig.(2-3)). 
 
 
 
 
Figure 2-3: Regime diagram showing the changes in bubble shape as a function of Re and Eo 
(Grace, 1983). 
 
In a manner that is similar to a gas bubble or a liquid drop in motion, the two-phase bubble 
condensing in an immiscible liquid may experience a change in shape or oscillations. This 
deformation is mainly due to the effect of detachment, where unbalanced forces lead to an 
impulse on the bubble, and because of the vortex shedding during the final stage of the 
condensation. The former effect is pronounced in most bubbles and drops, and it has more 
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impact than the latter, which is confined to ellipsoidal bubbles or drops with Re > 200 
(Kalman & Ullmann, 1999).    
The oscillations in shape of a R113 two-phase bubble rising whilst condensing in water has 
been observed to be limited to oblate shapes (and disk shapes), probate shapes and finally a 
spherical shape as a result of the decrease in its size and increase in its surface tension 
(Kalman & Ullmann, 1999). For a R113 bubble condensing in its own liquid, Kalman and 
Ullmann (1999) noticed that the final shape of the R113 bubble is ellipsoidal due to the low 
surface tension of R113 liquid. 
To characterise the amplitude of the oscillations of a R113 two-phase bubble condensing in 
an immiscible liquid, Kalman and Ullmann (1999) plotted the aspect ratio D against time. 
They observed that the R113 two-phase bubble reaches a final stable shape after a number 
of oscillation cycles. This number of cycles differs from one system to another, depending 
upon its surface tension. For a high surface tension system, such as the pentane/water 
system, the final shape of the two-phase bubble is reached after a single low-amplitude 
cycle. Conversely, for a low surface tension system, e.g. the hexane/water system, an 
additional cycle is observed before the bubble reaches its stable shape. The effect of surface 
tension is confirmed by studying a system with very low surface tension (e.g. Freon/Freon), 
where the number of cycles has been seen to noticeably increase (Kalman & Ullmann, 
1999).    
The prediction of the instantaneous shape of a rising bubble, moreover a two-phase bubble, 
is clearly very difficult. Therefore, only empirical correlations of the mean aspect ratio DH, 
based on experimental results for a constant size bubble moving at terminal velocity, are 
available. The mean aspect ratio of a bubble of constant size at low Mo is given by Wellek 
et al. (1966) as: 
DH = >.            D
 < 40, A
 < 10                                                               (2-29) 
For the air/water system, Tadaki and Maeda (1961) developed empirical correlations for the 
mean aspect ratio as: 
DH = 0.24                                                                        ≥ 39.8                              (2-30) 
DH = 1                                                                             ≤ 1                                   (2-31) 
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  0.81  0.20620.8  log "#$%        1 & " & 39.8#                         (2-32) 
where Ta is a dimensionless group (Tadaki number) given by: 
"  
.                                                                                                               (2-33) 
Kalman and Ullmann (1999) tested these correlations for the case of a two-phase bubble 
condensing in an immiscible liquid using the instantaneous two-phase bubble velocity and 
radius, in addition to the instantaneous two-phase bubble density	)#, which is given as: 
)  	                                                                                                                            (2-34) 
where )
 and  are the vapour density and the dimensionless two-phase bubble radius, 
respectively. 
By comparison of equations above (Eq. (2-29)-(2-32)) with their experimental results for a 
R113 two-phase bubble condensing in an immiscible liquid, Kalman and Ullmann (1999) 
concluded that the expressions given by Eq.(2-29) and Eq. (2-32) gave a good prediction of 
the mean aspect ratio, although they were originally developed for a constant size bubble 
moving at terminal velocity.  
Similar to the classical diagram for a gas bubble and a liquid drop (as shown in Fig. (2-3)), 
Kalman and Ullmann (1999) plotted a regime diagram to predict the two-phase bubble’s 
shape  as it condenses in  immiscible and miscible liquids (see Fig. 2-4)) 
 
 
 
 
 
 
 
Figure 2-4: Experimental two-phase bubble condensation results on the regime diagram of Grace 
et al. (1976) (CFW: freon-water, CPW: pentane-water, CHW: hexane-water and CFF: freon-freon) 
(Kalman & Ullmann, 1999). 
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Kalman and Ullmann (1999) noticed that when initial bubble shape is wobbling ellipsoidal, 
the final shape at the end of condensation will be spherical, or remain ellipsoidal, for 
condensation in immiscible liquids and miscible liquids respectively.    
With regard to the continuous phase viscosity, Wanchoo et al. (1997) observed that the 
oscillations in the shape of a two-phase bubble decreases with increasing continuous phase 
viscosity. In their system (furan condensing in glycerol), they found that the amplitude of 
the oscillations could be neglected.  
2.3.2 Two-Phase Bubble Velocity 
As mentioned above (section 2.3.1), the velocity of the bubble appreciably affects the entire 
heat transfer process. It must be incorporated, directly or indirectly, in any quantitative 
description of heat transfer in a three-phase direct contact heat exchanger. It has been found 
that a small change in the relative velocity of the bubble produces a significant effect on the 
bubble collapse rate (Hao & Prosperetti, 2000). 
Practically, the bubble velocity in any system might depend upon the means of feeding the 
bubble (Kalman & Mori, 2002). There are two main feeding schemes that have been 
employed, indirect and direct feeding. In the former, each individual bubble is released into 
a short mercury column to maintain its temperature at a level slightly higher than vapour 
(bubble) saturation temperature and then the bubble is released freely into an upper column 
of another lighter liquid. The initial bubble velocity in the upper column, however, is larger 
than its terminal velocity. A fast condensation rate results in an immediate deceleration of 
the two-phase bubble due to the increase in the bubble density, when a confined condensate 
layer forms (Higeta, et al., 1979; Higeta, et al., 1983). In the second scheme, the vapour 
bubble is released directly into a liquid column via a submerged nozzle or orifice. The 
bubble in this case rises from being approximately at rest, and undergoes a shape 
deformation during the condensation process. As cited in the previous section, the major 
deformation or oscillation in shape takes place during the release of the bubble, just after 
detachment from nozzle. Three velocity regimes could appear in this case: acceleration, 
deceleration and bubble rising at its terminal velocity (Lerner, et al., 1987; Kalman, 2003; 
Kalman, 2006).   
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Commonly, the rise velocity of the two-phase bubble condensing in an immiscible liquid 
has been assumed constant throughout the process (Isenberg & Sideman, 1970; Jacobs, et 
al., 1978). The advantage of this assumption is in a simplification of the heat transfer 
bubble collapse models. In spite of being accompanied by an inevitable error when making 
a prediction of the bubble collapse rate, models using this assumption still provide 
acceptable results with relatively few complications (Kalman & Mori, 2002). 
An extensive literature review revealed that neither a unique theoretical expression nor 
general empirical correlations are available for the instantaneous rise velocity of a 
condensing two-phase bubble in an immiscible liquid. Most investigators have dealt with 
this problem by using the expressions that were originally developed for a constant size gas 
bubble or drop, or simply assumed a constant rise velocity. It is obvious that there is a 
difference between two-phase bubble condensation and the constant sized gas bubble or 
drop, therefore, a degree of disagreement between the models results and the experimental 
data is inevitable (Wanchoo, et al., 1997). 
Sideman and Hirsch (1965), as a part of comprehensive study, accurately measured the 
instantaneous rise velocity of a two-phase isopentane bubble condensing in an immiscible 
liquid (water) using a relatively high speed camera (50-60 frame/sec). They observed that 
the two-phase bubble reached its maximum velocity of rise from rest or zero velocity. Then 
the bubble velocity falls due to the condensation progressing and the consequent 
accumulation of condensate. Eventually, it reaches its minimum velocity (terminal 
velocity). This is the converse of the behaviour of a drop evaporating in an immiscible 
liquid (Sideman & Taitel, 1964) where the velocity increases with evaporation, due to the 
decrease in average density. Additionally, Sideman and Hirsch (1965) noticed that a small 
two-phase bubble had a more uniform behaviour than a large one, due to the significant 
shape oscillation of the large bubble. Although the bubble collapse rate would be affected 
by the temperature difference between the vapour bubble and the surrounding liquid, the 
two-phase bubble rise velocity is unaffected by the temperature difference. This differs 
from the case of a constant volume gas bubble, where the maximum gas bubble velocity 
increases with increasing liquid temperature. In addition, the liquid temperature effect on a 
small gas bubble was greater than a larger one (Okawa, et al., 2003). This could be 
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attributed to the fact that the temperature effect is produced by the continuous phase, and its 
properties might be significantly altered at a high temperature. This is not encountered in a 
condensation case where the continuous phase temperature is quite low. No knowledge is 
available on how significant this effect will be in multi-phase bubbles or a real three-phase 
direct contact condenser.    
Analytically, Wanchoo (1993) derived the terminal velocity of single drop evaporating, or a 
single bubble condensing, in an immiscible liquid. The model is based on a steady state 
force balance around the two-phase bubble coupled, with the potential energy of the 
continuous phase, which exists due to interfacial tension, gravity and buoyancy effects. The 
terminal velocity of the condensing two-phase bubble is given by: 
/ = 9I	 +  
 −   J:
.
                                                                    (2-35) 
where 
 ,,	and  are the interfacial tension between the dispersed phase and the 
continuous phase, the initial diameter, the diameter and the density of the two-phase 
bubble, respectively.  
Wanchoo et al. (1997) measured experimentally, and subsequently correlated, the 
instantaneous rise velocity of a single two-phase bubble condensing in an immiscible 
liquid. Six pairs of fluids were used to cover a wide range of viscosities. They observed that 
the bubble rises at a constant velocity in the case of a low fluid viscosity ( ≤ 1	mPa	s), 
while a successive (gradual) decreasing in the rising velocity in others (high viscosity). In 
addition, they correlated their experimental results with: 
K = 0.123L.%   for  L ≤ 1000                                                                                  (2-36) 
K = 0.881L.:   for  L > 1000                                                                                  (2-37) 
where K is the two-phase number (velocity) and F number (flow), given by: 
K = =		 

	
                                                                                                                (2-38) 
L = 	∆		 

	
=
.?
@-?
-A                                                                                       (2-39) 
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and 
M,&
, = B=

	

		

	 C
D∆	E                                                                                               (2-40) 
Furthermore and  
 are the two-phase bubble velocity and continuous phase viscosity, 
respectively. 
Three velocity regimes: accelerating, decelerating and finally rising steadily at the terminal 
velocity of the two-phase bubble have been observed experimentally by (Kalman, et al., 
1986; Kalman, et al., 1987; Lerner, et al., 1987; Kalman, 2003; Kalman, 2006) for 
condensation of a R113 bubble in an immiscible liquid. During the acceleration period, the 
bubble surface seems mobile and the bubble velocity is higher than its terminal velocity. A 
thin boundary layer covers the upper or front part of the two-phase bubble and a wake 
appears in the rear. In the deceleration zone, an immobile condensate region emerges which 
results in the assumption of a rigid surface. Also, the two-phase bubble is captured and 
surrounded by its wake (Kalman, et al., 1986). Finally as the condensation proceeds, further 
reduction in the two-phase bubble velocity takes place and a constant or a terminal velocity 
would be reached.  
The importance of the prediction of the instantaneous rise velocity of the two-phase bubble 
condensing in an immiscible liquid is evident when considering heat transfer modelling. 
Such a direct dependency and the lack in the analytical expressions led (Kalman, et al., 
1986; Kalman, et al., 1987; Lerner, et al., 1987; Kalman, 2003; Kalman, 2006) to use the 
momentum balance technique for modelling the instantaneous two-phase bubble velocity. 
A first order nonlinear differential equation was developed and solved numerically, as: 
=
- =
F		1F=|=|H>.F	I                                                                                           (2-41) 
where 	! is the drag coefficient. A good agreement was observed when (Kalman, et al., 
1986; Kalman, et al., 1987; Lerner, et al., 1987; Kalman, 2003; Kalman, 2006) made a 
comparison with their experimental results for a R113 vapour bubble condensing in 
subcooled water.  
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The absence of an analytical expression for the two-phase bubble rise velocity pushed 
Kalman and Mori (2002) to investigate the applicability of the gas bubble rise velocity 
expressions to the case of two-phase bubble condensation in immiscible liquid. The first 
one was developed by Clift et al. (1978), for a gas bubble moving in a highly pure system:  
/ = .	 + 0.505


                                                                                             (2-42) 
Throughout the procedure, Kalman and Mori (2002) have used the two-phase bubble 
properties instead of the gas bubble and the liquid drop properties, which is consistent with 
what appears in aforementioned expressions (Eq. 2-42). The experimental data for a Freon 
vapour bubble condensing in water (CFW), Freon vapour bubble condensing in liquid 
Freon (CFF), pentane vapour bubble condensing in water (CPW) and hexane vapour bubble 
condensing in water (CHW) are imposed with their corresponding properties in Eq. (2-42). 
The results for U(D), formed two separated curves (Fig. (2-5)). The lower curve is only for 
CFF while the upper curve is for others fluids systems. In addition, the experimental 
measurements for the CFF system are slightly higher than the theoretical U(D) and show 
reasonable agreement with the curve given by Eq.(2-42). On the other hand, the 
experimental data for other systems (CFW, CPW and CHP) were similar to each other and 
show considerable disagreement with the results given by Eq. (2-42). Also, almost all 
measurements for CFW, CPW and CHW are located below the U(D) curve of  Eq. (2-42), 
due to a decrease in the diameter of the two-phase bubble because of condensation. Kalman 
and Mori (2002) proposed that these behaviours were due to the conformation of the two-
phase bubble, and proposed that the bubble was surrounded by a thin condensate film. 
At the same time, they (Kalman & Mori, 2002) examined the applicability of the 
correlations suggested by Grace et al. (1976) for the rise velocity of both gas bubbles and 
liquid drops in contaminated systems with the parameter range of : A
 < 10,D
 < 40 
and %& > 0.2: 
0 = 0.94N.%%          for        2 < N ≤ 59.3                                                                 (2-43) 
0 = 3.42N.          for         N < 59.3                                                                       (2-44) 
Here,  
Chapter Two                                                                                                 Literature Review 
    
   45 
  
*  

. +

,.                                                                                           (2-45) 
-  
.  0.857                                                                                                  (2-46) 
and 0 is a reference water viscosity.  
 
 
 
  
 
 
 
 
 
 
 
 
Figure 2-5: Experimental terminal velocity results of condensing two-phase bubble versus bubble 
diameter in comparison with Eq. (2-42) (Kalman & Mori, 2002). 
 
Good agreement was obtained between their experimental results for two-phase bubble rise 
velocity and the results given Eq. (2-43) and (2-44) for contaminated systems. This 
indicates that internal circulation may not be significant in two-phase bubbles.  
2.3.3 Drag Coefficient 
Generally, the drag force emerges as retardation encountered by a moving body in a fluid. 
It is comprised of form and viscous drag. The former is due to the uneven pressure 
distribution around the particle in a flow; while the latter is created by a viscous stress 
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exerted by the continuous fluid on the particle surface. Drag varies with the shape, the size 
and the velocity (Re) of the particle and its effect is confined to a thin boundary layer in the 
case of the viscous type. The variation of the drag as a function of Reynolds number can be 
characterised by four main flow patterns.   
i) Creeping flow: this pattern is limited to %& → 0. For a solid sphere, Stokes (1851) has 
derived analytically the total drag coefficient as: 
! = .?                                                                                                                            (2-47) 
This equation is valid for a solid sphere and bubbles with an immobile surface (i.e. bubbles 
moving in contaminated liquids)  
For steady flow of a fluid sphere through another fluid with a different viscosity, Hadamard 
(1911) and Rybczynski (1911) solved this problem and they pointed out separately the 
following expressions for the drag force: 
L = 28 
 J>J>                                                                                                   (2-48) 
where  and O are the radius of a fluid sphere and the viscosity ratio (particle viscosity to 
fluid viscosity    
⁄ ), respectively. The associated drag coefficient is given as: 
! = .? J> ⁄J>                                                                                                                (2-49) 
For O → ∞, (for a solid sphere), Eq. (2-49) reduces to Stokes’s drag formula (Eq.(2-47))  
On the other hand for O → 0 (i.e. the particle’s viscosity is much lower than the continuous 
fluid’s viscosity e.g. an inviscid sphere such as a gas bubble in a pure liquid) the drag 
coefficient is: 
! = .?                                                                                                                            (2-50) 
ii) For small Reynolds number: Oseen (1913) as cited by Michaelides (2006) have 
corrected the drag coefficient as follows: 
! = .? P1 + %&Q                                                                                                         (2-51) 
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Equation (Eq. (2-51)) above was verified experimentally by Maxworthy (1965) and he 
found it is accurate for Reynolds number range 0 < %& < 0.4. 
iii) For intermediate Reynolds number 0.1 < %& < 2000, a laminar wake emerges which 
could change to a transitional and finally a turbulent wake. No analytical solution for the 
drag coefficient through this regime has been derived, so empirical expressions are 
implemented instead. Several correlations have been presented; the most common and 
accurate one is that given by Clift and Gauvin (1971) as: 
! = P.? 1 + 0.15%&.:%Q + .> .                                                                          (2-52) 
Here the term in square brackets is the Schiller et al. (1933) factor, which is accurate for  %& < 800. 
iv) For large Re 10 < %& < 2 × 10, measurements have shown that the viscous drag is 
considerably reduced and it contributes only about 1.2 % of the total drag, which has the 
range of drag coefficient of 0.42-0.44. 
Considering now two-phase bubbles, unfortunately no exact expression has been derived 
yet for the drag force acting on two-phase bubbles as they condense in an immiscible 
liquid. Previous works have always exploited approximate formulae, which were derived 
for gas bubbles or solid spheres. This results in an inevitable error.  
The following expression for the drag coefficient has been used by different investigators 
(Moalem-Maron, et al., 1980; Lerner, et al., 1987; Kalman, 2003; Kalman, 2006) for two-
phase bubbles. This expression was originally derived for a solid sphere:     
! = .? + >√.? + 0.4        for  0 < %& < 2 × 10                                                       (2-53) 
Wanchoo (1993) used the data of Haberman and Morton (1953) for the drag coefficient of 
an air bubble rising in different liquids to solve the momentum equation for a large two-
phase bubble condensing in an immiscible liquid: 
! = 2.6                              for  10 < %& < 10                                                          (2-54) 
For  1 < %& < 10, Wanchoo (1993) utilised the correlation of  Haas et al. (1972); 
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! = .;.?.                                                                                                                       (2-55) 
Higeta et al. (1979) have measured the drag coefficient of a pentane bubble condensing in 
glycerol and a steam bubble condensing in silicon oil. They compared their results with 
expressions from Stokes (1851) and Oseen (1913) for solid spheres and with those from 
Hadamard (1911) and Rybczynski (1911) and their extended form (given by Eq.(2-56) 
below), for fluid spheres :  
! = .? 1 + .?:                                                                                                              (2-56) 
They concluded that the two-phase bubble behaves as an inviscid fluid sphere at the early 
stage of collapse (relatively high Re number), while it is approximated by a rigid sphere at 
the last stage of collapse (low Re number). 
Through the modelling of the rise velocity of the condensing two-phase bubble in an 
immiscible liquid Wanchoo (1993) analytically derived an expression for the drag 
coefficient in terms of the modified D
E
ER number as: 
! = :D
∗D
∗ + 6                                                                                              (2-57) 
where: 
DK∗ = 	 
 −                                                                                               (2-58) 
Wanchoo et al. (1997) carried out an experimental investigation to study the drag 
coefficient and the rise velocity of a single bubble condensing in an immiscible liquid. 
Three different dispersed phases, n – pentane, isopentane and furan were condensed in 
distilled water and aqueous glycerol solutions of 75% and 98.3%. For a very low Reynolds 
number (%& < 0.1	), the results surprisingly fall beneath those for the inviscid fluid sphere 
(bubble) (Eq. 2-50), which is very strange and not in agreement with other experimental 
results,  e.g. (Higeta, et al., 1979). Wanchoo et al. (1997) justified these results by the citing 
mobility of a condensate film surrounding the bubble surface and the strong internal 
circulation. This was rejected by Kalman and Mori (2002). A simple theoretical formula for 
the drag coefficient was developed by Wanchoo et al. (1997):  
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! =  (.?                                                                                                                    (2-59) 
where Ar is the Archimedes number : 
 = 	  1 −                                                                                              (2-60) 
Kalman and Mori (2002) correlated the drag coefficient of the two-phase bubble 
condensing in an immiscible liquid for 0.05 < %& < 2000: 
! = .? + >.? + 1.5                   for  0.05 < %& < 100                                            (2-61) 
! = .? + 1.44 × 10%&.      for  100 < %& < 2000                                          (2-62) 
A good agreement has been obtained for a wide range of Re when they compared these 
expressions with their own measurements, and with Higeta et al.s’ (1979) experimental 
data.  
2.3.4 Condensation Rate 
Condensation of a two-phase bubble in a three-phase system is rather more complicated 
than the condensation of a one-component bubble, due to the complex structure of the  
bubble and heat transfer mechanism. The condensate in such system is confined within the 
mother bubble until the final stage of collapse. The main parameters which affect the 
collapse rate, as well as the heat dissipation from hot two-phase bubble are (Kalman, 2003; 
Kalman, 2006):  
• The difference in temperatures between the condensing vapour bubble and the 
surrounding cold liquid medium, which is the driving force for condensation. 
• The external thermal resistance that develops as a result of the fluid dynamic and 
heat transfer phenomena in a boundary layer covering the condensing bubble. 
• The internal thermal resistance, which varies due to the accumulation of the 
condensate in the bubble.  
• With the presence of a non-condensable gas, an additional thermal resistance could 
exist when the condensation rate is higher than the mixing rate of the non-
condensable gases within the bubble (Jacobs & Major, 1982). 
Considerable attention has focussed on the calculation and the measurement of the 
collapsing rate of the two-phase bubble in an immiscible liquid. Isenberg and Sideman 
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(1970) investigated both experimentally and theoretically the condensation of n-Pentane 
and iso-pentane bubbles in water and aqueous glycerol solution. Theoretically, they treated 
the two-phase bubble as a rigid sphere and the condensation process was assumed to take 
place through a thin condensate layer which completely envelops the two-phase bubble. At 
the same time, the condensate drained and accumulated at the rear of the bubble and the 
heat transfer mechanism controlled the condensation process, rather than inertia, when 0 < 50. 
The time – dependent energy equation was solved numerically using a potential flow 
assumption around the condensing bubble. A velocity correction factor was introduced to 
transform the pure potential flow assumption to a viscous, or a laminar, flow around the 
bubble. The value of this factor is given as: 
" = 0.25'	                                                                                                                (2-63) 
where ' =  
!
 "
⁄ , is the Prandtl number. For pure potential flow, " → 0. 
The effect of a non-condensable gas on the two-phase bubble collapse rate was analysed 
theoretically. A simple expression was derived, and a linear relationship between the final 
two-phase bubble collapse radius (dimensionless) and the concentration of the non-
condensable gas within the two-phase bubbles was found: 
H =  .L/ +∆/ ξ +                                                                                                          (2-64) 
Here %S, T, m and M are the specific gas constant % A$⁄ , the initial mole fraction of the  
non-condensable gas, the ratio of liquid to vapour density within the bubble and the 
saturation temperature of bubble corresponding to the system pressure, respectively. 
The time-dependent two–phase bubble radius was modelled numerically and compared 
successfully with the experimental data for different Jacob numbers 0 and Peclet 
numbers '& = 2 ⁄  whilst assuming a constant bubble rise velocity. An increase in the 
two-phase bubble collapse rate with increasing Pe was observed, which is consistent with a 
thinner boundary layer that usually accompanies a higher convection rate. The two-phase 
bubble collapse rate increased with Ja as a result of the increase in the condensation driving 
force with increasing temperature difference. 
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By comparing the one-component (pentane bubble collapse in liquid pentane) and a two-
component system (pentane bubble condensing in water), Isenberg and Sideman (1970) 
noticed that the collapse rate of a single-component system, in terms of a dimensionless 
radius, is faster than two-component system.  
The two-phase bubble velocity has a significant effect on the condensation rate, by 
changing the thermal boundary layer around the bubble. Generally, this is connected to the 
effect of the two-phase bubble’s size. In this context, a simple but rather accurate model has 
been proposed by Moalem and Sideman (1973). They studied theoretically the effect of the 
bubble velocity, in both one-component and two-component systems, on the bubble radius 
history during the collapsing process. Depending on the energy conservation over the 
bubble surface and assuming a quasi-steady and potential flow field around the bubble, the 
general time-dependent dimensionless bubble radius was given as: 
F
N = − 6O  F 	U	$                                                                                                      (2-65) 
where: 
$ = /// / 		,					H =  			 , 5 = 0	'&.	L
	, '& = 	= 		 , U =  ==.		  
and $ and 
 are the temperatures of the two-phase bubble’s wall, saturation temperature 
and the continuous phase temperature, respectively. Additionally, L
 is the Fourier number L
 =  2⁄ . 
Accordingly, for a large bubble size 0.2	cm	 <  < 	0.4	cm, where the bubble rise 
velocity is independent of the bubble size, the bubble radius history was obtained by 
integrating the general equation (Eq. 2-65)): 
H = 91 −  	6O  	5:

	
                                                                                                      (2-66)         
For a small bubble size  < 0.1	, where the bubble rise velocity is a function of the 
bubble radius, the bubble rise velocity was: 
 = √                                                                                                                          (2-67) 
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where  and  are a constant and the bubble radius respectively. By using the constant  = 6.6	m. s⁄ 	 as suggested by Ruckenstein (1959) for steam bubble condensation, the 
bubble radius is given by: 
H = 91 −  	6O  	5:


                                                                                                      (2-68)                                          
An accurate theoretical treatment for the condensation of a single bubble in an immiscible 
liquid was developed numerically by Jacobs and Major (1982). The analysis assumed a 
constant bubble rise velocity and a linear temperature distribution across the condensate 
layer. The instantaneous dimensionless bubble radius for a two-phase bubble condensing in 
another immiscible liquid was given as:       
H = P1 − 0.6049	%&Q	'.	M	0	  	L
Q

	
                                                            (2-69)                      
where  M = /!"// /  and %&Q = =  . In addition, A- represents the interfacial 
temperature between condensate and surrounding liquid. 
For bubble condensing in its own liquid a similar expression can be used assuming, M = 1 
and  
 −  = 
. 
Kalman et al. (1987) conducted an experimental and a theoretical study on the collapse of a 
single R113 bubble in immiscible liquid. The acceleration-deceleration zones were noted 
for the first time for R113 two-phase bubbles condensing in water. Four visualization 
techniques were used to confirm the new phenomenon, these were: direct photography of a 
coloured water layer which shows the flow field around bubble, a shadowgraph technique 
for noting the temperature field around the collapsing bubble, a screen-tracing technique for 
studying the bubble shape and the path, and finally dye injection into the bubble to 
determine the condensate shape for the physical basis of their model. 
A mathematical model was formulated which included their notable acceleration-
deceleration condensation zones. The condensation rate for a confined two-phase bubble 
for both zones is given as: 
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F
- = −

 M − A- 6+ F 	 MA	R  # $ #%&#'S                                                                   (2-70) 
where  represents the radius of vapour bubble, H =    ,  H =   and  >̅ = 7 . 
Similar results have been achieved by Lerner et al. (1987), where they confirmed Kalman et 
al.s’ (1987) observation experimentally. A numerical model exploited the integral from of 
Eq. (2-70) as well as Eq. (2-41) to calculate the time dependent R113 two-phase bubble 
size and velocity, while it condenses in subcooled water. 
The effect of a non-condensable gas on a bubble condensing in both immiscible and 
miscible liquids and for a drop evaporating in an immiscible liquid was investigated by 
Ullman and Letan (1989) . They assumed a uniform distribution of the vapour and the non-
condensable within the bubbles and that the condensate accumulated at the rear of the 
bubble. In addition, both the vapour and the non-condensable gas behaved as an ideal gas. 
The model predicted that the two-phase bubble collapse rate was faster than that measured 
in experiments. 
As mentioned before, the single bubble represents the simplest case in comparison with the 
real direct contact condenser. However, the study of a multi-bubble system would make the 
analysis more relevant to industrial practice. For the first time, Moalem et al. (1973) carried 
out a theoretical analysis and devised an experimental technique for investigating the direct 
contact heat transfer of train of bubbles (i.e. a series of bubbles released sequentially along 
the same vertical axis)  condensing in an immiscible liquid. The model included the 
solution of both the flow field and the temperature of the condensing bubble train using an 
iterative procedure for solving the energy equation at a steady state condition, and a 
potential flow configuration. The train of bubbles was classified into three equal spatial 
regions: the non-condensing bubble found at the bottom of the column, the smallest bubble 
at the top of the column, and in between, the condensing bubbles. A velocity factor was 
introduced to modify the potential flow assumption to a viscous flow configuration. The 
condensation rate of a continuous pentane bubble train with frequency less than 31 bubbles 
per second was measured and the impact of the frequency of the bubbles on the 
condensation rate was analysed. The results showed that the rate of condensation of the 
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bubbles released at a frequency of 12-14 s-1 and above is less than of that of the single 
bubble. 
In the same context, Lerner and Letan (1990) investigated experimentally the condensation 
of a bubble train in an immiscible liquid. A single bubble, acceleration- deceleration zone 
was assumed through the analysis of their dilute system. Bubble radius history, 
instantaneous bubble velocity and bubble position were predicted using different drag 
coefficient correlations. The effect of the bubble injection frequency (ranging from 1.2 
bubble	s to 17.6 bubble	s) was studied, and they noted the difference between their 
theoretical and experimental results increased with increasing bubble injection frequency. 
Furthermore, a simple model based on the previous single bubble model that was proposed 
by Sideman and co-workers (Sideman & Hirsch, 1965; Isenberg & Sideman, 1970; Moalem 
& Sideman, 1971) was developed for multiple trains of bubbles condensing in an 
immiscible liquid, by Sideman and Moalem (1974). They solved the quasi-steady state 
energy equation along the bubble column to find the collapsing history of the multiple 
bubble system. The effects of the bubble frequency, the relative velocity, the horizontal 
spacing and the inert gas contents in both single and two-component systems, in either 
concurrent or counter-current flow were evaluated. According to their results, the relative 
velocity was found to decrease with increasing bubble frequency. No effect of the 
temperature driving force on the relative velocity at a given bubble frequency was 
observed. In addition, they found that the effect of the horizontal bubble spacing is much 
larger than the vertical spacing. They also found that the counter-current flow configuration 
is more efficient than the cocurrent flow, and that complete condensation of the bubbles can 
be achieved by using a counter-current flow exchanger.  
Wanchoo (1993) modelled numerically the collapse rate of a two-phase bubble and the 
effects of different parameters, such as 0, '& and ' on the condensation rate were 
examined. The results showed that the creeping flow model, without wake contribution, 
gives a lower value of bubble collapse rate when compared with the experimental results 
available. Also, the condensation rate is faster with increasing both Pe and Ja, while it is 
decreased by increasing Pr. In general, a satisfactory agreement was obtained between his 
theoretical results and the experimental data. 
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Kalman (2006) extended his previous model (Kalman, 2003), of a single bubble to a bubble 
train condensing in a miscible and an immiscible liquid whilst assuming a rigid bubble 
surface. He confirmed his model experimentally with an injected bubble frequency of up to 
12 bubbles per second. The two-phase bubble size history was found numerically and 
compared successfully with his experimental results. He observed that the two-phase 
bubble velocity has a minor effect on the condensation rate and that the increasing of the 
bubbles’ injection frequency results in decreasing the condensation rate. In addition, the 
fraction of non-condensable gas inside the bubbles controlled the saturation temperature of 
the bubble and therefore reduced the condensation rate and the bubble size.The presence of 
a non-condensable gas within the bubble has a major effect on the condensation rate. The 
non-condensable gas reduces the vapour partial pressure in the bubble which results in 
decreasing the saturation temperature. This effect progresses as collapsing proceeds, until 
the condensation process is stopped. Clearly, the presence of the non-condensable gas is 
undesirable. Moalem and Sideman (1971) have extended Eq. (2-64) above to include the 
effect of non-condensable gas on the two-phase bubble collapse rate. For a non-
homogenous distribution of the non-condensable gas, they derived analytically the 
instantaneous normalised two-phase bubble radius as: 
H	 = P5 3 + 2HT,⁄ Q ⁄ HT,                                                                                     (2-71) 
where superscripts X and YA represent the heterogeneous and the homogenous distribution 
of non-condensable gas in the bubble, respectively. For a homogenous profile of non-
condensable gas they demonstrated: 
H ≡ HT,                                                                                                                        (2-72) 
and recovered Eq. (2-64): 
H =  .L/ +∆/ ξ +                                                                                                          (2-73) 
2.3.5 Heat Transfer Coefficient 
Direct contact heat exchange during two-phase bubble collapse in a miscible and an 
immiscible liquid is generally controlled by convection. Commonly, during modelling and 
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experimental studies, the main parameter that has been extensively studied is the overall 
heat transfer coefficient. The heat transfer coefficient can be derived directly from the 
instantaneous change in the bubble volume, utilising an energy balance over the bubble 
interface. In such cases, both internal and external heat transfer resistances are involved 
(Kalman & Mori, 2002) and: 
ℎΔ = −ℎ -                                                                                                            (2-74) 
where  is the mass of vapour. 
The mass of the vapour and the spherical bubble surface area can be given by: 
 = 8                                                                                                                  (2-75) 
and 
 = 48                                                                                                                        (2-76) 
Therefore, Eq. (2-74) after substituting both Eq. (2-75) and Eq. (2-76) becomes: 
ℎ = −ℎ 
∆/
F
-                                                                                                             (2-77) 
By using this method, the heat transfer coefficient of the two-phase bubble condensation 
can be simply obtained when the two-phase bubble’s size history is known. The presence of 
a non-condensable gas affects the heat transfer coefficient by reducing the vapour 
saturation temperature thereby hindering the condensation process, since the driving 
condensing force (∆) vanishes as the condensation process progresses. However, the main 
impact of the non-condensable gas is restricted to the temperature difference term. For this 
case, Kalman and Mori (2002) suggested the following expressions for two-phase bubble 
condensation in immiscible and miscible liquids: 
∆ = M − 
 F	F	F	H ⁄ I                                                                                              (2-78) 
and 
∆ = M − 
 F	F	F	                                                                                                      (2-79) 
Where H denotes the two-phase bubble radius at final state. 
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In general, the heat transfer coefficient in the case of two-phase bubble condensation is 
greater than that of two-phase bubble evaporation. This difference can be reasonably 
ascribed to the variation in heat transfer mechanisms. In the case of two-phase bubble 
condensation, the heat exchange is predominantly taking place through the upper part of a 
bubble (see Fig. (2-1)), which only has a thin film of condensate surrounding it. The 
contribution from the rear part of the two-phase bubble in the heat exchange is small 
because of the higher heat transfer resistances in both the condensate which accumulates at 
the rear of the bubble, and the continuous phase in that part. Conversely, the heat exchange 
in the drop vaporisation process occurs mainly through the rear part of the two-phase 
bubble. However, the un-vaporised high thermal conductivity liquid (low thermal 
resistance) concentrates in this part of the bubble while the vapour which has a very low 
thermal conductivity or a very large heat transfer resistance at the front (Higeta, et al., 
1979). Figure (2-6) shows the variation of the heat transfer coefficient for both two-phase 
bubble condensation and evaporation as given by Wanchoo (1991) and Sidemen and Taitel 
(1964), respectively.  
 
  
Figure 2-6: Variation of convective heat transfer coefficient of two-phase bubble condensation and 
two-phase bubble evaporation in an immiscible liquid with half opening angle (β) (Sideman & 
Taitel, 1964; Wanchoo, 1991) 
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Considerable attention has been paid to the calculation and the prediction of the heat 
transfer coefficient of the two-phase bubble when it is condensing in an immiscible liquid 
medium. Sideman and Hirsch (1965) performed experiments studying the mechanism of 
heat transfer, including latent heat transport of a single isopentane vapour bubble 
condensing during its rise in a vertical column of water. They noted two definite regions: an 
initial condensation region, or “turbulent region” in which up to 80% of the bubble’s 
vapour is condensed and therefore is characterised by a very high heat transfer coefficient, 
and laminar region in which a sharp decline in the heat transfer coefficient was observed. In 
addition, they demonstrated that the initial bubble diameter inversely affects the heat 
transfer coefficient, and the flow characteristics due to the liquid content in the two-phase 
bubble controlled the transition between the two regions. 
According to their analysis, a great similarity in the heat transfer mechanisms seen in drops 
evaporating and bubbles condensing in an immiscible media. Therefore, they concluded 
that the pervious expression derived by Sideman and Taitel (1964) for a single drop 
evaporating in immiscible liquid could be used successfully for the case of the two-phase 
bubble condensing in immiscible liquid, i.e.: 
() = 0.27	'&.                                                                                                             (2-80) 
Similarly, Isenberg and Sideman (1970) derived, analytically, the heat transfer coefficient 
in dimensionless form (Nu) for a two-phase bubble condensing in an immiscible liquid. The 
assumption of a potential flow configuration around the two-phase bubble was corrected to 
a viscous flow situation by introducing the velocity factor that given by Eq. (2-63) and 
hence the convective heat transfer coefficient in terms of Nusselt number was given by: 
() = √O'&.                                                                                                                 (2-81) 
Higeta et al. (1979) experimentally observed a large similarity in heat transfer mechanisms 
between two-phase bubble condensation and evaporation in an immiscible liquid. 
Additionally, their results indicated that for the condensation process, the temperature 
difference and the initial bubble diameter have a small impact on the heat transfer 
coefficient. Also, the reduction in the heat transfer coefficient with increasing amount of 
non-condensable gas can be reasonably attributed to the reduction in the temperature 
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difference or the condensation driving force. Finally, they pointed out that the heat transfer 
coefficient is decreased by decreasing the two-phase bubble diameter.  
By including the heat transfer resistance of a condensate layer, Wanchoo (1991) developed 
analytically the convective heat transfer coefficient for a single bubble condensing in an 
immiscible liquid. His model results were more accurate than those which neglected the 
condensate’s heat transfer resistance. 
() = O. 	F∗'&.  +  
R/ − 
R/.                                                             (2-82) 
where F∗ = 6(.6(.>6(.                                                                 
Wanchoo (1993) developed a theoretical expression to predict the heat transfer coefficient 
of a single two-phase bubble condensing in an immiscible liquid during its rise due to 
buoyancy effects in a vertical column. The energy equation for heat conduction through a 
thin boundary layer surrounding sphere was simplified and solved analytically under 
creeping flow conditions.  The shape was assumed to be spherical and the vapour phase 
concentrated at the top of the two-phase bubble, while the condensate accumulated at the 
bottom of the bubble. The solution procedure divided the two-phase bubble geometry into 
two parts or regions, related to a half opening angle / (see Fig. (2-1)). The active 
convective heat transfer region was located at the top of the two-phase bubble i.e. the part 
occupied by uncondensed vapour and surrounded by a thin film of condensed liquid. The 
rear of the bubble, which is influenced by the wake, is filled with condensate and it has a 
lower heat transfer rate, because of the thermal resistance of the condensate layer. 
Accordingly, the heat transfer rate through front part of the two-phase bubble was modelled 
as: 
< = 2.9041	"
	∆ P/ −  R,2/Q	 	'&	                                                                  (2-83) 
And the wake region heat transfer rate is: 
<$ = 8	Z	"
∆	'&		R,/ I U8	U9J

	                                                                     (2-84) 
Hence, the total convective heat transfer coefficient in terms Nu number is given by: 
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() = [0.4622	'&	 	/ −  R,2/
	

+ V '&		R,/ I W8	U9J

\                      (2-85)  
where 
Z = 0.1.  8⁄ .                        
Ω = 2 3⁄  − 
R/ + (1 3)
R/⁄   
An empirical correlation of the experimental data of a single pentane bubble condensing in 
distilled water was developed by Wanchoo and Sharma (1997) as: 
() = 0.167	'&.:                                                                                                        (2-86) 
Kalman and Mori (2002) observed that the heat transfer coefficient for different two-phase 
bubbles undergoing collapse show a moderate decrease at the early stage of the collapsing 
process. They presumed that this could be due to the increase in the external resistance as a 
result of reduction in velocity, the development of an internal resistance due to the 
condensate film and finally the partial pressure of non-condensable gas present. Their 
experimental results were correlated in the simplest form with the aim of being suitable for 
engineering design purposes. This correlation could be used for the bubble condensing in 
both miscible and immiscible liquid: 
 () = 0.0041	'&.:                                                                                                     (2-87) 
Mahood (2005) developed the following semi-analytical expression for the convective heat 
transfer coefficient for a single two-phase bubble condensing in a direct contact with 
another immiscible liquid: 
() = 0.1788  %&.%:' ⁄                                                                                (2-88) 
More recently, Kar et al. (2007) derived analytically the heat transfer coefficient of a 
condensing two-phase bubble in direct contact with stagnant immiscible liquid pool. A 
single hexane vapour bubble at its boiling point was used as a dispersed phase while water 
at temperature range 15	℃ − 65	℃ was used as a continuous phase. Five mathematical 
expressions were derived; two of them are modifications of existing expressions. The effect 
of the inlet vapour flow rate, injector geometry and the temperature differences were 
investigated. 
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2.4 Direct Contact Condensers 
Direct contact condensers have been known for a long time and have been utilised in many 
different applications, e.g. open feed water heaters, petroleum refinery processes, 
geothermal power production, water desalination and solar energy. As mentioned in chapter 
one, direct contact condensers as a type of direct contact heat transfer equipment have 
many advantages over the traditional surface type condenser. For example, they have lower 
cost, can utilise closer approach temperatures (in some cases less than 1 ℃), have easy and 
economical separation of the contacting fluids, a high heat transfer rate, and the absence of, 
or very few problems from, fouling and corrosion. They are also efficient in extracting non-
condensable gases, smaller in size than surface type heat exchanger and less cooling water 
is required (60% less than that needed in surface type condensers) which makes them a 
preferred option in geothermal power production plants. In this context, Mercado and 
Heard (1991) have pointed out, as an example that for a total power production of about 
5827 MWe, nearly 174 MWe is in organic Rankine cycle plants. The surface steam 
condenser contributes roughly 1400 MWe and the remainder (about 4252 MWe) is a steam 
cycle plant with a direct contact condenser. Furthermore, another existing geothermal 
power plant in Mexico at Cerro Prieto with capacity of 620 MWe uses only direct contact 
condensers (Mercado & Heard, 1991). Nevertheless, few publications are available 
regarding their scientific basis and the procedure for their design (Jacobs & Fannar, 1977; 
Hewitt, et al., 1994). Most of these publications have concentrated on the thin film or the 
packed column type, which are widely exploited in the humidification/dehumidification 
water desalination technique. The insufficient experimental data or lack of a theoretical 
model, as shown from the literature review, reduces industrial applications of the three-
phase direct contact condenser.  
In general, the direct contact condenser design relies on the dispersed phase being saturated 
or superheated and then condensation takes place in drops, bubbles or thin films. For cases 
with saturated dispersed phases, the direction of flow of the fluid streams (cocurrent or 
counter-current) has no significant bearing on the heat transfer process. The choice of 
operational mode is only useful when the dispersed phase contains an amount of non-
condensable gas or when utilizing gravity for phase separation. Commonly, three different 
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types of direct contact condensers have been designed and used (Jacobs & Fannar, 1977; 
Hewitt, et al., 1994). 
2.4.1 Drop-Type Direct Contact Condenser 
The drop type direct contact condenser is also called a barometric condenser. Figure (2-7) 
shows the schematic of the drop – type direct contact condenser. In this configuration, 
vapour, as a continuous phase condenses via contact with drops of its own liquid or drops 
of another immiscible liquid which are used as the dispersed phase.  
The liquid stream (as a dispersed phase) enters the condenser as drops from the top of the 
column through nozzles, while the vapour phase as a continuous phase, which surrounds 
the liquid drops, is injected from the bottom or side of the condenser. The coolant and the 
working fluids could be same fluid, for example, steam and water, or two immiscible fluids, 
such as vapour phase pentane condensing on water drops. Both the coolant and the 
condensate collect at the bottom of the condenser and are sent to a separate tank, where the 
two liquids can be separated by gravity into two layers. The condensation driving force is 
the temperature difference, since it, of course, causes the heat exchange between the hot 
vapour and the cool liquid drops which causes condensation. A thin film of condensate 
grows on the drops’ surfaces which leads to an increase the heat transfer resistance with 
time. This accompanies an increasing of the drops’ temperature, which decreases the 
temperature driving force and subsequently reduces the condensation rate.   
Kutateladze (1952) was leading investigator to have studied the condensation of vapour on  
drops. He assumed that the drops have a spherical shape and that transient conduction is the 
dominant mode of heat transfer within the drops. The Kutateladze (1952) model ignores the 
added mass effect, and his analysis is a suitable for the case of Ja tending to infinity, 
therefore the heat transfer is over predicted. 
Most studies, if not all, considered a one-component direct contact drop type condenser. 
For example, Ford and Lekic (1973) and Isachenko and Kushnyrev (1974) studied the 
mechanism of a heat transfer during the condensation of steam on water drops. The 
assumption that internal circulation within the drops could be ignored allowed the heat 
transfer to be considered as purely conductive within the drop and the external heat 
resistance was neglected due to the emergence of the condensate layer over drops. 
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Attention on this process has increased, due to the ability to implement the barometric 
condenser in a process for power production from low grade heat sources, such as 
geothermal brine. Sprayed water drops are used to condense an organic vapour that is 
produced in a direct contact binary fluid cycle in geothermal power plants (Jacobs & Cook, 
1978). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The relevant heat transfer model, in this context, was developed by Jacobs and Cook (1978) 
for vapour condensation on an immiscible non-circulating liquid drop. The model includes 
a treatment of the virtual mass effect, which was neglected by the Kutateladze (1952) 
model, and the resistance to heat transfer in the condensate film growing on the drop’s 
surface. The drop size ratio was given as: 
! = 1 + X ⁄                                                                                                             (2-89) 
Dispersed liquid phase 
Dispersed phase 
drops in continuous 
vapour 
Continuous vapour 
phase 
Liquid mixture 
Figure 2-7: Schematic of Drop-Type direct contact condenser 
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where  and A are the final and the initial drop radii, respectively. The defect in this 
model relates to the drop’s size and shape. Jacobs and Cook (1978) assumed a non-
circulating and a rigid drop, which is valid only at very small drop sizes, i.e. smaller than 
400 microns (Clift, et al., 1978). 
The production of such drops leads to a high energy loss, which does not improve the 
feasibility of such a direct contact condenser. In addition, the small drop size tends to 
reduce or hide the internal circulation within the drop, and also reduces the drop surface 
area, which leads to a reduction in the condensation rate. Furthermore, the Jacobs and Cook 
(1978) model deals with a single drop falling freely in a vapour, which differs from the 
practical case, which involves multiple drops. In such cases, a drop-drop collision and other 
interactions inevitably take place. Collisions should enhance the condensation rate as a 
result of increasing the drop size and probably increasing the internal circulation. On the 
other hand, the multi-drops system might hinder the heat transfer because, in some cases, 
some drops may be shielded by others, which reduces the opportunity to contact the vapour. 
The entire heat transfer process depends on the availability of vapour rather than the 
conduction rate through the drops. For this reason, and also because of the different rise 
velocity in single and multi-drop cases, which affect the drops resident time in the 
condenser, the implementation of a single drop expression may not be suitable for the real 
design of the barometric direct contact condenser (Fisher & Wright, 1984).  
Practically, the design of the drop-type direct contact condenser requires the vapour phase 
velocity to be equal to the smallest drop’s terminal velocity, as well as to design based on 
the largest drop size (Jacobs, 2000). The height of the drop-type condenser can be predicted 
by using the relationship between the heat transfer and the velocity. For design purposes, 
Fisher and Wright (1984) suggested the following differential equation which can be 
integrated to give the height of the drop-type three-phase direct contact condenser.   
] = ==Y8( 9	89  =Z                                                                                             (2-90) 
Here,  and  are the drop radius and velocity. 
Equation (2-90) is based on the fact that the drops might leave the nozzles with velocity 
greater than terminal velocity. Therefore, the residence time for drops, which is necessary 
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for heat transfer, will be shorter than that calculated by using the drop’s terminal velocity. 
However, this equation excludes the increase in the drop size because of the vapour 
condensing and accumulating on the drops surfaces, which could increase the drop radius 
by up to 10% (Fisher & Wright, 1984).  
2.4.2  Film-Type Direct Contact Condenser 
The film type direct-contact condenser is also known as a packed bed direct contact 
condenser. Figure (2-8) shows the schematic diagram of the packed column direct contact 
condenser. It is comprised of a column filled with packing of different shapes and sizes, 
therefore a large heat transfer area, or contacting area is possible. The packing materials are 
wetted with a coolant fluid which is allowed to flow as a thin film over them.  
Packed columns have been used widely as a mass transfer device rather than as a heat 
exchanger. Therefore, most empirical data available is related to mass transfer rather than 
heat transfer. Hence, many investigators utilise the heat/mass transfer analogy for heat 
exchanger design techniques. The relationship between the heat transfer and the mass 
transfer coefficients is given by the relationship (Hewitt, et al., 1994): 
+
[ = \


	
                                                                                                                       (2-91) 
where F2, and ^ are the liquid side mass transfer coefficient, and the Schmidt number 
respectively. 
Thomas et al. (1978) have correlated their experimental data on heat transfer in a packed 
column direct contact condenser using R-113 as vapour condensing on fresh water as:  
^∗ = 0.404	Υ.	Y.%	0                                                                                         (2-92)      
Here, ^∗ and Y are the modified Stanton number, which is based on the effective wetted 
area instead of overall packing area and the non-dimensional bed height. 
^∗ = =]1)=	8 * 9^                                                                                                        (2-93) 
Υ =
_ 1)_ 1)                                                                                                                        (2-94)                          
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where 2
, 2
,  and 3 are the volumetric heat transfer coefficient, the vapour superficial 
velocity, the wetted surface area of packing and the condenser volume respectively. 
Generally, the packed column direct contact heat exchanger has low vapour side pressure 
drop. Different packing materials and shapes are available, and the specifications of each 
type are provided by the manufacturing company. However, the volumetric heat transfer 
coefficient is related to the surface heat transfer coefficient and the wetted surface area per 
unit volume of packing 
#, as: 
2
  
                                                                                                                       (2-95) 
 
                       
 
 
 
 
 
 
 
 
 
Figure 2-8: Schematic diagram of film type condenser (http://en.citizendium.org/wiki/Packed_bed)  
 
By using the concept of the volumetric heat transfer coefficient, the total packed bed height 
could be calculated by (Jacobs, 1990): 
4    5 6
,

,
7                                                                                                (2-96) 
where, 8 is the packed bed cross-sectional area. 
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2.4.3 Bubble-Type Direct Contact Condenser 
In this type of condenser, saturated or superheated vapour condenses by injecting small 
bubbles into a subcooled liquid pool or stream. Because of the simplicity of design, its low 
cost and relatively high efficiency, it has been widely used in industrial processes, such as 
in open feed water heaters, in power production, water desalination and in nuclear reactor 
safety (Jacobs, 1988).    
Practically, the duty of such condenser is to extract both sensible and latent heat from the 
hot or the dispersed phase by cooling with the continuous phase. The counter-current flow 
configuration here is useful to complete the bubble condensation (Sideman & Moalem, 
1974) as well as to separate the condensate from the coolant by the effect of gravity, as 
mentioned before. 
Figure (2-9) shows the typical counter-current bubble type, three-phase direct contact 
condenser. Three phase arise due to the instantaneous condensation of the bubbles, where, 
as mentioned before, a two-phase bubble (vapour/liquid) is formed throughout the process, 
(see Fig. (2-1)). Therefore, at any moment during the direct contact condensation process, 
three phases are present.  
Generally, the direct contact condenser consists of a vertical cylindrical column and 
injection devices such as nozzles or plate orifices fixed at the top and bottom of the column 
for injection of the dispersed and the continuous phase. Due to the density difference, the 
dispersed phase (as bubbles) travels up through the falling continuous phase and heat is 
absorbed by the continuous phase, which results in a portion of vapour bubbles 
instantaneous condensing along the column. Thus, the vapour bubbles are condensed 
completely in an active height, which depends on several parameters, such as temperature 
difference, mass flow rate ratio and the physical properties of both phases. The condensate 
is collected and returned to the closed cycle, while the continuous phase is drained out from 
the column bottom.   
The bubble formation in a spray column or bubble type condenser is carried out by 
dispersing phase jet breakdown. It can produce almost uniform bubble sizes through 
adjustment of the dispersed phase flow rate through the injecting nozzles and by using the 
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fact that the nozzle spacing must not be less than 1.5 (where d is the drop/bubble 
diameter) (Jacobs, 1988). 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-9: Schematic diagram of the bubble type column three-phase direct contact condenser. 
 
The behaviour of the bubbles, after release from the nozzles or orifices, has been discussed 
in the previous section (2-3-1), during the review of the oscillations in shape of the two-
phase bubble. The same dimensionless groups, i.e., E
E  and A
, along with the viscosity 
ratio and the density ratio, control the bubble oscillation phenomena. 
As mentioned in the previous sections, most studies have been concerned with the 
measurement and the calculation of the two-phase bubble size while it condenses in an 
immiscible liquid.  
Golafshani (1983) has modelled the active height of the bubble type three-phase direct 
contact condenser. His analysis was based on the relevant reported studies (Moalem, et al., 
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1973) and on the single two-phase bubble condensation model of Jacobs and Major 
(1982).The three-phase direct contact condenser height was found to be related to the 
presence or absence of a non-condensable gas. Golafshani (1983) developed two 
correlations to predict  the three-phase direct contact condenser height for multiple two-
phase bubble trains condensing in counter-current flow with coolant, in the case of a pure 
vapour and a well mixed non-condensable, respectively, as follows: 
F`  =
.	?.H ⁄ IH =⁄ I.H2M ⁄ I. abc5X∗                                                                                     (2-97) 
and 
F`  =
.:	?.H ⁄ IH =⁄ I.	?d.	FH2M ⁄ I. abc5X∗                                                                  (2-98) 
where _ and $R represent the bubble frequency and the horizontal nozzle spacing. And  
0∗ = 1)H/ /I+                                                                                                       (2-99)      
where !
 is the heat capacity of condensate.  
Throughout the bubble type three-phase direct condenser design, it is reasonable to assume 
that all the bubbles have the same constant rise velocity. This of course avoids the difficulty 
of measuring or calculating this velocity due to the instantaneous changes in the bubble’s 
mass and size, as well as to the heat transfer (Jacobs & Major, 1982; Fisher & Wright, 
1984) . 
As mentioned above, this work is concerned with an experimental and a theoretical 
investigation of the heat transfer characteristics of a three phase, bubble type direct contact 
condenser. More details about its hydrodynamics and heat transfer are presented in the next 
sections, to clarify the different complex phenomena involved.  
2.5 Hydrodynamics of a Three-Phase Direct Contact Condenser 
2.5.1 Operational Holdup Ratio 
Heat transfer in direct contact equipment depends on the fluid mechanics. The performance 
of the direct contact column is limited by counter-flow flooding, which is a fluid dynamic 
phenomenon that depends strongly on the dispersed phase holdup.  On the other hand, the 
dispersed phase holdup controls the active interfacial area between the contacting fluids and 
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subsequently affects the heat transfer rate. A compromise between these two parameters 
results in enhancement of the heat transfer process in the condenser, as well as to a safe 
operation. 
Practically, both parameters depend on the two-phase bubble shape, size and number. The 
bubble shape should be characterised by a spherical, ellipsoidal and finally a spherical-cap 
bubble shape. When the shape of bubbles is nearly spherical, there is an absence, or at least 
very little, internal circulation taking place. In such a case, the internal circulation is 
difficult to predict (Sideman & Moalem-Maron, 1982) and it becomes rare in the presence 
of a surface contaminant, which tends to immobilise the bubble surface. However, the 
internal circulation enhances the heat transfer due to the mixing of fluid in the bubble. 
 In the ellipsoidal and spherical-cap regimes, the bubbles are strongly deformed, which 
leads to unpredictable motion and increases the probability of coalescence or breakage. 
These reduce the heat transfer rate. Therefore, it is very helpful to avoid these regimes if 
possible during the design of the direct contact heat exchanger. 
The determination of the relationship between the operational holdup ratio and the phase’s 
velocities are quite important when trying to enhance the heat transfer characteristics of the 
three-phase bubble type direct contact condenser. Two sets of velocities can be 
distinguished for each phase in the condenser or column, the local velocity and the 
superficial velocity. Theses velocities are linked by a simple relationship. 
For the dispersed phase: 
 = =e                                                                                                                         (2-100) 
and for the continuous phase as: 

 = =e                                                                                                                       (2-101) 
where Uf, Ug, Uaf, Uag and ϕ are represent the local velocity of continuous phase, the local 
velocity of dispersed phase, the superficial velocity of continuous phase, the superficial 
velocity of dispersed phase and the dispersed phase holdup fraction, respectively. 
In practice, a single bubble moves in a liquid with a relative velocity equal to its terminal 
velocity, which is greater than the velocity of a swarm of similar bubbles. This difference in 
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velocities is due to the wake effect of the bubbles in the swarm and their interactions. 
However, by using the two velocities concept and the holdup ratio, the operational relations 
of the system can be determined (Letan, 1988; Hewitt, et al., 1994). For the counter-current 
three-phase direct contact evaporator, Laten (1988) demonstrated the flooding holdup 
depends on the phases’ velocities, according to: 
3 = ]hH>I>H>IH .⁄ Ii^ ⁄ H>IH>IH .⁄ I                                                                          (2-102) 
where , is in the range 1.5 to 3 and % = M M
⁄ . 
Hence, for a limiting case at the flooding point, M
 = 0 and so, % = ∞, the maximum 
dispersed phase flooding holdup is determined as: 
3 = H>I                                                                                                                     (2-103) 
To avoid flooding and to operate at a maximum dispersed phase holdup to improve heat 
transfer, the operational holdup ratio is usually selected at about 0.83 (Letan, 1988) or 
0.93 as the maximum (Jacobs, 1985; Boehm & Kreith, 1988). 
2.5.2 Back Mixing 
A bubble type or spray column three-phase direct contact condenser is an empty cylindrical 
column in which the two contacting phases preferably operate in the counter-current flow 
configuration. Therefore, it tends to suffer from back mixing, especially when the column 
height to diameter ] -⁄  is less than 10 (Wright, 1982). 
Back mixing or recirculation in the direct contact device is usually demonstrated by the 
change of the temperature or concentration profile. In a direct contact heat exchanger it 
tends to even out the hot phase temperature profile, and consequently makes the direct 
contact column work as a mixing tank. Studies have revealed that there is a step change in 
the driving force at the inlet of the counter-current direct contact system, ascribed to a 
recirculation or longitudinal dispersion of the continuous phase (Letan, 1988). 
Physically, the back mixing occurs as a result of the carrying of the liquid phase 
(continuous phase) upwards by the bubbles’ wakes. When the bubbles disengage at the 
column’s top, the liquid travels back down the column in a region close to the wall.  
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Three possible temperature or concentration profiles in direct contact equipment could be 
observed, as shown in Fig. (2-10) (Letan, 1988). Case (a), represents the ideal situation for 
the condenser, where a gradual change occurs along the condenser height. The undesirable 
well-mixed case can be shown in case (c). The temperature or concentration is uniform 
along the contactor height, while a step change occurs at the inlets of the column. Between 
these two limiting cases, the back mixing case can be seen in case (b). A sharp change of 
the temperature or concentration at the column’s inlets is taking place along with a more 
gentle change along the column. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2-10: Mixing mode in a two-phase system, (a) represents an ideal operational case, (b) the 
column operating with backmixing and (c) is worst operational case. 
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Depending on the flow rates of the two phases, two back mixing mechanisms could be 
taking place in the direct contact column: longitudinal mixing or radial mixing.  For a 
quiescent regime, where the wakes of the bubbles are essentially responsible for the 
longitudinal dispersion, the upstream back mixing is ignored. On the other hand, in 
turbulent flow regime it is dominant (Letan, 1988).  
Theoretically, the back mixing can be characterised by a one dimensional axial dispersion 
model. Since dispersion can be represented by a single parameter, the non-ideal mixing 
behaviour for each phase can be straightforwardly predicted. 
An analogue of Fick’s law is used to study the instantaneous variation of the trace 
concentration in the liquid phase in the direct contact contactor. Hence; 
j1
j- = 2 j1jk − 
 j1jk                                                                                                       (2-104) 
where 2 denotes the axial dispersion coefficient and C denotes the concentration in gm/l. 
The dispersion coefficient is a unique parameter by which the degree of the back mixing 
during the direct contact process can be characterised. The axial dispersion coefficient is 
derived experimentally from the tracer concentration profile in the column and eventually 
represented as a Peclet number '& = 
 2⁄ . Here d is a characteristic dimension and it 
is taken in some cases as the particle diameter, the column diameter or the column length. 
However, for '& = 0, the back mixing is dominant in the column, and it is neglected if '& = ∞ (Krishna, 2000). 
2.5.3 Flooding Limit 
It is economical and practical for the bubble type direct contact condenser to be operated at 
a maximum possible holdup ratio to increase the condenser performance. It is widely 
reported that the column performance is well described by a volumetric heat transfer 
coefficient. Practically, the volumetric heat transfer coefficient increases directly with 
increasing the holdup ratio in the column. On the other hand, as shown before (sec. 2.5.1), 
when the direct contact column operates with a high holdup ratio, the probability of the 
undesirable flooding phenomenon is increased. This hampers the direct contact column’s 
performance.  
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Two mechanisms could lead to the inception of flooding in the direct contact column, 
depending on the critical velocity of each individual phase. The critical velocity can be 
defined as a maximum velocity that can be achieved by a given direct contact system and it 
is a function of the bubble size, the flow rate and the physical properties of the phases. The 
first mechanism depends on the reduction in the dispersed phase (bubbles) upward velocity 
due to the interactions within a swarm of two-phase bubbles, which was discussed in 
section 2.5.1. The two-phase bubbles move closer together when the dispersed phase flow 
rate increases, which results in a further dispersed phase slowing. Bubbles are swept down 
and drain out with the continuous phase from the bottom of the column. Therefore, the 
danger from this form of flooding form is the increased loss of the working fluid. The 
second scenario assumes that the continuous phase is swept upwards because of a high 
dispersed phase flow rate. This occurs when the dispersed phase velocity passes the critical 
velocity. The result of this flooding type lies in a change of geometry and makes the heat 
transfer relationships available invalid. Accordingly, flooding can be defined as the case 
when the continuous phase is completely held up by the dispersed phase or the dispersed 
phase is swept backward by the continuous phase. 
 In practice, flooding can be diagnosed by monitoring the pressure difference across the 
column or the temperature of the column. Depending on the flooding type, the temperature 
at the bottom or top of the column may increase due to the blocking of vapour flow by a  
high continuous phase flow rate in first type, or as a result of holding up the continuous 
phase by a high dispersed phase flow rate in the second.   
It is necessary to avoid both flooding forms throughout the direct contact spray column 
design. The first flooding type can be avoided for a given condenser cross-sectional area by 
increasing the column height or by using more than one continuous phase inlet and outlet. 
The second type of flooding is avoided by ensuring that the space between neighbouring 
bubbles is large enough to prevent them from touching each other. The suitable spacing 
was found to be at least twice the initial radius of a bubble (Wright, 1982). 
Flooding is a very complex phenomenon and depends strongly on the physical properties of 
the two phases, the column geometry, the configuration of the inlets and outlets of the two 
phases, the column diameter and the two-phases’ velocities. Therefore there is a significant 
divergence in this case from the results for a system without phase change. The simple 
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empirical expressions are only useful as a guide and accurate chemical process equipment 
design depends on relevant experimental data.  
For a wide variety of fluid pairs and for a vertical tube with small diameter, Hewitt and 
Wallis (1963) have developed a simple and effective correlation for flooding as: 
0∗ ⁄ + $2∗ ⁄ = !$                                                                                         (2-105) 
where 
0∗ = = ⁄h"i ⁄                                                                                                        (2-106) 
2∗ = = ⁄h"i ⁄                                                                                                        (2-107) 
and -	is the tube diameter. 
The two terminal points of this correlation denoted different types of flooding. Point  
(see Fig. 2-11) represents the case of upwards flooding or the continuous phase being move 
up by a high flow rate dispersed phase, while  represents another case, where the 
dispersed phase bubbles slow down and might be stopped by a high continuous phase mass 
flow rate.  
 
 
 
 
 
 
 
 
 
Figure 2-11: Counter flow flooding of correlation (Hewitt, et al., 1994). 
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A great conflict in the results of these correlations was found. A more relevant study is 
reported by Goodwin et al. (1985), where the flooding limit of a large diameter spray 
column direct contact evaporator was evaluated experimentally. The variation of the point 
of inception for flooding with the two-phase mass flow rate and the column pressure for the 
downward flooding type was investigated. They observed that the possibility of flooding 
decreases with increasing the dispersed phase mass flow rate and the column pressure for a 
constant mass flow rate ratio. 
For the case of flooding of the three-phase direct contact heat exchanger, Wright (1982) 
tested the three most cited approaches which have been developed for a system without  
phase change by (Minard & Johnson, 1952; Sakiadis & Johnson, 1954; Richardson & Zaki, 
1954). 
2.5.4 Heat Transfer Characteristics of a Three-Phase Bubble Type Direct 
Contact Condenser 
Direct contact heat exchange is an efficient process because of the absence of barriers 
between the fluids, which results in increasing the heat transfer area and intimate physical 
mixing of the contacting fluids. Practically, the direct contact heat exchange process 
involves a dispersed phase as distinct particles, hot bubbles in this case, completely 
enveloped by a cooling or a continuous phase. However, the study of the entire heat 
transfer process must include the external and the internal heat transfer mechanisms, in 
respect to the dispersed phase particles, as well as the fluid dynamics.   
In the case of the direct contact condenser, the external heat transfer mechanism refers to 
the process of energy transferring from the outside of the bubbles to a cooling fluid. 
Generally, it is a convective process, but at specific conditions it could be achieved by 
conduction or phase change. Conduction is dominant only when the continuous phase flow 
is laminar with a large thermal conductivity (Boehm & Kreith, 1988). In a very small 
percentage of cases, the continuous phase has a phase change due to the heating by the hot 
bubbles. These cases are generally neglected.  
In the case of the internal heat transfer (inside the bubbles), three possible mechanisms can 
occur: conduction, convection and phase change. In general, conduction is dominant when 
the bubble’s size is small, while convection occurs when the dispersed phase particle, is 
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vapour or liquid or a mixture of vapour/liquid as in the case of a two-phase bubble. A 
driving force must exist for this convection, such as viscous shear over the bubble surface 
or a sloshing motion inside the two-phase bubble. Finally, the highest heat transfer rate 
occurs when a change of phase is taking place, such as condensation. 
The basic expression for a direct contact heat exchange can be given by: 
< = ℎ	A	∆	                                                                                                             (2-108) 
where ∆ and A denote the mean temperature difference (which can be represented by 
the log mean temperature difference if the temperature difference is not uniform along the 
column) and the interfacial surface area per unit volume respectively.  
The interfacial heat transfer area per unit volume in the bubble type or spray column is 
found from the bubble size and the holdup ratio in the column: 
A = e                                                                                                                           (2-109) 
Practically, empirical correlations based on experimental data are largely used for the 
design of direct contact equipment. The experimental data are usually presented in terms of 
(ℎ	A), because of the impossibility of directly measuring the interfacial area per unit 
volume A. This term is commonly called a volumetric heat transfer coefficient . 
To predict the volumetric heat transfer coefficient	, the value of the surface heat 
transfer coefficient ℎ must be known.  
As mentioned above, the performance of a direct contact spray column or bubble type heat 
exchanger is widely represented by the volumetric heat transfer coefficient (Goodwin, et 
al., 1985). Therefore, a review of the literature concerning the prediction, correlation and 
calculation of the volumetric heat transfer coefficient would be helpful. In this context, the 
following short review is an extension of the previous part that was mentioned in Section 
(2.3.5). Because of an absence of a relevant literature concerning the three-phase direct 
contact condenser, the present review involves both the heat transfer coefficient of a single 
drop evaporating in an immiscible liquid (two-phase bubble/drop), and the volumetric heat 
transfer coefficient of the three-phase direct contact evaporator. 
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2.5.4.1 Heat Transfer Coefficient of Single Drop Evaporation in an Immiscible 
Liquid 
The heat transfer mechanism during the evaporation of a drop in direct contact with another 
immiscible liquid has not been understood completely, although considerable attention has 
been devoted to the subject. Nucleation is the first stage of the drop evaporation. It can be 
initiated immediately after the injection of the drop into the water or the continuous phase. 
In some cases, when nucleation does not start during the drop formation stage at the nozzle 
or orifice, the drop could rise and reach the top of the column without evaporation 
(Simpson, et al., 1974). Therefore, it is common to introduce a tiny air bubble into the drop 
at the formation stage as a nucleation site. The tiny air bubble will reduce the partial 
pressure within a drop by its own partial pressure value leading to a reduction the drop 
saturation temperature (Tochitani, et al., 1977), which helps to create local evaporation in 
the drop. There are two nucleation categories, homogeneous nucleation and heterogeneous 
nucleation. In former, the nucleation takes place solely within the pure liquid, while in the 
second mode, the nucleation occurs as a result of impurities in the liquid. Accordingly, 
heterogeneous nucleation is dominant in a direct contact heat transfer process due to the 
impurity of the fluids typically encountered.  
Many factors can affect the evaporation of the single drop in an immiscible liquid medium, 
e.g. the degree of super heating of a continuous phase, the initial temperature of the drop, 
the initial diameter of the drop and the rise velocity of the drop. 
An intensive experimental and theoretical study of pentane and butane drops evaporating in 
a stagnant immiscible liquid column was carried by Sideman and Taitel (1964). They 
assumed steady-state heat transfer, a spherical two-phase bubble shape, constant two-phase 
bubble radius and potential flow around the two-phase bubble with a constant saturation 
temperature. The average heat transfer coefficient in terms of Nu has been developed 
analytically as: 
()
 = 
MW
M	W>O . 	'&. = Φ	'&.                                                                 (2-110) 
where Φ is a constant which depends on the two-phase bubble geometry. Hence, / 
increases as the vapour phase increases in the two-phase bubble or with evaporation 
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progressing (see Fig. 2-1). The dependency of Nu on / can be shown by Fig.(2-6). Sideman 
and Taitel (1964) found experimentally that / = 135, results in  Φ = 0.27. 
The convective heat transfer coefficient is affected by the two-phase bubble area and it was 
observed to increase sharply at the initial stage of drop evaporation and then decreased 
steadily until the end of the evaporation process (see Fig. (2-6)). That means the heat 
transfer resistance increases as evaporation progresses due to the poor thermal conductivity 
of the vapour phase. Nevertheless, the contribution of the internal resistance to the total 
heat transfer resistance has been found to be only 30% (Sideman & Taitel, 1964) and it is 
dominant at the initial evaporation stage. Therefore, in practice, it is worthy the dispersed 
phase injection at its saturation temperature (Brickman & Boehm, 1994). 
It is obvious that the heat transfer coefficient is dependent on the two-phase bubble area 
(Sideman & Taitel, 1964; Tochitani, et al., 1977), which changes instantaneously. 
Therefore, to obtain an accurate value of the coefficient, it is preferable to calculate it as a 
function of the initial drop area. In this context, an inverse relationship has been 
demonstrated by Sideman et al. (1965) for a single pentane drop evaporating in seawater as: 
ℎH∗ = 1.05 × 10.                                                                                                 (2-111) 
Where ℎH∗ is the overall heat transfer coefficient in Btu hr. ft.⁄ oF and  is the initial drop 
diameter in mm.  
Different expressions for the external or continuous side heat transfer coefficient have been 
developed through experimental and theoretical means. These relations can be shown in 
Table (2-1) (Song, et al., 1999). 
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Table 2-1: Nusselt number for single drop evaporation in direct contact with an immiscible liquid 
Authors Nu number expression Year Note 
Klipstein (1963) )* = 2 + 0.0962.-..,-. 1963 Exp. 
Sideman and Taitel (1964) )* = Z3% − %
 + 2
[ \
-.,
	,.-., 1964 Analytical 
Prakash and Pinder (1967) )* = 0.0505 ] ,.
1 +  ⁄ ^
-.'/ ]FF^
.,
 
1967 Exp. 
Sideman and Isenberg 
(1967) )* = 1.128Z & − <

& − 1<\
-.,
,.-., 1967 Analytical 
Adams and Pinder (1972) )* = 7.55 × 10 ]  + ^ -.	,!-./, 1972 Exp. 
Simpson et al. (1974) )* = 1.27	,.-., 1974 Exp. 
Tochitani et al. (1977) )* = 0.463 ][ −  + % +2
2
^-.0/ 1977 Analytical 
Moresco and Marschall 
(1980) )* = 0.156,.-., 1980 Exp. 
Battya et al. (1984) )* = 0.64,.-.,!!-., 1984 Analytical 
Battya et al. (1985) )* = 0.68,.-.,!!-./' 1985 Analytical 
Raina and Wanchoo (1985) )* = 0.46929 ] − % +
2
^-.0/ ,.-. 1985 Analytical 
Raina and Wanchoo (1986) )* = 1.069,.-. 1986 Analytical 
Shimizu and Mori (1988) )* = 0.169,.-.,			+ − -.+5+. )* = 0.121,.-.,		2113 1988 Exp. 
Shimaoka and Mori (1990) )* = .-.-0/*!.023%..	
.  1990 Exp. 
Kendoush (2004) 
)*
= 0.921
Δ6!
Δ6! _
#F-#F- 	,.< ]
0.5 + <
1 − < ^`
-.,
 
2004 Analytical 
Mahood (2008) )* = _2## + 0.0447, 
⁄ 2.-./2` 2008 Analytical 
 
2.5.4.2 Three-Phase Spray Column Direct Contact Evaporator 
In the previous section (2.5.4.1) above, a review of the heat transfer coefficient of single 
drop evaporating in an immiscible liquid is presented. In this section, a review of a three-
phase direct contact evaporator will be presented to reflect the relatively good information 
available for this heat transfer equipment, which is similar to a condenser. This is based on 
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a similarity between the heat transfer mechanism in the three-phase direct contact 
evaporator and condenser (Sideman & Hirsch, 1965).    
Bauerle and Ahlert (1965) studied experimentally the volumetric heat transfer coefficient 
and the holdup ratio of an evaporative spray column direct contact heat exchanger. They 
observed a linear relationship between the volumetric heat transfer coefficient and holdup 
ratio up to the value of holdup ratio of 60%. Beyond this value the volumetric heat transfer 
coefficient increases rapidly towards the flooding point and then decreases. The same trend 
of the volumetric heat transfer coefficient with the column holdup ratio or void fraction was 
also found experimentally and correlated by Plass et al. (1979) as; 
 = 45003 − 0.05&.%. + 600	   (Btu/hr.ft3.oF)     for     3 > 0.05                  (2-112) 
where R is the mass flow rate ratio, and: 
 = 1200	3    (Btu/hr.ft3.oF)   for    3 < 0.05                                                           (2-113) 
They concluded that their correlations are an accurate prediction of the volumetric heat 
transfer coefficient of the direct contact spray column heat exchanger and they could be 
used successfully for designing or sizing purposes.                        
Many investigators have pointed out that the volumetric heat transfer coefficient, the 
holdup ratio and the heat transfer rate are affected strongly by the dispersed phase flow rate, 
while the continuous phase has no significant impact, e.g., (Goodwin, et al., 1985; 
Siqueiros & Bonilla, 1999; Song, et al., 1999; Peng, et al., 2001). An inverse effect of the 
initial drop diameter on the average volumetric heat transfer coefficient was observed 
experimentally by Sideman et al. (1965). In addition, they developed simple expression: 
` = 5.07 × 10	.                                                                                                (2-114) 
where ` in kcal hr. m. ℃	⁄  and  in mm. This observation has been confirmed by other 
investigators, for example Coban and Boehm (1989) and Golafshani (1989). 
The aim of using the direct evaporator is to extract the maximum of the energy available in 
the hot or the continuous fluid by heating up and vaporising the dispersed fluid. Therefore, 
the best indication of this process is a measurement of the dispersed phase outlet 
temperature. In this context, Siqueiros and Bonilla (1999) illustrated very promising results, 
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when they studied the inlet and the outlet temperatures of both the dispersed and the 
continuous phases during the direct contact evaporation process. They observed that when 
the initial temperature (inlet temperature) of the continuous phase ranged between 75-88 ℃ 
and the inlet temperature of the dispersed phase between 23-38 ℃, the continuous phase 
outlet temperature was between 70-84 ℃ and the dispersed phase outlet temperature 
between 72-85 ℃. Although, no other study has conformed these results, it is in accord 
with the expectation that latent heat controls the direct contact heat exchange process. 
Similarly, experimental and theoretical studies have investigated the temperature 
distribution along the height of the spray column direct contact heat exchanger. Most of 
these theoretical investigations were numerical models, since the analytical solutions are 
quite difficult to obtain. In this context Battya et al. (1982) numerically studied the 
temperature distribution of both the continuous and the dispersed phases along the direct 
contact evaporator. The Runge – Kutta numerical technique with a constant volumetric heat 
transfer coefficient was used through the analysis. The temperature distribution along the 
spray column direct contact evaporator for different dispersion coefficients was obtained 
with a maximum divergence from the experimental data of about 9%. A general numerical 
solution was carried out by Core and Mulligan (1990), Summers and Crowe (1991) and 
Brickman and Boehm (1994).They investigated the temperature distribution along the 
height of the direct contact spray column evaporator. The later (Brickman & Boehm, 1994), 
have concentrated on the possibility of maximising the three-phase, direct contact heat 
exchanger output by solving the one-dimensional, continuity, momentum and energy 
equations using a Runge – Kutta technique. The heat transfer coefficient expression of 
Tochitani et al. (1977) was modified in order to involve both external and internal heat 
transfer resistances. The Birkman and Boehm (1994) results revealed that the optimal 
performance achieved when the dispersed phase is injected at its saturation temperature. 
Similarly, Cabon and Boehm (1989) and Jacobs and Golafshani (1989) predicted the 
temperature distribution of the dispersed and the continuous phase along the column height. 
While, Tadrist et al. (1991) developed a numerical solution including the coalescence of the 
evaporating drops and carried out experimental measurements for temperature distribution 
and  holdup ratio in the three-phase direct contact spray column evaporator.  
Chapter Two                                                                                                 Literature Review 
    
   83 
  
Analytical models describing a liquid-liquid three-phase heat exchanger are very rare 
because it is complex to achieve. In this context and based on the heat transfer coefficient 
expression for a single drop evaporating in an immiscible liquid developed already by 
Shimizu and Mori (1988), an analytical solution for the local and the average heat transfer 
coefficient for multiple drops evaporating in a spray column direct contact heat exchanger 
was developed by Mori (1991), as: 
() = 6Λ == '&. +  Λ0	a `                                                                           (2-115) 
and 
(),k = 6Λ == 	'&. 	 91 +   kT 1 + 1 + a  . −  Λ == 	a	'&. 	Tk :      
                                                                                                                                       (2-116)                
where Λ is an empirical constant can be found experimentally, a = ==  and  is the relative 
velocity, b is the column height, 0 is the Jackob number at ∆ = ∆/+ ,>∆/+!  and  Y is 
the column height required for complete drop evaporation. The column height required to 
completely evaporate the drops and the outlet temperature of continuous phase were 
predicted analytically by Song et al. (1999): 
c? =  lcm8



-#>.9/.
%	$–.%/.%'
$.%/.%'
n
'>√'>1                                                                           (2-117) 
and   
? = 1 +  P0 + '1 HQ 11 − √11 + 4!1                                                                 (2-118) 
where 11 = =(  , !1 = +1) , . = =(H/!/I+=   and H = ///!/  
Finally, Seetharamu and Battya (1989) showed experimentally that the optimal spray 
column height decreased when the initial drop diameter was increased. The column height 
required to complete the evaporation of the dispersed phase was found to be decreased 
when the temperature difference and the dispersed phase flow rate were increased. In 
Chapter Two                                                                                                 Literature Review 
    
   84 
  
addition, no significant impact of dispersed phase flow rate on the temperature difference 
required for completing evaporation was noted. 
2.6 Conclusions 
A comprehensive literature review on the three-phase direct contact condenser and the 
condensation of a two-phase bubble in an immiscible liquid, as a basis of three-phase direct 
contact condenser, revealed the following conclusions: 
1. In general, there are neither experimental data nor theoretical models available 
describing the operation of a three-phase direct contact condenser. Only a few 
studies have dealt with the condensation of a single or train of two-phase bubbles, 
which did not represent a real three-phase direct contact condenser. 
2. The studies revealed that, even for a single two-phase bubble, the condensation of 
the two-phase bubble in an immiscible liquid is a very complex phenomenon. 
Therefore, almost all studies have focussed on specific hydrodynamics and heat 
transfer properties, such as drag coefficient, rise velocity, condensation rate and heat 
transfer coefficient. There is no study available covering the whole process, which 
is important to connect the different parameters affecting two-phase bubble 
condensation.  
3. Most research on two-phase bubbles has relied on the expressions that were derived 
for the cases of a gas bubble, a drop or a solid sphere.  
4. These reasons have limited the implementation of direct contact condenser 
technologies 
In the present study, for the first time, an experimental and theoretical investigation for the 
heat transfer characteristics of the three-phase bubbles type direct contact condenser is 
presented.  The study includes the measurement and calculation of the effects of different 
parameters on the condenser performance, such as the transient temperature distribution, 
the axial temperature distribution, the volumetric heat transfer coefficient, the total heat 
transfer rate per unit volume, the holdup ratio, the condenser efficiency and the condenser 
cost. 
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3.1 Introduction 
In this chapter details of the experimental study of the heat transfer characteristics of a 
three-phase direct contact condenser are presented. The experiments investigated the 
condensation of pentane vapour, dispersed as bubbles, in direct contact with subcooled 
water (as a continuous phase). The experimental work aimed to measure the temperature 
distribution in the water along the direct contact condenser as a function of time. These 
temperatures will be used directly or indirectly in subsequent chapters to calculate different 
heat transfer parameters of the condenser, such as the volumetric heat transfer coefficient 
and the direct contact efficiency. Finally, the direct contact condenser cost is estimated as a 
function of typical design conditions and compared with a shell and tube condenser. The 
following sections will describe, in detail, the experimental apparatus, procedure and 
experimental conditions used in the work. 
3.2 Selection of Working Fluid  
The selection of the working fluid in a binary (two temperature) cycle is critical. The 
selection criterion is based on the thermodynamic properties of the working fluid and the 
equipment type. Generally, isopentane, pentane, isobutene, R-113a and R245 are the 
working fluids that have been used in a binary geothermal power cycle (Carnell, 2012) 
which operates with a range of temperature of wide interest in other applications e.g. a 
cycle driven by a solar pond. The suitable working fluid, however, must be non-toxic and 
have a high stability under the operational conditions (pressure and temperature). This 
means it has to have a suitable boiling point, high latent heat and thermal conductivity 
Hung et al. (2010).  
Among these properties, boiling point is the most important parameter, because it is 
important for heat exchange. Adjustment of pressure helps to alter the working fluid’s 
boiling point and subsequently increases its capability to be used in a range of applications 
but the range of pressures that are acceptable is limited by the desire to remain above 
atmospheric. 
Losses of the working fluid are a serious difficulty facing the direct contact heat exchanger.  
For any particular equipment, it can be calculated from the equilibrium solubility of the 
working fluid. Therefore, the equilibrium solubility is important to assess the working fluid 
and determine the economic benefit of the direct contact heat exchanger.  
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Henry’s law is used to predict the solubility of the common working fluids. This law 
indicates that the concentration in ppm of a gas (solute) in a dilute solution is proportional 
to the partial pressure in (atm) of solute vapour above the liquid solution: 
^ = Y.'                                                                                                                            (3-1) 
where 
^ = Solubility of a working fluid in ppm by mass 
Y = Henry’s law constant mg L. atm⁄  
' = Partial pressure of vapour above the solution (atm) 
The temperature and the salinity of solution strongly affect the Henry’s law constant 
(Jacobs, et al., 1977). An increase in temperature or an increase in salinity leads to a 
decrease in Henry’s law constants. 
The Henry’s law Y constant is correlated by Jacobs et al. (1977) for common working 
fluids as: 
*,Y = Π + 1000 o/  + Π*,  / + dΠ + 1000 o/  + Π*,  /           (3-2) 
where d is the mass fraction of the salt, and Π, Π, Π, Π, Π and Π are constants to be 
determined for a particular working fluid. The values given as shown in Table (3-1).   
Based on the criteria above, and net cycle efficiency, Wright (1982) chose pentane as the 
most suitable working fluid for direct contact heat exchanger applications (temperature 
< 100℃) because it exhibits a high net cycle efficiency, very low fluid losses and 
relatively low turbine costs. The investigations also indicated that isobutane is suitable as a 
working fluid at temperatures greater than 150 ℃ (Wright, 1982). Pentane was therefore 
chosen as the working fluid for this work. 
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Table 3-1: Constants in Eq. (3-2) for the Henry’s law constant of some typical working fluids in 
water (Jacobs, et al., 1977). 
Fluid Π Π Π Π Π' Π, 
Pentane 
R-113 
R-114 
Isobutane 
2.6781 
-0.82656 
0.82009 
-0.61425 
14.158 
5.2801 
6.2443 
7.0329 
38.134 
8.8971 
14.063 
15.946 
-0.055112 
-0.012415 
-0.076257 
0.095826 
-0.20640 
-0.073427 
-0.22683 
0.055289 
-0.54294 
-0.26167 
-0.61829 
0.29560 
 
3.3 Working Fluid Recovery 
Losses of working fluid in a binary cycle affect the economics of using a direct contact heat 
exchanger. Although the loss of the working fluid is very small, research has been directed 
to minimize this amount by recovery processes. These processes are always connected in 
parallel within the whole process. Two techniques are implemented in the working fluid 
recovery process. The first method involves a dispersion of !e gas bubbles passing 
through the solution containing the dissolved dispersed fluid. The fluid diffuses in to the  !e gas bubbles in a mass transfer column and is then recovered by condensation. This 
method was found to be effective in removing pentane from aqueous solution (Jacobs, et 
al., 1977). 
The second method involves expanding the solution containing the dissolved dispersed 
phase to a low pressure, which allows the fluid to flash off preferentially. The off gas is 
then condensed. This method has been tested by Jacobs et al. (1977) for isobutane and they 
found 75% of the dissolved isobutane may be recovered from in the solution (Jacobs, et al., 
1977).  
3.4 Experimental Apparatus 
A general view and a schematic layout of the experimental test rig are illustrated in Fig. (3-
1) and (3-2). It consists of a test section (direct contact condenser), heating vessel, water 
supply system, dispersed phase supply system and auxiliary equipment. 
The test section is a Perspex cylindrical column of 70 cm total height and 4 cm internal 
diameter. It connects to the dispersed phase vapour pentane inlet and the continuous phase 
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water outlet at its bottom, and with the dispersed liquid (condensate) outlet and continuous 
phase inlet at its top. In addition, it has five equally spaced holes along its height used to fix 
the temperature measuring devices (thermocouples).  
The heating vessel is a rectangular stainless steel vessel, of dimensions 50	cm × 40	cm ×
50	cm (0.1	m	volume). Two electrical heaters are fixed near to its base; each one has a 
power of 3 kW, and is connected to a thermostatic controller. The vessel is filled with 
water. In addition, it contains a long copper coil (about 6.5 m) and 6 mm diameter. This 
coil was used to carry and vaporise the dispersed phase (pentane). The first end of the coil 
(at the base of the vessel) is connected to the liquid pentane inlet tube, while the second end 
(at the top of the vessel) is connected with the test section. The coil is immersed completely 
in water, which is used as a heating medium. The temperature of this water is measured by 
a digital thermometer. 
The water (continuous phase) supply system involves the water storage tank, pump, 
rotameter, valves and connection tubes. The water storage tank is a large plastic rectangular 
shape tank with volume about 160 L. A low flow rate centrifugal pump (about 4 kg/min 
maximum mass flow rate) is used to feed the continuous phase from the storage tank to the 
test vessel via a rotameter. The water flow rate is controlled manually by a recirculation 
loop and valves.  
The dispersed phase supply system comprises of a liquid pentane storage vessel, pump, 
pressure gage, heating vessel, valves and connection tubes. The storage liquid pentane tank 
is a small (about 10 L in volume) plastic tank connected to the liquid pentane feed pump 
via a short plastic tube. The pump is a centrifugal low flow rate pump (about 4 kg/min 
maximum) connected to the heating vessel coil via a short tube from the vessel bottom. The 
mass flow rate of liquid pentane is manually controlled by a recirculation loop and valves. 
A pressure gauge is used to measure the liquid pentane feed pressure, before it enters the 
heating vessel. In addition, the temperature and pressure of the vapour pentane were 
measured before injection into the test section, which was done via a globe valve using a 
similar technique to that described in (Bontozoglou & Karabelas, 1995; Monning & 
Numrich, 1999; Oh & Revankar, 2005). A large temperature range trace heater with 
controller is used to maintain a constant vapour temperature prior to injection. The vapour 
temperature is measured just before injection into the test section by a thermocouple. 
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Eight calibrated thermocouples are implemented to measure the temperatures along the test 
section of the continuous phase, the dispersed phase (vapour) and the condensate. All these 
thermocouples are connected to an eight channel data logger and PC, to read and record 
them. Finally, the conical Perspex separator flask is used to achieve complete separation of 
the liquid pentane from the water after the end of the run. 
The details of the important experimental equipment are given in the next sections. 
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Figure 3-1: Experimental Apparatus; general arrangement 
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Figure 3-2: Photograph of Experimental set up. 
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3.5 Test Section 
The direct contact condenser is a Perspex cylindrical column with total height of 70 cm and 
a diameter of 4 cm. Only 48 cm is used as the active height (i.e. water level in the column). 
Five narrow holes were made in the direct contact column wall. These apertures are used to 
fix thermocouples. The distance between the thermocouples is 12 cm except for the last two 
from the top, where the distance was 15 cm, to measure the temperature of the condensate 
above water (continuous phase) level. All these thermocouples are used to measure the 
continuous phase temperature, except the fifth which is used to measure the dispersed phase 
condensate temperature. Figure (3-3) shows the schematic and the picture of the test 
section.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3-3: Schematic diagram of the test section. 
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A small sparger (described later) is fixed at the base of the direct contact column to inject 
the dispersed phase in to the direct contact column. The pentane leaves after condensation 
from special narrow diameter hole near the column’s top. Furthermore, the continuous 
phase enters the direct contact column from the top via a connecting tube and leaves from 
the column bottom. The water level in the column is measured using a plastic scale fixed 
tightly on the direct contact column body. The direct contact condenser’s bottom is fixed to 
the test rig frame by 6 screws. The direct contact section is installed in a large fume 
cupboard in case of minor leaks of pentane which posed a fire risk.  
3.6 Sparger 
A small Perspex frustum shape with a circular plate attached to its top is used as a sparger 
for the dispersed phase injection. The total diameter of the sparger is 34 mm and the 
circular sparger plate diameter is 26 mm. The plate contains 48 orifices of 0.5 mm diameter 
each, and it is fixed to the sparger body by 8 small screws. The office plate has a thickness 
of 3 mm. Eight radially aligned rows of orifices are produced in the pattern shown in Fig. 
(3-4). Each row has 4 holes, while two holes were made circumferentially in between the 
rows. The total height of the sparger is about 42 mm. The sparger is connected with the 
dispersed phase vapour line via an externally heated short tube. 
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Figure 3-4: Sparger configuration: (a) longitudinal, (b) orifice plate and (c) schematic of orifice 
plates. 
 
3.7 Heating Vessel 
Figure (3-5) shows a photograph and a sketch of the heating vessel. It is a stainless steel 
vessel with dimensions 50	cm  40	cm  50	cm, which is nearly full with water. Two 
electrical heaters, each one with 3 kW power are used for heating the water pool.  
(c) 
Screw hole 
Orifice hole 
26 mm 
34 mm 
  
(a) (b) 
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Figure 3-5: Heating vessel: (a) schematic of heating vessel shape and (b) picture of heating vessel. 
 
These heaters are controlled by a thermostat and electric switches. A copper coil about 6.5 
m long and 6 mm diameter, is implemented to carry and vaporise the dispersed phase 
(pentane), and it connects at one end with the liquid pentane storage tank via the pump and 
the second end with the injection tube. Two pressure gauges are fixed, one at each end of 
the coil to measure the liquid pentane inlet pressure and vapour pentane outlet pressure 
respectively. Two globe valves are used at the liquid pentane inlet and vapour injection 
positions.  
3.8 Data Logger 
An eight channel data logger (Pico Technology Temperature Data Logger TC08 USB) with 
the following specifications is used: 
• 8 channel thermocouple data logger 
• Supports all popular thermocouple types 
• Measures from -270 to +1820 °C 
• High resolution and accuracy (error less than 0.025 	 over a –250 to +1370 °C 
range). 
• Fast sampling rate  up to 10 measurements per second 
• USB interface 
(a) (b) 
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• PicoLog for Windows data logging software included 
The data logger is connected directly to a PC by a USB connection, where the 
thermocouple readings were displayed directly on the PC. Eight K-type calibrated 
thermocouples are used. 
3.9  Pumps and Rotameters   
Two centrifugal pumps (Manufactured by Totton Pumps Limited Company, Southampton, 
UK) are used, one for the dispersed phase loop and another for the continuous phase cycle. 
Each pump has a maximum mass flow rate about 4 kg/min, and a head about 10 m. 
Because the mass flow rate of the pumps was high in comparison with the experiments 
flow rate range, each pump has a recirculation loop.  
The continuous phase mass flow rate is determined by a low range rotameter (Ki 
instruments Ltd Company, USA). In addition it was calibrated before starting the 
experiments to determine accurately the water mass flow rate for each experiment (see 
Appendix (A)).  
3.10 Temperature Measurement 
The temperature distribution along the column height and the inlet and outlet temperature 
of the dispersed and continuous phases are measured using Type K (Nickel-Chromium) 
calibrated thermocouples with extension wires (RS Component Ltd, Nothants, UK). All 
these thermocouples are connected with a data logger, which directly displays their 
measurements on a PC. The calibration curve of the thermocouples is given in Appendix 
(A). The type K thermocouple is used in most thermal applications because it has a good 
corrosion resistance. It has a wide operational temperature range. The specifications of this 
thermocouple type are below: 
Temperature Range 
•Thermocouple grade wire, −454° to 2,300°F (−270 to 1,260°C) 
•Extension grade wire, −32° to 392°F (0 to 200°C) 
•Melting Point, 2550°F (1400°C) 
Accuracy (whichever is greater): 
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•Standard: ± 2.2℃ or ± 0.75% 
•Special Limits of Error: ± 1.1℃ or 0.4% 
3.11 Trace Heater 
A 2m long electrical trace heater with total power 10 W m⁄  and a maximum working 
temperature of 200℃ is used to maintain the pentane vapour injection temperature at a 
constant level. The trace heater temperature is controlled by a West 2050 type temperature 
controller, USA.  
3.12 Digital Scale 
A Kern digital scale was used to measure the mass of the condensate after each run. This 
scale has been manufacture by Insacle Ltd, Milton Keynes, UK, with a measurement range 
0.01 gm to 4500 gm, and an uncertainty ±2%. 
3.13 Experimental Procedure 
As mentioned before, the main aim of the experiments is to measure the time dependent 
and the steady state temperature distribution along the direct contact column (condenser). 
To achieve the goal, n-pentane CH (n-pentane provided by Fisher Scientific with 99+ 
% purity), its general and physical properties are given in Tables (3-2) to (3-4) (Beaton, et 
al., 1989)), and University of Surrey tap water were used as the dispersed and the 
continuous phase respectively. The temperature distribution of the column was measured at 
approximately constant distances along the column height (the distance between two 
adjacent thermocouples is about 12 cm) by five calibrated K-Type thermocouples. Three 
other K-type thermocouples were implemented to measure the inlet temperature of the 
continuous phase, the temperature of the dispersed phase in the heating vessel and the 
temperature of injection vapour. To maintain the dispersed phase vapour at the same 
injection pressure in every experiment a pressure gauge was used. The pressure was 0.2 bar 
gauge. 
The experiment began with the preparation of the cooling (the continuous) phase. The 
water was heated to 19℃. The large storage tank size and short time duration of each 
individual experimental run both helped to maintain continuous phase temperature at this 
value. At the same time, the heating vessel was heated up by increasing electrical power to 
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the heaters (two heaters, 3 kW each) gradually until the desired temperature was reached. 
Liquid pentane was pumped from its small storage tank to the coil of the heating vessel by 
the pump. Liquid pentane was vaporised in the coil, and injected into the direct contact test 
section when it reached the desired temperature via a short externally heated pipe (by trace 
heater) and injection valve. The injection pressure and the vapour temperature were 
measured using a pressure gauge and a thermocouple. At the moment of vapour injection, 
the temperature distribution along the direct contact test section (condenser) was measured 
and read by the PC using an 8 channel data logger. The condensate formed (as a separated 
layer at the column top due to gravity)  and after each run it was collected and sent back to 
the liquid pentane storage tank or stored and used in another run. A separating conical flask 
was used for separating pentane (condensate) from any condensed water. The dispersed 
phase mass flow rate was calculated using a mass balance for each individual run: the 
collected pentane (condensate) was weighed and divided by the run duration time.  The 
initial conditions of the experiments can be shown in Table (3-5). 
From the experimental results as will be seen in chapter five, the random error associated 
with the temperature measurements is very low and it can be reasonably ignored. 
Systematic errors may also affect the measurements. A calibration of the thermocouples 
was carried out and their inaccuracy is given in Table (3-6). The calibration data for all 
thermocouples, that were used in the experiments is plotted in Fig. (A-1) in Appendix (A). 
In addition, the calibration curve of the continuous phase rotameter is presented in Fig. (A-
2) in Appendix (A). It was found that the uncertainty of the flow meter is dependent on the 
continuous flow rate range. It was ±6.01% for flow rates from 0 to 0.1	kg min⁄ , ±9.68% 
for the flows from 0.1 kg min⁄  to 0.3 kg min⁄  and finally ±4.75% for the continuous phase 
flow rate greater than 0.3 kg min⁄ . Finally, the uncertainty in the dispersed flow is 
estimated as ±11% depending on sum of the sources of error, namely the digital scale 
accuracy, the time measurement accuracy, the dispersed phase which is soluble in water 
and the possibility of draining condensate (liquid pentane) with the continuous phase. 
 
 
 
Chapter Three                                                                                            Experimental Work 
    
   104 
  
 
Table 3-2: General pentane properties. 
Chemical formula  
Molecular weight  
Melting point  
Normal boiling point 
 
72.151 
143.4 K 
309.2 K 
 
 
Table 3-3: Properties of the pentane liquid at various temperatures below the normal boiling point 
Property 
Temperature ℃ 
 
-150 -100 -75 -50 -25 0 20 50 
 ⁄ 	 S 737 715 693 670 646 626 V 

 	⁄ 	 S 1.972 2.001 2.060 2.123 2.206 2.273 V 
/	 S 0.155 0.151 0.148 0.144 0.140 0.136 V 
 × 10	 ⁄ 	 S 125.0 66.0 48.4 36.4 27.7 22.7 V 
 
 
Table 3-4: Properties of the saturated pentane liquid and vapour. 

 , 
, 
309.2 
101.3 
335 
227 
350 
341 
365 
492 
380 
688 
395 
935 
410 
1249 
425 
1634 
440 
2103 
469.6 
3370 
ρkg m⁄ 	 610.2 582.9 566.0 548.0 528.9 507.9 484.1 456.5 423.5 280.9 
ρkg m⁄ 	 3.00 6.36 9.41 13.51 18.99 26.11 36.21 49.73 68.96 184.1 
HkJ kg⁄ 	 319.8 383.8 423.3 458.2 504.7 456.6 588.5 637.3 686.2 846.7 
HkJ kg⁄ 	 678.0 721.1 744.3 767.6 790.8 814.1 837.4 855.9 876.9 846.7 
hkJ kg⁄ 	 358.2 337.3 321.0 309.4 286.1 267.5 248.9 218.6 190.7  
ckJ kg	K⁄ 	 2.34 2.52 2.62 2.72 2.82 2.94 3.06 3.20 3.44  
ckJ kg	K⁄ 	 1.79 1.96 2.05 2.16 2.28 2.48 2.66 2.96 3.37  
μμNs m⁄ 	 196 159 140 123 108 95 83 72 60  
μμ Ns m⁄ 	 6.9 7.6 8.1 8.5 9.0 9.5 10.2 11.1 12.4  
kmW/m	 107 98 93 88 83 79 75 71 69 47 
kmW/m	 16.7 19.3 21.0 22.8 24.8 26.7 29.0 31.7 34.9 47 
σmN m⁄ 	 14.3 11.3 9.7 8.1 6.7 5.2 3.8 2.8 2.84  
 
Chapter Three                                                                                            Experimental Work 
    
   105 
  
 
Table 3-5: The initial conditions of the experiments. 
(℃) (℃) ()     R % 
40 19 0.48 
0.0564 16.134 31.028 49.64 58.51 66.595 
0.107 11.186 13.983 18.178 22.373 32.628 
0.201 7.318 9.922 13.693 14.883 19.051 
0.286 5.349 7.447 9.950 10.561 14.335 
0.38 4.810 6.037 7.427 8.462 9.366 
43.5 19 0.48 
0.0564 15.319 29.078 37.234 41.666 52.766 
0.107 11.490 17.341 22.581 26.712 29.942 
0.201 8.131 9.379 11.411 14.253 18.612 
0.286 4.822 7.521 8.820 10.492 13.982 
0.38 3.942 4.521 5.073 6.773 8.374 
47.5 19 0.48 
0.0564 25.372 30.319 35.460 45.266 54.414 
0.107 11.613 16.931 22.819 26.725 28.601 
0.201 7.918 10.567 15.628 17.711 19.304 
0.286 4.730 8.664 9.335 11.643 12.587 
0.38 3.896 5.674 7.674 11.281 13.221 
 
 
 
Table 3-6: Inaccuracy of the thermocouples. 
T℃ Inaccuracy % 
 ±0.440 
 ±0.508 
 ±0.325 
 ±0.359 
 ±0.582 
	  ±0.480 
	  ±0.353 
 
  
 
 
4. Chapter Four: 
MATHEMATICAL MODELLING 
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4.1 Introduction 
In this chapter theoretical models for the heat transfer aspects of the three-phase direct 
contact condenser are developed. As discussed previously, the direct contact condensation 
process occurs by dispersion of vapour bubbles in a continuous phase, likely water. 
Because of this configuration, a large interfacial area for heat and mass transfer is 
generated. Inclusion of the bubbles’ interactions in such a system is clearly an important 
modelling challenge.  
As discussed in the literature review (Chapter two) there is no theoretical treatment 
available concerning the heat transfer characteristics of the three-phase direct contact 
condenser. Therefore, this dictates the need to develop a thorough and integrated model 
involving different effective heat transfer parameters. To do so, and to reduce the difficulty 
of such system, the cell model assumption is used. 
The cell model represents a system composed of a spherical particle (bubble) located at the 
centre of the cell. It is enclosed by the continuous phase liquid and characterised by an 
outer spherical boundary or spherical shell with radius , (see Fig. (4-1)). All cells are equal 
in size and they have same physical properties. Therefore, the multi-particle (or multi-cell) 
system can be reduced to and treated by a representative single cell, which has properties of 
the whole system. This linkage is via the holdup ratio. Hence, the complexity of any 
modelling can be significantly reduced, since the solution will focus on a single element 
(Padrino & Joseph, 2008; Faltas & Saad, 2011). 
The radius of outer shell  of the cell can be determined by: 
 = 	
                                                                                                                          (4-1) 
where ,  and  denote the inner (bubble) and shell radii of the cell and the holdup 
fraction of the system respectively. 
The following assumptions for the present model are made to simplify the physically 
complex situation of a multiple bubbles system condensing in another immiscible liquid. 
These assumptions are: 
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1. The fluids are Newtonian. Also the physical properties of both phases are 
unchanged during the direct contact heat exchange process along the column height.  
2. The two-phase bubble is spherical in shape and the vapour and the liquid within it 
are confined due to the continuous phase surface tension. In addition, the 
condensate and vapour are situated symmetrically about the vertical axis as shown 
in Fig. (2-1). 
3. The flow around the reference two-phase bubble is irrotational and inviscid with no 
circulation inside the bubble.  
4. Neither coalescence nor breakage occurs for the condensing bubbles (constant 
number of bubbles). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.2 Heat Transfer Coefficient of a Two-Phase Bubbles 
The direct contact heat transfer coefficient ℎ of a two-phase bubble swarm generally has 
been modelled by utilising the heat transfer coefficient for a single two-phase bubble and 
the system holdup e.g. (Mori, 1991; Coban & Boehm, 1989). The heat transfer to the 
bubbles while they condense in an immiscible liquid is quite complex (Kalman & Mori, 
Figure 4-1: Configuration a spherical cell model showing the inner and the outer radii and the 
relative velocity. This is in a frame of reference which assumes the cell to be stationary 
a b 
 
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2002). Hence, in addition to the assumptions outlined above, it is assumed that the swarm 
of two-phase bubbles moves in a potential flow field with a constant reference two-phase 
bubble radius. This means that the decrease in the two-phase bubbles’ diameter due to 
condensation is neglected in comparison with the rise velocity (Moalem-Maron, et al., 
1980).  
Using a cell model, as shown in Fig. (4-2), the velocity potential of the two phase bubble in 
the swarm was given by Milne-Thomson (1965) and Cai and Wallis (1994), as the 
following: 
	 = 	
 
 −  + 
  −                                                                       (4-2) 
where , , and  represent the velocity of the outer cell, the velocity of the inner cell and 
the angular coordinate respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Two-phase 
bubble 
cell 
Column 
Newtonian 
fluid 
 
 
 
 
 
 
 
	 
 
 
 
 
 
Figure 4-2: Schematic representation of the cell model. 
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For   = 0 , Eq. (4-2) reduces to the expression given by Lamb (1945) and used by (Abbas 
Kendoush, 2004) as: 
	 = 
 
 + 
                                                                                              (4-3) 
According to Eq. (4-1), the holdup fraction can be found as: 
   = 
                                                                                                                         (4-4) 
Equation (4-3) becomes: 
	 =  
 +                                                                                              (4-5) 
The velocity components of the potential flow now can be found using Eq. (4-5) as: 
 = −  =   −                                                                                   (4-6) 
	 = − 	 =   +                                                                                 (4-7) 
where  and 	 are the radial and tangential velocity components. 
The equations found above (Eq. (4-6) and Eq. (4-7)) for the velocity components are 
slightly different from those derived by Mariucci (1965) and Kendoush (2001) when they 
analysed the problem of gas bubble swarms. 
The energy equation for steady-state heat transfer in spherical coordinates with axial 
symmetry can be written as: 
  +  	 =  
     + 	 	  	                                                     (4-8) 
Neglecting the conduction in  direction and expanding the remainder of the right hand 
side of Eq. (4-8) results in: 



   =  +   ≈                                                                                         (4-9) 
Also, for a thin boundary layer the following simplification can be written (Wanchoo, 
1993; Kendoush, 1994) as: 
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


	 =



	                                                                                                                    (4-10) 
Using Eq. (4-9) and Eq. (4-10), Eq. (4-8) becomes: 
  +  	 =                                                                                                          (4-11) 
The radial velocity is zero on the surface of the reference two-phase bubble, hence: 
 = 0                                                                                                                              (4-12) 
Equation (4-11) reduces to: 



	 =                                                                                                                      (4-13) 
The thin boundary layer assumption (see Fig. (4-2)), results in: 

 =

 ≪ 1                                                                                                                    (4-14)  
Using the binomial theorem and using only first two terms yields (Kendoush, 1994): 
 = 1 −  = 1 − 3                                                                                              (4-15) 
By substituting Eq. (4-15) into Eq. (4-7), results in: 
	 =  
 +  1 −                                                                                      (4-16) 
Using Eq. (4-15) together with Eq. (4-14), Eq. (4-16) above reduces to: 
	 = 		                                                                                                           (4-17) 
where  
 = 
                                                                                                                   (4-18) 
Substituting Eq. (4-17) into Eq.(4-13), results in; 
 	 =                                                                                                                (4-19) 
where: 
 =                                                                                                                         (4-20) 
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Now let: 
 =                                                                                                                      (4-21) 
and  
  = 	                                                                                                                     (4-22)          
Substituting Eq. (4-22) into Eq. (4-19) results in: 

	 = 	                                                                                                             (4-23) 
Let: 
! = " # =   −  + 	                                                                      (4-24) 
Now: 
 
	 =                                                                                                                       (4-25) 
Substituting Eq. (4-25) into Eq. (4-23) yields: 

 =                                                                                                                        (4-26) 
Equation (4-26) is a heat equation, which is a parabolic partial differential equation. Using 
the following boundary conditions which take the temperature of the continuous phase as a 
reference temperature $! = 0 (Sideman & Taitel, 1964); 
$ = $																 = 0														! ≥ 0                                                                               (4-27)                    
$ = 0																	 = ∞													! ≥ 0                                                                             (4-28a)    
The solution of Eq.(4-26) is given by Carslaw and Jaeger (1959), Sideman and Taitel 
(1964), Wanchoo (1993), Kendoush (1994) and Kendoush (1995) as: 
$ = $%  " 
 ⁄                                                                                                     (4-29) 
Using Eq. (4-21) and Eq. (4-24) with Eq. (4-29), yields: 
Chapter Four                                                                                      Mathematical Modelling 
    
   113 
 
$ = $	% & 		"
 ⁄ 


		


 ⁄
'                                                                            (4-30) 
The local heat flux can be given as: 
(	 = −) $ = )$ 	%" 
 ⁄                                                                                 (4-31) 
where ) is the thermal conductivity of the continuous phase. The local heat transfer 
coefficient can be written now as: 
ℎ	 =
&
                                                                                                                            (4-32) 
Thus: 
ℎ	 =
'	
%"
 ⁄ 


		


 ⁄
                                                                                        (4-33) 
By using Eq. (4-20), Equation (4-33) may be written as: 
ℎ	 =
'
√%
.
 ∙
	



		


 ⁄
∙ *%.                                                                     (4-34) 
where *% = 2 ⁄  is the Peclet number. 
Now, the local convective heat transfer coefficient in terms of Nusselt number is: 
+,	 = 	)'                                                                                                                      (4-35) 
Substituting Eq. (4-34) into Eq. (4-35) results: 
+,	 = *	√% ∙ 	


		

.
∙ *%.                                                                        (4-36) 
If we neglect the heat transfer resistance that develops due to the condensate layer and 
assume that the heat transfer originates from the whole bubble body, the average heat flux 
can be found as (Sideman & Taitel, 1964): 
(- = +% " (	2.	#%                                                                                        (4-37) 
Using Eq. (4-31) for local heat flux, Eq. (4-37) becomes: 
Chapter Four                                                                                      Mathematical Modelling 
    
   114 
 
(- = '%". " 	√ 	#%                                                                                                   (4-38) 
Differentiation of Eq. (4-24) results: 
#! = −	 + # = 	#                                                                (4-39) 
Hence: 
# = , 	                                                                                                                       (4-40) 
The new boundary conditions can be written as: 
 = 0																					! = 0                                                                                                  (4-41)        
 = .																				! = +                                                                                                    (4-42)              
Equation (4-38) converts to: 
(- = '√%" " , √                                                                                                                  (4-43) 
Completing the integration, Eq. (4-43) becomes: 
(- = '√%" = '√% ∙  .                                                                                            (4-44) 
The average heat transfer coefficient can be found as: 
ℎ =
&-
                                                                                                                              (4-45) 
Substituting Eq. (4-44) into Eq. (4-45) and using Eq. (4-20), the average heat transfer 
coefficient is given  as; 
ℎ =
'
√.% ∙
.
 ∙ *%.                                                                                                    (4-46) 
and in terms of  Nusselt number Eq. (4-46) will be: 
+, = +√.% ∙ . . ∙ 	*%.                                                                                          (4-47) 
For  = 0; Eq. (4-47) reduces to a single two phase bubble equation as: 
+, = 0.6515	*%.                                                                                                         (4-48)    
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The convective heat transfer coefficient Eq. (4-47) was derived by solving a steady-state 
energy equation in spherical coordinates, which involved velocity components. These 
components of the velocity were found from the solution for the potential flow field around 
the two-phase bubbles. Because no viscous or actual solution dealing with the condensation 
of the two-phase bubble is available to compare with the potential flow solution, Isenberg 
and Sidman (1970), Moalem et al. (1973) and Moalem et al. (1980) used the flowing 
velocity factor, in which the solution is based on the assumption that the potential flow is 
converted to an actual or viscous solution: 
)/ = 0.25	*
                                                                                                               (4-49) 
Where * = /00 )⁄  is the Prandtl number.  
And for pure potential flow  
)/ = 1                                                                                                                             (4-50) 
Therefore, Eq. (4-47) and Eq. (4-48) subsequently become: 
+, = +√.% ∙ . . )/. ∙ 	*%.                                                                                   (4-51) 
+, = 0.6515	)/.	*%.                                                                                                 (4-52) 
 
4.3 Drag Force of a Two-Phase Bubble Swarm     
The drag coefficient depends on the shape of the particle (spherical, ellipsoidal or spherical-
cap), the size, the absolute relative velocity and the nature of the particle, for instance, 
solid, gas or liquid. In addition, internal circulation within a liquid drop or a gas bubble has 
a significant impact on the drag coefficient. In the presence of internal circulation, the drag 
coefficient of a bubble or drop can be 1 3⁄  of that of a solid sphere with the same size and 
absolute relative velocity (Wisman, 1979). On the other hand, the impurities within the 
bubble or drop have the opposite effect; generally, they reduce the internal circulation 
which leads to increase the drag coefficient. Also, the drag coefficient increases with 
deformation of the particle, since the drag coefficient of a deforming bubble or drop could 
be 2 to 3 times greater than that of a sold sphere at the same conditions (Moalem-Maron, et 
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al., 1980). Finally, the motion of the dispersed phase disrupts the flow of the continuous 
phase. Therefore, increased holdup ratio results in more deformation, which leads to a 
higher drag coefficient. That means that the drag coefficient of a swarm of particles will be 
more than the drag coefficient of a single particle. 
Let us assume a spherical two-phase (vapour/liquid) bubble condensing in a Newtonian 
liquid which is immiscible with the liquid condensate and is completely free of surface 
active material. The surface tensions of the continuous fluid and the condensate are 
assumed to be high enough to keep the two-phase bubble spherical in shape, and the liquid 
condensate is confined within the mother bubble throughout the condensation process. 
Whilst this configuration is a simplification, there is experimental evidence to support the 
existence of such two-phase bubbles (e.g. (Sideman & Hirsch, 1965; Isenberg & Sideman, 
1970). Of course, if the balance between body forces and surface tension changes 
significantly, different bubble shapes may emerge, or the vapour and condensed liquid 
could detach forming vapour bubbles and liquid droplets. Nevertheless, for the 
development of an initial model, such as proposed below, this is a reasonable assumption. 
This is particularly true for the fluids and injection rates that are typical of direct contact 
condensers. A viscous-potential flow is assumed around the reference two-phase bubble 
with a cell configuration model. 
In addition, the following assumptions are made: 
- There is a sufficient (constant) temperature difference between the two-phase 
bubble and the continuous phase (cooling phase) along the column to complete 
condensation of the two-phase bubble.  
- The direct contact condensation process ends in a spherical liquid drop, which then 
rises to the top of the vessel to mix with the bulk accumulated liquid condensate. 
- The direct contact condensation process forms a liquid-liquid interface, and this 
interface can be treated as a rigid or immobile. Isenberg and Sideman (1970) 
showed that when a single bubble condenses in an immiscible liquid, the surface of 
the bubble is much smoother when compared to a bubble condensing in its own 
liquid. They therefore inferred that the surface of the two-phase bubble tends to be 
immobile. 
- There is no, or very little, internal circulation within either two regions of the bubble 
due to the small bubble size and the interface rigidity. 
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- The two-phase bubble has the shape depicted schematically in Fig. (2-1), which is 
consistent with the literature and observed experimentally by, e.g., (Sideman & 
Hirsch, 1965).In such a configuration, the condensate will form at the surface of the 
bubble and be transported rapidly via a thin film to the bottom of the bubble where 
it accumulates. 
Whilst these assumptions limit the generality of the model somewhat, they are consistent 
with conditions within a direct contact condenser and as mentioned above are generally 
supported by empirical evidence. 
Generally, the viscous drag for the spherical bubbles regime has been modelled by using 
the dissipation method, and an assumption of potential flow around the particles. This 
confines the viscous effect to a thin layer surrounding the particles (Padrino & Joseph, 
2008). The viscous dissipation can be found by using the method suggested by Kendoush 
(2001) as follows:   
1/ = " 23		4$2.	#%                                                                                 (4-53) 
where 3	 represents the tangential shear stress at the surface of the two-phase bubble. It is 
given by 
3	 = / 
    +  	 $                                                                                       (4-54)                                                             
Substituting Eq. (4-6) and Eq. (4-7) into Eq. (4-54) results in 
3	 = −3/ 		                                                                                                 (4-55)         
Substituting Eq. (4-7) and Eq. (4-55) into Eq. (4-53) and evaluating the integral leads to: 
1/ = −8./()                                                                                                    (4-56) 
where 
 =  ⁄                                                                                                                  (4-57) 
The drag force can be found as: 
52 = 3                                                                                                                             (4-58) 
Using Eq. (4-56) and Eq. (4-58), results in: 
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52 = −8./()                                                                                                      (4-59) 
For  → 0 (i.e. when the system tends toward a single bubble in an infinite medium), Eq. 
(4-59) reduces to: 
52 = −4./                                                                                                               (4-60) 
The drag force in Eq. (4-59) therefore represents that for a single bubble, modified by a 
correction factor, which is a function of void fraction. 
To date, no exact expression has been derived for the drag force acting on a two-phase 
condensing bubble in an immiscible liquid. The relevant studies used approximate formula, 
which were derived for gas bubbles or solid spheres. The condensation process considered 
here is similar to the evaporation of volatile liquid drops in an immiscible liquid (both are 
consist of a stable two-phase bubble shape, with vapour at the top of the bubble and liquid 
at the bottom due to the effect of gravity). This configuration was first observed 
experimentally by Sideman and Hirsch (1965) for an isopentane bubble condensing in 
water. They noted that the condensation progresses until a liquid drop is produced. This 
observation was confirmed by Higeta et al. (1979) and Higeta et al. (1983) who observed a 
similarity between the condensation of bubble and the evaporation of drop in an immiscible 
liquid medium. This mechanism has been used after that by different investigators, 
(e.g.Wanchoo et al., 1997). 
Additionally, the two-phase bubble condensing in another immiscible liquid forms a liquid-
liquid interface. This interface is likely to be immobile and considerably reduces the 
internal circulation within the two-phase bubble. Therefore, the two-phase bubble interface 
can be considered as a rigid, especially at the liquid-liquid interface, as Isenberg and 
Sideman (1970) showed experimentally.  
The structure described above can be likened to the case when a clean bubble or drop is 
injected into a fluid medium with surface-active components or other impurities. In this 
case, the contaminants can attach themselves to the bubble or drop interface. They move 
downward and accumulate at the bottom of the bubble or the drop. With time, the 
contaminant layer will grow and could eventually cover the entire surface of the bubble or 
drop (Loth, 2010).  
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To study this phenomena theoretically, the stagnant-cap model was proposed by Griffith 
(1962). In this model, the bubble or drop is separated into two parts: a clean part, which the 
accumulated contaminant has not yet reached (this part of the drop therefore still has a 
mobile surface), and an immobile surface for the part covered by the surface-active 
contaminants. The separation of the two sections can be characterised by  (see Fig.4-3a), 
termed the ‘clean angle’ whose value is limited to 0 ≤  ≤ 180°.  
Sadhal and Johnson (1983) developed an exact solution for the stagnant cap bubble, 
including the effect of viscosity and the fraction of contaminants for the case of creeping 
flow: 
/ ,  = 6 4+%44 
2 + sin − sin2 −  sin3 + 4444 7                  (4-61) 
The similarity between the condensation of vapour bubbles in an immiscible liquid, and the 
contaminant absorbed by a clean bubble or drop surface (the stagnant-cap model) is quite 
obvious (see Fig. (4-3a)). For a clean vapour bubble condensing in a clean liquid medium 
(impurity < 10. 8 9⁄ ), the immobile interface is produced as a result of the accumulation 
of the condensate inside the bubble. The half opening angle is analogous to the clean angle, 
and clearly indicates the progress of condensation within a two-phase bubble. The 
accumulated liquid is assumed to have no internal circulation and therefore to have a 
similar effect on the drag of the two-phase bubble as the rigid interface has on the drag of a 
stagnant cap bubble. Of course, in reality, there will always be some degree of circulation 
within the liquid but it is assumed to be of secondary importance in a direct contact 
condenser. 
Equation (4-59) now can be re-written in a manner similar to that suggested by Loth, 
(2010) to include the effect of the change of viscosity inside two-phase bubbles by 
introducing a further correction factor, which is given by Eq. (4-61): 
52 = −8./	(/ ,)                                                                                        (4-62) 
where / , , (Eq.(4-61) for contaminated bubbles or drops) becomes 
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/ , = 6 4+%44 
2 + sin − sin2 −  sin3 + 4444 7                        (4-63) 
for condensing or evaporating drops. Here / represents the viscosity of the vapour and 
liquid (condensate) within a two-phase bubble, i.e.  
/ = /,56789                                                                                                                 (4-64) 
It can be found simply as: 
/,56789 = 1 − :// + :/:                                                                                         (4-65) 
where : represents the condensation ratio, which can be calculated depending on , using 
the expression given by Tochitani et al. (1977) as:                                                     
: = ;<==>;==;==                                                                   (4-66) 
The use of the weighted average viscosity here again represents a simplification on reality. 
Rather than introducing further complexity into the model by considering separately the 
drag on the liquid and vapour parts of the bubble, the weighted average approach has 
allowed the development of a simple model, which, as shown below, is consistent with 
previous experimental and theoretical works. 
Now, in Eq. (4-63),  = 0 corresponds to a pure vapour bubble, whilst  = 180°  
represents a drop which is entirely liquid. Therefore, the value of the drag force on the 
condensing bubbles in immiscible liquid will be located between these two limits. This is 
consistent with the experimental results of (Higeta, et al., 1979). 
Additionally, the drag coefficient of a swarm of drops in a fluid of density ; can be written 
as (Kendoush, 2001): 
02 = ?


;%
                                                                                                         (4-67) 
Using Eq. (4-62), results in  
02 = @9 	 <
> 	6 4+%44 
2 + sin − sin2 −  sin3 + 4444 7                (4-68) 
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Figure 4-3: Similarity between (a) the stagnant-cap bubble model and (b) the condensation of a 
two-phase bubble in an immiscible liquid, both shown in the frame of reference of the moving 
bubble. 
 
Equation (4-68) when  → 0	(i.e. no condensation) and when  → 0 (i.e a single bubble), 
reduces to Hadamard (1911) formula, i.e.: 
02 = .@9 (4444 )                                                                                                          (4-69) 
which gives the drag coefficient of a single gas bubble in a clean liquid (/ → 0), as: 
02 = .@9                                                                                                                        (4-70) 
When / → ∞ i.e. a solid sphere: 
02 = +@9                                                                                                                        (6-71) 
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In addition, when  → 180° (complete condensation) and when  → 0 (single bubble),   
Eq. (4-68) reduces to the solid sphere expression, Eq. (4-71) above.      
The drag coefficient, of course, also depends on <%. Three distinct regions are evident. 
Firstly, at <% < 1, (the Stokes regime), an exact drag coefficient was derived for both the 
creeping flow and the Stokes flow ranges. Secondly, the intermediate Re regime, 1 < <% <
2000, in which (i) a separated laminar wake, (ii) an unsteady transitional wake, and finally 
(iii) a turbulent wake can exist. No exact theoretical or analytical solution is available for 
the drag coefficient in this intermediate region. Finally, for large Re, (2000 < <% <
300,000), which is often termed the Newton regime, the drag coefficient has an 
approximately constant value of 0.4-0.45. 
For the intermediate Re regime, the drag coefficient is generally obtained from an empirical 
expression. For instance, (Clift & Gauvin, 1971) proposed an expression for drag 
coefficient (<% < 2 × 10) and it agreed with experimental data to within about 6%. 
Schiller-Naumann (1933) proposed an expression for the drag coefficient when <% < 800. 
Many other different empirical expressions for the drag coefficient in this flow regime can 
be found in the literature (see (Clift, et al., 1978)). All these expressions can be 
characterized by a general form ( (Loth, 2008; Loth, 2010) as: 
02<% ≫ 1 = 02<% < 1. @9                                                                                     (4-72) 
where @9 represents the drag correction factor for a high Re value, and 02<% < 1 is the 
Stokes drag coefficient. Accordingly, to obtain the drag coefficient for the transient or 
intermediate region, Eq. (4-68) can be re-expressed  
02, ,<% ≫ 1 = @9 . ./,. @9                                                                 (4-73) 
By using the Schiller & Naumann (1933) high Re correction factor (Loth, 2008): 
@9 = 1 + 0.15<%..AB                                                                                                    (4-74) 
Equation (4-73) for high Re, now can be written as: 
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02 = @9	 ⁄  	= C+DCC 2 + sin − sin2 −  sin3 + 4444 > 1 +
	0.15<%..AB                                                                                                                   (4-75) 
Equation (4-75) for a single bubble  ( → 0) , reduces to: 
02(0) = .@9		= C+DCC 2 + sin − sin2 −  sin3 + 4444 > 1 +
			0.15<%..AB                                                                                                                 (4-76) 
The ratio of the drag coefficient of the two-phase bubble swarm to that of a single one is: 
E
E() = 2  ⁄                                                                                                            (4-77) 
when  → 0, this yields: 
E
E() = 1                                                                                                                          (4-78) 
as expected. 
4.4 Virtual or Added Mass of a Swarm of Two-Phase Bubbles 
 When particle or body moves with non-uniform velocity (acceleration or deceleration) 
some of the surrounding liquid will accelerate with it and accordingly the body experiences 
an extra force as a result of the additional mass displaced during its relative motion with the 
continuous phase. This force called the added or virtual mass force. For a sphere or 
spherical body, it was found to be equal to half the mass of the displaced fluid multiplied by 
the acceleration of the spherical body. Analogously to the drag coefficient, which is 
discussed above, the added or virtual mass coefficient 0/ has been widely used. It depends 
mainly on the shape of the particle and on the holdup ratio in the case of a swarm of 
particles. Virtual or added mass is very important in multiphase modelling, where it has a 
significant effect, oftentimes more than steady drag force, when modelling a gas-liquid 
multiphase flow (Mudde & Simonin, 1999). The modelling of added mass is generally 
based on the analysis of the kinetic energy of the continuous phase which surrounds the 
body during its motion. According to Kendoush (2006) the total kinetic energy of the fluid 
surrounding the condensing bubbles can be written as: 
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?.1 = −  ; " 	 $ #@%                                                                                        (4-79) 
where 
#@ = 2.	#                                                                                                         (4-80) 
Differentiation of Eq. (4-5) with respect to  yields: 

 =

  −                                                                                              (4-81) 
Substituting Eq. (4-5) and Eq. (4-81) into Eq. (4-79) and completing the integration yields: 
?.1 = % ; ∙  " 		#%                                                                     (4-82) 
Complete integration of Eq. (4-82) results in: 
?.1 = .;  
                                                                                            (4-83) 
where: 
" 		# = %                                                                                                      (4-84) 
and 
 =  +  −                                                                                                      (4-85) 
Also, the total kinetic energy can be written as: 
?.1 = A
                                                                                                                (4-86) 
Equating Eq. (4-83) and Eq. (4-86) obtains: 
A
 = +.;  
                                                                                                   (4-87) 
where A
 is the virtual mass of a bubble. 
According to the definition of virtual or added mass: 
A
 = AB0/                                                                                                                       (4-88) 
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where AB  the mass of the liquid displaced by bubbles. For a dilute two-phase flow, where  → 0 or single bubble  ≈ 1,	the mass of the liquid displaced by the bubbles can be 
written for spherical bubbles as:   
AB = +.;1 −                                                                                                       (4-89) 
The virtual or added mass coefficient 0/ can be found according to Eq. (4-88) as: 
0/ = 55F                                                                                                                            (4-90) 
Substituting Eq. (4-87) and Eq. (4-89) into Eq.(4-90) obtains: 
0/ = 
 = ..                                                                                                (4-91) 
Equation (4-91), when  → 0, reduces to the well-known added mass coefficient value for 
a single spherical gas bubble or sphere, that is: 0/ = 0.5.   
4.5 Two-Phase Bubble Relative Velocity 
The bubbles’ (swarm) rise with a velocity relative to the liquid. This velocity is lower than 
the relative velocity of a single bubble because of the wake interactions of the bubble 
swarm. 
The power of both drag force and buoyancy force should be equal to the rate of change of 
the total kinetic energy (Joseph, 2006): 
5G + 52 = ,,7 ?.1 = A, + AB0/ ,,7                                                                  (4-92) 
where 5G is the buoyancy force, and can be written as: 
5G = +.1 − ;8                                                                                                   (4-93) 
Substituting Eq. (4-59) for the drag force (for simplicity), Eq. (4-89) and Eq. (4-93) into Eq. 
(4-92) and taking the bubbles’ mass as: 
A, = +.;/                                                                                                               (4-94) 
 results in: 
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+
.;81 −  − 8./ = 
(+.;/) + +.;  
 ,,7                   (4-95) 
Neglecting the bubbles’ mass in comparison with the added mass i.e. A, ≪ AB0/ ,	which is 
valid for the earlier stages of direct contact condensation, where the two-phase bubbles are 
almost entirely vapour. Equation (4-95) becomes: 
8  − .; /  ⁄  = ,,7                                                                                 (4-96) 
where 
 = 
 = ..                                                                                          (4-97) 
Equation (4-96) can be solved, similar to the method of (Joseph, 2006; Concha Arcil, 
2009), to give: 
 = H;.4. 
1 − %:C − .4; ∙  ⁄  ∙ D                                                            (4-98) 
For a steady – state velocity or a terminal velocity Eq. (4-98) reduces to:  
 = H	;	.4  ⁄                                                                                                            (4-99) 
For 	 → 0,  Eq. (4-99) reverts to the equation of a single bubble as: 
 = H;4                                                                                                                      (4-100) 
The ratio of the velocity of the swarm of bubbles to the single bubble velocity can be found 
as: 
 =  	
  ⁄                                                                                                           (4-101) 
4.6 Two-phase Bubbles’ Size 
The energy equation for a spherical two-phase bubble condensing in an immiscible liquid 
can be written, similar to that given by Wanchoo (1993) as:  
,
7 = E;;∆) ;; 	F ℎ                                                                                                   (4-102) 
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where h represents the heat transfer coefficient found already by Eq. (4-47). The velocity 
that appears in Eq. (4-47) is a relative velocity (Mori, 1991; Peng, et al., 2001). It is given  
by Eq.(4-101) above. Hence, the convective heat transfer coefficient may be written as: 
ℎ = '√.% . 1 −                                                                                             (4-103) 
Substituting (4-103) into Eq. (4-102), using  ;;; ≈ 1, and integrating using the initial 
condition: 
 =                    D = 0                                                                                               (4-104) 
yields 
 = GaI ⁄ − =.+.+√% E∆	') ;F 	)/.  . 1 − 	D>H


                                         (4-105) 
In dimensionless form, Eq. (4-105) becomes: 

 = G1 − =0.866 '% . 	I	*%.	1 − 3>H


                                                      (4-106) 
where, 
3 = 7                                                                                                                            (4-107) 
Isenberg and Sideman (1970) demonstrated a modified time constant as: 
3̂ = I	*%.	3                                                                                                               (4-108) 
Therefore, Eq. (4-106), with  → 0, can be written in another form as: 

 = 1 − E0.866	 	'% . 	 3̂F


                                                                                    (4-109) 
 
4.7 Transient Temperature Distribution 
It is assumed here that the column can be considered as a stirred tank. Accordingly, the 
equations describe an “average” over the column. In deriving these equations, it is assumed 
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that the dispersed phase (pentane) enters as saturated vapour and leaves as a saturated liquid 
(i.e. the sensible heat of the pentane is ignored). 
The energy balance for each phase (dispersed and continuous) may be written as: 
K = AL ,,ℎH − ,,7 ;,,M,7                                                                            (4-110) 
and 
K = ,,7 N1 − ;MO + AL ∆M                                                                           (4-111) 
where AL ,, is the condensate mass flow rate and  is the continuous phase volume. 
Due to immiscibility between the two phases, neither the dispersed phase nor the 
continuous phase goes into solution in the other phase, therefore, the change of mass of 
each phase with time can be assumed constant (Coban & Boehm, 1989; Jacobs & 
Golafshani, 1989). Therefore,  Eqs. (4-110) and (4-111) can be written as: 
K = −A, ,J!,7 + AL ,,ℎH                                                                                      (4-112) 
and  
K = A ,J,7 + AL ∆M                                                                                                 (4-113) 
Where M,7 and M represent the enthalpies of the dispersed and the continuous phase 
respectively, A, and A denote the mass of each phase and AL , and AL  represent the mass 
flow rate of each phase. 
As mentioned above, the latent heat is dominant during a phase change process; hence the 
effect of the sensible heat can be ignored. The enthalpy of the dispersed phase is: 
M,7 = :M, + (1 − :)M,/ = M,/ − :ℎH                                                         (4-114) 
Additionally, the heat liberated by the condensation can be calculated by means of the 
amount of the vapour condensed AL ,, multiplied by the latent heat of condensation, 
and hence: 
AL ,, = K)                                                                                                         (4-115) 
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where K, represents the heat liberated during bubble condensation. 
For an insulated system with no heat losses, this heat can be assumed to be absorbed 
completely by the continuous phase. Therefore; 
K, = AL ∆M                                                                                                           (4-116) 
Hence, Eq. (4-115) becomes: 
AL ,, = 5L ∆J	)                                                                                                           (4-117) 
If Eq. (4-114) is differentiated with respect to time accounting for Eq. (4-117), Eq. (4-112) 
becomes: 
K = A,ℎH ,6,7 + AL ∆M                                                                                               (4-118) 
Equating Eq. (4-113) and Eq. (4-118), and using: 
M = 00$                                                                                                                 (4-119) 
results in: 
,
,7 = 55 E) E"F ,6,7                                                                                                      (4-120) 
The condensation ratio x has been given by Wanchoo and Sharma (1997) for a single two-
phase bubble condensing in water column as: 
: =  55 E1 −  F                                                                                                (4-121) 
where A denotes the density ratio of the dispersed liquid phase to the dispersed vapour 
phase. 
A = ;;                                                                                                                       (4-122) 
and  and  are the two-phase bubble radius and the initial bubble radius respectively. 
Differentiating Eq. (4-121) with respect to time yields: 
,6
,7 = −  55  ,,7                                                                                                     (4-123) 
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The condensation rate of bubbles in a swarm has already derived analytically above        
(Eq. (4-105)). Differentiating Eq. (4-105) with respect to time yields: 
,
,7 = −

 	  IΓ	 1 − Γ   	I	D



                                                                       (4-124) 
where  
Γ = 0.866 '% . *%.1 −                                                                                     (4-125) 
Substituting Eq. (4-124) into Eq. (4-123), results in: 
,6
,7 = 2  55 IΓ1 − IΓ. D                                                                                    (4-126) 
where Γ = Γ   
If Eq. (4-126) is substituted into Eq. (4-120), it yields: 
,
,7 = 2Γ  55 55  ;;#Δ$ E1 − E ;E";#J FΓΔ$. DF                                        (4-127) 
Where ;,5 is the average density of a two-phase bubble, ;,5 = :;, + 1 − :;/ and 
Δ$ is the temperature difference between the dispersed phase and the continuous phase 
during the direct contact condensation process. 
Equation (4-127) above is a first order nonlinear ordinary differential equation. It can be 
solved numerically using MATLAB, with the following initial conditions: 
D = 0,																																											$ = $                                                                         (4-128) 
 
4.8 Steady-State Temperature Distribution 
One-dimensional flow within the direct contact condenser can be assumed accurately due to 
the large column diameter in comparison to the diameter of the bubbles, and because of the 
non-circulation zones inside the condenser (Coban & Boehm, 1989; Jacobs & Golafshani, 
1989). In addition, the mass flow rate of each phase (dispersed and continuous phases) can 
be assumed constant along the column height due to the immiscibility between the 
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contacting phases. Continuity equations for counter current flow of the phases can be 
written as: 
AL , = ;,P,                                                                                                            (4-129) 
and 
AL  = ;P1 −                                                                                                    (4-130) 
where P represents the condenser cross-sectional area. 
For dimensional, steady-state flow, the energy equations for both phases can be written as: 
,
,M 2;1 − 	M4 = NK                                                                                              (4-131) 
and 
,
,M 2;/	,M,74 = − K                                                                                                   (4-132) 
Substituting Eq. (4-129) and Eq. (4-130) into Eq. (4-131) and Eq. (4-132) respectively, 
yields: 
,J
,M =
O
5L 
NK
                                                                                                                     (4-133) 
and 
,J!
,M = −
O
5L 
K
                                                                                                                (4-134) 
Here K and P represent the total heat transfer from the continuous phase to the dispersed 
phase and the condenser cross sectional area and Q denotes the ratio of the heat transfer 
from the dispersed phase divided by the heat transfer to the continuous phase. When there 
is no heat loss to the surrounding: 
 Q = 1                                                                                                                            (4-135) 
and 
K = ℎP∆$                                                                                                                    (4-136) 
where P and ∆$ denote the heat transfer area and the temperature driving force 
respectively. 
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The enthalpies of the continuous and the dispersed phases, M and M,7 can be found using 
the following expressions respectively: 
M = 00$                                                                                                                    (4-137) 
and 
M,7 = 00,$, + :M, + 1 − :M,/                                                                         (4-138) 
Substituting Eq. (4-136), Eq. (137) and Eq. (4-138) into Eq. (133) and Eq. (134) 
respectively, results in: 
,
,M =
)∆O
5L E" O                                                                                                             (4-139) 
and 
,
,M = E)∆OE"5L  F O − E) E"F ,6,M                                                                                    (4-140) 
 The interfacial area per unit volume PQ, which appears in Eq. (4-139) and Eq. (4-140) 
can be given as: 
O = .2                                                                                                                        (4-141) 
where R denotes the two-phase bubble diameter R = 2 
Finally, the progress of the condensation along the direct contact condenser which is 
represented by ,6,R can be obtained for simplicity by fitting the experimental data (as (S)) 
of Sideman and Hirsch (1965).  
The final form of the temperature distribution equations, now become: 
,
,M =   E)∆OE"5L F                                                                                                        (4-142) 
and 
,
,M =   E )∆OE"5L F + ES$%T&'F ,6,M                                                                                  (4-143)                                                                                    
It is widely assumed that there is a linear temperature difference along the direct contact 
column  (Mori, 1991; Peng, et al., 2001). Hence; 
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∆$ = ∆$5 + (∆$56 − ∆$5) MJ!                                                                             (4-144) 
where M7 denotes the active column height. 
Finally, the condenser cross-sectional area is: 
P = .                                                                                                                      (4-145) 
By substituting Eqs. (4-103), (4-144) and (145) into Eq. (4-142) and Eq. (4-143), results in: 
$ = $ + +√%√  ' . E 'E"5L F N1 − O ∆$5 + (∆$56 − ∆$5) MJ! . Z	                                                                                                        
(4-146) 
and 
$, = 			 $, − 6G+√%√  ' . E 'E"5L F N1 − O ∆$5 + (∆$56 −
∆$5) MJ! . Z	 − E) E" " S#SM FH7                                                                         (4-147) 
4.9 Volumetric Heat Transfer Coefficient 
Mathematically, the volumetric heat transfer coefficient can be derived from the surface 
heat transfer coefficient using the following relation (Peng, et al., 2001): 
/ = .Rℎ                                                                                                                (4-148) 
Where 	represents the initial number of bubbles per unit volume. 
The number of bubbles may be found as a function of holdup fraction as: 
 = (
)
2                                                                                                                        (4-149) 
Therefore, Eq. (4-148) can be written as: 
/ = .2 ℎ                                                                                                                 (4-150) 
Where ℎ denotes the heat transfer coefficient of a single two-phase bubble given by        
Eq. (4-46). After taken  → 0, ℎ expression (Eq. (4-46)) transforms to:  
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ℎ =
'
√.% 	.                                                                                                             (4-151) 
The two-phase bubble diameter (D) appearing in Eq. (4-150), can be found using an energy 
balance over the whole two-phase bubble. In this context, Moalem et al. (1980) developed 
the following expression for a two-phase bubble condensing in another immiscible liquid: 
,
,7 = −
'∆
;) '% .                                                                                                (4-152) 
Using the expression of the temperature difference given by Eq. (4-144), and complete the 
integration of Eq. (4-152) with initial condition, D = 0,  =  results in: 
R = R ⁄ − E 	';) F '%.. 	∆$5 + (∆$56 − ∆$5) MJ! . S	


                (4-153)                                
Where 
R = 2                                                                                                                          (4-154) 
Substitute Eq. (4-151) into Eq. (4-150) and using Eq. (4-153), results in: 
/ = 605. GR − 05.	 ∆$5 + (∆$56 − ∆$5) MJ! .SH


                   (4-155)                                                                      
where 
05 = '√%                                                                                                                      (4-156) 
and 
05 = E ';) F '%.                                                                                                   (4-157) 
 
4.10 Summary 
In this chapter, theoretical models for different parameters that control the heat transfer in a 
three-phase direct contact condenser are developed. The merit of these models is that they 
concerned with a swarm of two-phase bubbles instead of the more simple case of a single 
two-phase bubble, which is available in the literature. The model for the heat transfer 
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coefficient, the drag coefficient, the virtual mass, the relative velocity, the two-phase 
bubble size, the transient temperature distribution along the direct contact condenser height, 
the steady temperature distribution along the condenser and the volumetric heat transfer 
coefficient, have been derived. All theoretical expressions have been derived analytically, 
except the transient temperature distribution, which developed numerically. The validation 
of the expressions will be given in chapter six.………………………………………...
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5. Chapter Five:  
 
EXPERIMENTAL RESULTS 
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5.1 Introduction 
In this chapter the experimental results for the heat transfer characteristics of the three-
phase direct contact condenser are presented and discussed. These results include the 
transient temperature distribution, the steady-state temperature distribution, the heat 
transfer rate per unit volume along the column, the volumetric heat transfer coefficient, the 
direct contact condenser efficiency, the holdup fraction and the costing of the direct contact 
condenser. 
In brief, the experiments involved the measurement of the temperature of the continuous 
phase along the direct contact condenser at five locations, including at the inlet and outlet. 
The temperature of the dispersed phase was measured only at its inlet (vapour) and outlet 
(condensate). The counter-current direct contact flow between the dispersed phase vapour 
and the continuous phase resulted, in most cases, in complete condensation of the vapour 
bubbles within the active height of about 48 cm. In all of the experiments, small bubbles (< 
1 mm diameter) were formed and injected into the direct contact column via a sparger. In 
general, the bubbles began to condense immediately upon coming into contact with the 
cooling water and hence two-phase bubbles emerged because of the immiscibility of the 
pentane-water system. The liquid pentane content of these bubbles increased along the 
column due to the progress of the condensation. Finally, the two-phase bubbles became 
purely liquid droplets at the top of the column after condensation had been completed. The 
condensate is separated from the continuous phase by gravity effect, and collected from the 
column top. 
The experimental work used pentane and tap water as the dispersed and continuous phases 
respectively. Three different initial temperatures of the dispersed phase (40℃, 43.5℃ and 
47.5℃) were tested, while a constant temperature continuous phase 19℃ was used. In 
addition, five different mass flows of the continuous phase and seven mass flows of the 
dispersed phase were used over the course of the experiments. 
For brevity, only three dispersed phase mass flow rates, which are representative of the 
behaviours observed, are presented for each continuous phase mass flow rate. Therefore, 
the results will form a matrix of 3×5 for each individual initial temperature of the dispersed 
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phase. The remainder of the results are presented in the Appendix (B). The comparison of 
the experimental results to the mathematical models derived previously (chapter 4) will be 
considered in more detail in chapter 6. 
5.2 Transient Temperature Distribution 
Practically, the operation of chemical processing equipment can be divided into two modes: 
steady-state operation and transient or dynamic operation. In accordance with the mode of 
operation, the control system for the equipment is designed and constructed. Transient 
operational conditions are appeared during startup and shutdown, where the equipment may 
be far from its normal operational conditions. Depending on the equipment type and its 
operational features, the transient period may be lengthened or shortened. For example, in a 
distillation column this undesirable period can last from hours up to days (Werle, et al., 
2009). 
However, the transient period of operation for any equipment represents a critical step, 
which can ultimately determine the final state of operation. Because of the absence of 
previous experimental measurements or theoretical predictions concerning a three-phase 
direct contact condenser, consideration is directed herein to the investigation of the 
transient operational period of the three-phase direct contact condenser.  
Figures (5-1) to (5-6) show the variation of the continuous phase temperature with time at 
different locations along the active height of the column. Each figure represents an 
individual initial dispersed phase temperature $, = 40℃, 43.5℃	and	47.5℃ and 
represents three different dispersed phase mass flows for an individual continuous mass 
flow rate (i.e. three mass flow rate ratios, <). The results of only two continuous phase 
mass flow rates are presented. 
The duration of the transient period of the three-phase direct contact condenser was found 
to significantly depend on the mass flow rate ratio of the contacting fluids. The higher the 
mass flow rate ratio, the longer the transient period. On the other hand, the degree of 
superheating of the dispersed phase appears not to have a significant effect.  
Generally, the temperatures along the column increase with time (as shown by the figures). 
The mass flow rate ratio was found to have positive effect on the time dependent direct 
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contact condenser output (outlet temperature of the continuous phase). The increasing mass 
flow rate ratio (achieved by increasing the dispersed phase mass flow rate and keeping the 
continuous phase mass flow rate constant) is associated with increasing continuous phase 
outlet temperatures. Hence, the amount of heat provided by the dispersed phase and 
absorbed in the continuous phase per unit time will lead to an increase in its temperature as 
a result of a low mass flow rate or a large contact time. As seen in Figs. (5-1) to (5-6), it is 
obvious that the outlet temperature of the continuous phase is lower than the previous 
thermocouple reading point in the active section of the column (i.e. there is an end effect) 
when the R has high value. This phenomenon appeared at < > 40.78	% and < > 32.71	%, 
for the continuous phase mass flow rates 0.0564	 kg min⁄  and 0.107 kg min⁄ , respectively 
(see Figs. (5-1) to (5-6)). This effect is diminished at a continuous phase mass flow rate AL  ≥ 0.201 kg min⁄  (see Appendix (B)). 
This end effect phenomenon can be reasonably explained by the continuous phase outlet 
point being at the lowest level of the column, about 3 cm below the injection sparger. 
Therefore, a semi-static zone forms at the bottom of the column, where the outlet for the 
continuous phase is located, due to the relatively low continuous mass flow rate in 
comparison with the dispersed mass flow rate at the sparger. This zone, indeed, forms as a 
result of the reduction in the effective column diameter because of the sparger position. 
Also, it might occur due to the absence of the turbulence in this region, which is caused by 
the injection of the dispersed phase at the sparger. It is also possible that this behaviour 
might be observed because of the direct contact condensation taking place far from the 
continuous phase outlet (above the sparger) as a result of the high vapour bubble velocity. 
This effect could also be responsible for the reduction in the temperature of the continuous 
phase, discussed above, at high dispersed phase mass flow rates. This phenomenon is not 
captured by any of the theoretical models, indicating that the physical phenomena modelled 
do not explain this result. 
The mass flow rate ratio was found to have a major effect on the heat transfer process. In 
general, an increase of the mass flow rate ratio leads to an increase in the temperature of the 
continuous phase for all initial dispersed phase temperatures (see Table (5-1)). Simply, this 
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can be explained using an energy balance, where the heat absorbed or lost from the 
contacting fluids depends on their mass flow rates. On the other hand, the continuous phase 
flow rate has an inverse effect on the temperature of the continuous phase outlet.  
Generally, a smooth temperature distribution along the three-phase direct contact condenser 
can be seen in most cases presented by the figures, except at low mass flow ratios. In these 
cases, the temperature distribution is separated into three distinctive zones: an upper zone, a 
lower or bottom zone and a middle zone, which is in between. Hence, in the upper and the 
lower zones the neighbouring thermocouples recorded nearly similar temperatures.  
In all cases are given by Figs. ((5-1)-(5-6)), a rapid increase in the continuous phase 
temperature is evident in the first 50 s of the direct contact condensation process. 
Thereafter, depending on the mass flow rate ratio, the temperature increased steadily (at 
low mass flow rate ratio, for example Fig. (5-3) at R=15.32% and Fig.(5-5) at R=13.1%), 
or in some cases only slightly (at moderate mass flow rate ratio, for instance, Fig.(5-1) at 
R=31.028%, Fig(5-4) at R=23.58% and Fig.(5-5) at R=30.32%), with time until the end of 
the run. The magnitude of this rise is found to be mainly dependent on the mass flow rate 
ratio and less so on the initial temperature of the dispersed phase. The higher the mass flow 
rate ratio, the higher the rises in temperature. Furthermore, the temperature rises appear to 
be more significant at the bottom of the column, where the vapour is injected, and deceases 
along the height of the column.     
The rapid increase in the temperature of the continuous phase (less than 50 s, as usual in the 
figures), as shown in Fig. (5-1), for R=49.645%, could be due to a human error, where in 
some cases there was an inconsistency between the opening of the injection valve and the 
data logger starting to read the thermocouples.  
Finally, the decline of the outlet continuous phase temperature in the Fig. (5-1) at  < =
66.595% shows the inception of flooding in the column, which is discussed in further in 
section (5.10). 
 
 
Chapter Five                                                                                         Experimental Results 
       
141 
 
 
 
 
 
Figure 5-1: Transient temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 40℃ and a continuous phase mass flow rate,  = 0.0564 
kg/min. 
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Figure 5-2: Transient temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 40℃ and a continuous phase mass flow rate,  =0.107 
kg/min. 
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Figure 5-3: Transient temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature =43.5℃ and a continuous phase mass flow rate,  = 0.0564 
kg/min. 
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Figure 5-4: Transient temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature =43.5℃ and a continuous phase mass flow rate,  = 
0.107 kg/min. 
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Figure 5-5: Transient temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature 	= 47.5℃ and a continuous phase mass flow rate,  = 0.0564 
kg/min. 
 
 
18
20
22
24
T
c
(o
C
)
Tc1 Tc2 Tc3 Tc4
18
20
22
24
26
28
T
c
(o
C
)
18
20
22
24
26
28
30
0 50 100 150 200
T
c
(o
C
)
Time (s)
 = 13.1% 
 = 30.32% 
 = 45.266% 
Chapter Five                                                                                         Experimental Results 
       
146 
 
 
 
 
 
Figure 5-6: Transient temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 47.5℃ and a continuous phase mass flow rate,  = 0.107 
kg/min. 
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Table 5-1: Continuous phase outlet temperature during transient operation. 
*+℃ ,+℃  ,	 
⁄   *	 
⁄  % ,-℃ 
 
 
40 
 
 
19 
0.0564 
0.017 31.00 24.93 
0.028 46.64 27.63 
0.037 66.6 29.53 
0.107 
0.019 18.17 25.55 
0.024 22.37 25.98 
0.041 38.22 30.00 
43.5 19 
0.0564 
0.008 15.32 23.14 
0.023 41.60 27.07 
0.03 52.76 28.52 
0.107 
0.012 11.49 22.89 
0.025 23.58 26.82 
0.035 32.17 29.59 
47.5 19 
0.0564 
0.007 13.00 23.12 
0.019 30.4 26.63 
0.026 45.26 28.64 
0.107 
0.013 11.60 24.46 
0.026 24.23 28.57 
0.036 33.67 29.93 
 
5.3 Steady-State Temperature Distribution 
One of the main experimental aims of this work is to study the heat transfer characteristics 
of the three-phase direct contact condenser at steady state. This steady state represents the 
practical situation at which the column should be operated. Depending on the mass flow 
rate ratio, as discussed above, the temperature distribution along the column height could 
reach steady conditions within the experiments’ duration (200 s). Although there is a large 
data set available for each initial temperature of the dispersed phase and continuous phase 
mass flow rate, only three different dispersed phase mass flow rates are presented. In all 
figures, the inlet of the continuous phase is at 	T = 0 (top of the condenser), while its outlet 
at	T = 0.48	m (bottom of the condenser). The dispersed phase inlet point is at T = 0.48 m 
(bottom of the condenser), and its outlet at T = 0 (top of the condenser). 
The experimental results are shown in Figs. (5-7) - (5-21). It is obvious that the temperature 
of the continuous phase (cooling water) increases along its path through the direct contact 
condenser, from the continuous phase inlet at the top of the condenser towards its outlet at 
the bottom of the condenser. The temperature varies almost linearly along the height of the 
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column. Only one case has been shown to be inconsistent with this view, when the mass 
flow rate ratio has a large value (for example see Fig. (5-7) at R=31.028%, Fig. (5-8) at 
R=32.628% and Fig. ((5-17) for all R). This could be due to the end effect, which appears 
clearly in the transient temperature distribution, as discussed above. Also, at high dispersed 
phase mass flow rates, the probability of incomplete condensation of the bubbles is 
increased because of the thermal mass of the continuous phase at any time is insufficient to 
absorb the latent heat at a sufficient rate. This, of course, leads to a part of the dispersed 
phase escaping as a vapour, which leads to an energy loss and subsequently reduces the 
continuous phase outlet temperature.   
The mass flow rate ratio was again found to have a vital impact on the direct contact heat 
transfer process. In general, an increase of the mass flow rate ratio leads to an increase in 
the temperature of the continuous phase at all initial dispersed phase temperatures. For 
example, in Fig. (5-8), the outlet temperature of the continuous phase was 23.47℃, 25.55℃ 
and 28.73℃ for the mass flow rate ratio 11.186%, 18.178% and 32.628%, respectively. As 
mentioned in the previous section, this can be simply explained using an energy balance 
where the heat absorbed or lost through contacting fluids depends on their mass flow rates. 
On the other hand, the continuous phase flow rate was shown to inversely affect the 
temperature of the continuous phase outlet. For example, for the dispersed phase initial 
temperature 40℃ and nearly invariant dispersed phase mass flow rate, the exit temperature 
of the continuous phase was 24.8℃, 24.1℃, 21.68℃ and 20.6℃ for the continuous phase 
mass flow rate 0.0564	kg min⁄  , 0.107	kg min⁄  , 0.201	kg min⁄  and 0.286	kg min⁄  
respectively. The higher continuous phase mass flow rate, the higher the energy required to 
heat up.   Therefore, for a constant dispersed phase mass flow rate and temperature, a 
reduction in the energy content of the continuous phase, and consequently its temperature, 
inevitably occurs due to the energy balance, despite the liberation of the latent heat during 
the phase change process. However, in spite of the increase of the continuous phase mass 
flow rate necessary to enhance the direct contact condensation, the condenser output (outlet 
temperature of the continuous phase) is mostly still lower than its value at lower continuous 
phase mass flow rate. 
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As shown by the transient temperature distributions in the previous section, a large increase 
in the continuous phase temperature is seen in the first part of the direct contact column 
above the sparger, especially at a high mass flow rate ratio (for example, see Fig. (5-7) for 
R=31.028%, Fig. (5-8) for R=32.628%, Fig. (5-10) for R=11.4% and Fig. (5-12) for 
R=38.471%). After that, a steady increase in the temperature is shown towards the 
continuous phase outlet. In addition to the reasons that have been mentioned in the previous 
section, the small size of the orifices in the sparger plate used could be another logical 
reason for the high increase in the outlet temperature of the continuous phase. The use of a 
sparger with small diameter holes has the advantage of producing small bubbles which 
enhances the heat transfer process and results in a complete condensation over a short 
length of the column. On the other hand, it could cause undesirable flow patterns due to the 
bubbles coalescing immediately after the vapour injection. This, of course, reduces the 
interfacial area required for increasing the heat exchange between the contacting fluids. 
Therefore, this could be deemed as an acceptable reason for the decline in the outlet 
temperature of the continuous phase at high dispersed phase mass flow rates. 
From Figs. (5-7)-(5-21), it is clear that the dispersed phase outlet temperature (condensate) 
seems insignificantly influenced by the mass flow rate ratio. It is, in general, between 28℃ 
to 32℃. These temperatures were at the condensate removal points. The expected trend 
will be corrected via a model in next chapter. 
Figure (5-22) shows the effect of the dispersed phase initial temperature on the condenser 
output for three different mass flow rate ratios. It is evident that the continuous phase outlet 
temperature is only slightly increased due to the rise in dispersed phase initial temperature. 
This confirms that latent heat is the dominant factor through the direct contact condensation 
process.   
Finally, the error in the temperature of the continuous phase along the condenser due to the 
various sources of error has been calculated. In general, all data have a very low error, 
which gives a high confidence in the measurement.  In addition, at low dispersed phase 
mass flow rate, the error was less than the bias (systematic) error that was mentioned in 
Table (3-6). However, the maximum value of the error was ±1.8 ℃ at dispersed phase 
initial temperature 40℃ with continuous phase and dispersed phase mass flow rates of 
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0.107 kg min⁄  and 0.035	kg min⁄ , respectively. For a dispersed phase initial temperature of 
43.5℃, the maximum value was ±1.9 ℃ at continuous phase and dispersed phase mass 
flow rates of 0.0564	kg min⁄  and 0.0217	kg min⁄ , respectively. Finally, this value was ±2.5 
℃ for an initial dispersed phase temperature of 47.5℃ and at continuous phase and 
dispersed phasemass flow rates of 0.0564 kg min⁄  and 0.02	kg min⁄ , respectively.  
 
 
 
 
Figure 5-7: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature 	= 40℃ and a continuous phase mass flow rate,  = 0.0564 
kg⁄min. 
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Figure 5-8: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 40℃ and a continuous phase mass flow rate,  = 0.107 
kg⁄min.  
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Figure 5-9: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 40℃ and a continuous phase mass flow rate,  = 0.201 
kg⁄min. 
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Figure 5-10: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 40℃ and a continuous phase mass flow rate,  = 0.286 
kg⁄min. 
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Figure 5-11: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 40℃ and a continuous phase mass flow rate,  = 0.381 
kg⁄min. 
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Figure 5-12: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 43.5℃ and a continuous phase mass flow rate,  = 0.0564 
kg⁄min. 
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Figure 5-13: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 43.5℃ and a continuous phase mass flow rate,  = 0.107 
kg⁄min. 
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Figure 5-14: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature =43.5℃ and a continuous phase mass flow rate,  = 0.201 
kg⁄min. 
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Figure 5-15: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 43.5℃ and a continuous phase mass flow rate,  = 0.286 
kg⁄min. 
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Figure 5-16: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 43.5℃ and a continuous phase mass flow rate,  = 0.381 
kg⁄min. 
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Figure 5-17: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 47.5℃ and a continuous phase mass flow rate,  = 0.0564 
kg⁄min. 
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Figure 5-18: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 47.5℃ and a continuous phase mass flow rate,  = 
0.107kg⁄min. 
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Figure 5-19: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 47.5℃ and a continuous phase mass flow rate,  = 
0.201kg⁄min. 
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Figure 5-20: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 47.5℃ and a continuous phase mass flow rate,  = 0.286 
kg⁄min. 
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Figure 5-21: Steady temperature distribution of the continuous phase along the condenser for an 
initial dispersed phase temperature = 47.5℃ and a continuous phase mass flow rate,  = 0.381 
kg⁄min. 
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Figure 5-22: Effect of the initial dispersed phase temperature () on the continuous phase outlet 
temperature  . 
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5.4 Effect of Dispersed Phase Mass Flow Rate on the Temperature 
Distribution 
The previous results show clearly the linear temperature distribution in the continuous 
phase along the direct contact condenser. This could indicate that there is a uniform rate of 
condensation throughout the column. In addition, the dispersed phase mass flow rate and 
the continuous phase mass flow rate were found to have the most significant effect on the 
temperature of the continuous phase and consequently the direct contact condenser outlet 
temperatures.  
In this section, the effect of the dispersed phase initial temperature and flow rate on the 
temperature of the continuous phase along the direct contact column is considered. The 
temperature at each location within the column was taken at the end of each run, for three 
different initial dispersed phase temperature.    
Figures (5-23) to (5-25) show the variation of the continuous phase temperature along the 
direct contact column with the dispersed phase mass flow rate. It is clear that the 
continuous phase outlet temperature increases when the dispersed phase mass flow rate 
increases. Similarly to the end effect that appeared in sections (5-2) and (5-3) for the 
transient and steady state temperature distributions at high mass flow rate ratios, there is a 
case in which the continuous phase exits at a temperature lower than previous 
thermocouple reading at low continuous phase mass flow rate AL  = 0.0564 kg min⁄  and 
to a lesser extent at (0.107 kg/min) (see Figs. (5-23) to (5-25)). 
In general, a linear temperature distribution is shown in all of figures (Figs. (5-23) to (5-
25)), which indicates that there is a uniform rate of direct contact condensation process 
occurring throughout the column. This could also indicate an absence, or a small amount of 
back-mixing in the column, which agrees well with previous studies in a small diameter 
column (Wright, 1988). This is especially true when the column height to diameter ratio is 
more than 10. In the column used for this work, this ratio was 12. Additionally, the smooth 
temperature distribution might be as a result of latent heat dominance during the direct 
contact condensation process.   
Interestingly, the temperatures measured along the column seem linear at low continuous 
phase mass flow rates, while an apparent separation can be seen at high continuous phase 
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mass flow rates (Figs. (5-23) and (5-24), for	AL  = 0.201, 0.286	and	0.381 kg min⁄ ), where 
the column seems to be separated into three zones; a high temperature at the bottom zone of 
the direct contact condenser, a low temperature at the column top and an intermediate 
temperature zone in between. This column behaviour is less obvious at high dispersed 
phase initial temperature (Fig. (5-25)). This may be as result of high cooling caused by a 
high continuous phase mass flow rate, which extracts most of the dispersed phase energy 
within a short distance after vapour injection. The clear convergences between the 
temperatures measured by the upper and lower two thermocouples in the Figs. (5-23) and 
(5-24) might be due to the bubbles’ condensation process, which can be described by a 
three zone direct contact condensation model. These zones are the high heat transfer zone, 
the wake development zone and the mixing zone, which are discussed later. 
Finally, the errors in the continuous phase temperature, in most of cases, were greater than 
the thermocouples systematic errors. Table (5-3) shows the error of the continuous phase 
temperature along the three-phase direct contact condenser. 
 
Table 5-2: The maximum error in the continuous phase temperature results along the three-phase 
direct contact condenser 
℃    ⁄  Max. Error ℃ 
 
 
40.0 
0.0564 
0.107 
0.201 
0.286 
0.381 
±0.70 
±0.75 
±0.83 
±2.37 
±1.19 
 
 
43.5 
 
0.0564 
0.107 
0.201 
0.286 
0.381 
±1.98 
±0.13 
±0.70 
±0.54 
±0.25 
 
 
47.5 
 
0.0564 
0.107 
0.201 
0.286 
0.381 
±1.03 
±0.60 
±0.27 
±0.23 
±0.75 
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Figure 5-23: The temperature variation of the continuous phase versus the dispersed phase mass 
flow rate along the condenser for dispersed phase initial temperature = 40℃ and five different 
continuous phase mass flow rates. 
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Figure 5-24: The temperature variation of the continuous phase versus the dispersed phase mass 
flow rate along the condenser for dispersed phase initial temperature  = 43.5℃ and five 
different continuous phase mass flow rates. 
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Figure 5-25: The temperature variation of the continuous phase versus the dispersed phase mass 
flow rate along the condenser for dispersed phase initial temperature  = 47.5℃ and five 
different continuous phase mass flow rates. 
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5.5 Effect of Holdup Fraction on DCC Output 
Holdup fraction, or void fraction, represents the ratio of the dispersed phase volume to the 
total mixture volume in the column. However, it is directly proportional to the dispersed 
phase mass flow rate, i.e. an increase in the dispersed phase leads to an increase in the 
holdup fraction or void fraction, and consequently an increase in the continuous phase 
outlet temperature, as mentioned above. 
The holdup fraction was determined by a visualization technique, where the increase in the 
water level within the column is caused by the change of the dispersed phase mass flow 
rate. Therefore, the holdup fraction can be calculated using the equation: 
 = UUU                                                                                                                            ( 5-1) 
where 9 and 9 represent the original liquid height and the liquid height after the dispersed 
phase was injected. 
Figures (5-26) show the variation of the experimentally determined holdup fraction with 
dispersed phase mass flow rate at five different continuous phase mass flow rates and three 
different dispersed phase initial temperatures. From this figure, it is very clear that the 
holdup fraction increases when the dispersed phase mass flow rate is increased, while there 
is little dependency on the continuous phase mass flow rate. This can be reasonably 
justified by considering the change of mixture volume in the condenser as a result of the 
change of the dispersed phase. An increase of mass or volume rate of the dispersed phase 
normally leads to an increase in the holdup fraction according to Eq. (5-1) above. On the 
other hand, the level of the continuous phase in the condenser is constant during the 
experiments (for each run), although it has different mass flow rate. Therefore its effect is 
limited to impeding the upward motion of the bubbles in the column (did not appear within 
our experiment conditions), which does not tend to affect the mixture volume, at least to 
leading order. 
A very slight effect of the dispersed phase initial temperature on holdup fraction can be 
seen from the data presented in Fig. (5-27). This small effect might be characterized by two 
regions depending on the dispersed phase mass flow rate. In the first region when AL , ≤
0.025 kg min⁄ , the holdup fraction was noted to decrease with increasing the initial 
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temperature of the dispersed phase. While, in the second region AL , > 0.025 kg min⁄ , the 
holdup fraction seems to be increased with increasing the initial temperature of the 
continuous phase. This could be attributed to the fact that, at a low mass flow rate and a 
high initial dispersed phase temperature, a high condensation rate could be taken place. 
Subsequently, a fast reduction in two-phase bubble sizes will take place, which affects the 
volume that is occupied by the dispersed phase and finally reduces the holdup fraction. On 
the other hand, at a high dispersed phase mass flow rate, the convective condensation 
associated with the high dispersed phase initial temperature will be less, due to inadequate 
mass flow rate of the continuous phase, which results in a smaller effect on the two-phase 
bubbles size.  
Furthermore, the slight effect of the dispersed phase initial temperature on the holdup 
fraction, may be understood by a balance of two opposite effects. On one hand, it increases 
the volume of the dispersed phase in the condenser by increasing the size of the bubble 
formed at the sparger, while on the other hand, high convective condensation is associated 
the high bubble temperatures, which results in a rapid reduction of their volume. Clearly, 
these two effects are nearly balanced during the operation of the condenser.  
As mentioned above, the visualization technique was used to measure of the holdup 
fraction. This technique has an inevitable error when reading the level in the column 9.  
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Figure 5-26: The variation of holdup fraction with the dispersed phase mass flow rate for three 
different dispersed mass flow rates and five different continuous phase mass flow. 
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Figure 5-27: Effect of the dispersed phase initial temperature on the holdup fraction for = 40℃,    
43.5℃ and 47.5℃ and three different continuous phase mass flow rates. 
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It is evident that the dispersed phase mass flow rate has a considerable impact on the 
continuous phase outlet temperature. Therefore, it is expected that the holdup fraction will 
display a similar correlation with the continuous phase outlet temperature. However, Fig. 
(5-28) shows the variation of the continuous phase outlet temperature with holdup fraction 
at five different continuous mass flow rates and three different dispersed phase initial 
temperatures. It is obvious that the continuous phase outlet temperature increases with 
increasing the system holdup fraction. This behaviour is almost linear.  
In addition, the figure shows an inverse relationship between the continuous phase mass 
flow rate and its temperature outlet. The higher the continuous phase mass flow rate, the 
lower the continuous phase temperature outlet, which is consistent with the previous 
observations discussed above. This behavior is clearly noticeable at a dispersed phase 
initial temperature of 40℃  and is less pronounced at 43.5℃ and 47.5℃, especially at high 
holdup fraction. The maximum of other errors in the temperature of the continuous phase, 
which is reported as a non-linear behaviour of data were ±0.83℃ , ±1.23℃ and ±1.64℃ 
for dispersed phase initial temperatures 40℃, 43.5℃ and 47.5℃, respectively. 
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Figure 5-28: Effect of holdup ratio on temperature of the continuous phase for three different 
dispersed phase initial temperatures and five different continuous phase mass flow rates. 
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5.6 Volumetric Heat Transfer Coefficient 
Estimation of the volumetric heat transfer coefficient along the three-phase direct contact 
condenser was based on the temperature distribution measured along the condenser. 
Therefore, the height of the direct contact condenser is divided into four sub-heights or sub-
volumes, depending on the number of thermocouples. The volumetric heat transfer 
coefficient along the direct contact column can be estimated for each sub-volume 
depending upon the inlet and outlet temperature of dispersed and continuous phases. 
The difficulty in measuring the dispersed phase temperature along the direct contact 
condenser is solved by using an estimate based on the Antoine Equation. The local 
dispersed phase temperature, in accordance with the local saturation pressure is predicted. 
Subsequently, for each sub-volume, the inlet and the outlet dispersed phase temperature 
have been updated. Furthermore, the change in the dispersed phase mass flow rate AL , 
for each sub-volume due to the condensation progress along the direct contact condenser 
height is calculated using an energy balance. In this case the actual latent heat transfer 
along the condenser is updated too. 
Based on the following assumptions, a calculation procedure was created utilising an 
energy balance:  
• The sensible heat is small in comparison with the latent heat of the condensing 
vapour; therefore, it is negligible in the calculations. The saturation temperature $, of each column sub-volume is calculated depending on the local saturation 
pressure (Antoine Equation). 
• Both continuous phase and dispersed phase mass flow rates are assumed constant 
along the column. This is acceptable because of the constant holdup fraction along 
the column height, which has been demonstrated for a three-phase direct contact 
evaporator (Coban & Boehm, 1989; Jacobs & Golafshani, 1989)  
• The heat losses from the direct contact column to the environment are ignored. 
The procedure is based on a simple energy balance, exploiting the assumptions above. The 
simple energy balance for latent heat dominating in three-phase direct contact condenser is: 
K = AL 00$ − $ = AL ,ℎH                                                                                   (5-2) 
The volumetric heat transfer coefficient is obtained as: 
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/ = KO.∆M	∆.#                                                                                                             (5-3) 
Here ∆$:5 denotes the log-mean temperature difference for each sub-volume.  
Accurate prediction of / through the direct contact heat exchange process requires 
knowledge of the temperate profile and consequently the temperature driving force. This 
quantity, however, has a nonlinear distribution due to the back mixing and non-uniform 
size and distribution of the two-phase in the column. This can be eliminated by using the 
log-mean temperature difference. A first assumption of the log-mean temperature 
difference for this case might be written as:  
∆$:5 = VWX/0/
/0/
Y                                                                                                  (5-4) 
Assuming the dispersed phase at its saturation temperature (Sideman & Gat, 1966), these 
equations can be combined to give the volumetric heat transfer coefficient as: 
/ = 5L E"O.∆M 	ln U
#1 
#1 
2 
3"
 V                                                                                   (5-5) 
Figures (5-29) to (5-31) show the variation of the volumetric heat transfer coefficient along 
the direct contact condenser height at a constant continuous mass flow rate and dispersed 
phase initial temperature. The experimental data exhibited a steady decrease in the 
volumetric heat transfer coefficient along the column height, which agrees well with other 
experimental results that dealt with one-component direct contact condensation in a packed 
column (Monning & Numrich, 1999) and others. This can reasonably be accounted for by 
the heat transfer resistance that built up due to the gradual condensation of the bubbles 
along the column. The condensate layer is still confined within the mother bubble during 
the direct contact condensation, which leads to increased heat transfer resistance. However, 
the presence of non-condensable gas could be another reason for this decrease in / 
(Monning & Numrich, 1999). Furthermore, Figs. (5-29) to (5-31) give evidence that the 
volumetric heat transfer coefficient increased with increasing dispersed phase mass flow 
rate as well as increasing continuous phase mass flow rate.  
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The dependency of the volumetric heat transfer coefficient on the mass flow rate ratio for 
different initial dispersed temperatures is shown in Fig. (5-32). It is obvious that there is a 
linear effect of the mass flow rate ratio on / for all initial dispersed phase temperatures. 
An increase in / values is shown to correspond to increase the mass flow rate ratio. 
Initially at low mass flow rate ratio (low dispersed phase mass flow rate), the amount of 
thermal energy provided by vapour is not enough to raise the continuous phase temperature 
to a level which makes the difference in the driving temperature force sufficiently high. A 
higher mass flow rate ratio is shown to reduce the temperature driving force by enhancing 
the condensation process, consequently enhancing the volumetric heat transfer coefficient. 
The impact of continuous phase mass flow rate, however, is implicitly shown in Fig. (5-32), 
which is consistent with a justification mentioned above. 
The uncertainty of the volumetric heat transfer coefficient is calculated using the method 
suggested by Coleman and Steele (1999), and given in Appendix (C1). The results 
indicated that the uncertainty strongly depending on the continuous mass flow rate rather 
than other parameters, such as dispersed phase mass flow rate and log-mean temperature 
difference. Table (5-4) shows the uncertainty results in the volumetric heat transfer 
coefficient.
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Table 5-3: Uncertainty of the volumetric heat transfer coefficient of the three-phase direct contact condenser 
℃ R(%) 
Average 
Uncertainty 
(%) R (%) 
Average 
Uncertainty (%) R (%) 
Average 
Uncertainty 
(%) R (%) 
Average 
Uncertainty 
(%) R (%) 
Average 
Uncertainty 
(%) 
 
 
40 
16.134 
31.028 
49.645 
58.510 
66.595 
±0.921 
±0.502 
±0.332 
±0.288 
±0.250 
11.186 
13.983 
18.178 
22.373 
32.628 
±0.691 
±0.501 
±0.382 
±0.317 
±0.218 
7.318 
9.922 
13.693 
14.883 
19.051 
±0.590 
±0.411 
±0.264 
±0.263 
±0.191 
5.349 
7.447 
9.950 
10.560 
14.335 
±0.502 
±0.378 
±0.304 
±0.255 
±0.181 
4.810 
6.037 
7.427 
8.460 
9.366 
±0.538 
±0.367 
±0.300 
±0.260 
±0.226 
 
 
43.5 
15.319 
29.078 
37.234 
41.666 
52.766 
±0.931 
±0.507 
±0.402 
±0.372 
±0.302 
11.490 
17.340 
22.581 
26.712 
29.942 
±0.645 
±0.418 
±0.295 
±0.258 
±0.223 
8.131 
9.379 
11.411 
14.25 
18.61 
±0.481 
±0.424 
±0.346 
±0.242 
±0.174 
4.821 
7.521 
8.820 
10.492 
13.982 
±0.689 
±0.381 
±0.311 
±0.253 
±0.172 
3.94 
4.521 
5.073 
6.771 
8.374 
±0.696 
±0.562 
±0.498 
±0.334 
±0.252 
 
 
47.5 
 
25.372 
30.319 
35.460 
45.266 
54.414 
±0.566 
±0.470 
±0.398 
±0.331 
±0.278 
11.613 
16.931 
22.819 
26.725 
28.601 
±0.625 
±0.402 
±0.294 
±0.244 
±0.196 
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Figure 5-29: Experimental volumetric heat transfer coefficient along the direct contact condenser 
height for = 40℃ and five different continuous phase mass flow rates. 
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Figure 5-30: Experimental volumetric heat transfer coefficient along the direct contact condenser 
height for = 43.5℃ and five different continuous phase mass flow rates. 
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Figure 5-31: Experimental volumetric heat transfer coefficient along the direct contact condenser 
height for = 47.5℃ and five different continuous phase mass flow rates. 
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Figure 5-32: Experimental volumetric heat transfer coefficient versus mass flow rate ratio for three 
different initial temperatures of the dispersed phase and five different continuous phase mass flow 
rates. 
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5.7 Heat Transfer Rate per Unit Volume 
A calculation of the total heat transfer per unit volume throughout a three-phase direct 
contact condenser has been carried out. The calculation is based on the experimental 
temperture mesurements, and the previous experimental values of the volumetric heat 
transfer coefficient. 
Direct contact condensation utilising bubbles or drops offers a large interficial heat transfer 
area, and in general, the heat exchange process throught this area takes place by pure 
convection. Hence, the total heat rate per unit volume can be found via the well-known 
formula: 


= ∆                                                                                                                    (5-6) 
Where  and  denote the heat transfer rate and the direct contact condenser sub-volume, 
respectively. 
The axial distribution of the total heat transfer rate per unit volume along the column is 
shown in Figs. (5-33) to (5-35) for three different initial dispersed phase temperatures.  In 
all cases, the total heat transfer rate per unit volume, (independent of the mass flow rates) 
reaches its highest value from zero (at sparger surface) and falls to its minimum value in a 
location along the column (about 0.12 m), followed by a steady zone (independent of the 
mass flow ratio) and finally an unstable zone, which depends on the mass flow rate ratio. In 
the later zone, three possible behaviours appeared depending on the mass flow rate ratio 
(from low to high): a gradual decline to the top of the column, steady behaviour until the 
top of the column and finally an increase in the total heat transfer rate.  
According to the heat transfer process, it is reasonable to divide the direct contact column 
height into three distinct zones: the high heat transfer zone (convective condensation), the 
wake development zone (steady condensation) and the mixing zone (unstable zone).  
In the first zone, a sudden decrease in the total heat transfer per unit volume form  
maximum value will occur. The hot vapour bubbles move with a high velocity after being 
injected into the column due to the bouyancy force,
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minimum and the injection pressure is still effective. A thin boundary layer forms around 
them, and due to the high temperature difference and the low heat transfer resistance 
(condensate), rapid heat exchanges takes place. A considerable part of total heat transfer 
(Chen & Tan, 2003) occurs during the two-phase bubble formation period which is 
included within this zone. Therefore, a high heat transfer per unit volume is acheived at this 
zone which covers about 0.08 m of the entire column height. In the second zone, depending 
on the continuous phase mass flow rate, the total heat transfer per unit volume either nearly 
steady at   < 0.201 kg min⁄  or continuous deceasing at   ≥ 0.201 kg min⁄ . The 
bubbles will deccelerate due to the change in their densities as the liquid content of the two 
phase bubbles increases. The thin boundary layer and condensate will grow arround and 
within the bubbles, and will impede the heat exchange. This leads to a reduction in the heat 
transfer rate. It is clear that this zone covers the vast majority of the direct contact column’s 
height, especially at low and moderate mass flow rate ratios. The shorter this zone, the 
higher the direct contact condenser’s efficiency (increase the total heat transfer). The 
implementation of  packing meterials or baffles instead of a spray column could reduce the 
size of this zone and would potentially enhance the direct contact condenser’s performance. 
Finally, in the third zone the total heat transfer is strongly dependent on the mass flow rate 
ratio. Accordingly, there are three different cases for behaviour of the total heat transfer per 
unit volume in this zone. For a low mass flow rate ratio (low dispersed mass flow rate), the 
total heat transfer decreases along the column and it reaches its minimum value at the top of 
the column. This could be reasonably justified by insufficient dispersed phase (heating 
media) in comparison with the continuous phase (cooling media). This behaviour of the 
total heat transfer can be seen in all figures, for example in Fig. (5-33) ( = 40℃), at the 
mass flow rate ratio range 4.8% to 13.983%, while for  = 43.5℃  (Fig. (5-34)), it was 
with the range 3.935% to 13.986% and finally in Fig. (5-35) ( = 47.5℃), with the range 
range 3.98% to 13.223%. For a moderate mass flow rate ratio, the condensation process 
seems to reach a steady condensation, where the total heat transfer rate is steady along this 
zone until the top of the column. This could be attributted to an equivalence between the 
amont of the dispersed and the continuous phases, which sustains the direct contact 
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condensation along the condenser. From the figures (Figs. (5-33) to (5-35)), the steady zone 
can be seen in the mass flow rate ratio range 14.335% to 22.373% for  = 40℃	(Fig. (5-
33)), while it was with range 14.25% to 18.6% , for  = 43.5℃), (Fig. (5-34)) and finally 
it was very limited, since the mass flow rate ratio was only 15.628% for  = 47.5℃), 
(Fig. (5-35)). Finally, at a high mass flow rate ratios, the bubbles’ condensation could be 
incomplete. Therfore, the uncondensed vapour still has an amount of energy in the form of 
latent heat. This energy could be liberated due to further condensation in the upper regon of 
the column (increasing heat transfer), sebsequently the heat transfer will increase. The 
further liberation of latent heat in the upper part of the condenser could be a result of a 
relatively large bubble size produced by a high dispresed phase flow rate, which increases 
the probablity of bubble-bubble collisions. Therfore, bubbles break down and split into 
small vapour bubbles and liquid drops. This would  result in a distortion of the boundary 
layer and allow further bubble condensation by direct contact with cooling liquid. The mass 
flow rate ratios for this region can be seen in the range 31.03% to 66.6% for  = 40℃ 
(Fig. (5-33)), while it was 25.58% to 52.76% for  = 43.5℃ (Fig. (5-34)), and finally 
was 19.304% to 54.414% for  = 47.5,	(Fig. (5-35).  
The dependancy of the  heat transfer  rate per unit volume on the mass flow rate ratios 
(variable dispersed phase mass flow rate to a constant continuous phase mass flow rate), is 
shown in figure (Fig. (5-36)). The higher the mass flow rate ratio, the higher the heat 
transfer rate per unit volume. In addition to a  positive effect of the continuous phase mass 
flow rate on the heat transfer rate per volume can be seen in the same figures. This could be 
attributed by the complete condensation of vapour bubbles by adquite cooling phase, since 
most vapour energy is absorped by the cooling phase. 
The uncertainty in the heat transfer per unit volume is calculated (Coleman & Steele, 1999)  
and shown in Table (5-5) .The calculations are also given in Appendix (C2). 
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Table 5-4: Uncertainty of total heat transfer per unit volume of the three-phase direct contact condenser. 
℃ R (%) 
Average 
Uncertainty 
(%) 
R (%) 
Average 
Uncertainty 
(%) 
R (%) 
Average 
Uncertainty 
(%) 
R (%) 
Average 
Uncertainty 
(%) 
R (%) 
Average 
Uncertainty 
(%) 
 
40 
16.134 
31.028 
49.645 
58.510 
66.595 
±0.993 
±0.134 
±0.123 
±0.138 
±0.140 
11.186 
13.983 
18.178 
22.373 
32.628 
±0.880 
±0.228 
±0.061 
±0.087 
±0.128 
7.318 
9.922 
13.693 
14.883 
19.051 
±4.236 
±0.977 
±0.177 
±0.258 
±0.118 
5.349 
7.447 
9.950 
10.560 
14.335 
±3.840 
±1.107 
±0.561 
±0.210 
±0.108 
4.800 
6.037 
7.427 
8.460 
9.366 
±4.356 
±1.226 
±0.585 
±0.330 
±0.184 
 
43.5 
 
15.319 
29.078 
37.234 
41.666 
52.766 
±0.464 
±0.078 
±0.113 
±0.117 
±0.118 
11.490 
17.340 
22.581 
26.712 
29.942 
±0.734 
±0.186 
±0.085 
±0.111 
±0.131 
8.13 
9.37 
11.41 
14.25 
18.61 
±0.969 
±0.482 
±0.200 
±0.084 
±0.116 
4.82 
7.52 
8.82 
10.49 
13.98 
±11.478 
±0.528 
±0.241 
±0.190 
±0.104 
3.94 
4.50 
5.07 
6.77 
8.37 
±17.667 
±3.715 
±1.193 
±0.438 
±0.164 
 
47.5 
 
25.372 
30.319 
35.460 
45.266 
54.414 
±0.087 
±0.093 
±0.128 
±0.141 
±0.145 
11.613 
16.931 
22.819 
26.725 
28.601 
±0.421 
±0.098 
±0.103 
±0.131 
±0.137 
7.918 
10.567 
15.628 
17.711 
19.304 
±0.636 
±0.153 
±0.056 
±0.133 
±0.141 
4.730 
8.664 
9.335 
11.643 
12.587 
±2.286 
±0.166 
±0.143 
±0.089 
±0.101 
3.896 
5.674 
7.674 
11.28 
13.22 
±0.611 
±0.441 
±0.164 
±0.117 
±0.136 
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Figure 5-33: Total heat transfer rate per unit volume along the direct contact condenser height for  
= 40℃ and five different continuous phase mass flow rates. 
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Figure 5-34: Total heat transfer rate per unit volume along the direct contact condenser height for  
= 43.5℃ and five different continuous phase mass flow rates. 
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Figure 5-35: Total heat transfer rate per unit volume along the direct contact condenser height for  
= 47.5℃ and five different continuous phase mass flow rates. 
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Figure 5-36: Total heat transfer rate per unit volume versus mass flow rate ratio for three different 
initial temperature of the dispersed phase ℃ and five different continuous phase mass flow rates. 
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5.8 Direct-Contact Condenser Efficiency 
As mentioned above, the direct contact heat exchanger can save money, energy, and space 
because of its ability to transfer heat between contacting fluids without the need for 
separating metallic walls. The efficient implementation of the three-phase direct contact 
condenser requires a good knowledge of the impact of different operational parameters.  
The following expression is used to calculate the efficiency of the three-phase direct 
contactor (Tadrist, et al., 1991): 
efficiency	% = 
,	
× 100%                                                                                    (5-7) 
where ,  and ,	 represent the continuous phase outlet temperature, the continuous 
phase inlet temperature and the vapour’s saturation temperature respectively. Mass flow 
rate ratio has been found to be an effective operational parameter on the heat transfer 
characteristics of the three-phase direct contact (for example, see sections 5-2 and 5-3). 
The effect of the mass flow rate ratio, for three different initial dispersed phase 
temperatures, on the efficiency of the direct contact condenser is shown in Fig. (5-37). As 
shown in Fig. (5-37), the efficiency of the direct contact condenser increases with 
increasing the mass flow rate ratio. The higher the mass flow rate ratio, the higher the 
condenser efficiency. This could be a result of the high energy gained by the three-phase 
direct contact condenser  −  at a high mass flow rate ratio, which is noticed and 
discussed in the previous sections. Physically, the increase of the mass flow rate ratio 
means an adequate heating medium is available in the condenser, which results in 
enhancing the heat transfer process and subsequently increases the efficiency of the three-
phase direct contact condenser. Interestingly, and depending on the continuous phase mass 
flow, the dispersed phase mass flow rate required to approach a relatively high efficiency 
seems low. This, of course, affects the operational cost of the three-phase direct condenser, 
where the process finally will be carried out by a relatively small quantity of working fluid.  
Figure (5-37) also shows the effect of the continuous mass flow rate on the three-phase 
direct contact condenser. For a given mass flow rate ratio, the efficiency of the condenser 
increased with increasing the continuous phase mass flow rate. This could be because of the 
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efficient condensation process that is take place when a sufficient cooling water 
(continuous phase) is available. Otherwise, incomplete vapour condensation results in a 
reduction in the condenser efficiency. This dependency, however, was not purely linear, 
because a further increase in the continuous mass flow rate results in a decrease in the 
energy gained by the continuous mass flow rate, as shown and discussed before.   
Figure (5-38) shows the variation of the three-phase direct contact condenser efficiency 
with the temperature difference between the two-phases at their initial conditions and for 
three different continuous mass flow rates. A slight increase of the condenser efficiency 
with increasing initial temperature difference is shown. A higher initial temperature 
difference between the contacting fluids yields a high heat exchange, and raises energy 
absorbed by the continuous phase. Again it is quite clear that at a certain temperature 
difference, the efficiency of the direct contact condenser increases with increasing the 
continuous mass flow rate. The uncertainty of the three-phase efficiency is calculated for 
five different continuous phase mass flow rates and it was found to depend strongly on the 
continuous phase outlet temperature. 
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Figure 5-37:  Direct contact heat exchanger efficiency versus mass flow rate ratio for three 
different dispersed phase temperatures and five different continuous phase mass flow rates. 
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Figure 5-38: Efficiency of the direct contact heat exchanger versus initial temperature difference at 
constant dispersed mass flow rate and for three different continuous mass flow rates. 
 
5.9 Direct Contact Condenser Costing 
Besides the limitations of thermal energy extraction, the costs, both capital and operating, 
are another problem in the selection and use of the surface type heat exchanger. The high 
initial cost results from the large surface area required to overcome the low heat transfer 
rate, while the operational cost is mainly due to the expense of the continuous maintenance 
because of fouling and corrosion. Although such problems have been alleviated by different 
technologies, an increase in capital and operational cost would result. For example, 
specialist materials of construction, which are normally expensive, could be used. Further 
treatment of feed water using chemicals as corrosion inhibiters, which increases the 
operational cost, could also be pursued.  
The direct contact heat exchanger can potentially be used in fields where the surface type 
heat exchangers cannot be used. However, estimation of the direct contact condenser’s 
capital cost and comparison with the shell and tube type is very important to support this 
claim. Physically, the direct contact bubbles type or spray column condenser is largely the 
same as a pressure vessel, therefore the cost can be estimated using expressions for pressure 
vessels. In this context, Guthrie (1969) has suggested the following formula, which seems 
suitable and is based on the vessel size (height and diameter): 
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	$ = 	
&


 101.9		..                                                                         (5-8) 
where &, ,  and  denote the Marshall and Swift cost index, the column diameter, 
the column height and the correction factor respectively. 
The correction factor  depends on the column’s operational pressure and its construction 
materials, and it is given by: 
 =                                                                                                                           (5-9) 
For the purpose of comparison, a case is chosen where the column pressure is nearly 
atmospheric and the construction material is carbon steel, hence  = 1 (Guthrie, 1969). 
The Six-Tenths Rule can be used in the pricing of shell and tube heat exchangers (Remer & 
Chai, 1993). According to this Rule, the cost of a new equipment size can be found if the 
cost of same equipment but for a different size is available. The Six-Tenths Rule given by: 
 =  			

.
                                                                                                          (5-10) 
Where  is the cost of new equipment (shell and tube) of size , while  represents the 
cost of equipment of another size, . 
To update the shell and tube heat exchanger cost, the following expression is used (Ulrich, 
1984): 
 =  	

 
                                                                                               (5-11) 
Where I represents the cost index. In this case the Marshall and Swift index is used. 
Thus, the cost of chemical engineering equipment including heat exchangers is proportional 
directly to its size (heat transfer area) to the power 0.6. The heat transfer area can be 
calculated as: 
 = 
∆
                                                                                                                        (5-12) 
where ,  and ∆ represent the heat transfer rate, the heat transfer coefficient and the 
log mean temperature difference, respectively. 
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Accordingly, the heat exchanger cost can be written as:  
 = 	 
∆

. .                                                                                                     (5-13) 
where  denotes the proportional constant. 
The merit of the three-phase direct contact heat exchanger is its capability to offer a high 
heat transfer coefficient and therefore a low area and low cost. One way to compare the 
performance of two different types of heat exchangers is to compare the heat transfer 
coefficient  values. However,  is unbounded. The reciprocal of the heat transfer 
coefficient 1 ⁄  is another comparison and represents the resistance to heat transfer, and 
for an improved design, lies between the existing design value and zero, which is 
convenient for graphical comparison. Hence, it is useful to rearrange Eq. (5-13) as:  
	 .⁄ ∆

=


                                                                                                              (5-14) 
The results (Fig.(5-39)) indicate that the capital cost of the direct contact condenser 
depends upon the dispersed phase mass flow rate, where it is found to decrease with an 
increase in the dispersed phase mass flow rate. This could be attributed to the fact that with 
increasing the dispersed phase mass flow rate (heating media), the total heat transfer in the 
direct contact column is increased, accordingly the capital cost of exchanger decreased (see 
Eq. (5-14)). On the other hand, the capital cost estimation of shell and tube exchanger 
seems unaffected by the vapour or heating phase flow rate.  
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Figure 5-39: Direct contact condenser capital cost versus dispersed mass flow rate for three 
different dispersed phase initial temperatures and five different continuous phase mass flow rates. 
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calculated and shown by Fig. (5-40). It was found that this ratio increased with increasing 
the dispersed phase mass flow rate. No significant impact of the continuous phase mass 
flow rate on the cost ratio is clearly shown in the figure. Only at very low continuous mass 
flow rates   = 0.0564 kg min⁄ , does the ratio seem a bit lower than at other continuous 
phase mass flow rates, for an initial dispersed phase temperature 40℃.  
The effect of the initial dispersed phase temperature on the cost ratio is also evident the 
figure (Fig. (5-40)). Obviously, the effect of the initial dispersed phase temperature 
becomes significant with an increased dispersed phase mass flow rate. However, the initial 
temperature of the dispersed phase seems to have little effect at low to moderate dispersed 
phase mass flow rates   ≤ 0.025	 kg min⁄ 	. Its impact is more significant at a high 
dispersed phase mass flow rate   > 0.025	 kg min⁄ . The higher the initial dispersed 
phase temperature, the higher the cost ratio. Nevertheless, this increase in the cost ratio, in 
total, seems confined to the effect of the dispersed phase mass flow rate. 
 
 
Figure 5-40: Cost ratio versus dispersed mass flow rate for three different dispersed phase initial 
temperatures = 40℃, 43.5℃ and 47.5℃ and five different continuous phase mass flow rates 
  = 0.0564, 0.107, 0.201, 0.286	and	0.381	 kg min⁄ . 
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condenser, such as the continuous phase mass flow rate and the initial dispersed phase 
temperature. Although, the increase of the continuous phase mass flow rate results in 
enhancing the direct contact bubble condensation in the condenser, the increase in the total 
heat transfer is still limited and constrained by the dispersed phase mass flow rate. At the 
same time, such a rise in the total heat transfer might be balanced by an increase in the log-
mean temperature difference, which results from a high cooling rate. The results indicated 
(see sections above) that there is no substantial effect of the initial temperature of the 
dispersed phase on the heat transfer in the three-phase direct contact condenser, and latent 
heat is a dominant in such a process. Consequently, the effect of these parameters on the 
capital cost estimation of the direct contact condenser could be became an insignificant. 
This can be clearly shown by Figs. (Fig.(5-41) and (5-42)). 
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Figure 5-41: Direct contact condenser capital cost versus dispersed mass flow rate for three 
different dispersed phase initial temperatures  and five different continuous phase mass flow rates. 
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Figure 5-42: Direct contact condenser capital cost versus dispersed mass flow rate for five different 
continuous phase mass flow rates and three different dispersed phase initial temperatures. 
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5.10 Flooding Limit 
The experimental results for the time dependent temperature distribution during flooding of 
the direct contact condenser are shown in Figs. (5-43) to (5-45). It is clear that the 
temperature distribution along the direct contact condenser during flooding is homogenised 
as a result of a completely mixing column. The cooling water is stopped by the effect of the 
upward force produced by high vapour (dispersed phase) mass flow rate. 
Visually, flooding inception was preceded by a transition from large spherical to spherical 
cap bubbles, which ultimately developed into a long slug. The small column diameter, of 
course, helps to promote the long slug when the flooding limit flow rate is reached. As 
shown in the figures (Figs. (5-43) to (5-45)), the flooding inception strongly depends on the 
mass flow rate of both phases. However, at low continuous mass flow rate, the flooding 
inception initiates at low dispersed mass flow rate. Schematically Figs. (5-46) to (5-48) 
show the map of the two phases mass flow rates for non-flooding and flooding cases for 
three different dispersed initial temperatures (). It is obvious that the dispersed phase 
mass flow rate that can result in undesirable flooding in the three-phase direct contact 
condenser is increased with increasing the continuous phase mass flow rate. This could be 
justified by a principle of the force balance. The high continuous phase mass flow rate, for 
example, produces a high downward force which requires a high dispersed phase mass flow 
rate to balance this force and then lifts the continuous phase up where the flooding 
inception. However, the relationship between the continuous and dispersed mass flow rates 
seems nonlinear, as shown by Fig. (5-49). This figure (Fig.(5-49)) shows the relationship 
between the dispersed phase mass flow rate and the continuous phase mass flow rate for 
different initial dispersed phase temperatures, during flooding. This non linearity between 
the contacting fluids mass flow rates could be attributed to the large bubbles that were 
formed at a high dispersed phase mass flow rate. The large bubbles, however, are able to 
displace more liquid in the path of their motion (upward) than the small size bubbles. Due 
to the small column diameter flooding occurs at dispersed mass flow rate that more lower 
than the expected.  
Also, Fig. (5-49) shows that except at a high continuous mass flow rate (nearly 0.381 
kg min⁄ ), the initial temperature of the dispersed phase seems not to have a considerable 
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effect on the occurrence of flooding within the temperature range of the present 
experiments.  
Because of the difficulties in determining the exact point of flooding inception, the present 
experiments determined the average range at which the flooding could be initiated. In this 
context, more experiments are necessary to produce adequate data for confidently 
determining the flooding inception limit in the three-phase direct contact condenser. 
As shown in the Figs (5-43) to (5-45), the temperature distribution during flooding, tends to 
be uniform with time due to mixing of the cooling phase swept up by the dispersed phase. 
This, of course, is sufficient to change the heat transfer rate in the column and subsequently 
change the column’s performance indicator, i.e. the volumetric heat transfer coefficient. 
The volumetric heat transfer coefficient, however, increases with holdup fraction towards 
the flooding limit (Goodwin, et al., 1985).  
The effect of dispersed phase initial temperature on the inception of flooding was found to 
be insignificant at low continuous phase velocity v∗ ⁄ < 0.243 as shown in Fig. (5-51). 
This effect, however, seems more pronounced at high continuous phase velocity. This 
could be attributed to the fact that at low to moderate continuous phase velocity (mass flow 
rate), the convective condensation of bubbles in the condenser occurs at the same 
magnitude for each initial temperature. Subsequently, the two-phase bubble size on 
flooding inception will equalise for all initially dispersed phase temperatures considered.  
Due to the complexity of flooding phenomena, reliable prediction is still lacking at present. 
The most common correlation used is Hewitt and Wallis’s (1963) correlation (Eq. (2-105)), 
which was developed for an adiabatic system in a small diameter pipe. For a non-adiabatic 
system, especially for a steam-water system, Lee and Bankoff (1984) used the following 
correlation to include the effect of condensation on the dispersed phase (steam) superficial 
velocity. 
v!"
∗ = v!
∗ − 	#
#

.$ %&''(
)
v
∗
                                                                                   (5-15) 
Figure (5-52), shows the best fit of Hewitt and Wallis’s (1963) correlation that can be 
obtained for our system. It is clear that the values of Hewitt and Wallis’s correlation 
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constants m*	and	C*	 are greater that those found for an adiabatic system (air-water). 
However, the values were  m* = 2.64 and C* = 1.174, which agree with those obtained 
by Lee and Bankoff (1984) and by Guo and Jeong (2014) for steam-water and oil-water 
systems, respectively. 
The flooding phenomenon is strongly dependent upon the column or pipe diameter, height 
and the configuration of the inlet and outlet. Therefore, it is difficult to compare the present 
flooding result for a three-phase direct contact condenser with previous ones. Nevertheless, 
comparisons with two published data sets are shown in Figs. (5-53) and (5-54), for an oil-
water system in a vertical, small diameter tube (7 mm internal diameter) and with the data 
of Drosos et al. (2006) and Mashima (1984) (as cited by (Drosos, et al., 2006)) for air- 
water systems. It is clear that the present results give good agreement with Guo and Jeong 
(2014) over the entire continuous phase superficial velocity range. On the other hand, the 
present data show an acceptable agreement only at low continuous phase superficial 
velocity with Drosos et al. (2006) and Mashima (1984).   
Figures (5-54) shows the variation of the volumetric heat transfer coefficient for different 
initial dispersed phase temperatures  = 40℃, 43.5℃	and	47.5℃ and four different 
dispersed and continuous phase mass flow rates. A constant volumetric heat transfer 
coefficient along the direct contact column is clearly shown by the figure, where the 
column is completely flooded. This is noticed regardless of how much the initial dispersed 
phase temperature or the continuous phase mass flow rate is altered. Of course, higher 
continuous or dispersed phase mass flow rates lead to a higher volumetric heat transfer 
coefficient, which is clearly shown by the figures and agrees with previous observations 
(section 5-3). 
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Figure 5-43: Transient temperature distribution of the continuous phase along the condenser during 
flooding for an initial dispersed phase temperature  = 40℃. 
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Figure 5-44: Transient temperature distribution of the continuous phase along the condenser during 
flooding for an initial dispersed phase temperature  = 43.5℃. 
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Figure 5-45: Transient temperature distribution of the continuous phase along the condenser during 
flooding for initial dispersed phase temperature  = 47.5℃. 
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Figure 5-46: Map of mass flow rates investigated showing cases with and without flooding for 
initial dispersed phase temperature = 40℃. 
 
 
Figure 5-47: Map of mass flow rates investigated showing cases with and without flooding for 
initial dispersed phase temperature = 43.5℃. 
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Figure 5-48: Map of mass flow rates investigated showing cases with and without flooding for 
initial dispersed phase temperature = 43.5℃. 
 
 
 
Figure 5-49: Effect of dispersed initial temperature on flooding inception 
 
 
 
 
0
0.01
0.02
0.03
0.04
0.05
0.06
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
D
is
p
. 
P
h
a
se
 M
a
ss
 F
lo
w
 R
a
te
 (
k
g
/m
in
)
Cont. Phase Mass Flow Rate (kg/min)
Non Flooding Flooding
0.02
0.03
0.04
0.05
0.06
0.07
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
D
is
p
. 
P
h
a
se
 M
a
ss
 F
lo
w
 R
a
te
 (
k
g
/m
in
)
Cont. Phase Mass Flow Rate (kg/min)
Tdi=47.5 Tdi=43.5 Tdi=40
 
℃ ℃ ℃ 
Chapter Five                                                                                         Experimental Results 
             
212 
 
 
Figure 5-50: Experimental data of dimensionless gas velocity at flooding 
 
 
Figure 5-51: Experimental data of dimensionless gas velocity at flooding vs. prediction by Wallis 
(1963) correlations. 
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Figure 5-52: Comparison of the present experimental data of dimensionless gas velocity at flooding 
with Guo and Jeong (2014). 
 
 
Figure 5-53: Comparison of the present experimental data of dimensionless gas velocity at flooding 
with Drosos et al. (2006) and Mishima (1984). 
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Figure 5-54: Volumetric heat transfer coefficient of DCC during flooding inception for three 
different dispersed phase initial temperatures, four different continuous and dispersed phases mass 
flow rates. 
20
30
40
50
60
70
U
v
(k
W
/m
3
.o
C
)
mc(kg/min)=0.0564 and mv(kg/min)=0.39 mc=0.0564 and mv=0.04035
mc=0.10727 and mv=0.0458 mc=0.10727 and mv=0.0487
20
30
40
50
60
70
80
90
U
v
(k
W
/m
3
.o
C
)
mc(kg/min)=0.0564 and mv(kg/min)=0.0384 mc=0.10727 and mv=0.04395
mc=0.10727 and mv=0.04716 mc=0.20156 and mv=0.0531
20
30
40
50
60
70
80
90
0 0.1 0.2 0.3 0.4
U
v
(k
W
/m
3
.o
C
)
Z (m)
mc(kg/min)=0.0564 and mv(kg/min)=0.0354 mc=0.0564 and mv=0.0408
mc=0.10727 and mv=0.0454 mc=0.20156 and mv=0.05175
= 40℃ 
= 43.5℃ 
= 47.5℃ 
Chapter Five                                                                                         Experimental Results 
             
215 
 
5.11 Summary 
The experimental results for heat transfer in the three-phase direct contact condenser were 
presented in this chapter. These results indicated that the transient behavior of the 
temperature distribution along the condenser height was significantly affected by the mass 
flow rate ratio. An increase in the mass flow rate ratio resulted in an increase in the 
temperature along the condenser. It also led to increase the time necessary to reach a steady 
state operation. A considerable rise in the temperature was noticed in first 50 s from the 
beginning of the experiment before the value increase slowed somewhat. 
The steady operational condition was reached within 200 s, depending on the mass flow 
rate ratio. The temperature distribution along the condenser was seen to be almost linear. 
Again, a large increase in temperature was found in the first 0.1 m measured from the top 
of the condenser. In general, a linear temperature distribution along the condenser was 
obvious, and three regions in the column could be identified at a high mass flow rate ratio.  
The volumetric heat transfer coefficient was found to decrease with condenser height, and 
increase with an increase of the mass flow rate ratio. The continuous mass flow rate was 
found to positively affect the volumetric heat transfer coefficient, until it reached an 
optimal value.  
A high total heat transfer per unit volume was observed. The total heat transfer was seen to 
decrease with the condenser height in the first 0.08 m measured from the bottom, then 
either steady or continuing decrease depending on the continuous phase mass flow rate. 
After that, three possible behaviours of the total heat transfer were noticed, depending on 
the mass flow rate ratio: Further decreasing, steady and finally increasing.   
The efficiency of the three-phase direct contact condenser was also calculated. The mass 
flow rate ratio was found to significantly affect the condenser’s efficiency. Generally, a 
high or relatively high efficiency can be achieved with a relatively low mass flow rate ratio, 
which reflects on the condenser operational costs. The capital cost was calculated 
depending on the total heat transfer and the log-mean temperature difference. The 
condenser cost was found to depend on the dispersed phase mass flow rate. In comparison 
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to the cost of the corresponding shell and tube condenser, the cost of the three-phase direct 
contact condenser was found to be considerably lower (about 30 times less). 
Finally, the heat transfer during flooding was studied. It was noticed that flooding of the 
condenser is significantly determined by the mass flow rates of the contacting fluids. The 
higher the continuous phase mass flow rate, the higher the dispersed phase mass flow rate 
that results in flooding. A uniform time-dependent temperature distribution during flooding 
was seen. The volumetric heat transfer coefficient during flooding had a nearly linear 
behaviour along the condenser.  
Finally, in all results, no noticeable effect of the initial temperature of the dispersed phase 
on the different heat transfer factors studied was observed. This supports the assumption of 
latent heat dominating over sensible.………………………………………………………... 
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6.1 Introduction  
In this chapter, the theoretical models that were derived in chapter four are tested through 
comparison with both experimental results from this thesis and other experimental data and 
theoretical expressions available in the literature. These models include the calculation of 
the transient temperature distribution, the steady-state axial temperature distribution, the 
volumetric heat transfer coefficient, the total heat transfer per unit volume the radius of the 
two-phase bubble, the drag coefficient and the virtual or added mass.  
Only the model describing the transient temperature distribution along the three-phase 
direct contact condenser was evaluated numerically. The other models were developed 
analytically. Some assumptions have been made to simplify the complex heat transfer 
problems and these are discussed in chapter four. In general, all of the models show a 
reasonable agreement with experimental measurements. The discrepancy between the 
theoretical expressions and the experimental data are analyzed and presented.  
Finally, the new theoretical expressions developed in chapter four for the case of a single 
two-phase bubble, such as the convective heat transfer coefficient, the two-phase bubble 
size, the drag coefficient and the virtual mass, are compared with other relevant theoretical 
results.     
6.2 Transient Temperature Distribution 
The present model was developed to predict the outlet temperature of the continuous phase 
at a different mass flow rate ratios and initial dispersed phase temperatures. The final 
expression describing the variation of the temperature of the continuous phase (condenser 
output) with time was given previously (Eq. (4-127)), and it is reproduced below: 

	
= 2Γ 	 
 	



 	 +
+

Δ 1 −  +!
+,"#
ΓΔ.                                             (6-1) 
It is clear that this equation relies on the physical and the thermodynamic properties of both 
phases as well as on the velocity of the bubbles. In this context, the bubble velocity was 
represented by the initial bubble velocity, which was calculated using the relation given by 
Terasaka et al. (1999). By this relation it is possible to find the flow rate through a nozzle or 
orifice, by exploiting the condensate flow rate, as follows: 
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- = ++$                                                                                                              (6-2) 
where -,  ,  . and  are the vapour flow rate through orifice, the condensate 
density, the dispersed vapour density and the condensate flow rate respectively. 
In addition, the average two-phase bubble density   was calculated by: 
  = !  + 1 − ! .                                                                                                (6-3) 
where ! is the condensation ratio within the two-phase bubble. The solution of Eq. (6-1) 
was carried out numerically using MATLAB, utilising the parameters summarised in Table 
(6-1)  
 The time-dependent continuous phase outlet temperature was found to increase with time, 
and was affected by the initial bubble size (equation (6-1)). However, the initial bubble size 
cannot be measured directly and must therefore be calculated for each vapour mass flow 
rate by fitting the relevant experimental data given by Prakoso et al. (2001). It has also been 
noted that the effect of the void fraction on the continuous phase temperature at the outlet is 
small. The void fraction for each case was taken from the experiments. 
The difference in temperature between the dispersed and continuous phases, which 
ultimately derives condensation, is another important parameter that can determine the 
temperature at the outlet of the condenser. It has been shown experimentally that the 
condensate outlet temperature is almost constant, with a value of 28-32℃ depending on the 
mass flow rate ratio. A linear variation of dispersed phase temperature has been assumed to 
find the temperature difference appearing in equation above (using Eq. (4-144)). This linear 
variation can be shown to be very similar to the variation of the saturation pressure and 
hence boiling point due to the hydrostatic pressure variation along the column using e.g. the 
Antoine equation.   
To validate the present model, a comparison with experimental data is made in Fig. (6-1) to 
(6-3). The mass flow rate ratio used in this comparison is based on a constant continuous 
mass flow rate with a varying mass flow rate of the dispersed phase. Six different mass 
flow rate ratios were tested for each initial temperature of the dispersed phase. In 
accordance with the experimental results, the predicted outlet temperature increases with 
increasing mass flow rate ratio. This obviously due to the fact that at high mass flow rate 
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ratio (i.e. a high vapour mass flow rate), the amount of the heating phase entering the 
system per unit time will be high. Subsequently, conservation of energy implies an increase 
in the temperature of the continuous phase as a result of the liberation of latent heat as the 
condensation progresses. On the other hand, the model results were higher than the 
experimental data over the first 50s. This could be attributed to the complex phenomena 
occurring near the sparger. This unstable flow regime would affect the heat transfer 
mechanism during the experiments. This divergence increases with increasing the mass 
flow rate ratio, where the disturbed flow regime would be expected to grow. This was 
confirmed visually during the experiments. In some case, at a high mass flow rate ratio the 
region near the sparger seemed to be occupied almost entirely by vapour. In addition, the 
intense convective condensation in this zone due to a high temperature difference might be 
another reason for the discrepancy. 
 Generally, the model accurately predicts the experimental data for different cases studied 
with a maximum possible relative percentage difference shown in Table (6-2).  
 
 
Figure 6-1: Continuous phase outlet temperature versus time measured experimentally and 
calculated numerically via Eq. (6-1) for = 40℃ and three different mass flow rate ratios. 
18
20
22
24
26
28
30
32
T
co
( 
o
C
 )
R=18.17% 22.37% 38.22% Theor.
18
20
22
24
26
28
30
0 50 100 150 200
T
co
( 
o
C
 )
Time (s)
R=31 % 49.64% 66.60% Theor.
Chapter Six                                                              Theoretical Results & Models Validation 
    
221 
 
 
 
Figure 6-2: Continuous phase outlet temperature versus time, measured experimentally and 
calculated numerically via Eq. (6-1) for = 43.5℃ and three different mass flow rate ratios. 
 
 
 
Figure 6-3: Continuous phase outlet temperature versus time measured experimentally and 
calculated numerically via Eq. (6-1) for = 47.5℃ and three different mass flows rate ratios. 
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Table 6-1: Summary of the parameters used in the calculations of the transient temperature 
distribution. 
%&℃ 	 '
 	⁄  	 %
 	⁄  R%  (	 ⁄  )		 
 
 
40 
 
 
0.0564 
 
 
0.107 
0.0175 
0.028 
0.0375 
 
0.0195 
0.0237 
0.041 
31.0 
49.64 
66.6 
 
18.17 
22.37 
38.22 
0.029 
0.0389 
0.0551 
 
0.0322 
0.0389 
0.06 
5.85 
9.35 
12.53 
 
6.5 
7.92 
13.7 
1.63 
2.468 
3.17 
 
1.84 
2.151 
3.42 
 
 
 
43.5 
 
 
 
 
0.0564 
 
 
0.107 
0.00864 
0.0235 
0.031 
 
0.0123 
0.0253 
0.0351 
15.32 
41.6 
52.76 
 
11.49 
23.58 
32.77 
0.0146 
0.0386 
0.052 
 
0.0209 
0.0415 
0.06 
4.68 
7.85 
10.02 
 
5.41 
8.45 
11.73 
1.038 
2.136 
2.617 
 
1.31 
2.269 
2.993 
 
47.5 
 
 
 
 
0.0564 
 
 
 
0.107 
0.00735 
0.0171 
0.0255 
 
0.01245 
0.026 
0.0361 
13.0 
30.4 
45.26 
 
11.6 
24.23 
33.67 
0.0125 
0.0171 
0.0434 
 
0.0176 
0.035 
0.057 
4.21 
5.71 
8.52 
 
4.71 
8.69 
12.06 
0.943 
1.66 
2.284 
 
1.32 
2.32 
3.067 
 
Table 6-2: Maximum relative difference of the transient temperature distribution. 
Figure No. 
 =
	 %
	 '
× % 
Relative Error of ') 
Fig. 6-1 
18.17 1.79% 
22.23 -3.23% 
31.00 2.55% 
38.22 -3.00% 
49.64 -2.21% 
66.60 3.64% 
Fig. 6-2 
11.49 -3.45% 
15.32 -2.55% 
23.58 3.04% 
32.77 4.58% 
41.60 1.27% 
52.76 -1.16% 
Fig. 6-3 
11.60 1.99% 
13.00 -1.00% 
24.23 -6.80% 
30.40 4.12% 
33.67 -3.90% 
45.26 -9.40% 
Chapter Six                                                              Theoretical Results & Models Validation 
    
223 
 
6.3 Steady-State Temperature Distribution  
An analytical model for the steady-state temperature distribution along the three-phase 
bubble type direct contact heat exchanger was developed in section 4.8. The model is based 
on the energy balance over the two-phase bubbles while they are condensing in direct 
contact with a cooling or a continuous phase (water). Because of the complexity of such a 
process and absence of relevant theoretical expressions, the model involves the derivation 
of all effective parameters, which are needed for the prediction of the steady-state 
temperatures distribution along the three-phase direct contact condenser. For example, new 
expressions for the surface heat transfer coefficient, the relative velocity, the virtual or 
added mass and the drag coefficient for the swarm of two-phase bubbles were derived. A 
cell model with the assumption of a potential flow around a reference two-phase bubble is 
used and corrected by inducing a velocity correction factor to convert the problem to a real 
case, which is difficult to solve directly.   
Simple expressions have been developed for the variation of the steady-state temperature of 
the continuous and the dispersed phases along the height of the direct contact column. 
These expressions include the effect of the mass flow rates, the initial temperatures, the 
physical properties and system void fraction (holdup ratio). Because of the difficulty in 
measuring the dispersed phase temperatures, along the length of the direct contact column, 
the results that are given by the model are first compared to the measured profile of the 
continuous phase.  
The steady-state temperature distribution was the main target of the present research, 
therefore it is discussed in detail throughout this section. The comparison of the present 
model with the present experimental results included three initial temperatures of the 
dispersed phase, five continuous phase mass flow rates and at least three different dispersed 
phase mass flow rates, corresponding to the experimental results presented in chapter 5. 
However, each figure represents data for a single initial dispersed phase temperature, a 
single continuous phase mass flow rate, and three different dispersed mass flow rates. The 
results (Figs. (6-4) to (6-18)) show an increase in the temperature of the continuous phase 
with height. This increase is almost linear, especially at low mass flow rate ratios (achieved 
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via a low dispersed phase mass flow rate), except in the first part of the direct contact 
column (continuous phase entrance) where a notable increase in the continuous phase 
temperature is shown. This behaviour could confirm the large increase of the continuous 
phase temperature during first moments of the direct contact process, shown in the previous 
section. The linear continuous phase temperature behaviour is lost when mass flow rate 
ratio increased.  
The dispersed phase temperature is shown to decrease with the direct contact column 
height. This decrease is almost linear except at first centimetres of column height from the 
dispersed phase injection end. This could be attributed to the convective condensation that 
takes place in the lower part of the direct contact column where the bubbles are injected 
with a high velocity and the temperature difference is a largest. However, a sharp decrease 
of temperature of the dispersed phase is shown at first 0.1 m from the column bottom. This 
corresponds to an increase of the temperature of the continuous phase, which creates a 
minimum temperature difference between the two phases (pinch point) at height of about 
0.1 m for all cases studied. This temperature difference was shown to be minimised with 
increasing mass flow rate ratio. For example, it was found to be 10.57℃, 8.02 ℃ and 
7.702℃ at mass flow rate ratio 16.13%, 27.03% and 31.02% respectively (Fig. (6-4)). This 
trend can be generalised for all cases with different magnitude of temperature difference for 
other figures. 
The theoretical results give a logical prediction of temperature behaviour of the dispersed 
phase during direct contact condensation process. As shown by the results, a sharp decrease 
in the temperature of the dispersed phase occurs through first 0.1 m of the direct contact 
column height, followed by a very slow decrease for almost all of the column height. This 
supports the assumption that latent heat dominates in the process.  
In general, the present model satisfactorily predicts the non-linearity of the continuous 
phase temperature distribution along the column when the mass flow rate ratio has a high 
value due to a high vapour mass flow rate. In some cases, this indicates that the full steady-
state conditions might not be completely achieved because of incomplete bubbles 
condensation.  Nevertheless, the most important behaviour is predicted well, especially the 
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case of the dispersed phase where its temperature is difficult to measure experimentally. 
This outcome could be useful throughout the direct column design.  
It was found, according to the comparison with the experimental results, that the fluids’ 
mass flow rates and vapour hold up fraction have a significant effect on the condenser 
output (see Figs. (6-4)-(6-18)). These effective parameters (mass flow rate and hold up 
fraction) were selected from the experiments and entered into the analytical expression. An 
increase in the mass flow rate ratio (increase the dispersed mass flow rate and remains the 
continuous phase constant) results in an increase of the continuous phase outlet 
temperature. This could be reasonably justified by increasing of the heating source (vapour) 
within the direct contact column, as mentioned before. The energy balance assumes that all 
energy loses by one phase (dispersed phase) are completely absorbed by the continuous 
phase.   
The change of the holdup fraction value along the condenser is assumed to be constant 
because of small initial size of the bubble. This is consistent with other investigations that 
dealt with direct contact evaporator (Coban & Boehm, 1989; Jacobs & Golafshani, 1989). 
The comparison between the present analytical model and the experimental results, (see 
Figs. (6-4)-(6-18)) , shows that the agreement is improved by decreasing the mass flow rate 
ratio of each initial dispersed phase temperature. This is, however, accompanied with a 
reduction of non-linearity of the experimental data because of achieving the steady-state 
condition. 
Finally, an examination of the effect of varying the initial temperature of the dispersed 
phase shows that there is no substantial effect on the continuous phase outlet temperature 
(as shown in the previous chapter (Figs. (5-22)). This, again, indicates that latent heat is 
dominant in such a direct contact condensation process. This conclusion is clearly 
confirmed by all figures, where the trends of the temperature of the dispersed phase almost 
linear along the condenser.  
The maximum percentage relative deviation between the present model and the 
experimental data can be shown in Table (6-2). The maximum relative difference of the 
continuous phase side calculations was (17.03 %) at an initial vapour temperature of 
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47.5	°  and mass flow rate ratio of 9.33%, (continuous phase mass flow rate was 0.286 
kg min⁄ ). On the other hand, the minimum relative error for the temperature of the 
continuous phase was -1.072 % at an initial dispersed phase temperature 40	°	and mass 
flow rate ratio of 15.32 %, (continuous phase mass flow rate was 0.286 kg min⁄ ). 
 
 
 
 
Figure 6-4: Model validation for steady temperature distribution with the experimental data of = 
40℃ and continuous phase mass flow rate,  = 0.0564 kg⁄min. 
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Figure 6-5: Model validation for steady temperature distribution with the experimental data of = 
40℃ and continuous phase mass flow rate,  = 0.107 kg⁄min. 
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Figure 6-6: Model validation for steady temperature distribution with the experimental data of = 
40℃, and continuous phase mass flow rate,  =0.201 kg⁄min. 
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Figure 6-7: Model validation for steady temperature distribution with the experimental data of = 
40℃ and a continuous phase mass flow rate,  = 0.286 kg⁄min. 
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Figure 6-8: Model validation for steady temperature distribution with the experimental data of = 
40℃ and a continuous phase mass flow rate,  = 0.381  kg⁄min. 
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Figure 6-9: Model validation for steady temperature distribution with the experimental data of = 
43.5℃ and a continuous phase mass flow rate,  = 0.0564 kg⁄min. 
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Figure 6-10: Model validation for steady temperature distribution with the experimental data of  
= 43.5℃ and a continuous phase mass flow rate,  = 0.107 kg⁄min. 
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Figure 6-11: Model validation for steady temperature distribution with the experimental data of 
= 43.5℃ and a continuous phase mass flow rate,  = 0.201 kg⁄min. 
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Figure 6-12: Model validation for steady temperature distribution with the experimental data of 
= 43.5℃ and a continuous phase mass flow rate,  = 0.286  kg⁄min. 
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Figure 6-13: Model validation for steady temperature distribution with the experimental data of 
= 43.5℃ and a continuous phase mass flow rate,  = 0.381 kg⁄min. 
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Figure 6-14: Model validation for steady temperature distribution with the experimental data of 
= 47.5℃ and a continuous phase mass flow rate,  = 0.0564 kg⁄min. 
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Figure 6-15: Model validation for steady temperature distribution with the experimental data of 
= 47.5℃ and a continuous phase mass flow rate,  = 0.107 kg⁄min. 
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Figure 6-16: Model validation for steady temperature distribution with the experimental data of 
= 47.5℃ and a continuous phase mass flow rate,  = 0.201 kg⁄min. 
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Figure 6-17: Model validation for steady temperature distribution with the experimental data of 
= 47.5℃ and a continuous phase mass flow rate,  = 0.286 kg⁄min. 
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Figure 6-18: Model validation for steady temperature distribution with the experimental data of 
= 47.5℃ and a continuous phase mass flow rate,  = 0.381 kg⁄min. 
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Table 6-3: Maximum relative difference between the theoretical results and the experimental data 
of the steady-state temperature distribution. 
 	 
⁄  ℃ ℃ ℃ 
40  43.5 47.5 
% Error %  % Error % % Error % 
0.0564 
16.134 
27.041 
31.028 
-3.21 
-4.69 
-8.06 
15.319 
28.72 
38.47 
-1.07 
9.42 
-6.89 
25.372 
30.319 
35.460 
-5.83 
-3.96 
-8.17 
0.107 
11.186 
18.178 
32.628 
6.64 
10.56 
14.96 
11.490 
15.210 
17.340 
2.95 
4.949 
4.53 
11.613 
16.931 
24.23 
8.75 
5.71 
13.41 
 
0.201 
 
7.318 
9.379 
13.693 
3.65 
6.55 
16.48 
8.131 
9.38 
11.41 
7.84 
11.09 
13.03 
7.92 
11.01 
15.62 
10.80 
13.85 
15.21 
 
0.286 
 
5.25 
8.95 
11.4 
-1.58 
7.80 
13.19 
4.82 
6.18 
7.52 
4.73 
9.68 
9.46 
4.73 
8.66 
9.33 
7.12 
14.53 
17.04 
 
0.381 
4.81 
6.71 
8.48 
6.79 
11.71 
16.25 
2.38 
4.52 
6.8 
5.87 
5.12 
10.97 
3.9 
5.92 
6.86 
10.77 
8.97 
15.95 
 
6.4 Volumetric Heat Transfer Coefficient 
A model for the volumetric heat transfer coefficient in a three-phase direct contact 
condenser was developed analytically (Chapter 4, section (4.9)), to predict the variation of 
the volumetric heat transfer coefficient along the direct contact condenser at a different 
mass flow rate ratios and initial temperatures. The model is based on the surface heat 
transfer coefficient and the two-phase bubble diameters, Eq. (4-47) and Eq. (4-106) 
respectively. Similar to the experimental results obtained and given in Chapter 5, section 
(5.5), the results have been presented in three figures, depending on the initial temperature 
of the dispersed phase.  
As shown experimentally, the heat transfer coefficient increases with increasing mass flow 
rate ratio and decreases upon moving up the column (see Figs (6-19)-(6-21)). These figures 
compare the model with experimental measurements for three different dispersed phase 
initial temperatures and five different mass flow rate ratios.  
In general, a good agreement can be seen between the analytical results and the 
experimental measurements. The maximum divergence can be seen at the top of the direct 
contact column and is lower in magnitude at the vapour inlet at the bottom of the direct 
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contact condenser. This could be due to the fact that in the upper part of the condenser, 
complex fluid mechanics and heat transfer mechanisms interact. The two-phase bubbles 
will be almost drops and their velocities slow down considerably. Collisions between 
neighbouring bubbles and between leading and tracking bubbles inevitably take place. This 
further affects the bubbles velocity as well as increasing heat transfer as discussed in 
Chapter 5. Therefore, the model records a high divergence from the experimental 
measurements. The divergence of the model results from the experimental data at the 
bottom of the condenser could result from the unstable zone above the sparger. In this 
region, a range of bubble shapes and sizes could emerge due to the effect of injection 
pressure and any initial condensation. The heat transfer in this area should be unstable and 
faster than that higher up the column. The high temperature difference and bubble velocity 
in addition to minimum heat transfer resistance could be affecting the heat transfer. 
Subsequently, this may make the assumption of a spherical bubble shape outlined in the 
modelling, invalid in this region.  
 Interestingly, the divergence between the experimental results and the analytical prediction 
seems to be smaller at lower initial temperatures of the dispersed phase and lower 
continuous phase mass flow rates. This supports the hypothesis regarding the intensive 
condensation at a large initial temperature difference. 
Above this initial mixing zone, the agreement tends to be excellent between the present 
analytical model and the experimental results. It can be concluded that the present model is 
suitable to predict the volumetric heat transfer coefficient for a steady state direct contact 
condenser. 
The agreement between the model and experimental measurements seems to be poorer 
when the continuous phase mass flow rate is increased. This could be attributed to the fast 
convective condensation of bubbles. The applicability of the present model should be 
limited by the continuous phase mass flow rate ≤0.286 kg/min. The percentage relative 
difference between the model and the experimental measurements for different cases can be 
shown by Table (6-3).  
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Figure 6-19: Model validation for  with the experimental data of = 40℃, and five different 
continuous phase mass flow rates. 
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Figure 6-20: Model validation for  with the experimental data of = 43.5℃, and five different 
continuous phase mass flow rates. 
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Figure 6-21: Model validation for  	with the experimental data of = 47.5℃, and five different 
continuous phase mass flow rates. 
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Table 6-4: Relative error of the volumetric heat transfer coefficient. 
 	 
⁄  
℃ ℃ ℃ 
40  43.5 47.5 
% Error %  % Error % % Error % 
 
0.0564 
16.13 
31 
49.64 
58.51 
66.48 
3.25 
-6.14 
5.70 
4.96 
4.86 
15.32 
29.07 
37.23 
41.66 
57.76 
-2.26 
-8.19 
-3.82 
2.83 
-6.90 
25.37 
30.31 
35.46 
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54.41 
-5.94 
-8.20 
-8.03 
-14.18 
-8.30 
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6.5 Theoretical Results for a Single Two-Phase Bubble 
The present experimental data is concerned with the three-phase direct contact condenser, 
therefore, there is no data collected regarding the heat transfer of a condensing single two-
phase bubble. However, to validate the present models that were derived for the single two-
phase bubble, a comparison with other experimental data and models is carried out. In the 
following sections the validation of heat transfer coefficient in terms of Nusselt number, the 
two-phase bubble radius, the drag coefficient of the two-phase bubble and the added or 
virtual mass of a single bubble will be presented. 
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6.5.1 Heat Transfer Coefficient 
To verify the analytical model of the heat transfer coefficient in terms of Nusselt number, 
comparisons with available theoretical model and experimental data were made. Figures (6-
22) and (6-23) show a comparison between the present model results (Eq.(4-47) with 
" → 0) for the convective heat transfer coefficient in terms of Nu and the experimental 
results of Hegita et al. (1983) for two different fluids pairs: n-pentane-glycerol and 
methanol-silicone, respectively. It is clear, that Nu increases with increasing Pe, and the 
agreement between the two results is good at a high Pe for both systems. This is probably 
as a result of a potential flow assumption that is implemented in the present model which, 
of course, is more valid when bubbles move at a high velocity. The n-pentane-glycerol 
system recorded the better agreement. That could be due to the assumption of the same half 
opening angle or the same extent of condensation for both systems in the present model, 
while practically it is different, depending on the physical and thermodynamic properties of 
the contacting fluids. Figure (6-24) illustrates a comparison of the present model, Nu as a 
function of Pe, with experimental data given by Wanchoo and Sharma (1997) for the n-
pentane- water system. A good agreement has been achieved for all ranges of Pe, which 
indicates that the present analytical model is more suitable to the case of a low viscosity 
contacting fluids than high ones (as seen in the Figs. (6-22) and (6-23)).  
Further validation of the present model when " = 0, i.e. for a single bubble by 
comparisons with the available theoretical expressions, is shown in Fig. (6-25). The present 
model has a satisfactory agreement with a solid sphere correlation given by Clift, et al. 
(1978) and with the Lee and Barrow (1968) correlation for a rear of a solid sphere.  
The effect of the void fraction (holdup ratio) on the convective heat transfer coefficient is 
demonstrated in Fig. (6-26). An increase of Nu with an increase of the void fraction is 
shown clearly in this figure. This can be reasonably justified by the fact that at high holdup 
fraction, the mass of vapour per unit time will be high. Subsequently, the amount of energy 
exchange as a result of the direct contact condensation is high as well as to a high mixing 
caused by bubbles. 
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Figure 6-22: Comparison between present model results for Nu and the experimental results of 
Higeta et al. (1979) for the n-pentane-glycerol system. 
 
Figure 6-23: Comparison between present model results for Nu and the experimental results of 
Higeta et al. (1979)  for the methanol-silicone oil system. 
 
Figure 6-24: Comparison between the present model results and the experimental results of 
Wanchoo and Sharma (1997) for the pentane-water system. 
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Figure 6-25: Comparison between present model and different theories. 
 
Figure 6-26: The variation of Nu number with Pe number for a different void fraction value. 
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transfer process associated with the condensation of the two-phase bubble and the large 
number of parameters in such a process (Kalman & Mori, 2002) that can affect the 
prediction of the two-phase bubble. However, these expressions have a general from, which 
can be written as:  


= 1 − Θ	#$	%&.$	'/                                                                                                   (6-4) 
where Θ and ( are constants. Most of the investigators (see (Jacobs, et al., 1978; Jacobs & 
Major, 1982; Wanchoo, 1993)) have mentioned that ( = 
0
. On the other hand, different 
investigators have found different values for the constant Θ. The expression that was 
developed analytically in chapter four (Eq. (4-106)), is consistent with the general form 
above (Eq. (6-4)). 
 Figure (6-27) shows the comparison of the present analytical model for the two-phase 
bubble area and the experimental data of Sideman and Hirsch (1965) for two different 
initial isopentane bubble radii, 5.5 mm and 3.38 mm. A good agreement has been obtained 
for two cases during the condensation period of the two-phase bubble. Figure (6-28) 
represents the comparison of the time-dependent, dimensionless two-phase bubble radius 
with experimental data of Sideman and Hirsch (1965) and with the theoretical model results 
of Wanchoo (1993) when a single isopentane bubble with diameter 5.5 mm condensed in a 
stagnant water column. It can be seen from Fig. (6-28) that the present model agrees well 
with the numerical model (Wanchoo, 1993) and the experimental data of Sideman and 
Hirsch (1965), whereas it is divergent from the numerical results of Wanchoo (1993), 
which used a Stokes approximation. This could be because the condensation of small 
bubbles occurs quickly; therefore, the quasi-steady assumption might fail to predict the 
bubble size history. In addition the present model is built on the assumption of a potential 
flow configuration around the condensing bubbles, while a creeping flow is implemented in 
another (Wanchoo, 1993) and it is more likely to be correct for smaller bubbles which have 
low Reynolds number.  
A nearly identical agreement was obtained between the present model results and the 
numerical results of Jacobs and Major (1982), while a broad divergence from that of Jacobs 
et al. (1978) can be seen clearly in Fig. (6-29). The later model (Jacobs, et al., 1978) was 
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based on restricting assumptions, which might have caused this large divergence with other 
results.  
 
Figure 6-27: The variation of the two-phase bubble area with the time for isopentane-water system. 
 
Figure 6-28: The variation of dimensionless two-phase bubble radius with the dimensionless time. 
 
Figure 6-29: The variation of dimensionless two-phase bubble radius with the dimensionless time. 
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6.5.3 Drag Coefficient of a Swarm of Two-Phase Bubbles 
The theoretical results of the present analysis are tested by comparison with previous 
published experimental and theoretical data.  The merit of the present model is that it is a 
simple model which includes the effect of the change in the two-phase bubble's apparent 
viscosity, as a result of the on-going condensation process, by introducing the half opening 
angle. This effect is associated with the alteration of the density of the two-phase bubble 
and the liquid-vapour content within it. These changes can significantly affect the drag 
force acting on the two-phase bubble. 
As discussed already, all previous studies, which are relevant to the investigation of a 
hydrodynamics of condensation or evaporation of the two-phase bubble in an immiscible 
liquid, assumed the drag force to be that of a solid sphere or an inviscid bubble.  It is more 
appropriate to include the change in the drag force values by introducing the condensation 
progression, which can be found by using a half opening angle ()), which indicates the 
liquid - vapour content within the mother bubble or the progression of the condensation.  
Figure (6-30) shows the variation of the drag force with the half angle of condensation at 
different values of the viscosity ratio. It can be seen from Figure (6-30), that regardless of 
the viscosity ratio, the drag force is at its minimum value when β = 0 i.e. when the bubble is 
entirely vapour. As condensation progresses, the liquid content in the bubble increases and 
so consequently does β. As a result, the internal circulation pattern is changed and the drag 
force increases to the solid sphere value when β = 180°  (i.e. on complete condensation to a 
liquid bubble). Interestingly, the drag force is approximately constant at the solid sphere 
value for ) > 120°. It is also obvious that the drag force increases with increasing viscosity 
ratio, as a result of increasing the immobility of the two-phase bubble wall and the 
consequential decrease of the circulation inside the bubble. 
Therefore, the value of the drag force of the two-phase bubble is located between the 
inviscid bubble and a solid sphere values. These results are consistent with the experimental 
observation of Higeta et al. (1979).  
Figure (6-31) shows a comparison between the present model for two different viscosity  
Chapter Six                                                              Theoretical Results & Models Validation 
    
253 
 
ratios (0.0307 and 0.1689, calculated via Eqs. (4-65) and (4-66)), which correspond to two 
different values of β, (60°and 120° respectively), and the empirical correlation of the 
experimental data, which was derived by (Kalman & Mori, 2002) for 0.1 ≤ *& ≤ 200. The 
values of the drag coefficients from Kalman and Mori (2002) show excellent agreement 
with the present model when ) = 120°  over the whole range of Re considered. For  
) = 60° the present model predicts lower values for the drag coefficient than (Kalman & 
Mori, 2002) for low values of Re; however, for 4 ≤ *& ≤ 200, the predictions of the two 
models are virtually indistinguishable for any β.  
As can be seen from Fig. (6-32), there is some difference between our results and the 
empirical correlation of (Haas, et al., 1972), for a solid sphere, which was used by (Kalman 
& Mori, 2002) when they validated their results. For Re < 8, Haas et al.’s (1972) 
correlation suggests a lower value of drag coefficient than does our model. At large *& the 
probability of circulation within the bubble is increased. This means the drag coefficient 
will be lower than in the case of a solid sphere, and also the reduction in the drag 
coefficient with Re will be more significant than the case of a solid sphere, where no 
internal circulation can occur. Figure (6-33) includes the comparison of the present model 
with an empirical correlation for a solid sphere given by (Clift, et al., 1978). This 
correlation is used commonly in the study of two-phase bubble condensation in an 
immiscible liquid (e.g. (Moalem, et al., 1973)). A good agreement between two expressions 
can be obtained at Re > 1 and for ) = 120°, as shown clearly in the figure.  The greatest 
discrepancy clearly occurs for very small values of Re. 
Appearing in Figure (6-34) is the comparison of the present model with another two-phase 
bubble model called the “encapsulated bubble”. This model considers a gas bubble 
surrounded by a liquid shell. This structure is similar to that assumed by (Mahood, 2008) 
when studying the evaporation of a two-phase bubble in immiscible liquid media. A good 
agreement is evident, for  0.1 ≤ *& ≤ 45, between Eq. (4-76) and the experimental results 
of Kawano and Hashimoto (1992) for the encapsulated bubble. For Re > 100, the models 
diverge somewhat. The main reason for this divergence between the present model and 
those of the capsulated two-phase bubble may be due to the assumptions made about the 
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nature of such a bubble. The bubble size appears to be constant along its path and it has a 
constant rise velocity, which differs in our case. 
Figure (6-35) shows a comparison of the model proposed herein, with the experimental 
measurements of two-phase bubble condensation in an immiscible liquid, given by (Higeta, 
et al., 1979) for a pentane bubble condensing in glycerol. A good agreement is shown over 
the range of the Re considered for ) = 60°. Kalman and Mori (2002) measured the drag 
coefficient for a different fluid pair system (Figure (6-36)) over a wide range Re (100 ≤
*& ≤ 1500). The experimental results of (Kalman & Mori, 2002) show a satisfactory 
agreement with the present model (Eq. (4-76)) for *& ≤ 700. The reason for the 
discrepancy at higher Re may be the limitation of the Re correction factor (Eq. 4-74), which 
is valid for  *& ≤ 800. 
The model proposed in Eq. (4-76) clearly shows good agreement with previous 
experimental and numerical studies. A more detailed analysis of some features of the model 
can now be performed with greater confidence. To this end an examination to the effect of 
the half opening angle ()) on the drag coefficient, as a function of Re, has been made. This 
is shown in Figure (6-37). As expected, the drag coefficient increases as the half opening 
angle ) increases. The minimum value occurs when ) = 0 (inviscid bubble) whilst the 
maximum occurs when ) = 180° (solid sphere). Whilst β does not affect the order of 
magnitude of the drag coefficient, its effect is still significant. Finally, the effect of a void 
fraction of the system on the drag coefficient has been tested, as shown in Figure (6-38), for 
a constant value of ) = 120°. It is clear that the drag coefficient is increased by increasing 
the void fraction, which is consistent with other investigators' results (e.g. (Marrucci, 1965; 
Ishii & Mishima, 1984; Kendoush, 2001). It is also clear, through inspection of Figs. (6-37) 
and (6-38) that the presence of other bubbles (i.e. the void fraction) has a much greater 
effect on the drag coefficient than does the degree of condensation (i.e. β). 
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Figure 6-30: The drag coefficient as a function of β at different viscosity ratios. 
 
Figure 6-31: A comparison of the drag coefficient with the empirical correlation of Kalman and 
Mori (2002) for a single two-phase bubble condensing in an immiscible liquid. 
 
Figure 6-32: A comparison of the drag coefficient with the empirical correlation of Haas et al. 
(1972) for a solid sphere. 
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Figure 6-33: A comparison of the drag coefficient with the empirical correlation of Clift et al. 
(1978) for a solid sphere. 
 
Figure 6-34: A comparison of the drag coefficient with the experimental results of Kawano et 
al.(1992) for an encapsulated bubble 
 
Figure 6-35: A comparison of the drag coefficient with the experimental results of Higeta et al. 
(1979) for a single two-phase condensing bubble. 
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Figure 6-36: A comparison of the drag coefficient with the experimental results of Kalman and 
Mori (2002) of a single two-phase bubble. 
 
Figure 6-37: The effect of the condensation ratio inside a two-phase bubble on the drag coefficient 
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 Figure 6-38: The effect of the void fraction on the drag coefficient for   
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6.5.4 Virtual Mass 
Similarly to a drag coefficient, which is used widely in hydrodynamic calculations and 
measurements, the virtual mass coefficient is also used. It is well-known that the virtual 
mass of a single spherical particle is half of the mass of the surrounding fluid that is 
displaced by the particle. The case is more complex for a multi-particle system, which is 
generally modelled as a function of the system void fraction (hold up fraction). 
In the present model, an attempt is directed to find a simple expression for the virtual or 
added mass coefficient to correct the momentum equation that is used in calculation of the 
bubbles’ relative velocity. However, this model could be expanded to include the transient 
or the time dependent bubbles size, which is ignored.  
The validation is acheived throughout the derivation of the virtual mass coefficient by 
setting the system holdup ratio to zero, where the value of a spherical single bubble (0.5) is 
recovered. Nevertheless, in the absence of experimental data for added mass, the validation 
of the present formula is by comparison with the available models for 0 ≤ " ≤ 0.2. Five 
theoretical published models were selected for this purpose (Wijngaarden, 1976, p. &; Kok, 
1988; Biesheuvel & Spoelstra, 1989; Niemann & Laurien, 2001; Sankaranarayanan, et al., 
2002; Laurien & Niemann, 2004) (see Fig. (6-39)). It is obvious that the present model has 
the same trend that is followed by all expressions and it is within very good agreement with 
some models.    
 
Figure 6-39: The virtual mass coefficient as a function to the system void fraction, 
1. Laurien and Niemann (2004) and Niemann and Laurien (2001), 2.Sankaranarayanan et al. (2002), 
3. Kok (1988), 4.Biesheuvel and Spoelstra (1989) and 5. Wijngaarden (1976). 
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6.5.5 Summary 
Validation of the theoretical models that were derived in chapter four presented in this 
chapter. A numerical model for the outlet temperature of the continuous phase was solved 
and compared successfully to the experimental data. The model is based on the energy 
balance for separated two-phase flow and involved both the sensible and latent heat. The 
condensation ratio in the two-phase bubbles was included using existing correlation. A 
good agreement was obtained between the model prediction and the experimental data. 
An analytical model for the steady temperature along the condenser was derived for both 
continuous and dispersed phases. The model involved a new derivation of the surface heat 
transfer coefficient, the two-phase relative velocity, the drag coefficient and the virtual 
mass. The model predicted very well the temperature distribution of both phases. The 
model has predicted logically the temperature distribution of the dispersed phase, which is 
insufficiently measured during the experiments. A good agreement has been obtained 
between the model results and the data. 
Another analytical model was derived for the volumetric heat transfer coefficient. It was 
built on the surface heat transfer coefficient, which was already derived chapter and the 
two-phase bubble size. The results showed a good agreement between the model and the 
data for almost all tested cases excepted at a high continuous phase mass flow rate.   
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7.1 Introduction  
The aim of the present work was to study the heat transfer characteristics of a bubble type 
three-phase direct contact condenser, experimentally and theoretically. The study included 
the measurement and the prediction of the temperature distribution along the direct contact 
condenser during the transient and steady-state operational periods, the volumetric heat 
transfer coefficient, the heat transfer rate per unit volume, the direct contact condenser’s 
efficiency, the holdup fraction and the capital cost of the direct contact condenser. In 
addition, the heat transfer during the flooding of the column was investigated. Most of these 
parameters were theoretically modelled and validated by comparison with experimental 
data from this work and with other data and theoretical results available in the literature.   
7.2 Conclusions  
The experimental and the theoretical results of present study were given in chapters 5 and 6 
respectively. The main conclusions from each section of the work are summarised in the 
following sections.  
7.2.1 Transient Temperature Distribution 
In this section the transient temperature distribution along the three-phase direct contact 
condenser was studied out both experimentally and theoretically (numerically). The 
temporal variation of the continuous phase (water) temperature at five equally spaced 
locations along the condenser height were measured utilising five calibrated K-type 
thermocouples. A numerical analysis to predict the temperature of the continuous phase at 
its outlet location was developed and validated against the experiments.  
The results indicated that the temperature of the continuous phase increases with time and 
quickly reached its steady state value at a low mass flow rate ratio, while it rises faster 
when this ratio of mass flow rate becomes higher. The mass flow rate ratio was found to 
have a significant positive effect on the transient temperature distribution along the 
condenser. There is no significant effect of the dispersed phase initial temperature on the 
condenser (continuous phase) output temperature noted for the experimental conditions 
considered in the present work. Therefore, it is only important to inject the dispersed phase 
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at temperature above its saturation temperature to avoid local condensation. This is in 
agreement with the results for a three-phase direct contact evaporator (Brickman & Boehm, 
1994). Accordingly, the latent heat seems to be the dominant effect in a direct contact 
condensation process. A semi-static region at the bottom of the column can be seen at high 
mass flow rate ratio. This region is characterised by a spatial reduction in continuous phase 
temperature before the outlet of the column. Good agreement is achieved when comparing 
the present numerical results with the experimental data with a maximum percentage 
difference of 3.644%, 4.58% and 9.4% for initial dispersed phase temperatures of 40℃, 
43.5℃ and 47.5℃, respectively.  
7.2.2 Steady-State Temperature Distribution 
The main objective of this part of the present study was to find the steady-state temperature 
distribution along a direct contact three-phase condenser. Therefore, much attention has 
been directed to this parameter during the analysis of the results (see chapter 5 and 6). In 
addition, an analytical model has been developed to predict the continuous phase 
temperature distribution along the condenser. This model, indeed, involves many implicit 
effective parameters, which were newly derived.  
The results illustrated that the temperature of the continuous phase (cooling fluid) increased 
almost linearly with column height, especially at low mass flow rate ratios. This behaviour 
changed somewhat at high mass flow rate ratios. The most substantial increase in the 
temperatures was seen to occur (experimentally and analytically) in first 0.1 m of the 
continuous phase inlet.  On the other hand, a sharp decrease in the dispersed temperature in 
the first 0.1 m from its injection point (column bottom) is only predicted.  This is, of 
course, consistent with the previous observation regarding the transient temperature 
distribution above. In addition, the vapour hold up ratio and the mass flow rate ratio have a 
dominant effect on the direct contact condenser temperature output. Similar to the transient 
temperature distribution, the initial dispersed phase temperature is only important in 
ensuring that it is hotter than its saturation point to avoid local condensation. Accordingly, 
the latent heat seems to have dominated in this process. The minimum temperature 
difference between the two phases (pinch point) is initiated at the condenser bottom due to 
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the counter current flow configuration. This temperature difference was found to be 
decreased by increasing the mass flow rate ratio. 
Finally, the analytical model agreed well with experimental data for the temperature 
distribution of the continuous and dispersed phases. The maximum deviation in the 
temperature of the continuous phase between the present analytical model and the 
experimental data was 16.48%, 13.036% and 17.038% for dispersed phase initial 
temperature 40℃, 43.5℃ and 47.5℃ respectively.  
7.2.3 Holdup Fraction on DCC Output 
Holdup fraction (or void fraction) of the three-phase direct contact condenser has been only 
measured using a visualization technique. The effect of the dispersed phase mass flow rate, 
the continuous phase mass flow rate and the dispersed phase initial temperature on the 
holdup ratio was examined. Additionally, the effect of holdup fraction on the direct contact 
condenser output (temperature of the continuous phase) was studied. The holdup fraction 
was found to be increased by an increase in the dispersed phase mass flow rate. No 
significant effect of either the dispersed phase initial temperature or the continuous phase 
mass flow rate on the holdup fraction is noticed. On the other hand, the holdup fraction 
does significantly affect the direct contact condenser’s output. This impact is positive and 
almost linear. 
7.2.4 Volumetric Heat transfer Coefficient 
Measurements and an analytical prediction of the volumetric heat transfer coefficient along 
the three-phase direct contact condenser have been performed. The results have led to the 
conclusion that the volumetric heat transfer coefficient decreases gradually along the direct 
contact column’s height and is significantly influenced by the mass flow rate ratio. No 
substantial effect of the dispersed phase initial temperature on the volumetric heat transfer 
coefficient is shown, which confirms the previous conclusion that latent heat is dominant in 
the direct contact condensation. A good agreement has been achieved between the present 
analytical model and experimental data, especially at low continuous phase mass flow rates 
  = 0.0564	to	0.286	 kg min⁄ , while the model failed to fit the experimental data at 
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  = 0.381 kg min⁄ .This indicates that the analytical model is more suitable for the cases 
with a low to moderate continuous mass flow rate. 
7.2.5 Heat Transfer Rate per Unit Volume, DCC Efficiency and DDC 
Costing 
The overall heat transfer rate per unit volume, the direct contact efficiency and the capital 
cost of the three-phase direct contact condenser have been researched experimentally. The 
data showed that the total heat transfer per unit volume decreases with the direct contact 
condenser height. This is, generally, in accord with nearlly all observations regarding a 
single component condenser. However, this behaviour of the total heat transfer per unit 
volume is observed for all cases under consideration to be constrained to the first 0.12 m 
from the bottom of the colum. Then, depending on the mass flow rate ratio, it could 
coutinuin decreasing, remain steady or increase until the top of the column.  In all cases, the 
total heat transfer per unit volume increases with increasing the mass flow rate ratio with no 
considerable effect of  the initial temperature of the dispersed phase was seen. 
The effiency of the three-phase direct contact condenser was found to increase with an 
increase of the mass flow rate ratio and the initial temperature of the dispersed phase. 
Finally, a capital cost estimation of the three-phase direct contact condenser was carried out 
and compared with the corrosponding cost of a shell- and- tube heat exchanger. In general, 
the direct contact capital cost decreases with increasing the mass flow rate ratio. In 
comparison with the shell- and- tube condenser capital cost, the three-phase direct contact 
condenser is less expensive by a factor up to 30 times. 
7.2.6 Flooding 
It was reported that flooding is the main shortcoming that can hinder performance of the 
three-phase spray column direct contact heat exchanger. However, in the present study this 
phenomenon has not been substantially investigated. Only the transient temperature 
distribution, the simple flooding map and the volumetric heat transfer coefficient were 
considered. The detailed study of this undesirable phenomenon may require a much more 
in-depth study. According to the data that was obtained, the time-dependent temperature 
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distribution tends to be homogenised along the column after the onset of flooding. The 
visualisation study showed that flooding is preceded by the formation of large spherical, 
spherical-cap and finally slug bubbles. In addition, the dispersed phase mass flow rate 
required to create flooding is proportional to the continuous phase mass flow rate. The 
volumetric heat transfer coefficient increases towards the flooding inception and then 
decreases afterwards. 
7.2.7 Surface Heat Transfer Coefficient and Size of Two-phase Bubble in 
a Swarm  
The present experimental work was focused on the heat transfer in a real bubble type three-
phase direct contact condenser. All parameters under consideration were studied in a multi-
bubble system and therefore no attention has been paid to a single two-phase bubble. 
Consequently, and with an absence of data in the literature or theoretical results (for a real 
DCC), the need arises to validate the present expressions with the single two-phase bubble 
and then to use them for multi-bubbles (real or practical system). In general, good 
agreement has been obtained when comparing the present theoretical expressions of the 
surface heat transfer coefficient and the two-phase bubble radius with data and theoretical 
models available. The implementation of these expressions in the present study (multi-
bubbles or real system) has led to the conclusion that the convective heat transfer 
coefficient (surface type) and the two-phase bubble size (radius) are increased with 
increasing holdup fraction. In addition, the value of the half opening angle ) has a 
considerable effect on the convective (surface) heat transfer coefficient. The theoretical 
results of surface heat transfer coefficient in terms of Nusselt number was found to be 
increased with an increase of Peclet number and system void fraction.  
7.2.8 Two-Phase Bubbles Swarm Drag Coefficient 
A simple semi-analytical model for the drag coefficient of a two-phase bubble condensing 
in an immiscible liquid medium has been developed. In this model, the effect of the change 
of the liquid-vapour content has been introduced and its effect on the drag coefficient has 
been modelled and validated through comparison with experimental measurements and 
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theoretical predictions for single particles and multi-phase bubbles. According to the 
results, it can be concluded that assumption of the similarity between the stagnant-cap 
bubble mechanism and the liquid content development inside the mother bubble, seems 
reasonable for modelling the drag coefficient of a two-phase bubble condensation or 
evaporation in an immiscible liquid medium. It was found that the drag coefficient 
increases with increasing liquid content within the two-phase bubble. This is the first time 
such results have been reported. In addition, the drag coefficient was found to be increased 
with increasing progress of condensation as well as with void fraction. Finally, this model 
agrees with previously reported models for single bubbles or particles, but importantly can 
also describe the behaviour in a swarm of bubbles. This model is therefore more general 
than those reported previously.   
7.2.9 Virtual Mass 
A new virtual or added mass coefficient expression has been derived in the course of the 
modeling of the steady state temperature distribution along the three-phase direct contact 
condenser.  The testing of the model for the case of a multi-bubble situation is presented in 
chapter 6, after a validation of the expression by recovering the well-known virtual mass 
coefficient value for a single spherical bubble. The virtual mass coefficient of a swarm of 
constant size bubbles is significantly influenced by the void fraction. In general, it 
decreases with time for collapsing bubbles towards the value of a single spherical bubble. 
7.3 Future Work 
The experimental and the theoretical study of the heat transfer characteristics of  bubbles 
type three-phase direct contact condenser are carried out utilizing a laboratory scale 
exchanger. However, the following recommendations for future work should be useful for 
enhancing the results. 
• Study the effect of cooling phase (continuous phase) level in the condenser. This 
could considerably reduce the practical or active condenser height and subsequently 
reduced the capital cost of condenser. 
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• Study the effect of sparger configuration and orifice size that is used for injection 
the dispersed phase (vapour) on the overall heat transfer characteristic of the 
condenser. 
• Study the hydrodynamics, such as the flow patterns, total pressure drop, and 
bubbles dynamics during multi-bubbles or real three-phase condenser operation. 
• Measuring and predicting accurately the initial two-phase bubble size, two-phase 
bubble formation time and velocity, which affects the hydrodynamics and the heat 
transfer in the condenser.  This could be achieved by using a high speed camera. 
• Measuring the holdup fraction in the column using special devices, such fiber-
optical probe. 
• Study the other three-phase direct contact condenser, for example a packing column 
condenser and baffled condenser that could be more efficient than the present 
bubbles type condenser. 
• It is recommended to develop a special numerical analysis using CFD or finite 
element technique.  
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Appendixes 
Appendix (A): Calibration curves 
 
 
Figure A-1: Calibration curve of thermocouples 
 
 
Figure A-2: Rotameter calibration curve 
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Appendix (B): Time-dependent continuous phase temperature distribution along the three-phase direct contact 
condenser  
Table (B-1):  = 19℃, = 40℃	and r    = 0.0564  . 
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30.27 
30.82 
31.94 
18.84 
19.53 
20.90 
22.48 
23.55 
24.11 
25.09 
26.01 
26.60 
27.83 
28.2 
18.81 
19.20 
20.35 
21.62 
22.47 
23.32 
24.29 
25.37 
26.15 
26.67 
26.89 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
70.035 
19.10 
22.01 
24.67 
27.00 
28.66 
30.30 
31.29 
32.01 
32.02 
31.80 
32.37 
19.08 
23.52 
26.05 
28.56 
30.15 
31.96 
32.96 
33.56 
33.97 
33.96 
34.23 
19.25 
20.87 
22.48 
23.68 
25.83 
27.06 
28.19 
29.58 
32.73 
33.07 
33.65 
19.31 
20.21 
20.73 
21.41 
22.71 
23.62 
25.09 
26.13 
28.95 
31.21 
32.29 
 
 
71.542 
19.02 
23.03 
25.00 
26.23 
27.62 
28.45 
29.74 
30.48 
31.05 
31.40 
31.81 
19.07 
23.75 
26.10 
27.52 
28.98 
30.21 
31.37 
32.55 
33.09 
33.54 
34.02 
19.06 
20.67 
21.84 
24.13 
25.14 
26.73 
28.58 
30.08 
31.22 
32.5 
33.41 
19.08 
19.5 
20.69 
22.2 
23.32 
24.66 
26.08 
27.37 
38.93 
30.33 
32.13 
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Table (B-1): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 40℃	and    = 0.107


  
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
13.61 
19.08 
19.84 
21.26 
22.12 
22.49 
22.98 
23.39 
23.57 
23.92 
24.14 
24.26 
18.90 
19.52 
20.59 
21.42 
21.87 
22.24 
22.52 
22.93 
23.03 
23.43 
23.43 
18.85 
19.1 
19.23 
19.84 
20.17 
20.88 
20.93 
21.21 
21.65 
22.12 
22.30 
18.89 
18.99 
19.16 
19.5 
19.80 
20.02 
20.27 
20.33 
20.34 
20.66 
20.82 
 
 
13.983 
19.02 
20.19 
21.52 
22.21 
22.47 
22.89 
23.07 
23.35 
23.56 
23.94 
24.10 
19.03 
19.86 
20.94 
21.47 
21.85 
22.26 
22.60 
22.91 
23.29 
23.68 
23.84 
19.12 
19.49 
19.91 
20.35 
21.01 
21.13 
21.46 
21.49 
21.89 
22.17 
22.39 
19.05 
19.27 
19.47 
19.87 
20.22 
20.36 
20.55 
20.52 
20.75 
21.04 
21.03 
 
 
17.525 
19.01 
20.62 
22.70 
23.74 
24.09 
24.46 
24.73 
24.98 
25.03 
25.35 
25.48 
18.89 
20.25 
21.68 
22.89 
23.34 
23.89 
24.04 
23.97 
24.25 
24.53 
24.50 
18.87 
19.34 
20.03 
20.79 
21.23 
21.62 
21.94 
22.00 
22.26 
22.74 
22.90 
18.88 
19.00 
19.70 
20.44 
20.68 
20.86 
21.07 
21.61 
21.64 
21.79 
22.07 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
22.093 
19.01 
20.71 
22.53 
23.58 
24.04 
24.36 
24.72 
25.00 
25.43 
25.56 
26.04 
18.92 
20.29 
21.63 
22.93 
23.17 
23.26 
23.59 
23.93 
24.41 
24.70 
25.30 
18.97 
19.27 
20.07 
20.33 
21.17 
21.73 
21.83 
22.51 
22.54 
23.14 
23.71 
18.93 
19.02 
19.56 
20.03 
20.49 
20.62 
21.12 
21.27 
21.55 
21.72 
21.91 
 
 
42.696 
19.06 
24.44 
26.61 
28.64 
29.88 
31.52 
32.74 
33.91 
33.78 
33.68 
33.38 
19.03 
26.31 
30.21 
32.23 
33.70 
34.88 
36.00 
36.51 
36.21 
35.46 
35.11 
19.04 
22.30 
26.73 
30.10 
32.98 
34.53 
35.89 
36.45 
36.17 
35.45 
35.09 
19.11 
20.29 
23.04 
26.53 
31.17 
33.61 
35.22 
35.58 
34.58 
34.87 
34.53 
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Table (B-1): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 40℃	and    = 0.201


 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
9.35 
19.06 
20.01 
21.14 
21.64 
21.82 
22.03 
22.21 
22.53 
22.65 
22.77 
22.94 
18.91 
19.24 
20.21 
20.68 
20.78 
21.03 
21.27 
21.36 
21.41 
21.60 
21.65 
18.91 
19.09 
19.32 
19.69 
20.07 
20.28 
20.43 
20.39 
20.32 
20.49 
20.61 
18.93 
19.02 
19.16 
19.17 
19.38 
19.58 
19.70 
19.80 
19.80 
19.87 
20.03 
 
 
10.597 
19.34 
19.99 
21.01 
21.67 
22.28 
22.45 
22.82 
22.98 
23.56 
23.76 
23.81 
19.05 
19.83 
20.74 
21.51 
21.96 
22.35 
22.43 
22.71 
23.21 
23.49 
23.62 
19.05 
19.29 
19.75 
20.08 
20.58 
21.11 
21.12 
21.37 
21.55 
21.34 
21.48 
19.08 
19.20 
19.38 
19.73 
19.99 
20.46 
20.75 
20.99 
20.98 
21.13 
21.17 
 
 
13.731 
19.05 
20.07 
21.93 
22.95 
23.69 
24.50 
25.02 
25.15 
25.71 
25.88 
26.05 
18.99 
19.78 
21.30 
22.43 
23.14 
23.56 
24.26 
24.64 
25.08 
25.46 
25.77 
18.96 
19.07 
19.57 
20.27 
20.71 
21.26 
21.59 
22.06 
22.17 
22.56 
22.88 
18.94 
10.03 
19.18 
19.72 
20.08 
20.40 
20.74 
21.06 
21.17 
21.48 
21.66 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
14.427 
19.04 
20.10 
22.46 
23.81 
24.35 
25.01 
25.60 
25.99 
25.9 
26.42 
26.56 
18.98 
19.58 
21.54 
22.94 
23.38 
23.91 
24.44 
24.59 
24.94 
25.56 
26.04 
18.98 
19.13 
19.84 
20.48 
21.25 
21.53 
21.58 
21.88 
22.41 
22.45 
22.61 
18.91 
19.04 
19.23 
19.52 
19.93 
20.35 
20.53 
20.90 
21.09 
21.17 
21.68 
 
 
14.925 
19.09 
20.18 
21.98 
23.17 
24.06 
24.70 
24.96 
25.37 
25.79 
26.17 
26.55 
18.90 
19.65 
21.10 
22.36 
22.80 
23.75 
24.17 
24.52 
24.76 
25.01 
25.22 
18.91 
19.04 
19.82 
20.24 
20.82 
21.08 
21.56 
21.73 
21.98 
21.81 
22.06 
18.94 
19.02 
19.19 
19.65 
20.18 
20.41 
20.51 
20.73 
21.11 
21.18 
21.26 
 
 
19.104 
18.81 
19.51 
21.75 
24.07 
24.98 
25.68 
26.31 
26.57 
26.82 
27.42 
27.84 
18.57 
19.18 
21.12 
23.31 
24.02 
24.68 
25.23 
25.65 
26.13 
26.57 
27.28 
18.68 
19.12 
19.80 
20.69 
21.29 
21.83 
22.26 
22.58 
22.72 
22.93 
23.26 
18.78 
19.07 
19.16 
19.83 
20.51 
21.05 
21.37 
21.65 
21.94 
22.00 
22.60 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
22.388 
19.02 
21.71 
23.68 
24.71 
25.61 
26.26 
26.93 
27.92 
28.56 
28.93 
29.08 
18.91 
21.57 
22.89 
24.20 
24.88 
25.93 
26.65 
27.59 
28.03 
28.33 
28.69 
18.92 
19.39 
20.84 
22.43 
23.50 
24.39 
25.29 
26.07 
26.57 
26.93 
27.08 
18.87 
19.07 
20.39 
21.82 
22.79 
23.71 
24.60 
25.00 
25.28 
25.62 
25.95 
 
 
27.811 
19.23 
20.03 
22.29 
24.25 
25.62 
27.02 
28.31 
29.43 
30.39 
31.30 
32.11 
19.20 
20.75 
23.99 
27.03 
29.07 
31.18 
32.57 
33.50 
34.51 
35.24 
35.60 
19.21 
19.69 
21.58 
23.71 
25.97 
28.23 
31.39 
33.07 
34.17 
35.02 
35.44 
19.17 
19.46 
21.05 
23.06 
25.15 
26.76 
29.44 
32.18 
33.73 
34.72 
35.23 
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Table (B-1): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for  
 = 19℃, = 40℃	and    = 0.286


  
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
6.239 
18.95 
19.86 
20.58 
21.17 
21.31 
21.46 
21.58 
21.59 
21.58 
21.66 
21.72 
18.84 
19.44 
20.08 
20.38 
20.49 
20.65 
20.72 
20.92 
20.89 
20.96 
21.01 
18.81 
19.04 
19.03 
19.35 
19.42 
19.58 
19.58 
19.69 
19.80 
19.86 
19.91 
18.85 
19.04 
19.09 
19.07 
19.12 
19.14 
19.17 
19.18 
19.32 
19.43 
19.48 
 
 
7.447 
19.08 
19.76 
20.96 
21.41 
21.53 
21.79 
21.93 
22.15 
22.18 
22.18 
22.23 
18.97 
19.44 
20.36 
20.77 
21.09 
21.16 
21.29 
21.52 
21.44 
21.51 
21.55 
18.95 
19.32 
19.44 
19.52 
19.78 
19.85 
21.10 
20.24 
20.21 
20.37 
20.38 
18.90 
19.04 
19.15 
19.17 
19.25 
19.49 
19.53 
19.68 
19.72 
19.79 
19.87 
 
 
10.56 
19.02 
20.62 
22.05 
22.63 
23.18 
23.47 
23.78 
24.09 
24.29 
24.35 
24.60 
18.96 
19.96 
21.03 
21.53 
22.09 
22.34 
22.45 
22.74 
22.86 
23.01 
23.20 
18.93 
19.25 
20.19 
20.55 
21.09 
21.57 
21.74 
21.90 
22.08 
22.01 
22.06 
18.88 
19.07 
19.46 
19.95 
20.56 
20.89 
21.18 
21.27 
21.36 
21.39 
21.44 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
14.335 
 
19.01 
20.62 
22.83 
23.93 
24.84 
25.41 
25.64 
26.51 
26.77 
26.89 
27.35 
18.97 
20.03 
21.60 
22.53 
23.00 
23.66 
24.47 
24.96 
25.17 
25.34 
25.49 
19.12 
19.46 
20.26 
21.11 
21.56 
21.74 
22.19 
22.38 
22.78 
23.17 
23.34 
19.07 
19.22 
19.79 
20.31 
20.74 
21.15 
21.42 
21.83 
22.02 
25.57 
22.55 
 
 
19.335 
19.01 
21.76 
24.78 
26.18 
27.26 
28.05 
28.14 
28.79 
29.39 
29.69 
30.01 
19.04 
21.08 
23.37 
24.58 
25.45 
26.45 
26.38 
26.68 
27.39 
27.87 
28.07 
19.11 
19.74 
21.31 
22.30 
22.87 
23.53 
23.93 
24.56 
25.26 
25.31 
25.50 
19.07 
19.47 
20.53 
21.29 
21.95 
22.42 
23.26 
23.73 
24.08 
24.29 
24.28 
 
 
19.965 
19.07 
25.18 
27.28 
28.49 
29.52 
30.22 
31.03 
31.29 
31.81 
31.84 
32.19 
19.04 
25.77 
28.36 
30.35 
31.63 
32.65 
33.18 
33.62 
33.81 
34.16 
34.46 
18.92 
22.20 
25.26 
27.43 
29.49 
30.34 
31.04 
32.44 
32.90 
33.57 
33.83 
19.03 
20.75 
33.71 
24.94 
26.58 
27.61 
28.91 
29.99 
31.23 
32.23 
32.55 
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Table (B-1): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 40℃	and    = 0.381	


 . 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
6.693 
19.01 
19.95 
21.29 
22.16 
22.46 
22.79 
22.86 
22.95 
23.16 
23.27 
23.42 
18.99 
19.33 
20.24 
21.06 
21.19 
21.35 
21.43 
21.63 
21.61 
21.74 
21.85 
18.73 
19.08 
19.31 
19.77 
20.15 
20.19 
20.21 
20.38 
20.28 
20.26 
20.35 
18.82 
19.09 
19.10 
19.48 
19.67 
19.72 
19.84 
19.98 
19.98 
20.02 
19.96 
 
 
7.401 
19.02 
19.85 
21.57 
22.47 
22.62 
22.94 
23.22 
23.36 
23.44 
23.43 
23.66 
18.74 
19.60 
20.95 
21.67 
22.01 
21.83 
22.23 
22.29 
22.39 
22.52 
22.62 
18.86 
19.24 
19.83 
20.35 
20.61 
20.93 
21.06 
21.07 
21.15 
21.09 
21.09 
18.85 
19.08 
19.46 
19.82 
20.09 
20.06 
20.07 
20.19 
20.18 
20.27 
20.23 
 
 
9.238 
19.05 
20.61 
22.60 
23.26 
23.96 
24.58 
24.66 
24.71 
24.91 
25.23 
25.45 
18.97 
19.96 
21.11 
21.81 
22.35 
22.91 
23.30 
23.16 
23.78 
23.87 
24.05 
19.10 
19.33 
19.82 
20.62 
20.79 
21.19 
21.29 
21.80 
21.82 
22.02 
22.04 
19.03 
19.12 
19.54 
19.84 
20.13 
20.20 
20.38 
20.61 
20.72 
21.08 
21.10 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
11.811 
19.01 
20.49 
23.39 
24.73 
25.43 
26.25 
26.77 
26.88 
27.53 
27.60 
27.87 
18.87 
19.89 
22.17 
23.65 
24.61 
25.27 
25.66 
26.04 
26.21 
26.42 
26.60 
19.00 
19.44 
20.03 
20.88 
22.00 
22.17 
23.01 
23.10 
23.35 
23.59 
24.01 
18.94 
19.10 
19.70 
20.28 
20.81 
21.31 
21.65 
22.13 
22.24 
22.55 
22.48 
 
 
13.228 
19.08 
20.71 
23.77 
25.38 
26.16 
26.70 
27.18 
27.59 
27.93 
28.01 
28.20 
18.77 
20.30 
22.68 
24.32 
25.27 
25.74 
26.28 
26.36 
26.73 
27.01 
27.35 
18.86 
19.38 
20.70 
21.90 
22.59 
23.14 
23.49 
24.08 
24.32 
24.68 
24.88 
18.83 
19.03 
19.97 
20.72 
21.29 
21.88 
22.15 
22.50 
23.01 
23.22 
23.51 
 
 
16.246 
19.69 
20.92 
23.13 
24.76 
26.13 
27.16 
28.05 
28.88 
20.27 
29.67 
31.97 
19.06 
20.90 
23.53 
25.49 
26.40 
28.43 
29.17 
29.63 
30.30 
31.16 
32.44 
19.22 
19.65 
21.24 
22.64 
24.02 
25.00 
26.38 
27.10 
28.03 
29.39 
32.18 
19.28 
19.46 
20.66 
22.03 
23.23 
24.35 
25.17 
26.35 
27.51 
30.23 
32.04 
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Table (B-2): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 43.5℃	and    = 0.0564	


 . 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
29.078 
10.06 
20.81 
22.14 
22.60 
22.85 
23.72 
24.08 
24.40 
24.83 
24.88 
25.27 
18.93 
20.42 
21.42 
21.90 
22.49 
23.04 
23.56 
23.59 
24.02 
24.39 
24.93 
18.79 
19.30 
20.07 
20.57 
21.32 
21.49 
21.78 
22.28 
22.60 
23.27 
23.73 
18.81 
19.03 
19.53 
20.07 
20.57 
20.89 
21.33 
21.85 
22.19 
22.51 
22.92 
 
 
36.436 
19.05 
20.21 
21.18 
22.83 
23.63 
24.18 
24.57 
25.06 
25.64 
25.92 
26.42 
18.98 
19.67 
20.98 
22.35 
23.26 
23.92 
24.25 
24.67 
25.28 
25.86 
26.43 
18.93 
19.34 
19.82 
20.61 
21.47 
22.10 
22.71 
23.03 
23.74 
24.53 
25.24 
18.92 
19.08 
19.34 
19.9 
20.50 
21.10 
21.58 
22.19 
22.77 
23.20 
23.43 
 
 
37.234 
19.09 
20.43 
22.39 
23.31 
24.11 
24.81 
25.17 
25.59 
26.25 
26.45 
26.91 
18.69 
19.99 
21.52 
22.74 
23.48 
23.63 
24.97 
25.78 
26.45 
26.92 
27.23 
18.90 
19.26 
20.14 
21.00 
21.63 
22.32 
22.98 
23.97 
24.65 
25.28 
25.62 
19.03 
19.16 
19.64 
20.35 
21.03 
21.54 
22.48 
23.05 
23.72 
24.26 
24.60 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
68.085 
19.85 
22.01 
24.67 
27.00 
28.66 
30.30 
31.29 
32.01 
32.02 
32.80 
33.37 
19.24 
23.52 
26.05 
28.56 
30.15 
31.96 
32.65 
33.56 
33.97 
33.96 
34.23 
19.15 
20.87 
22.48 
23.68 
25.83 
27.06 
28.19 
29.58 
32.73 
33.07 
33.65 
19.10 
20.21 
20.73 
21.41 
22.71 
23.62 
25.09 
26.13 
28.95 
31.21 
32.29 
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Table (B-2): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 43.5℃	and    = 0.107


 . 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
26.66 
18.93 
20.41 
22.89 
23.86 
24.80 
25.24 
25.78 
26.41 
26.93 
27.32 
27.82 
19.03 
20.09 
21.81 
22.87 
23.83 
24.41 
24.84 
25.75 
26.47 
27.03 
27.30 
19.03 
19.11 
19.76 
20.80 
21.57 
22.39 
23.09 
23.64 
24.13 
24.91 
25.65 
18.86 
19.08 
19.36 
20.39 
21.09 
21.68 
22.45 
23.11 
23.24 
23.82 
24.23 
 
 
28.06 
19.03 
20.73 
22.70 
24.01 
25.12 
25.85 
26.22 
26.96 
27.50 
27.97 
28.25 
18.91 
20.26 
22.14 
23.17 
23.98 
24.93 
25.70 
26.52 
27.08 
27.66 
28.25 
19.95 
19.08 
20.11 
20.80 
21.68 
22.77 
23.24 
24.29 
25.03 
25.46 
25.95 
18.87 
19.08 
19.45 
20.68 
21.40 
21.94 
22.84 
23.15 
23.59 
24.34 
24.95 
 
 
29.924 
19.16 
20.66 
22.97 
23.92 
25.31 
25.99 
26.60 
27.16 
27.99 
28.66 
29.06 
19.03 
20.40 
22.60 
24.16 
25.33 
26.41 
27.02 
27.51 
28.29 
28.96 
29.18 
18.13 
19.77 
20.58 
22.09 
22.75 
23.79 
24.60 
25.48 
25.86 
26.45 
26.71 
19.18 
19.29 
19.86 
20.78 
21.55 
22.35 
23.22 
23.99 
24.62 
25.02 
25.22 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
41.018 
19.13 
21.14 
24.15 
26.09 
27.59 
28.61 
29.39 
29.75 
30.25 
30.62 
31.27 
19.13 
21.63 
25.20 
27.82 
29.65 
31.12 
31.80 
32.21 
33.09 
33.52 
34.16 
19.09 
19.62 
21.36 
23.22 
25.23 
26.75 
29.37 
30.80 
32.32 
33.20 
33.87 
19.02 
19.34 
19.94 
21.18 
22.59 
23.96 
25.50 
27.94 
30.43 
32.20 
33.03 
 
 
43.814 
19.07 
21.23 
24.35 
26.28 
27.53 
28.44 
29.46 
30.17 
30.11 
30.52 
31.09 
18.86 
20.96 
23.99 
26.48 
27.28 
29.21 
29.86 
31.16 
31.89 
32.66 
33.19 
18.87 
19.73 
21.07 
2.88 
24.69 
25.84 
26.95 
28.28 
30.22 
31.89 
32.59 
18.88 
19.23 
20.47 
21.78 
23.31 
24.57 
25.91 
26.48 
27.87 
29.72 
31.05 
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Table (B-2): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 43.5℃	and    = 0.201


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
10.447 
19.02 
21.07 
22.49 
22.94 
23.31 
23.92 
24.30 
24.36 
24.80 
24.75 
24.94 
19.08 
20.25 
21.23 
21.84 
22.27 
22.73 
23.08 
22.95 
23.34 
23.57 
23.58 
19.13 
19.90 
20.14 
20.81 
21.36 
21.56 
21.89 
22.11 
22.13 
22.16 
22.13 
19.08 
19.40 
19.61 
20.24 
20.73 
20.93 
21.10 
21.03 
21.17 
21.26 
21.14 
 
 
14.278 
19.14 
21.04 
23.28 
23.94 
24.75 
25.35 
25.73 
25.87 
26.43 
26.85 
27.33 
19.11 
20.92 
22.26 
22.84 
23.66 
24.23 
24.65 
25.13 
25.52 
25.75 
26.31 
19.03 
19.69 
20.52 
21.20 
21.76 
22.30 
22.91 
23.39 
23.64 
23.81 
23.92 
19.08 
19.23 
19.81 
20.70 
21.21 
21.64 
22.07 
22.49 
22.75 
23.21 
23.24 
 
 
17.612 
19.07 
21.27 
23.52 
24.89 
25.74 
26.26 
27.10 
26.62 
27.68 
27.87 
28.16 
18.99 
20.42 
22.59 
23.97 
24.96 
25.34 
25.84 
26.74 
27.28 
27.34 
27.83 
19.12 
19.45 
20.91 
21.80 
22.72 
23.09 
24.16 
24.34 
24.39 
24.76 
25.01 
19.01 
19.19 
20.25 
21.07 
21.82 
22.43 
22.93 
23.34 
23.70 
23.83 
24.16 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
18.656 
19.08 
21.31 
23.80 
24.98 
25.94 
26.48 
27.52 
27.91 
28.28 
28.70 
28.97 
19.06 
20.78 
22.70 
24.14 
24.88 
25.54 
26.64 
27.27 
27.80 
27.94 
28.48 
19.10 
19.73 
20.94 
21.79 
22.90 
23.68 
23.84 
24.44 
24.76 
25.35 
25.64 
19.04 
19.29 
20.35 
21.22 
22.01 
23.00 
21.29 
23.56 
23.98 
24.14 
24.49 
 
 
21.791 
19.09 
21.75 
23.73 
25.38 
25.88 
26.97 
27.57 
28.17 
28.64 
28.88 
29.51 
19.06 
21.14 
23.36 
24.35 
25.25 
26.28 
26.95 
27.65 
28.14 
28.56 
29.23 
19.11 
19.93 
21.09 
22.13 
23.32 
23.93 
24.65 
25.22 
25.79 
25.94 
26.79 
19.08 
19.41 
20.52 
21.47 
22.51 
23.14 
23.66 
24.23 
24.61 
25.05 
25.47 
 
 
41.418 
19.08 
21.79 
25.29 
26.99 
28.51 
28.97 
29.65 
30.41 
31.19 
31.85 
32.25 
18.89 
21.67 
25.64 
27.88 
29.28 
30.89 
32.29 
33.08 
33.61 
34.15 
34.49 
18.96 
19.44 
21.62 
23.92 
25.79 
27.72 
20.56 
32.22 
33.07 
33.78 
34.30 
18.87 
19.16 
19.96 
22.05 
23.85 
25.33 
27.76 
30.12 
31.95 
32.99 
33.79 
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Table (B-2): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 43.5℃	and    = 0.286


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
8.811 
19.01 
20.54 
22.31 
22.98 
23.28 
23.79 
23.90 
24.16 
24.37 
24.41 
24.71 
18.96 
19.62 
20.71 
21.44 
21.90 
22.18 
22.78 
23.19 
23.31 
23.49 
23.59 
18.92 
19.13 
19.46 
19.90 
20.21 
20.75 
20.78 
21.16 
21.29 
21.57 
21.97 
18.93 
19.05 
19.21 
19.56 
19.85 
20.18 
20.29 
20.58 
20.76 
20.93 
21.17 
 
 
9.965 
19.05 
20.39 
22.49 
23.38 
23.64 
23.98 
24.26 
24.69 
24.70 
25.07 
25.27 
18.94 
20.19 
21.85 
22.63 
22.85 
23.44 
23.55 
23.85 
24.34 
24.42 
24.79 
18.87 
19.23 
19.42 
19.84 
20.29 
20.79 
20.95 
21.13 
21.37 
21,52 
22.15 
18.92 
19.13 
19.35 
19.65 
19.98 
20.25 
20.39 
20.71 
20.80 
21.00 
21.50 
 
 
10.489 
19.03 
21.15 
22.84 
23.76 
24.40 
24.94 
24.90 
25.34 
25.37 
25.62 
25.87 
18.97 
20.42 
21.57 
22.46 
23.20 
23.47 
23.61 
23.85 
24.13 
23.62 
24.89 
18.92 
19.29 
19.91 
20.66 
21.10 
21.57 
21.80 
22.17 
22.24 
22.45 
22.48 
18.96 
19.12 
19.66 
20.05 
20.51 
20.70 
21.04 
21.17 
21.47 
21.52 
21.63 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
13.986 
19.04 
21.59 
24.06 
24.97 
26.08 
26.80 
27.12 
27.55 
27.81 
28.23 
28.24 
19.08 
20.78 
23.17 
24.38 
24.89 
25.25 
26.03 
26.42 
26.85 
27.38 
27.69 
18.93 
19.39 
20.37 
21.30 
21.58 
22.65 
22.90 
23.32 
23.76 
23.87 
23.95 
18.91 
19.16 
19.70 
20.33 
21.19 
21.55 
21.90 
22.30 
22.66 
22.76 
22.84 
 
 
15.384 
19.03 
21.44 
25.05 
26.57 
27.64 
28.37 
29.24 
30.09 
30.52 
30.41 
30.63 
18.93 
21.37 
24.7 
26.19 
27.57 
28.36 
29.06 
29.52 
29.87 
30.12 
30.29 
19.06 
19.7 
20.82 
21.83 
222.48 
23.26 
23.81 
24.83 
25.21 
26.14 
27.21 
19.02 
19.15 
19.78 
20.26 
20.61 
21.63 
22.23 
22.53 
22.94 
23.56 
23.97 
 
 
19.091 
19.02 
21.81 
24.70 
26.82 
28.18 
28.97 
30.03 
30.53 
31.38 
32.05 
32.15 
18.97 
20.96 
23.45 
26.46 
27.34 
28.23 
29.52 
30.52 
31.31 
32.10 
32.48 
18.97 
19.30 
20.62 
21.78 
23.43 
24.91 
25.72 
27.18 
28.46 
29.83 
31.18 
18.96 
19.07 
20.08 
21.18 
22.40 
23.54 
24.36 
24.65 
25.73 
26.15 
28.35 
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Table (B-2): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 43.5℃	and    = 0.381


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
3.937 
19.09 
19.75 
20.62 
20.84 
21.07 
21.12 
21.07 
21.06 
21.18 
21.09 
21.16 
18.97 
19.16 
19.65 
19.89 
20.02 
20.06 
20.04 
20.7 
20.14 
20.22 
20.01 
18.92 
19.08 
19.11 
19.16 
19.26 
19.25 
19.29 
19.21 
19.17 
19.19 
19.17 
18.86 
19.06 
19.09 
10.07 
19.12 
19.09 
19.08 
19.12 
19.11 
19.06 
19.05 
 
 
8.372 
18.97 
19.80 
21.16 
21.79 
22.06 
22.15 
22.16 
22.27 
22.31 
22.36 
22.31 
18.91 
19.37 
20.25 
20.61 
20.79 
20.81 
20.85 
21.02 
21.10 
21.14 
21.09 
18.94 
19.07 
19.19 
19.37 
19.53 
19.72 
19.76 
19.88 
19.94 
21.04 
19.97 
18.88 
19.02 
19.07 
19.23 
19.36 
19.49 
19.53 
19.52 
19.71 
19.69 
19.56 
 
 
10.971 
19.03 
20.72 
22.81 
23.76 
24.33 
24.51 
24.85 
25.11 
25.32 
25.45 
25.54 
18.89 
20.37 
21.66 
22.45 
22.88 
23.21 
33.31 
23.77 
23.79 
23.96 
24.23 
18.97 
19.12 
19.68 
20.22 
20.56 
21.04 
21.25 
21.32 
21.53 
21.77 
22.23 
18.89 
19.09 
19.21 
19.58 
20.19 
20.42 
20.59 
20.75 
20.97 
20.82 
21.40 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
13.097 
 
 
18.99 
20.86 
23.46 
24.99 
25.76 
26.46 
26.71 
27.01 
27.41 
27.85 
28.03 
18.86 
20.22 
22.27 
23.79 
24.56 
24.91 
25.72 
26.24 
26.43 
26.89 
27.07 
18.92 
19.18 
20.11 
20.48 
21.12 
22.17 
22.21 
22.53 
22.57 
22.69 
23.10 
18.87 
19.07 
19.62 
10.4 
20.55 
21.45 
21.41 
21.75 
21.89 
22.24 
22.31 
 
 
13.097 
19.11 
21.92 
25.01 
26.49 
27.35 
28.31 
28.53 
28.78 
29.35 
29.62 
29.94 
18.86 
21.28 
23.93 
25.42 
26.08 
27.27 
27.87 
28.00 
28.51 
28.90 
29.42 
19.08 
19.30 
20.63 
21.67 
23.15 
23.45 
23.87 
24.54 
24.72 
25.50 
26.07 
19.09 
19.14 
19.92 
20.95 
22.08 
22.24 
22.68 
23.61 
23.86 
23.80 
24.48 
 
 
16.798 
19.03 
22.88 
25.62 
27.53 
28.70 
29.91 
31.21 
32.38 
32.63 
32.99 
33.29 
18.94 
22.31 
24.71 
26.43 
27.92 
29.19 
31.32 
32.54 
33.03 
33.45 
33.66 
18.89 
19.50 
20.93 
21.33 
23.22 
25.21 
28.01 
30.11 
31.92 
32.82 
33.29 
19.08 
19.13 
20.04 
20.63 
21.96 
23.60 
25.22 
26.23 
29.41 
31.61 
32.45 
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Table (B-3): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 47.5℃	and    = 0.0564	


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
54.106 
19.08 
19.99 
21.61 
23.05 
24.07 
24.99 
25.78 
26.66 
27.53 
28.37 
29.23 
18.95 
20.17 
22.45 
23.79 
24.88 
26.21 
26.97 
27.92 
29.14 
29.94 
30.99 
19.10 
19.40 
20.31 
21.33 
22.15 
23.28 
24.05 
25.52 
26.44 
27.86 
28.72 
19.03 
19.31 
20.09 
21.16 
22.23 
23.13 
24.37 
25.03 
26.13 
26.54 
27.48 
 
 
58.51 
 
10.02 
21.04 
23.21 
24.67 
25.73 
26.89 
27.76 
28.93 
29.41 
29.88 
30.38 
19.01 
21.11 
23.68 
25.07 
26.04 
27.43 
28.44 
29.76 
30.64 
31.57 
32.11 
19.05 
20.87 
21.17 
22.66 
24.16 
25.20 
26.23 
27.79 
28.49 
30.10 
31.01 
19.03 
19.63 
20.73 
21,97 
23.18 
24.49 
25.71 
26.50 
27.73 
28.74 
29.72 
 
 
62.766 
19.07 
20.81 
22.53 
24.21 
25.44 
26.80 
28.49 
29.39 
29.96 
30.28 
20.50 
18.87 
21.06 
23.35 
25.22 
26.60 
28.49 
29.77 
30.92 
31.83 
32.45 
33.18 
18.95 
19.33 
20.83 
22.20 
24.18 
25.26 
26.63 
28.20 
29.30 
31.26 
32.66 
19.08 
19.36 
20.66 
21.79 
23.35 
24.56 
25.75 
26.78 
28.09 
29.48 
30.38 
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Table (B-3): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 47.5℃	and    = 0.107 


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
22.876 
19.10 
20.39 
22.81 
23.97 
24.75 
25.53 
26.08 
26.41 
27.16 
27.64 
27.92 
18.92 
20.12 
21.90 
23.16 
23.74 
24.43 
24.63 
25.40 
25.95 
26.25 
26.80 
18.96 
19.19 
20.41 
21.19 
21.84 
22.59 
22.82 
23.78 
24.42 
25.38 
25.60 
18.93 
19.11 
19.77 
20.59 
21.22 
21.71 
21.89 
22.56 
23.03 
23.48 
23.94 
 
 
26.708 
19.05 
20.93 
23.09 
24.14 
24.98 
25.83 
26.47 
27.38 
27.78 
28.29 
28.65 
18.94 
20.33 
22.12 
23.65 
24.30 
25.33 
25.94 
27.01 
27.48 
28.03 
28.34 
18.96 
19.43 
20.42 
21.59 
22.55 
23.14 
24.21 
24.69 
25.09 
25.87 
26.74 
19.10 
19.32 
20.05 
20.98 
21.93 
22.56 
23.43 
23.72 
24.19 
24.77 
25.02 
 
 
28.58 
19.08 
20.65 
22.74 
24.33 
25.21 
26.48 
27.05 
27.67 
28.21 
28.87 
29.48 
18.97 
20.56 
21.89 
24.05 
25.21 
26.01 
26.53 
27.32 
28.09 
28.53 
28.83 
18.93 
19.43 
20.53 
21.67 
22.76 
23.13 
24.15 
24.72 
25.54 
26.25 
27.36 
19.08 
19.17 
20.03 
20.90 
21.64 
22.37 
23.30 
24.14 
24.83 
25.21 
25.62 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
42.37 
19.08 
21.04 
24.28 
26.08 
27.73 
28.48 
29.69 
30.31 
30.46 
30.79 
31.23 
18.97 
21.43 
24.13 
26.17 
27.93 
29.26 
30.72 
31.65 
32.70 
33.42 
33.69 
18.95 
19.42 
21.08 
22.83 
24.17 
26.24 
28.03 
29.35 
31.64 
32.68 
33.31 
18.89 
19.17 
20.36 
22.12 
23.53 
25.21 
26.35 
27.58 
29.36 
31.21 
32.45 
 
 
50.34 
19.04 
21.69 
25.30 
27.21 
28.51 
28.90 
29.88 
30.57 
31.48 
32.39 
32.41 
18.96 
22.39 
26.85 
29.35 
30.79 
32.37 
33.52 
33.92 
34.89 
35.39 
35.42 
19.05 
19.69 
22.39 
25.05 
27.42 
30.99 
32.94 
33.72 
34.79 
35.35 
35.45 
18.96 
19.29 
20.97 
22.89 
25.62 
27.87 
31.17 
33.12 
34.24 
34.93 
35.12 
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Table (B-3): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 47.5℃	and    = 0.201


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
10.597 
19.14 
20.48 
2.33 
23.46 
24.22 
24.29 
24.73 
25.35 
25.56 
25.72 
25.97 
18.89 
20.27 
21.49 
22.54 
22.88 
23.53 
23.61 
24.00 
24.41 
24.59 
24.78 
18.88 
19.19 
20.04 
20.53 
21.02 
21.48 
22.05 
22.00 
22.44 
22.81 
2.95 
19.08 
19.15 
19.55 
19.93 
20.41 
20.68 
20.83 
21.14 
21.17 
21.51 
21.79 
 
 
17.761 
19.03 
21.14 
23.48 
24.83 
25.69 
26.68 
27.36 
28.07 
28.94 
29.57 
29.92 
18.95 
20.90 
23.25 
24.41 
25.53 
26.30 
27.11 
27.79 
28.45 
28.74 
29.01 
18.94 
19.31 
20.81 
22.08 
22.82 
23.51 
24.43 
25.37 
25.79 
26.59 
27.42 
18.92 
19.21 
19.82 
20.81 
21.98 
22.70 
23.56 
24.08 
24.32 
25.01 
25.27 
 
 
19.353 
19.10 
21.35 
24.20 
25.85 
27.11 
28.36 
28.98 
29.87 
30.45 
30.80 
31.14 
18.94 
20.44 
23.58 
25.31 
25.97 
27.46 
27.89 
29.11 
29.65 
30.01 
30.31 
18.96 
19.57 
20.75 
22.36 
23.94 
24.25 
25.17 
26.32 
26.92 
27.55 
28.06 
19.08 
19.26 
20.11 
21.38 
22.67 
23.16 
23.38 
25.16 
25.66 
26.22 
26.54 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
24.477 
19.02 
21.62 
24.63 
26.37 
27.42 
28.70 
29.25 
29.44 
30.30 
30.85 
31.92 
18.96 
21.75 
24.58 
26.85 
28.51 
29.56 
30.81 
31.94 
33.03 
33.35 
33.57 
18.97 
19.41 
21.84 
22.64 
24.39 
26.35 
28.06 
30.48 
31.77 
32.62 
33.24 
18.93 
19.11 
19.91 
21.61 
23.18 
24.49 
25.61 
27.57 
29.00 
30.89 
32.33 
 
 
24.701 
19.87 
21.85 
25.34 
27.06 
28.73 
29.66 
30.37 
30.45 
31.00 
31.62 
32.02 
18.96 
22.06 
25.49 
27.22 
29.03 
30.24 
31.01 
32.05 
32.87 
33.30 
33.71 
19.04 
19.92 
21.64 
23.81 
24.93 
26.20 
27.54 
30.30 
31.79 
32.63 
33.02 
19.07 
19.57 
20.83 
22.45 
23.73 
25.21 
26.54 
27.66 
29.11 
31.01 
32.05 
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Table (B-3): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 47.5℃	and    = 0.286	


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
6.42 
19.08 
20.15 
21.66 
2.43 
22.78 
23.08 
23.27 
23.39 
23.57 
23.58 
23.65 
19.93 
19.52 
20.41 
20.99 
21.35 
21.65 
21.93 
22.12 
22.31 
22.35 
22.39 
18.93 
19.07 
19.26 
19.66 
20.08 
20.23 
20.37 
20.56 
20.75 
20.93 
21.07 
18.94 
19.03 
19.18 
19.58 
19.74 
19.79 
19.96 
20.04 
20.37 
20.35 
20.29 
 
 
8.664 
19.08 
20.65 
22.32 
23.12 
23.71 
24.17 
24.42 
24.73 
25.15 
25.32 
25.71 
18.93 
19.62 
20.94 
21.87 
22.31 
22.67 
22.99 
23.24 
23.26 
23.57 
23.98 
18.92 
19.18 
19.76 
20.23 
20.67 
21.02 
21.18 
21.63 
21.96 
22.37 
22.64 
18.94 
19.02 
19.36 
19.88 
20.23 
20.45 
20.68 
21.09 
21.11 
21.41 
21.62 
 
 
9.031 
19.08 
20.81 
22.49 
23.58 
23.96 
224.34 
24.67 
24.90 
25.19 
25.37 
25.83 
18.94 
20.17 
21.33 
22.00 
22.26 
22.84 
23.07 
23.66 
23.78 
24.13 
24.31 
18.92 
19.14 
19.81 
20.23 
20.78 
21.29 
21.80 
21.93 
22.26 
22.47 
22.81 
18.96 
19.08 
19.47 
19.92 
20.35 
20.71 
21.01 
21.09 
21.43 
21.78 
21.86 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
11.643 
19.09 
21.13 
22.97 
24.48 
25.14 
25.84 
26.50 
26.93 
27.28 
27.61 
27.96 
18.93 
20.46 
21.95 
22.91 
23.54 
23.83 
24.41 
24.73 
25.32 
25.94 
26.40 
18.92 
19.30 
20.38 
20.97 
21.53 
22.47 
23.03 
23.29 
23.72 
23.94 
24.31 
19.01 
19.16 
19.77 
20.37 
20.73 
21.22 
21.79 
22.06 
22.71 
23.05 
23.35 
 
 
12.587 
19.08 
21.68 
24.23 
25.40 
26.42 
27.11 
27.60 
28.27 
28.44 
28.85 
29.04 
19.03 
20.71 
23.22 
24.19 
24.99 
24.99 
25.83 
26.23 
26.47 
27.01 
27.50 
19.03 
19.83 
20.62 
21.79 
22.30 
22.97 
23.43 
24.07 
24.31 
24.49 
25.08 
19.04 
19.53 
20.11 
20.85 
21.72 
22.06 
22.73 
23.10 
23.53 
23.79 
23.94 
 
 
13.951 
19.08 
21.46 
24.29 
26.02 
26.69 
27.62 
28.06 
28.59 
28.87 
29.45 
29.54 
19.09 
20.46 
23.37 
24.63 
25.23 
26.24 
26.89 
27.07 
27.42 
27.79 
28.03 
18.97 
19.47 
20.57 
21.56 
22.57 
23.47 
24.29 
24.81 
25.44 
25.83 
26.14 
19.02 
19.24 
20.18 
20.61 
21.01 
21.70 
22.49 
22.88 
23.21 
23.61 
24.24 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
17.727 
19.08 
22.81 
25.80 
28.14 
29.34 
30.27 
31.11 
31.99 
32.45 
32.90 
33.25 
19.07 
22.31 
25.12 
27.38 
28.83 
29.47 
30.74 
31.98 
32.51 
33.17 
33.42 
19.06 
19.87 
21.95 
22.83 
24.73 
25.77 
27.72 
29.09 
31.15 
32.38 
32.97 
19.04 
19.48 
21.02 
22.10 
23.54 
24.56 
25.57 
26.70 
28.47 
30.47 
31.90 
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Table (B-3): Time-dependent continuous phase temperature distribution along the three-phase direct contact condenser for 
 = 19℃, = 47.5℃	and    = 0.381


 
 
 %     %     %     
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
4.803 
19.02 
21.25 
22.36 
22.81 
23.10 
23.32 
23.37 
23.49 
23.63 
23.68 
23.66 
19.03 
20.83 
21.29 
21.61 
21.57 
21.67 
21.69 
21.87 
22.09 
21.89 
22.05 
19.03 
19.87 
20.09 
20.45 
20.28 
20.33 
20.41 
20.47 
20.49 
20.56 
20.79 
19.05 
19.31 
19.53 
19.68 
19.71 
19.73 
19.79 
19.78 
19.86 
19.96 
20.09 
 
 
6.141 
19.07 
20.60 
22.63 
23.14 
23.52 
23.69 
24.05 
24.22 
24.41 
24.32 
24.48 
18.94 
20.09 
21.23 
21.80 
22.30 
22.14 
22.43 
22.36 
22.57 
22.44 
22.67 
18.97 
19.22 
19.56 
20.04 
20.43 
20.73 
20.98 
21.26 
21.46 
21.63 
21.69 
19.05 
19.10 
19.38 
19.79 
20.12 
20.37 
20.63 
20.53 
20.82 
20.94 
20.95 
 
 
6.771 
19.04 
21.37 
22.82 
23.56 
23.83 
24.04 
24.10 
24.26 
24.50 
24.64 
24.84 
19.03 
20.49 
21.68 
22.35 
22.41 
22.57 
22.93 
22.92 
23.17 
23.46 
23.61 
19.03 
19.38 
19.61 
19.94 
20.08 
20.22 
20.40 
20.31 
20.67 
21.04 
21.25 
19.02 
19.38 
19.61 
19.94 
20.08 
20.22 
20.40 
20.37 
20.65 
21.04 
21.25 
0 
20 
40 
60 
80 
100 
120 
140 
160 
180 
200 
 
 
7.677 
19.04 
21.24 
23.70 
24.74 
25.01 
25.38 
25.73 
26.29 
26.37 
26.57 
26.63 
18.98 
20.71 
23.06 
23.59 
24.19 
24.41 
24.53 
24.77 
24.50 
25.04 
25.21 
18.97 
19.29 
20.13 
20.93 
21.10 
21.47 
21.89 
22.41 
22.38 
22.41 
22.87 
19.05 
19.29 
19.68 
20.01 
20.52 
20.60 
20.94 
21.01 
21.18 
21.73 
21.80 
 
 
11.286 
19.07 
21.65 
25.34 
27.19 
27.98 
28.84 
29.03 
29.65 
30.10 
29.94 
30.54 
18.89 
21.23 
24.52 
25.37 
26.44 
27.07 
27.47 
27.92 
28.13 
28.49 
28.85 
19.06 
19.56 
20.43 
22.10 
22.67 
23.52 
24.51 
24.69 
25.13 
25.86 
26.99 
19.01 
19.09 
19.45 
19.86 
21.04 
21.13 
21.78 
22.11 
22.59 
23.67 
24.27 
 
 
13.228 
19.07 
22.62 
25.89 
26.97 
28.15 
28.90 
29.41 
30.14 
30.52 
30.93 
31.27 
18.95 
22.00 
24.71 
25.81 
26.68 
28.06 
28.39 
29.18 
29.71 
29.84 
30.06 
18.94 
19.42 
21.18 
22.67 
23.25 
24.62 
24.99 
25.9 
26.48 
27.14 
27.83 
18.99 
19.15 
20.21 
21.48 
22.30 
23.28 
23.94 
24.62 
24.74 
25.44 
25.83 
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7.4 Appendix (C): Error Analysis 
7.4.1 Appendix (C1): Error analysis of volumetric heat transfer 
coefficient 
The general equation can be used to estimate  is: 
 =   ln ∆∆                                                                                                  (C1-1) 
Where R is the mass flow rate ratio, and: 
∆	
 =  −      
∆
∆ × 100 =
  +   			× 100                                                                (C1-2) 
using: 
 = 36℃   = 22.52℃  
∆	
 = 13.48℃     
According to calibration, the uncertainty of 		  is ±0.48℃ and ±0.44℃, 
respectively. 
Substituting in Eq. (C1-2) above, yields: 
∆
∆ = ±0.0237%  
Similarly, the uncertainty in the mass flow rate ratio (R) can be found using the following: 

  = 0.0564  
⁄   
  = 0.0091  
⁄   
Uncertainty in the measurement of continuous mass flow rate and dispersed phase mass 
flow rate according to the calibration curve were ±0.062 and ±0.11, respectively. 
Therefore, the uncertainty in the mass flow rate ratio is ±0.188 %. 
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Invoke Eq. (C1-1) to calculate the uncertainty of , assuming the uncertainty in   = 0 
and in ℎ = 0,	as: 
	
	 × 100 =
    + ∆
∆
 ∆

∆

 
			 		× 100  
Using the values calculated above, results in: 
	
	 × 100 = ±0.921%  
7.4.2 Appendix (C2): Overall heat transfer rate per unit volume 
∆ =  −  = 17.5  
∆ =  −  = 21                                                                                                                                                                                                                                                           
Uncertainty in ∆T and ∆T, using the general relation (C1-2) results in: 
∆
∆ × 100 =
∆  + ∆  			× 100                                                                (C2-1) 
where i represent 1 or 2 
According to calibration, the uncertainty of  ,  and  is ±0.48℃ and ±0.44℃ and 
±0.353℃, respectively. 
Using Eq. (C2-1), results in: 
∆
∆ × 100 =
.  +  .. 			× 100  
=±2.293% 
Similarly, ∆=±2.211% 
Total heat transfer rate per unit volume has been estimated using expression below: 

 =  . ∆                                                                                                                   (C2-2) 
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Similar to Eq. (C2-1), above, the uncertainty in the total heat transfer rate per unit volume 
can be written as: 
	
	 × 100 =
		  +  ∆
∆! ∆
∆!  + ""∆
∆
##"∆

∆

#  		× 100                           
∆ − ∆ = ∆ + ∆                       
Using the values above, results in: 
∆ − ∆ = 0.02293 + 0.02211    ∆ − ∆ = ±0.0318℃  
Now, the uncertainty in  is: 
	
	 × 100 =
 .$
%. + .$&.''% 		× 100 = ±0.2%  
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7.5 Appendix (D): Antoine Equation 
Antoine equation is an expression describes the relationship between pressure and 
temperature of a pure component. It can be written as: 
log  =  − (    
Where  is the saturation pressure in mmHg 
 is the saturation temperature corresponding the saturation pressure in ℃. ,	and	 are 
constants (not mentioned in nomenclature).  
Table (D-1) below gives the values of the constants for different pure components. 
 
Table (D-1): Value of Antoine Equation constant (Elliott & Lira, 1999) 
 
Component 
 
A B ℃ C ℃ TMin(oC) TMax(oC) 
methanol 8.08097 1582.271 239.726 15 84 
ethanol 8.1122 1592.864 226.184 20 93 
1-propanol 7.74416 1437.686 198.463 60 106 
1-propanol 8.37895 1788.02 227.438 -15 98 
2-propanol 8.87829 2010.33 252.636 -26 83 
1-butanol 7.81028 1522.56 191.95 30 70 
1-butanol 7.75328 1506.07 191.593 70 120 
1-butanol 7.36366 1305.198 173.427 89 126 
2-butanol 7.20131 1157 168.279 72 107 
1-octanol 8.366045695 2170.240258 205.9214296 55 150 
ethylene glycol 7.251620842 1448.565085 134.1182017 80 200 
methane 6.6438 395.74 266.681 -182 -158 
ethane 6.82915 663.72 256.681 -143 -84 
propane 6.80338 804 247.04 -108 -35.65 
n-butane 6.80776 935.77 238.789 -78 19 
n-pentane 6.85296 1064.84 232.012 -50 58 
n-pentane 6.87632 1075.78 233.205 -50 58 
n-hexane 6.87601 1171.17 224.408 -25 92 
hexane 6.91058 1189.64 226.28 -30 170 
n-heptane 6.89677 1264.9 216.544 -2 123 
heptane 6.89386 1264.37 216.64 -3 127 
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n-octane 6.91868 1351.99 209.155 19 152 
n-nonane 6.93893 1431.82 202.11 39 178 
n-decane 6.94363 1495.17 193.858 58 203 
decane 7.44 1843.12 230.22 17 174 
cyclohexane 7.264753377 1434.148339 246.7206925 6.7 80.7 
cyclohexane 6.85146 1206.47 223.136 7 81 
methylcyclohexane 7.1161 1444.59 240.184 -3 100 
isopentane 8.1122 1592.864 226.184 20 93 
toluene 6.95087 1342.31 219.187 -27 111 
benzene 6.87987 1196.76 219.161 8 80 
m-xylene 7.00909 1462.266 215.11 29 166 
o-xylene 7.00154 1476.393 213.872 63 145 
p-xylene 6.99053 1453.43 215.31 27 166 
acetone 7.6313 1566.69 273.419 57 205 
acetone 7.11714 1210.595 229.664 -13 55 
acrolein 7.06691 1204.95 235.35 -65 53 
ethyl acetate 7.10179 1244.95 217.881 16 76 
1,4-dioxane 7.43155 1554.679 240.337 20 105 
2-butanone 7.280662108 1434.201069 246.4990457 -6.5 80 
2-butanone 7.06356 1261.339 221.969 43 88 
3-pentanone 7.23064 1477.021 237.517 36 102 
water 8.07131 1730.63 233.426 1 100 
acetonitrile 7.33986 1482.29 250.523 -27 82 
Triethylamine 5.85879 695.666 144.832 50 95 
acetic acid 8.021 1936.01 258.451 18 118 
acetic acid 8.26735 2258.222 300.97 118 227 
chloroform 6.95465 1170.966 226.232 -10 60 
dichloromethane 7.0803 1138.91 231.45 -44 59 
dichoromethane 7.40916 1325.938 252.616 -40 40 
tetrachloromethane 6.84093 1177.91 220.576 -20 77 
1,2-dichloroethane 7.0253 1271.254 222.927 -31 99 
Benzyl chloride 7.597156018 1961.468475 236.5113668 22 180 
nitroethane 7.194583976 1446.509074 220.794784 1.5 94 
Biphenyl 13.5354 4993.37 296.072 20 40 
Naphthalene 8.62233 2165.72 198.284 20 40 
 
