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Let Ω be a domain in RN , where N  2 and ∂Ω is not necessarily
bounded. We consider nonlinear diffusion equations of the form
∂tu = φ(u). Let u = u(x, t) be the solution of either the initial-
boundary value problem over Ω , where the initial value equals
zero and the boundary value equals 1, or the Cauchy problem
where the initial data is the characteristic function of the set
R
N \ Ω .
We consider an open ball B in Ω whose closure intersects ∂Ω only
at one point, and we derive asymptotic estimates for the content of
substance in B for short times in terms of geometry of Ω . Also, we
obtain a characterization of the hyperplane involving a stationary
level surface of u by using the sliding method due to Berestycki,
Caffarelli, and Nirenberg. These results tell us about interactions
between nonlinear diffusion and geometry of domain.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a C2 domain in RN , where N  2 and ∂Ω is not necessarily bounded, and let φ : R → R
satisfy
φ ∈ C2(R), φ(0) = 0, and 0< δ1  φ′(s) δ2 for s ∈ R, (1.1)
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initial-boundary value problem:
∂tu = φ(u) in Ω × (0,+∞), (1.2)
u = 1 on ∂Ω × (0,+∞), (1.3)
u = 0 on Ω × {0}, (1.4)
or the Cauchy problem:
∂tu = φ(u) in RN × (0,+∞) and u = χΩc on RN × {0}; (1.5)
here χΩc denotes the characteristic function of the set Ωc = RN \Ω . Note that the uniqueness of the
solution of either problem (1.2)–(1.4) or (1.5) follows from the comparison principle (see Theorem A.1
in the present paper). Since ∂Ω is of class C2, we can construct barriers at any point on the boundary
∂Ω × (0,+∞) for problem (1.2)–(1.4). Thus, by the theory of uniformly parabolic equations (see [6]),
we have the existence of a solution u ∈ C2,1(Ω×(0,+∞))∩ L∞(Ω×(0,+∞))∩C0(Ω×(0,+∞)) such
that u(·, t) → 0 in L1loc(Ω) as t → 0 for problem (1.2)–(1.4). For problem (1.5), since for any bounded
measurable initial data there exists a bounded solution of the Cauchy problem for ∂tu = φ(u) by
the theory of uniformly parabolic equations, we always have a solution u ∈ C2,1(RN × (0,+∞)) ∩
L∞(RN × (0,+∞)) such that u(·, t) → χΩc (·) in L1loc(RN ) as t → 0 for any domain Ω , that is, in the
case of problem (1.5), we only need that the set Ω is measurable.
The differential equation in (1.2) or in (1.5) has the property of inﬁnite speed of propagation of
disturbances from rest, since
1∫
0
φ′(ξ)
ξ
dξ = +∞, (1.6)
as it follows from (1.1).
By the strong comparison principle, we know that
0< u < 1 either in Ω × (0,+∞) or in RN × (0,+∞);
also, as t → 0+ , u exhibits a boundary layer: while u → 0 in Ω , u remains equal to 1 on ∂Ω . The
proﬁle of u as t → 0+ is controlled by the function Φ deﬁned by
Φ(s) =
s∫
1
φ′(ξ)
ξ
dξ for s > 0. (1.7)
In fact, in [9, Theorems 1.1 and 4.1] we showed that, if ∂Ω is bounded and u is the solution of either
problem (1.2)–(1.4) or problem (1.5), then
lim
t→0+
−4tΦ(u(x, t))= d(x)2 uniformly on every compact subset of Ω. (1.8)
Here, d = d(x) is the distance function:
d(x) = dist(x, ∂Ω) for x ∈ Ω. (1.9)
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linear parabolic equations); in that case, Φ(s) = log s since φ(s) ≡ s; (1.8) tells us about an interaction
between nonlinear diffusion and geometry of domain, since the function d(x) is deeply related to
geometry of Ω .
We point out that (1.8) was proved in [9] when ∂Ω is bounded. In Theorem 2.1 in Section 2,
we will show how to extend its validity to the case in which ∂Ω is unbounded. Moreover, with
Theorem 2.1 in hand, in Theorem 2.3 we obtain a characterization of hyperplanes as stationary level
surfaces of the solution u (i.e. surfaces where u remains constant at any given time); this result
generalizes one of those obtained in [8,10] for the heat equation. As in [8, Theorem 3.4], the proof
still relies on the sliding method due to Berestycki, Caffarelli, and Nirenberg [2] but, by a different
argument, allows us to treat more general assumptions on Ω .
Let us now state our main theorem which shows a more intimate link between short-time nonlin-
ear diffusion and the geometry of the domain Ω .
Theorem 1.1. Let u be the solution of either problem (1.2)–(1.4) or problem (1.5). Let x0 ∈ Ω and assume that
the open ball BR(x0) centered at x0 and with radius R is contained in Ω and such that BR(x0) ∩ ∂Ω = {y0}
for some y0 ∈ ∂Ω .
Then we have:
lim
t→0+
t−
N+1
4
∫
BR (x0)
u(x, t)dx = c(φ,N)
{
N−1∏
j=1
[
1
R
− κ j(y0)
]}− 12
. (1.10)
Here, κ1(y0), . . . , κN−1(y0) denote the principal curvatures of ∂Ω at y0 with respect to the inward normal
direction to ∂Ω and c(φ,N) is a positive constant depending only on φ and N (of course, c(φ,N) depends on
the problems (1.2)–(1.4) or (1.5)).
When κ j(y0) = 1R for some j ∈ {1, . . . ,N − 1}, the formula (1.10) holds by setting the right-hand side
to +∞ (notice that κ j(y0) 1/R for every j ∈ {1, . . . ,N − 1}).
Remark 1.2. In view of the proof given in the end of Section 3, under the existence of the solution
u of problem (1.2)–(1.4), we need not assume that the entire ∂Ω is of class C2 but only that it is of
class C2 in a neighborhood of the point y0. Of course, in the case of problem (1.5) we only need to
assume that ∂Ω is of class C2 in a neighborhood of y0.
A version of Theorem 1.1 was proved in [7] for problem (1.2)–(1.4), under the assumptions that
∂Ω is bounded and φ satisﬁes either
∫ 1
0
φ′(ξ)
ξ
dξ < +∞ or φ(s) ≡ s. The reason why we could not
treat cases in which
∫ 1
0
φ′(ξ)
ξ
dξ = +∞ and φ is nonlinear was merely technical. To be precise, in [7],
the construction of supersolutions and subsolutions to problem (1.2)–(1.4) was eased by the prop-
erty of ﬁnite speed of propagation of disturbances from rest that descends from the assumption∫ 1
0
φ′(ξ)
ξ
dξ < +∞. In fact, such barriers were constructed in a set Ωρ × (0, τ ], with
Ωρ =
{
x ∈ Ω: d(x) < ρ}, (1.11)
where ρ and τ were chosen suﬃciently small so that the solution u equals zero on the set Γρ ×(0, τ ],
with
Γρ =
{
x ∈ Ω: d(x) = ρ}. (1.12)
This property does not occur when (1.6) is in force. However, formula (1.10) seems general and
is expected to hold for general diffusion equations. Here, we in fact overcome some of those techni-
cal diﬃculties and prove (1.10) for a class of nonlinear diffusion equations satisfying (1.6); moreover,
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bounded. To be more speciﬁc, we construct the supersolutions and subsolutions for u without using
the linearity of the heat equation and the result of Varadhan [13] as done in [7], but instead we
exploit Theorem 2.1 together with a result of Atkinson and Peletier [1, Lemma 4, p. 383] concern-
ing the asymptotic behavior of one-dimensional similarity solutions (see (3.15) in the present paper).
Then, as in [7], we take advantage of their explicit form f±(t−
1
2 d(x)) (see Lemmas 3.1 and 3.2 in
the present paper) to calculate their integrals over the ball BR(x0) with the aid of the co-area for-
mula. The proof of Theorem 1.1 is ﬁnally completed by letting t → 0+ and using a geometric lemma
[7, Lemma 2.1, p. 376] (see Lemma 3.3 in the present paper). These will be done in Section 3.
In Appendix A, we give proofs of several facts used in Section 3, and prove a comparison prin-
ciple (see Theorem A.1) for ∂tu = φ(u) over general domains Ω including the case where ∂Ω is
unbounded (in this case we could not ﬁnd a proof of Theorem A.1 in the literature). Once the com-
parison principle is proved, then the strong comparison principle follows immediately.
2. Short-time asymptotic proﬁle in the unbounded case and application
We begin with our extension of formula (1.8) to the case in which ∂Ω is unbounded.
Theorem 2.1. Let Ω ⊂ RN , N  2, be any domain with boundary ∂Ω of class C2 and let u be the solution of
either problem (1.2)–(1.4) or (1.5).
Then (1.8) holds true.
Remark 2.2. In view of the proof given below, instead of assuming that ∂Ω is of class C2, we only
need to assume that ∂Ω = ∂(RN \Ω) under the existence of the solution u of problem (1.2)–(1.4). Of
course, in the case of problem (1.5), we only need to assume that ∂Ω = ∂(RN \ Ω).
Proof. The case where ∂Ω is bounded is treated in [9]; here, we shall assume that ∂Ω is unbounded.
Take any point x0 ∈ Ω . For each ε > 0, there exists an open ball Bδ(z), centered at z and with
radius δ, contained in RN \ Ω , and such that |x0 − z| < d(x0) + ε.
Consider problem (1.2)–(1.4) ﬁrst. Let u± = u±(x, t) be bounded solutions of the following initial-
boundary value problems:
∂tu
+ = φ(u+) in Bd(x0)(x0) × (0,+∞),
u+ = 1 on ∂Bd(x0)(x0) × (0,+∞),
u+ = 0 on Bd(x0)(x0) × {0},
and
∂tu
− = φ(u−) in (RN \ Bδ(z))× (0,+∞),
u− = 1 on ∂Bδ(z) × (0,+∞),
u− = 0 on (RN \ Bδ(z))× {0},
respectively. Then it follows from the comparison principle that
u−(x0, t) u(x0, t) u+(x0, t) for every t > 0, (2.1)
which gives
−4tΦ(u−(x0, t))−4tΦ(u(x0, t))−4tΦ(u+(x0, t)) for every t > 0.
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(
d(x0) + ε
)2  limsup
t→0+
(−4tΦ(u(x0, t))) lim inf
t→0+
(−4tΦ(u(x0, t)))= d(x0)2.
This implies (1.8), since ε > 0 is arbitrary. Furthermore, let ρ0 and ρ1 be given such that 0 < ρ0 
ρ1 < +∞; then by a scaling argument, we infer that the convergence in (1.8) is uniform in every
subset F of {x ∈ Ω: ρ0  d(x) ρ1} in which the number δ > 0 can be chosen independently of each
point x ∈ F . In particular, when F is compact, it was shown in [13, Lemma 3.11, p. 444] that δ > 0
can be chosen independently of each point x ∈ F only under the assumption that ∂Ω = ∂(RN \ Ω).
It remains to consider problem (1.5). Let u± = u±(x, t) be bounded solutions of the following initial
value problems:
∂tu
+ = φ(u+) in RN × (0,+∞) and u+ = χBd(x0)(x0)c on RN × {0},
and
∂tu
− = φ(u−) in RN × (0,+∞) and u− = χBδ(z) on RN × {0},
respectively. Then by the comparison principle we get (2.1). Thus, (1.8) follows similarly also in this
case, with the aid of [9, Theorem 4.1]. 
We now give a simple application of the theorem just proved. Let f ∈ C2(RN−1) and set
Ω = {x ∈ RN : xN > f (x′)},
where x′ = (x1, . . . , xN−1) ∈ RN−1. Consider the solution u = u(x, t) of either problem (1.2)–(1.4) or
problem (1.5). In the sequel, it will be useful to know that
∂u
∂xN
< 0 either in Ω × (0,+∞) or in RN × (0,+∞); (2.2)
this is obtained by applying the comparison principle to u(x′, xN +h, t) and u(x, t) for h > 0 and then
the strong maximum principle to the resultant nonnegative function ∂φ(u)
∂xN
, since v = φ(u) satisﬁes
∂t v = φ′(u)v .
A hypersurface Γ in Ω is said to be a stationary level surface of u if at each time t the solution u re-
mains constant on Γ (a constant depending on t). The following theorem characterizes the boundary
∂Ω in such a way that u has a stationary level surface in Ω .
Theorem 2.3. Assume that for each y′ ∈ RN−1 there exists h(y′) ∈ R such that
lim
|x′|→∞
[
f
(
x′ + y′)− f (x′)]= h(y′). (2.3)
Let u be the solution of either problem (1.2)–(1.4) or problem (1.5). Suppose that u has a stationary level surface
Γ in Ω .
Then f is aﬃne, that is, ∂Ω must be a hyperplane.
Remark 2.4. In view of the proof given below, instead of assuming that f ∈ C2(RN−1), we only need
to assume that f ∈ C0(RN−1) under the existence of the solution u of problem (1.2)–(1.4). Of course,
in the case of problem (1.5), we can replace the assumption f ∈ C2(RN−1) with f ∈ C0(RN−1).
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(2.3) is a modiﬁed version of (7.2) of [2, p. 1108], in which h(y′) is supposed identically zero.
Since Γ is a stationary level surface of u, it follows from Theorem 2.1, (2.2) and the implicit
function theorem that there exist a number R > 0 and a function g ∈ C2(RN−1) such that
Γ = {(x′, g(x′)) ∈ RN : x′ ∈ RN−1}= {x ∈ RN : d(x) = R}; (2.4)
moreover, it is easy to verify that the function g satisﬁes
g
(
x′
)= sup
|x′−y′|R
{
f
(
y′
)+√R2 − ∣∣x′ − y′∣∣2} for every x′ ∈ RN−1. (2.5)
Conversely, let ν(y′) denote the unit upward normal vector to Γ at (y′, g(y′)) ∈ Γ ; the facts that
g is smooth, ∂Ω is a graph, and (y′, g(y′)) − Rν(y′) ∈ ∂Ω for every y′ ∈ RN−1 imply that
f
(
x′
)= inf
|x′−y′|R
{
g
(
y′
)−√R2 − ∣∣x′ − y′∣∣2} for every x′ ∈ RN−1; (2.6)
∂Ω = {x ∈ RN : dist(x,{y ∈ RN : yN  g(y′)})= R}. (2.7)
Thus, it follows from (2.4) and (2.7) that for every x ∈ ∂Ω there exists z ∈ Γ satisfying
BR(z) ⊂ Ω and ∂BR(z) ∩ ∂Ω = {x}. (2.8)
For ﬁxed y′ ∈ RN−1 and h ∈ R, we deﬁne the translates:
Ωy′,h =
(
y′,h
)+ Ω, Γy′,h = (y′,h)+ Γ ;
(2.3) guarantees that the values
h+
(
y′
)= inf{h ∈ R: Ωy′,h ⊂ Ω} and
h−
(
y′
)= sup{h ∈ R: Ω ⊂ Ωy′,h} (2.9)
are ﬁnite, since in fact, h−(y′) h(y′) h+(y′) for every y′ ∈ RN−1.
To complete our proof, it suﬃces to show that
h−
(
y′
)= h(y′)= h+(y′).
Indeed, this yields that Ω = Ωy′,h(y′) for every y′ ∈ RN−1 and hence
f
(
x′
)= f (x′ − y′)+ h(y′) for every x′, y′ ∈ RN−1. (2.10)
Then, ∇ f (x′) = ∇ f (x′ − y′) for every x′, y′ ∈ RN−1 and hence ∇ f must be constant in RN−1. Namely,
f is aﬃne and ∂Ω must be a hyperplane. When it is assumed only that f ∈ C0(RN−1), without using
differentiability of f , we can solve (2.10) as a functional equation with the help of continuity of f
and we can also conclude that f is aﬃne.
Thus, set h+ = h+(y′) and suppose by contradiction that h+ > h(y′). Then it follows from (2.3)
and (2.8) that there exist x0 ∈ ∂Ω ∩ ∂Ωy′,h+ and z ∈ Γ ∩ Γy′,h+ satisfying
Ωy′,h+  Ω and ∂BR(z) ∩ ∂Ω ∩ ∂Ωy′,h+ = {x0}.
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u
(
x′ − y′, xN − h+, t
)
> u(x, t) for every (x, t) ∈ Ωy′,h+ × (0,∞).
Therefore, u(z′ − y′, xN − h+, t) > u(z, t) which contradicts the fact that z ∈ Γ ∩ Γy′,h+ and that Γ is
a stationary level surface of u.
The proof that h−(y′) = h(y′) runs similarly. 
3. Short-time asymptotics and curvature
This section is devoted to the proof of Theorem 1.1. We ﬁrst prove two lemmas in which we
construct useful barriers for problems (1.2)–(1.4) and (1.5), respectively.
In the former lemma, we use a result from Atkinson and Peletier [1]: for every c > 0, there exists
a unique C2 solution fc = fc(ξ) of the problem:
(
φ′( fc) f ′c
)′ + 1
2
ξ f ′c = 0 in [0,+∞), (3.1)
fc(0) = c, fc(ξ) → 0 as ξ → +∞, (3.2)
f ′c < 0 in [0,+∞). (3.3)
Note that, if we put w(s, t) = fc(t− 12 s) for s > 0 and t > 0, then w satisﬁes the one-dimensional
problem:
∂t w = ∂2s φ(w) in (0,+∞)2, w = c on {0} × (0,+∞), and w = 0 on (0,+∞) × {0}.
Lemma 3.1. Let ∂Ω be bounded and of class C2 and let ρ0 > 0 be such that the distance function d belongs to
C2(Ωρ0 ) (see [5]); then, set ρ1 = max{2R,ρ0}. Let u = u(x, t) be the solution of problem (1.2)–(1.4).
Then, for every ε ∈ (0,1/4), there exist two C2 functions f± = f±(ξ) : [0,+∞) → R satisfying
0 < f±(ξ) αe−βξ
2
for every ξ ∈ [0,+∞); (3.4)
f± → f1 as ε → 0 uniformly on [0,+∞), (3.5)
where α and β are positive constants independent of ε, and there exists a number τ = τε > 0 such that the
functions w± , deﬁned by
w±(x, t) = f±
(
t−
1
2 d(x)
)
for (x, t) ∈ Ω × (0,+∞), (3.6)
satisfy the inequalities:
w−  u  w+ in Ωρ1 × (0, τ ]. (3.7)
Proof. We begin by deriving some properties of the solution fc of problem (3.1)–(3.3); by writing
vc = vc(ξ) = φ( fc(ξ)) for ξ ∈ [0,+∞), we see that
v ′′c
′ = −
1
ξ
1
′ in [0,+∞). (3.8)vc 2 φ ( fc)
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v ′c(0)exp
{
− ξ
2
4δ2
}
 v ′c(ξ) v ′c(0)exp
{
− ξ
2
4δ1
}
< 0 for every ξ > 0, (3.9)
and hence
v ′c(0)
δ1
exp
{
− ξ
2
4δ2
}
 f ′c(ξ)
v ′c(0)
δ2
exp
{
− ξ
2
4δ1
}
< 0 for every ξ > 0. (3.10)
Furthermore, by integrating (3.10) and using (3.2), we have that for every ξ > 0
− v
′
c(0)
δ1
∞∫
ξ
exp
{
− η
2
4δ2
}
dη fc(ξ)− v
′
c(0)
δ2
∞∫
ξ
exp
{
− η
2
4δ1
}
dη. (3.11)
Thus, with the aid of (3.9) and (3.11), by integrating (3.1), we have:
−v ′c(0) =
1
2
∞∫
0
fc(ξ)dξ for c > 0. (3.12)
Moreover, a comparison argument will give us
0< fc1 < fc2 on [0,+∞) if 0< c1 < c2 < +∞; (3.13)
0> v ′c1(0) > v
′
c2(0) if 0 < c1 < c2 < +∞. (3.14)
In Appendix A, we will give a proof of (3.12)–(3.14).
Furthermore, [1, Lemma 4, p. 383] tells us that, for every compact interval I contained in (0,+∞),
−4Φ( fc(ξ))
ξ2
→ 1 as ξ → +∞ uniformly for c ∈ I. (3.15)
Let 0< ε < 14 . Then, by continuity we can ﬁnd a suﬃciently small 0 < ηε  ε and two C2 functions
f± = f±(ξ) for ξ  0 satisfying:
f±(ξ) = f1±ε(
√
1∓ 2ηε ξ) if ξ  ηε;
f ′± < 0 in [0,+∞);
f− < f1 < f+ in [0,+∞);(
φ′( f±) f ′±
)′ + 1
2
ξ f ′± = h±(ξ) f ′± in [0,+∞),
where h± = h±(ξ) are deﬁned by
h±(ξ) =
{±ηεξ if ξ  ηε,
±η2 if ξ  η .ε ε
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important to notice that
h+ = −h−  η2ε on R. (3.16)
Moreover, (3.5) follows directly from the above construction of f± , and (3.11) together with (3.13)
yields (3.4).
Set Ψ = Φ−1. Then it follows from (3.15) that there exists ξε > 1 such that
Ψ
(
−ξ
2
4
(
1− ηε
2
))
> fc(ξ) > Ψ
(
−ξ
2
4
(
1+ ηε
2
))
for ξ  ξε and c ∈ Iε, (3.17)
where we set Iε = [1− 2ε,1+ 2ε].
Since ∂Ω is bounded and of class C2, Theorem 2.1 yields that
−4tΦ(u(x, t))→ d(x)2 as t → 0+ uniformly on Ωρ1 \ Ωρ0 . (3.18)
Then there exists τ1,ε > 0 such that for every t ∈ (0, τ1,ε] and every x ∈ Ωρ1 \ Ωρ0
∣∣−4tΦ(u(x, t))− d(x)2∣∣< 1
2
ηερ
2
0 
1
2
ηε d(x)
2,
which implies that
Ψ
(
− (1−
1
2ηε)
4
d(x)2
t
)
> u(x, t) > Ψ
(
− (1+
1
2ηε)
4
d(x)2
t
)
, (3.19)
for every t ∈ (0, τ1,ε] and every x ∈ Ωρ1 \ Ωρ0 .
From (3.17), we have
f+(ξ) = f1+ε(
√
1− 2ηε ξ) > Ψ
(
−ξ
2
4
(
1− ηε
2
))
if ξ  ξε√
1− 2ηε ; (3.20)
f−(ξ) = f1−ε(
√
1+ 2ηε ξ) < Ψ
(
−ξ
2
4
(
1+ ηε
2
))
if ξ  ξε√
1+ 2ηε . (3.21)
Now, consider the two functions w± = w±(x, t) deﬁned by (3.6). It follows from (3.19), (3.20) and
(3.21) that there exists τ2,ε ∈ (0, τ1,ε] satisfying
w− < u < w+ in (Ωρ1 \ Ωρ0) × (0, τ2,ε]. (3.22)
Since d ∈ C2(Ωρ0 ) and |∇d| = 1 in Ωρ0 , we have
∂t w± − φ(w±) = − f ′±t−1
{
h± +
√
t φ′( f±)d
}
in Ωρ0 × (0,+∞).
Therefore, it follows from (3.16) that there exists τ3,ε ∈ (0, τ2,ε] satisfying
∂t w− − φ(w−) < 0< ∂t w+ − φ(w+) in Ωρ0 × (0, τ3,ε].
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w− = u = w+ = 0 in Ωρ0 × {0},
w− = f−(0) < 1 = f1(0) = u < f+(0) = w+ on ∂Ω × (0, τ3,ε],
w− < u < w+ on Γρ0 × (0, τ3,ε].
Note that the last inequalities above come from (3.22).
Thus, (3.7) holds true with τ = τ3,ε , by the comparison principle and (3.22). 
In the next lemma, instead of (3.1)–(3.3), we will work with the following problem:
(
φ′( fc) f ′c
)′ + 1
2
ξ f ′c = 0 in R, (3.23)
fc(ξ) → c as ξ → −∞, fc(ξ) → 0 as ξ → +∞, (3.24)
f ′c < 0 in R. (3.25)
In Appendix A we will prove that, for every c > 0, (3.23)–(3.25) has a unique C2 solution fc = fc(ξ).
Note that, if we put w(s, t) = fc(t− 12 s) for s ∈ R and t > 0, then w satisﬁes the one-dimensional
initial value problem:
∂t w = ∂2s φ(w) in R × (0,+∞) and w = cχ(−∞,0] on R × {0}.
Also, let us consider the signed distance function d∗ = d∗(x) of x ∈ RN to the boundary ∂Ω deﬁned
by
d∗(x) =
{
dist(x, ∂Ω) if x ∈ Ω,
−dist(x, ∂Ω) if x /∈ Ω.
If ∂Ω is bounded and of class C2, there exists a number ρ0 > 0 such that d∗(x) is C2-smooth on a
compact neighborhood N of the boundary ∂Ω given by
N = {x ∈ RN : −ρ0  d∗(x) ρ0}.
For simplicity we have used the same letter ρ0 > 0 as in Lemma 3.1.
Lemma 3.2. Let ∂Ω be bounded and of class C2 , set ρ1 = max{2R,ρ0} and let u = u(x, t) be the solution of
problem (1.5).
Then, for every ε ∈ (0,1/4), there exist two C2 functions f± = f±(ξ) : R → R satisfying
0< f±(ξ) αe−βξ
2
for every ξ ∈ [0,+∞); (3.26)
f± → f1 as ε → 0 uniformly on [0,+∞), (3.27)
where α and β are positive constants independent of ε, and there exists a number τ = τε > 0 such that the
functions w± , deﬁned by
w±(x, t) = f±
(
t−
1
2 d∗(x)
)
for (x, t) ∈ RN × (0,+∞), (3.28)
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w−  u  w+ in N ∪ Ωρ1 × (0, τ ]. (3.29)
Proof. Let fc be the solution of problem (3.23)–(3.25); by writing vc = vc(ξ) = φ( fc(ξ)) for ξ ∈ R,
we have:
−v ′c(0) =
1
2
∞∫
0
fc(ξ)dξ for c > 0; (3.30)
0< fc1 < fc2 in R if 0< c1 < c2 < +∞; (3.31)
0> v ′c1(0) > v
′
c2(0) if 0< c1 < c2 < +∞. (3.32)
In Appendix A we will give a proof of (3.30)–(3.32). Then [1, Lemma 4, p. 383] tells us that (3.15) also
holds for the solution fc of this problem.
Let 0 < ε < 14 . We can ﬁnd a suﬃciently small 0 < ηε  ε and two C2 functions f± = f±(ξ) for
ξ ∈ R satisfying:
f±(ξ) = f1±ε(
√
1∓ 2ηε ξ) if ξ  ηε; (3.33)
f ′± < 0 in R; (3.34)
f−(−∞) < 1= f1(−∞) < f+(−∞) and f− < f1 < f+ in R; (3.35)(
φ′( f±) f ′±
)′ + 1
2
ξ f ′± = h±(ξ) f ′± in R. (3.36)
In Appendix A we will prove (3.35) by choosing ηε > 0 suﬃciently small.
Here, we also have (3.16), (3.26), and (3.27). Moreover, it follows from (3.15) that there exists
ξε > 1 satisfying (3.17). Proceeding similarly yields (3.18), (3.19), (3.20) and (3.21).
Now, consider the functions w± deﬁned by (3.28). Then we also have (3.22) and, since d∗ ∈ C2(N )
and |∇d∗| = 1 in N , we obtain that
∂t w± − φ(w±) = − f ′±t−1
{
h± +
√
t φ′( f±)d∗
}
in N × (0,+∞).
Therefore, it follows from (3.16) that there exists τ3,ε ∈ (0, τ2,ε] satisfying:
∂t w− − φ(w−) < 0 < ∂t w+ − φ(w+) in N × (0, τ3,ε],
w−  u  w+ in N × {0},
w− < u < w+ on ∂N × (0, τ3,ε].
Note that, in the last inequalities, the ones on Γρ0 × (0, τ3,ε] come from (3.22) and the others on
(∂N \ Γρ0) × (0, τ3,ε] come from the former formula of (3.35).
Thus, (3.29) follows, with τ = τ3,ε , from the comparison principle and (3.22). 
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tion.
Lemma 3.3. (See [7, Lemma 2.1, p. 376].) Let κ j(y0) < 1R for every j = 1, . . . ,N − 1. Then we have:
lim
s→0+
s−
N−1
2 HN−1(Γs ∩ BR(x0))= 2 N−12 ωN−1
{
N−1∏
j=1
(
1
R
− κ j(y0)
)}− 12
,
where HN−1 is the standard (N − 1)-dimensional Hausdorff measure, and ωN−1 is the volume of the unit ball
in RN−1 .
Proof of Theorem 1.1. We distinguish two cases:
(I) ∂Ω is bounded and of class C2; (II) ∂Ω is otherwise.
Let us ﬁrst show how we obtain case (II) once we have proved case (I). Indeed, we can ﬁnd two C2
domains, say Ω1 and Ω2, with bounded boundaries, and a ball Bδ(y0) with the following properties:
Ω1 and RN \ Ω2 are bounded; BR(x0) ⊂ Ω1 ⊂ Ω ⊂ Ω2;
Bδ(y0) ∩ ∂Ω ⊂ ∂Ω1 ∩ ∂Ω2 and BR(x0) ∩
(
RN \ Ωi
)= {y0} for i = 1,2.
Let ui = ui(x, t) (i = 1,2) be the two bounded solutions of either problem (1.2)–(1.4) or prob-
lem (1.5) where Ω is replaced by Ω1 or Ω2, respectively. Since Ω1 ⊂ Ω ⊂ Ω2, it follows from the
comparison principle that
u2  u in Ω × (0,+∞) and u  u1 in Ω1 × (0,+∞).
Therefore, it follows that for every t > 0
t−
N+1
4
∫
BR (x0)
u2(x, t)dx t−
N+1
4
∫
BR (x0)
u(x, t)dx t− N+14
∫
BR (x0)
u1(x, t)dx.
These two inequalities show that case (I) implies case (II).
Now, let us consider case (I). First, we take care of problem (1.2)–(1.4). Lemma 3.1 implies that for
every t ∈ (0, τ ]
t−
N+1
4
∫
BR (x0)
w− dx t−
N+1
4
∫
BR (x0)
u dx t− N+14
∫
BR (x0)
w+ dx. (3.37)
Also, with the aid of the co-area formula, we have:
∫
B (x )
w± dx = t N+14
2Rt−
1
2∫
0
f±(ξ)ξ
N−1
2
(
t
1
2 ξ
)− N−12 HN−1(Γ
t
1
2 ξ
∩ BR(x0)
)
dξ.R 0
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1
R for every j = 1, . . . ,N − 1, by Lebesgue’s dominated convergence theorem,
(3.4), and Lemma 3.3, we get
lim
t→0+
t−
N+1
4
∫
BR (x0)
w± dx = 2 N−12 ωN−1
{
N−1∏
j=1
(
1
R
− κ j(y0)
)}− 12 ∞∫
0
f±(ξ)ξ
N−1
2 dξ.
Moreover, again by Lebesgue’s dominated convergence theorem, (3.4), and (3.5), we see that
lim
ε→0
∞∫
0
f±(ξ)ξ
N−1
2 dξ =
∞∫
0
f1(ξ)ξ
N−1
2 dξ.
Therefore, since ε > 0 is arbitrarily small in (3.37), it follows that (1.10) holds true, where we set
c(φ,N) = 2 N−12 ωN−1
∞∫
0
f1(ξ)ξ
N−1
2 dξ.
It remains to consider the case where κ j(y0) = 1R for some j ∈ {1, . . . ,N − 1}. Choose a sequence
of balls {BRk (xk)}∞k=1 satisfying:
Rk < R, y0 ∈ ∂BRk (xk), and BRk (xk) ⊂ BR(x0) for every k 1, and lim
k→∞
Rk = R.
Since κ j(y0) 1R <
1
Rk
for every j = 1, . . . ,N − 1 and every k 1, we can apply the previous case to
each BRk (xk) to see that for every k 1
lim inf
t→0+
t−
N+1
4
∫
BR (x0)
u(x, t)dx lim inf
t→0+
t−
N+1
4
∫
BRk (xk)
u(x, t)dx
= c(φ,N)
{
N−1∏
j=1
(
1
Rk
− κ j(y0)
)}− 12
.
Hence, letting k → ∞ yields that
lim inf
t→0+
t−
N+1
4
∫
BR (x0)
u(x, t)dx = +∞,
which completes the proof for problem (1.2)–(1.4).
The proof of (1.10) in the case of problem (1.5) runs similarly with the aid of Lemmas 3.2
and 3.3. 
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Here, for the reader’s convenience, we give proofs of several facts used in Section 3, and prove
a comparison principle (Theorem A.1) for ∂tu = φ(u) over general domains Ω including the case
where ∂Ω is unbounded.
Proof of (3.12)–(3.14). First of all, (3.12) and (3.13) imply (3.14). It suﬃces to prove (3.12) and (3.13).
Let c > 0. By integrating Eq. (3.1) on [0, η] for every η > 0 and integrating by parts, we get
v ′c(η) − v ′c(0) +
1
2
η fc(η) − 1
2
η∫
0
fc(ξ)dξ = 0.
Then, with the aid of (3.9) and (3.11), letting η → ∞ yields (3.12).
Let 0< c1 < c2 < +∞. Since fc1 (0) = c1 < c2 = fc2 (0), suppose that there exists ξ0 > 0 satisfying
fc1(ξ0) = fc2(ξ0) and fc1(ξ) < fc2(ξ) for every ξ ∈ [0, ξ0).
Then it follows from the uniqueness of solutions of Cauchy problems for ordinary differential equa-
tions that
v ′c2(ξ0) < v
′
c1(ξ0) < 0. (A.1)
Thus, we distinguish two cases:
(i) There exists ξ1 ∈ (ξ0,∞) satisfying
fc1(ξ1) = fc2(ξ1) and fc1(ξ) > fc2(ξ) for every ξ ∈ (ξ0, ξ1).
(ii) For every ξ ∈ (ξ0,∞), fc1 (ξ) > fc2 (ξ).
In case (i), by the uniqueness, we also have
v ′c1(ξ1) < v
′
c2(ξ1) < 0. (A.2)
By integrating Eq. (3.1) on [ξ0, ξ1] for fc1 and fc2 and integrating by parts, we see that for j = 1,2
v ′c j (ξ1) − v ′c j (ξ0) +
1
2
ξ1 fc j (ξ1) −
1
2
ξ0 fc j (ξ0) −
1
2
ξ1∫
ξ0
fc j (ξ)dξ = 0.
Then, considering the difference of these two equalities yields
v ′c1(ξ1) − v ′c2(ξ1) −
(
v ′c1(ξ0) − v ′c2(ξ0)
)− 1
2
ξ1∫
ξ0
(
fc1(ξ) − fc2(ξ)
)
dξ = 0.
This contradicts (A.1), (A.2) and the situation of case (i).
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for j = 1,2
−v ′c j (ξ0) −
1
2
ξ0 fc j (ξ0) −
1
2
∞∫
ξ0
fc j (ξ)dξ = 0.
Then, considering the difference of these two equalities yields
−(v ′c1(ξ0) − v ′c2(ξ0))− 12
∞∫
ξ0
(
fc1(ξ) − fc2(ξ)
)
dξ = 0.
This contradicts (A.1) and the situation of case (ii). 
Proof of the existence and uniqueness of the solution of problem (3.23)–(3.25). Let c > 0 and deﬁne
ψ : R → R by
ψ(s) = φ(c) − φ(c − s) for s ∈ R. (A.3)
Then ψ satisﬁes the same condition (1.1) as φ does. It was shown in [1] that, for every a > 0, there
exists a unique C2 solution ga = ga(ξ) of the problem:
(
ψ ′(ga)g′a
)′ + 1
2
ξ g′a = 0 in [0,+∞), (A.4)
ga(0) = a, ga(ξ) → 0 as ξ → +∞, (A.5)
g′a < 0 in [0,+∞). (A.6)
Hence, writing Va = Va(ξ) = ψ(ga(ξ)) for ξ ∈ [0,+∞) and proceeding similarly yield that
−V ′a(0) =
1
2
∞∫
0
ga(ξ)dξ for a > 0;
0< ga1 < ga2 on [0,+∞) if 0< a1 < a2 < +∞;
0> V ′a1(0) > V
′
a2(0) if 0< a1 < a2 < +∞.
For a ∈ (0, c), deﬁne fa,− = fa,−(ξ) by
fa,−(ξ) = c − ga(−ξ) for ξ ∈ (−∞,0].
Then, in view of (A.3)–(A.6), fa,− satisﬁes the following:
(
φ′( fa,−) f ′a,−
)′ + 1
2
ξ f ′a,− = 0 in (−∞,0],
fa,−(0) = c − a, fa,−(ξ) → c as ξ → −∞,
f ′a,− < 0 in (−∞,0].
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replaced by c − a. Then we have
(
φ( fa,−)
)′∣∣
ξ=0 = V ′a(0) and
(
φ( fa,+)
)′∣∣
ξ=0 = v ′c−a(0),
where vc−a(ξ) = φ( fa,+(ξ)) for ξ ∈ [0,+∞). Observe that both V ′a(0) and v ′c−a(0) are continuous as
functions of a on the interval [0, c], V ′a(0) is strictly decreasing, v ′c−a(0) is strictly increasing, and
lima→0 V ′a(0) = lima→c v ′c−a(0) = 0. Therefore, there exists a unique a∗ ∈ (0, c) satisfying V ′a∗ (0) =
v ′c−a∗ (0), and hence the unique C
2 solution fc = fc(ξ) of problem (3.23)–(3.25) is given by
fc(ξ) =
{
fa∗,+(ξ) if ξ ∈ [0,+∞),
fa∗,−(ξ) if ξ ∈ (−∞,0). 
Proof of (3.30)–(3.32). The proof of (3.12) also works for (3.30). (3.30) and (3.31) imply (3.32). Thus
it suﬃces to prove (3.31). Let 0 < c1 < c2 < +∞. Since limξ→−∞ fc1 (ξ) = c1 < c2 = limξ→−∞ fc2 (ξ),
there exists ξ∗ < 0 satisfying
fc1(ξ) < fc2(ξ) for every ξ  ξ∗.
Hence we can begin with supposing that there exists ξ0 > ξ∗ satisfying
fc1(ξ0) = fc2(ξ0) and fc1(ξ) < fc2(ξ) for every ξ ∈ [ξ∗, ξ0).
Therefore, the rest of the proof runs along that of (3.13). 
Proof of (3.35). In view of (3.31) and (3.32), by continuity, we can ﬁnd a suﬃciently small 0< ηε  ε
and two C2 functions f± = f±(ξ) for ξ ∈ R satisfying (3.33), (3.34), (3.36) and the following:
f− < f1 < f+ on [0,+∞); (A.7)
0< f1− 32 ε < f˜− < f1− 12 ε < f1+ 12 ε < f˜+ < f1+ 32 ε at ξ = 0; (A.8)
0> v ′
1− 32 ε
>
(
φ( f˜−)
)′
> v ′
1− 12 ε
> v ′
1+ 12 ε
>
(
φ( f˜+)
)′
> v ′
1+ 32 ε
at ξ = 0, (A.9)
where we put f˜±(ξ) = f±(ξ ± 2η2ε) for ξ ∈ R. Notice that f˜± = f˜±(ξ) satisfy
(
φ′( f˜±) f˜ ′±
)′ + 1
2
ξ f˜ ′± = 0 in (−∞,0]. (A.10)
In order to prove (3.35), it suﬃces to show that
f1− 32 ε < f˜− < f1− 12 ε and f1+ 12 ε < f˜+ < f1+ 32 ε in (−∞,0]. (A.11)
Indeed, (3.34) implies that f− < f˜− and f˜+ < f+ in R, and hence (A.11) and (3.31) give us
f− < f1 < f+ on (−∞,0].
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f− < f1 < f+ in R. (A.12)
Also, since limξ→−∞ f± = limξ→−∞ f˜± , (A.11) implies that
1− 3
2
ε  f−(−∞) 1− 1
2
ε < 1= f1(−∞) < 1+ 1
2
ε  f+(−∞) 1+ 3
2
ε. (A.13)
Therefore, (A.12) and (A.13) yield (3.35).
Thus, it remains to prove (A.11). (A.11) consists of four inequalities. Since we will see that all the
proofs are similar, let us prove the fourth one:
f˜+ < f1+ 32 ε in (−∞,0]. (A.14)
By (A.8), we have f˜+ < f1+ 32 ε at ξ = 0. Hence, suppose that there exists ξ0 < 0 satisfying
f˜+(ξ0) = f1+ 32 ε(ξ0) and f˜+ < f1+ 32 ε on (ξ0,0]. (A.15)
Then, by the uniqueness we also have
v ′
1+ 32 ε
>
(
φ( f˜+)
)′
at ξ = ξ0. (A.16)
By (A.9), we have
(
φ( f˜+)
)′
> v ′
1+ 32 ε
at ξ = 0. (A.17)
Here, integrating Eqs. (A.10) for f˜+ and (3.23) for f1+ 32 ε on the interval [ξ0,0], integrating by parts,
considering the difference of the two resultant equalities, and using the fact that f˜+(ξ0) = f1+ 32 ε(ξ0),
yield that
v ′
1+ 32 ε
(0) − (φ( f˜+))′(0) − {v ′1+ 32 ε(ξ0) −
(
φ( f˜+)
)′
(ξ0)
}− 1
2
0∫
ξ0
(
f1+ 32 ε(ξ) − f˜+(ξ)
)
dξ = 0.
On the other hand, by combining (A.15), (A.16), and (A.17), we see that the left-hand side of this
equality is negative, which is a contradiction. Therefore, we get (A.14). 
In the next theorem, we prove a comparison principle over general domains including the case
where their boundaries are unbounded, by adjusting a proof that Bertsch, Kersner and Peletier gave
for the Cauchy problem (see [3, Appendix, pp. 1005–1008]). Observe that, when Ω = RN (and (A.19)
is dropped), there is no need to use the approximating sequences {D j} and {D j,k} constructed in our
proof below, since the sequence of balls {BRk (0)} suﬃces, as in [3].
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necessarily bounded. Assume that u, v ∈ C2,1(Ω × (0, T ]) ∩ L∞(Ω × (0, T ]) ∩ C0(Ω × (0, T ]) satisfy the
following:
∂tu − φ(u) ∂t v − φ(v) in Ω × (0, T ], (A.18)
u  v on ∂Ω × (0, T ], (A.19)
u(·, t) → u0(·) and v(·, t) → v0(·) in L1loc(Ω) as t ↓ 0, (A.20)
where u0, v0 ∈ L∞(Ω) satisfy the inequality u0  v0 in Ω .
Then u  v in Ω × (0, T ].
Proof. (a) Approximating the domain Ω . Let d = d(x) be the distance of x from the closed set RN \ Ω
and let U = {x ∈ RN : d(x) < 1}. From a lemma due to Calderón and Zygmund [14, Lemma 3.6.1,
p. 136] (see also [4, Lemma 3.2, p. 185]) it follows that there exist a function δ = δ(x) ∈ C∞(U ∩ Ω)
and a positive number M = M(N) such that
M−1 d(x) δ(x) Md(x) for all x ∈ U ∩ Ω. (A.21)
Since δ ∈ C∞(U ∩Ω), in view of (A.21) and the deﬁnition of U , Sard’s theorem (see [11,12]) yields
that there exists a strictly decreasing sequence of positive numbers {ρ j} with lim j→∞ ρ j = 0 and
ρ1 < M−1 such that every level set
γ j =
{
x ∈ U ∩ Ω: δ(x) = ρ j
}
(A.22)
is a union of smooth hypersurfaces in RN . For each j ∈ N, denote by D j the set satisfying ∂D j = γ j
and D j ⊂ Ω (D j is in general a union of smooth domains). Moreover, in view of (A.21), we may have
D j ⊂ D j+1 for j ∈ N and Ω =
∞⋃
j=1
D j. (A.23)
Without loss of generality, we may also assume that the origin belongs to all the D j ’s.
The intersection D j ∩ BR(0) of D j with the ball BR(0) may not be a ﬁnite union of Lipschitz do-
mains; however, again by Sard’s theorem, the restriction to γ j of the C∞-smooth map x → |x|2 is
regular at almost any of its values, and hence there exists a strictly increasing and diverging sequence
{Rk} of positive numbers such that each ∂BRk (0) is transversal to all the γ j ’s; thus, for each pair of
j and k, D j ∩ BRk (0) is a ﬁnite union of Lipschitz domains with piecewise C∞-smooth boundaries.
Therefore, by using a partition of unity, we can modify the boundary of D j ∩ BRk (0) near the com-
pact submanifold γ j ∩ ∂BRk (0) to get a family {D j,k} of ﬁnite unions of smooth domains, each one
approximating D j ∩ BRk (0), and satisfying the relations
D j−1 ∩ BRk (0) ⊂ D j,k ⊂ D j+1 ∩ BRk (0)
(⊂ BRk (0)) and
∂D j,k ∩ D j−1 = ∂BRk (0) ∩ D j−1, (A.24)
for every j  2 and k ∈ N.
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A = A(x, t) =
{
φ(u)−φ(v)
u−v if u(x, t) = v(x, t), x ∈ Ω, and t > 0,
δ1 otherwise.
Then δ1  A  δ2 on RN+1 and we can approximate A by a sequence {An} of regularizations satisfying
An ∈ C∞
(
RN+1
)
and δ1  An  δ2 in RN+1 for each n ∈ N, (A.25)
A − An → 0 in L2loc
(
RN+1
)
as n → ∞. (A.26)
Let 0 < τ < s < T and choose χ ∈ C∞0 (RN ), with support suppχ contained in Ω , such that 0 
χ  1 in RN . In view of (A.21), there exist j0,k0 ∈ N such that
suppχ ⊂ D j,k for every pair of j  j0 and k k0. (A.27)
Now, choose an integer k  k0 and then a number ε > 0. Since u, v ∈ C0(Ω × (0, T ]), it follows
from (A.19) that there exists μ > 0 satisfying
φ(u) φ(v) + ε in Ωμ ∩ BRk+1(0) × [τ , T ], (A.28)
where Ωμ is given by (1.11). Hence, by (A.21) and (A.24), we see that there exists j1  j0 such that
φ(u) φ(v) + ε on (∂D j,k \ D j−1) × [τ , T ] for every j  j1. (A.29)
For each j  j1 and n ∈ N, let wn, j ∈ C∞(D j,k × [0, s)) ∩ C0(D j,k × [0, s]) be the unique bounded
solution of the problem:
∂t wn, j + Anwn, j = δ2wn, j in D j,k × [0, s), (A.30)
wn, j = 0 on ∂D j,k × [0, s), (A.31)
wn, j(x, s) = e−|x|χ(x) for every x ∈ D j,k. (A.32)
Then, by the parabolic regularity theory (see [6]), we see that
wn, j ∈ C∞
((
D j,k × [0, s]
) \ ({0} × {s})) and ∇wn, j ∈ L∞(D j,k × [0, s]),
and, as in [3, Lemma B, p. 1007], we can prove the following lemma.
Lemma A.2. There exists a constant c > 0 depending only on χ such that, for each j  j1 and n ∈ N, the
solutions wn, j have the following properties:
(i) 0 wn, j  e−|x| in D j,k × [0, s],
(ii)
s∫
0
dt
∫
D j,k
An(wn, j)
2 dx c,
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0ts
∫
D j,k
∣∣∇wn, j(x, t)∣∣2 dx c,
(iv) 0−∂wn, j
∂ν
 ce−Rk on
(
∂D j,k ∩ ∂BRk (0)
)× [0, s],
where ν denotes the unit outward normal vector to ∂D j,k.
Remark A.3. The fact that D j,k ⊂ BRk (0) (see (A.24)) guarantees that the same barrier function as in
[3, Lemma B, p. 1007] can be used to prove (iv). The proofs of the others are the same.
(c) Completion of the proof. For each j  j1 and n ∈ N, multiplying (A.18) by w = wn, j and integrat-
ing by parts the resultant inequality over D j,k × [τ , s] yield that
0
∫
D j,k×[τ ,s]
{
∂t(u − v) − 
[
φ(u) − φ(v)]}w dxdt
=
∫
D j,k
[
(u − v)(x, t)w(x, t)]s
τ
dx−
∫
D j,k×[τ ,s]
(u − v)∂t w dxdt
−
s∫
τ
dt
∫
∂D j,k
∂
∂ν
[
φ(u) − φ(v)]w dσ + ∫
D j,k×[τ ,s]
∇[φ(u) − φ(v)] · ∇w dxdt
=
∫
D j,k
{
(u − v)(x, s)e−|x|χ(x) − (u − v)(x, τ )w(x, τ )}dx
−
∫
D j,k×[τ ,s]
(u − v)∂t w dxdt +
∫
D j,k×[τ ,s]
∇[φ(u) − φ(v) − ε] · ∇w dxdt; (A.33)
here we used (A.31) and (A.32), and we modiﬁed the last term a little for later use. The last in (A.33)
term equals
s∫
τ
dt
∫
∂D j,k\D j−1
[
φ(u) − φ(v) − ε]∂w
∂ν
dσ
+
s∫
τ
dt
∫
∂D j,k∩D j−1
[
φ(u) − φ(v) − ε]∂w
∂ν
dσ −
∫
D j,k×[τ ,s]
[
φ(u) − φ(v) − ε]w dx.
Since ∂w
∂ν  0 on ∂D j,k ×[0, s], it follows from (A.29) that the ﬁrst term above is nonnegative; also, in
the third term, we write:
φ(u) − φ(v) − ε = {An + (A − An)}(u − v) − ε.
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0
∫
D j,k
(u − v)(x, s)e−|x|χ(x)dx−
∫
D j,k
(u − v)(x, τ )w(x, τ )dx
+
s∫
τ
dt
∫
∂D j,k∩D j−1
[
φ(u) − φ(v) − ε]∂w
∂ν
dσ − δ2
∫
D j,k×[τ ,s]
(u − v)w dxdt
−
∫
D j,k×[τ ,s]
(u − v)(A − An)w dxdt + ε
∫
D j,k×[τ ,s]
w dxdt. (A.34)
Since u and v are bounded, there exists a constant K > 0 such that
max
{|u − v|, ∣∣φ(u) − φ(v) − ε∣∣} K in Ω × [0, T ].
Combining (A.24) with (iv) of Lemma A.2 yields that the third term in (A.34) is bounded from below
by
−cKe−Rk T NωN RN−1k ,
where ωN is the volume of the unit ball in RN . By using (i) of Lemma A.2, we see that the fourth
term in (A.34) is bounded from below by
−δ2
s∫
τ
dt
∫
Ω
max{u − v,0}e−|x| dx.
With the aid of (A.25), (ii) of Lemma A.2 yields that the ﬁfth and the sixth terms in (A.34) are
bounded from below by
−K
√
c√
δ1
( T∫
0
dt
∫
D j,k
(A − An)2 dx
) 1
2
and − ε
√
c√
δ1
√
T |D j,k|,
respectively, where |D j,k| denotes the N-dimensional Lebesgue measure of D j,k . Consequently, with
these bounds and by using (A.27) in the ﬁrst term in (A.34), from (A.34) we obtain:
∫
Ω
(u − v)(x, s)e−|x|χ(x)dx
∫
D j,k
(u − v)(x, τ )wn, j(x, τ )dx
+ cKe−Rk T NωN RN−1k + δ2
s∫
τ
dt
∫
Ω
max{u − v,0}e−|x| dx
+ K
√
c√
δ1
( T∫
0
dt
∫
D j,k
(A − An)2 dx
) 1
2
+ ε
√
c√
δ1
√
T |D j,k|.
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inequality. Also, letting n → ∞ and τ → 0 with in mind (A.26) and (A.20), respectively, yield that
∫
Ω
(u − v)(x, s)e−|x|χ(x)dx cKe−Rk T NωN RN−1k + δ2
∫
Ω×[0,s]
max{u − v,0}e−|x| dxdt.
By letting k → ∞, we remove the ﬁrst term in the right-hand side of this inequality. Then, since
χ ∈ C∞0 (RN ) is an arbitrary function satisfying that 0  χ  1 in RN and its support is contained
in Ω , we conclude that for every s ∈ [0, T ]
∫
Ω
max
{
(u − v)(x, s),0}e−|x| dx δ2
s∫
0
dt
∫
Ω
max{u − v,0}e−|x| dx. (A.35)
Finally, Gronwall’s lemma implies that u  v in Ω × (0, T ]. 
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