We propose a new family of easy-to-implement realized volatility based forecasting models.
of RV for the purposes of forecasting the true latent IV therefore suffers from a classical errors-in-variables problem. In most situations this leads to what is known as an attenuation bias, with the directly observable RV process being less persistent than the latent IV process.
The degree to which this occurs obviously depends on the magnitude of the measurement errors; the greater the variance of the errors, the less persistent the observed process. 3
Standard approaches for dealing with errors-in-variables problems treat the variance of the measurement error as constant through time. 4 In contrast, we explicitly take into account the temporal variation in the errors when modeling the realized volatility, building on the asymptotic distribution theory for the realized volatility measure developed by Barndorff- Nielsen and Shephard (2002) . Intuitively, on days when the variance of the measurement error is small, the daily RV provides a stronger signal for next day's volatility than on days when the variance is large (with the opposite holding when the measurement error is large).
Our new family of models exploits this heteroskedasticity in the error, by allowing for timevarying autoregressive parameters that are high when the variance of the realized volatility error is low, and adjusted downward on days when the variance is high and the signal is weak. Our adjustments are straightforward to implement and can easily be tailored to any autoregressive specification for RV . For concreteness, however, we focus our main discussion on the adaptation to the popular HAR model, which we dub the HARQ model. But, in our empirical investigation we also consider a number of other specifications and variations of the basic HARQ model.
Our empirical analysis relies on high-frequency data from 1997-2013 and corresponding realized volatility measures for the S&P 500 index and the individual constituents of Dow Jones Industrial Average. By explicitly incorporating the time-varying variance of the measurement errors into the parameterization of the model, the estimated HARQ models exhibit more persistence in "normal times" and quicker mean reversion in "erratic times" compared 3 Alternative realized volatility estimators have been developed byBarndorff -Nielsen, Hansen, Lunde, and Shephard (2008) ; Zhang, Mykland, and Aït-Sahalia (2005) ; Jacod, Li, Mykland, Podolskij, and Vetter (2009) among others. Forecasting in the presence of microstructure "noise" has also been studied by Aït-Sahalia and Mancini (2008) ; Andersen, Bollerslev, and Meddahi (2011) ; Ghysels and Sinko (2011); Bandi, Russell, and Yang (2013) . The analysis below effectively abstracts from these complications, by considering a coarse five-minute sampling frequency and using simple RV . We consider some of these alternative estimators in Section 4.1 below.
4 General results for the estimation of autoregressive processes with measurement error are discussed in Staudenmayer and Buonaccorsi (2005) . have also recently advocated the use of standard instrumental variable techniques for estimating the persistence of the latent IV process, with the resulting estimates being significantly more persistent than the estimates for the directly observable RV process.
3
to the standard HAR model with constant autoregressive parameters. 5 Applying the HARQ model in an extensive out-of-sample forecast comparison, we document significant improvements in the accuracy of the forecasts compared to the forecasts from a challenging set of commonly used benchmark models. Interestingly, the forecasts from the HARQ models are not just improved in times when the right-hand side RV s are very noisy, and thus contain little relevant information, but also during tranquil times, when the forecasts benefit from the higher persistence afforded by the new models. Consistent with the basic intuition, the HARQ type models also offer the largest gains over the standard models for the assets for which the temporal variation in the magnitudes of the measurement errors are the highest.
The existing literature related to the dynamic modeling of RV and RV -based forecasting has largely ignored the issue of measurement errors, and when it has been considered, the errors have typically been treated as homoskedastic. Andersen, Bollerslev, and Meddahi (2011), for instance, advocate the use of ARMA models as a simple way to account for measurement errors, while Asai, McAleer, and Medeiros (2012) estimate a series of state-space models for the observable RV and the latent IV state variable with homoskedastic innovations. The approach for estimating stochastic volatility models based on realized volatility measures developed by Dobrev and Szerszen (2010) does incorporate the variance of the realized volatility error into the estimation of the models, but the parameters of the estimated models are assumed to be constant, and as such the dynamic dependencies and the forecasts from the models are not directly affected by the temporal variation in the size of the measurement errors. The motivation for the new family of HARQ models also bears some resemblance to the GMM estimation framework recently developed by Li and Xiu (2013) . The idea of the paper is also related to the work of Bandi, Russell, and Yang (2013) , who advocate the use of an "optimal," and possibly time-varying, sampling frequency when implementing RV measures, as a way to account for heteroskedasticity in the market microstructure "noise." In a similar vein, Shephard and Xiu (2014) interpret the magnitude of the parameter estimates associated with different RV measures in a GARCH-X model as indirect signals about the quality of the different measures: the lower the parameter estimate, the less smoothing, and the more accurate and informative the specific RV measure.
The rest of the paper is structured as follows. Section 2 provides the theoretical motivation 5 The persistence of the estimated HARQ models at average values for the measurement errors is very similar to the unconditional estimates based on , and as such also much higher than the persistence of the standard HAR models. We discuss this further below.
for the new class of models, together with the results from a small scale simulation study designed to illustrate the workings of the models. Section 3 reports the results from an empirical application of the basic HARQ model for forecasting the volatility of the S&P 500 index and the individual constituents of the Dow Jones Industrial Average. Section 4 provides a series of robustness checks and extensions of the basic HARQ model. Section 5 concludes.
Realized Volatility-Based Forecasting and Measurement Errors

Realized Variance and High-Frequency Distribution Theory
To convey the main idea, consider a single asset for which the price process P t is determined by the stochastic differential equation,
where µ t and σ t denote the drift and the instantaneous volatility processes, respectively, and W t is a standard Brownian motion assumed to be independent of σ t . For simplicity and ease of notation, we do not include jumps in this discussion, but the main idea readily extends to discontinuous price processes, and we investigate this in Section 4 below. Following the vast realized volatility literature, our aim is to forecast the latent Integrated Variance (IV ) over daily and longer horizons. Specifically, normalizing the unit time interval to a day, the one-day integrated variance is formally defined by,
The integrated variance is not directly observable. However, the Realized Variance (RV ) defined by the summation of high-frequency returns,
where M = 1/∆, and the ∆-period intraday return is defined by r t,i ≡ log(P t−1+i∆ ) − log(P t−1+(i−1)∆ ), provides a consistent estimator as the number of intraday observations increases, or equivalently ∆ → 0 (see, e.g., Andersen and Bollerslev, 1998) .
In practice, data limitations invariably put an upper bound on the value of M . The resulting estimation error in RV may be characterized by the asymptotic (for ∆ → 0) distribution theory of Barndorff-Nielsen and Shephard (2002) ,
where IQ t ≡ t t−1 σ 4 s ds denotes the Integrated Quarticity (IQ). In parallel, to the integrated variance, the integrated quarticity may be consistently estimated by the Realized Quarticity (RQ),
The ARQ model
The consistency of RV for IV , coupled with the fact that the measurement error is serially uncorrelated under general conditions, motivate the use of reduced form time series models for the observable realized volatility as a simple way to forecast the latent integrated volatility of interest. 6
To illustrate, suppose that the dynamic dependencies in IV may be described by an AR(1) model,
If u t and the measurement error η t are both i.i.d., with variances σ 2 u and σ 2 η , then it follows by standard arguments that RV follows an ARMA(1,1) model, with AR-parameter equal to φ 1 and (invertible) MA-parameter equal to,
It is possible to show that θ is increasing (in absolute value) in the variance of the measurement error, σ 2 η , and that θ 1 → 0 as σ 2 η → 0 or φ 1 → 0. Now suppose that instead of an ARMA(1,1) model, the researcher estimates an approximate and easy-to-implement AR(1) model for RV ,
The measurement error on the left hand side is unpredictable, and merely results in an increase in the standard errors of the parameter estimates. The measurement error on the right hand side, however, directly affects the parameter β 1 , and in turn propagates into the forecasts from the model. Again, assuming for simplicity that u t and η t are both i.i.d., so that Cov(RV t , RV t−1 ) = φ 1 V ar(IV t ) and V ar(RV t ) = V ar(IV t ) + σ 2 η , the population value for β 1 may be expressed as,
The estimated autoregressive coefficient for RV will therefore be smaller than the φ 1 coefficient for IV . 7 This discrepancy between β 1 and φ 1 is directly attributable to the well-known attenuation bias arising from the presence of measurement errors. The degree to which β 1 is attenuated is a direct function of the measurement error variance: if σ 2 η = 0, then
η is large, then β 1 goes to zero and RV is effectively unpredictable. 8 The standard expression for β 1 in equation (9) is based on the assumption that the variance of the measurement error is constant. However, from equation (4) the variance pertaining to the estimation error in RV generally changes through time: there are days when IQ is low and RV provides a strong signal about the true IV , and days when IQ is high and the signal is relatively weak. The OLS-based estimate of β 1 will effectively be attenuated by the average of this measurement error variance. As such, the assumption of a constant AR parameter is suboptimal from a forecasting perspective. Instead, by explicitly allowing for a time-varying autoregressive parameter, say β 1,t , this parameter should be close to φ 1 on days when there is little measurement error, while on days where the measurement error variance is high, β 1,t should be low and the model quickly mean reverting. 9
The AR(1) representation for the latent integrated volatility in equation (6) that under-7 The R 2 from the regression based on RV will similarly be downward biased compared to the R 2 from the infeasible regression based on the latent IV . Andersen, Bollerslev, and Meddahi (2005) provide a simple adjustment for this unconditional bias in the R 2 . 8 As previously noted, propose the use of an instrumental variable procedure for dealing with this attenuation bias and obtain a consistent estimator of the autoregressive parameters of the true latent IV process. For forecasting purposes, it is β1 and not φ1 that is the parameter of interest, as the explanatory variable is the noisy realized variance, not the true integrated variance.
9 These same arguments carry over to the θ1 parameter for the ARMA(1,1) model in equation (7) and the implied persistence as a function of the measurement error variance. Correspondingly, in the GARCH(1,1) model, in the usual notation of that model, the autoregressive parameter given by α + β should be constant, while the values of α and β should change over time so that β is larger (smaller) and α is smaller (larger) resulting in more (less) smoothing when the variance of the squared return is high (low).
lies these ideas merely serves as an illustration. Hence, rather than relying directly on the expression in equation (9) involving the inverse of the measurement error variance, in our practical implementation we use a more flexible and robust specification in which we allow the time-varying AR parameter to depend linearly on an estimate of IQ 1/2 . We term this specification the ARQ model for short, 10
For ease of interpretation, we suggest demeaning RQ 1/2 so that the estimate of β 1 has the interpretation of the average autoregressive coefficient, directly comparable to β 1 in equation (8). The simple specification above has the advantage that it can easily be estimated by standard OLS, so both estimation and forecasting is straightforward and fast. Importantly, the value of the autoregressive β 1,t parameter will vary with the estimated measurement error variance. (In our additional empirical investigations reported in Section 4.3 below,
we also consider models that allow the intercept, or β 0 , to vary with RQ.) In particular, assuming that β 1Q < 0 it follows that uninformative days with large measurement errors will have smaller impact on the forecasts than days where RV is estimated precisely and β 1,t is larger. If RQ is constant over time, the ARQ model reduces to a standard AR(1) model.
Thus, the greater the temporal variation in the measurement error variance, the greater the expected benefit of modeling and forecasting the volatility with the ARQ model, a prediction we confirm in our empirical analysis below.
The HARQ model
The AR(1) model in equation (8) is too simplistic to satisfactorily describe the long-run dependencies in most realized volatility series. Instead, the Heterogeneous Autoregression (HAR) model of Corsi (2009) has arguably emerged as the most popular model for daily realized volatility based forecasting,
where
The choice of a daily, weekly and monthly lag on the right-hand-side conveniently captures the approximate long-memory dynamic dependencies observed in most realized volatility series.
Of course, just like the simple AR(1) model discussed in the previous section, the beta coefficients in the HAR model are affected by measurement errors in the realized volatilities.
In parallel to the ARQ model, this naturally suggests the following extension of the basic HAR model that directly adjust the coefficients in proportion to the magnitude of the corresponding measurement errors,
Of course, the magnitude of the (normalized) measurement errors in the realized volatilities will generally decrease with the horizon k as the errors are averaged out, indirectly suggesting that adjusting for the measurement errors in the daily lagged realized volatilities is likely to prove more important than the adjustments for the weekly and monthly coefficients. Intuitively, this also means that in the estimation of the standard HAR model some of the weight will be shifted away from the noisy daily lag to the "cleaner," though older, weekly and monthly lags that are less prone to measurement errors.
To directly illustrate how the measurement errors manifest over different sampling frequencies and horizons, Figure 1 plots the simulated RV measurement errors based on ten, five, and one-"minute" sampling (M = 39, 78, 390) and horizons ranging from "daily," to "weekly," to "monthly" (k = 1, 5, 22); the exact setup of the simulations are discussed in more detail in Section 2.4 and Appendix A. To facilitate comparison across the different values of M and k, we plot the distribution of RV /IV − 1, so that a value of 0.5 may be interpreted as an estimate that is 50% higher than the true IV . Even with an observation every minute (M = 390), the estimation error in the daily (k = 1) simulated RV can still be quite substantial. The measurement error variance for the weekly and monthly (normalized) RV are, as expected, much smaller and approximately 1/5 and 1/22 that of the daily RV .
Thus, the attenuation bias in the standard HAR model will be much less severe for the weekly and monthly coefficients. Motivated by these observations, coupled with the difficulties in precisely estimating the β Q adjustment parameters, we will focus our main empirical investigations on the simplified version of the model in equation (12) that only allows the coefficient on the daily lagged RV to vary as a function of RQ 1/2 ,
We will refer to this model as the HARQ model for short, and the model in equation (12) that allows all of the parameters to vary with an estimate of the measurement error variance as the "full HARQ" model, or HARQ-F.
To illustrate the intuition and inner workings of the HARQ model, Figure 2 plots the HAR and HARQ model estimates for the S&P 500 for ten consecutive trading days in October 2008; further details concerning the data are provided in the empirical section below. The left panel shows the estimated RV along with 95% confidence bands based in the asymptotic approximation in (4). One day in particular stands out: on Friday, October 10 the realized volatility was substantially higher than for any of the other ten days, and importantly, also with forecasts closer to the unconditional volatility when the lagged RV is less informative.
Simulation Study
To further illustrate the workings of the HARQ model, this section presents the results from a small simulation study. We begin by demonstrating non-trivial improvements in the in-sample fits from the ARQ and HARQ models compared to the standard AR and HAR models. We then then show how these improved in-sample fits translates into superior out-of-sample forecasts. Finally, we demonstrate how these improvements may be attributed to the increased average persistence of the estimated ARQ and HARQ models obtained by shifting the weights of the lags to more recent observations.
Our simulations are based on the two-factor stochastic volatility diffusion with noise previously analyzed by Huang and Tauchen (2005) , Gonçalves and Meddahi (2009) and Patton (2011) , among others. Details about the exact specification of the model and the parameter values used in the simulation are given in Appendix A. We report the results based on M = 39, 78, 390 "intraday" return observations, corresponding to ten, five, and one-"minute" sampling frequencies. We consider five different forecasting models: AR, HAR, ARQ, HARQ and HARQ-F. The AR and HAR models help gauge the magnitude of the improvements that may realistically be expected in practice. All of the models are estimated by OLS based on T = 1, 000 simulated "daily" observations. Consistent with the OLS estimation of the models, we rely on a standard MSE measure to assess the in-sample fits,
where X t refers to the fit from any one of the different models. We also calculate one-dayahead out-of-sample forecasts from all of the models. For the out-of-sample comparisons we consider both the M SE(RV t , F t ), and the QLIKE loss,
where F t refers to the one-day-ahead forecasts from the different models. 12 To facilitate direct comparisons of the in-and out-of-sample results, we rely on a rolling window of 1,000
observations for the one-step-ahead forecasts and use these same 1,000 forecasted observations for the in-sample estimation. All of the reported simulation results are based on 1,000
replications. Table 1 summarizes the key findings. To make the relative gains stand out more clearly, we standardize the relevant loss measures in each of the separate panels by the loss of the HAR model. As expected, the ARQ model systematically improves on the AR model, and the HARQ model similarly improves on the HAR model. This holds true both in-and out- quantile, ranging from 5% to 95% in 5% increments. For all criteria, in-and out-of-sample MSE and out-of-sample QLIKE, the loss ratio shows a U-shaped pattern, with the gains of the HARQ model relative to the standard HAR model maximized somewhere between 2-and 10-"minute" sampling. When M is very large, the measurement error decreases and the gains from using information on the magnitude of the error diminishes. When M is very small, estimating the measurement error variance by RQ becomes increasingly more difficult and the adjustments in turn less accurate. As such, the adjustments that motivate the HARQ model are likely to work best in environments where there is non-negligible measurement error in RV , and the estimation of this measurement error via RQ is at least somewhat reliable. Whether this holds in practice is an empirical question, and one that we study in great detail in the next section.
The second half of Table 1 reports the persistence for all of the models defined by the estimates of β 1 + β 2 + β 3 , as well as the mean lags for the HAR, HARQ and HARQ-F models.
In the HAR models, the weight on the first lag equals b 1 = β 1 + β 2 /5 + β 3 /22, on the second lag b 2 = β 2 /5 + β 3 /22, on the sixth lag b 6 = β 3 /22, and so forth, so that these mean lags are easily computed as 22
For the HARQ models, this corresponds to the mean lag at the average measurement error variance. The mean lag gives an indication of the location of the lag weights. The lower the mean lag, the greater the weight on more recent
The results confirm that at the mean measurement error variance, the HARQ model is far more persistent than the standard HAR model. As M increases, and the measurement error decreases, the gap between the models narrows. However, the persistence of the HARQ model is systematically higher, and importantly, much more stable across the different values of M . As M increases and the measurement error decreases, the loading on RQ diminishes, but this changes little in terms of the persistence of the underlying latent process that is 14 being approximated by the HARQ model. 13 The result pertaining to the mean lags reported in the bottom panel further corroborates the idea that on average, the HARQ model assigns more weight to more recent RV s than the does the standard HAR model.
Modeling and Forecasting Equity Return Volatility
Data
We focus our empirical investigations on the S&P 500 aggregate market index. The first 1,000 days are only used to estimate the models, so that the in-sample estimation results and the rolling out-of-sample forecasts are all based on the same samples. Table 2 provides a standard set of summary statistics for the daily realized volatilities.
Following common practice in the literature, all of the RV s are based on five-minute returns. 14 In addition to the usual summary measures, we also report the first order autocorrelation corresponding to β 1 in equation (8), the instrumental variable estimator of denoted AR-HL, and the estimate of β 1 from the ARQ model in equation (10) corresponding to the autoregressive parameter at the average measurement error variance. The AR-HL estimates are all much larger than the standard AR estimates, directly highlighting the importance of measurement errors. By exploiting the heteroskedasticity in the measurement errors, the ARQ model allows for far greater persistence on average than the standard AR model, bridging most of the gap between the AR and AR-HL estimates.
13 Interestingly, the HARQ-F model is even more persistent. This may be fully attributed to an increase in the monthly lag parameter, combined with a relatively high loading on the interaction of the monthly RV and RQ.
14 Liu, Patton, and Sheppard (2015) provide a recent discussion and empirical justification for this common choice. In some of the additional results discussed below, we also consider other sampling frequencies and RV estimators. Our main empirical findings remain intact to these other choices. , while β1 refers to the corresponding estimates from the ARQ model in equation (10) .
In-Sample Estimation Results
We begin by considering the full in-sample results. The top panel in Table 3 reports the parameter estimates for the S&P 500, with robust standard errors in parentheses, for the benchmark AR and HAR models, together with the ARQ, HARQ and HARQ-F models.
For comparison purposes, we also include the AR-HL estimates, even though they were never intended to be used for forecasting purposes. The second and third panel report the R 2 , MSE and QLIKE for the S&P500, and the average of those three statistics across the 27 DJIA individual stocks. Further details about the model parameter estimates for the individual stocks are available in Appendix A.
As expected, all of the β 1Q coefficients are negative and strongly statistically significant. This is consistent with the simple intuition that as the measurement error and the current value of RQ increases, the informativeness of the current RV for future RV s decreases, and therefore the β 1,t coefficient on the current RV decreases towards zero. Directly comparing the AR coefficient to the autoregressive parameter in the ARQ model also reveals a marked difference in the estimated persistence of the models. By failing to take into account the timevarying nature of the informativeness of the RV measures, the estimated AR coefficients are sharply attenuated.
The findings for the HARQ model are slightly more subtle. Comparing the HAR model with the HARQ model, the HAR places greater weight on the weekly and monthly lags, which are less prone to measurement errors than the daily lag, but also further in the past.
These increased weights on the weekly and monthly lags hold true for the S&P500 index, and for every single individual stock in the sample. By taking into account the time-varying nature of the measurement error in the daily RV , the HARQ model assigns a greater average weight to the daily lag, while down-weighting the daily lag when the measurement error is large. The HARQ-F model parameters differ slightly from the HARQ model parameters, as the weekly and monthly lags are now also allowed to vary. However, the estimates for β 2Q and β 3Q are not statistically significant, and the improvement in the in-sample fit compared to the HARQ model is minimal.
To further corroborate the conjecture that the superior performance of the HARQ model is directly attributable to the measurement error adjustments, we also calculated the mean lags implied by the HAR and HARQ models estimated with less accurate realized volatilities based on coarser sampled 10-and 15-minute intraday returns. Consistent with the basic intuition of the measurement errors on average pushing the weights further in the past, the mean lags are systematically lower for the models that rely on the more finely sampled RV s.
For instance, the average mean lag across all of the individual stocks for the HAR models equal 5.364, 5.262 and 5.003 for 15-, 10-and 5-minute RV s, respectively. As the measurement error decreases, the shorter lags become more accurate and informative for the predictions.
By comparison, the average mean lag across all of the stocks for the HARQ models equal 4.063, 3.877 and 3.543 for 15-, 10-and 5-minute RV s, respectively. Thus, on average the HARQ models always assign more weight to the more recent RV s than the standard HAR models, and generally allow for a more rapid response, except, of course, when the signal is poor.
Out-of-Sample Forecast Results
Many other extensions of the standard HAR model have been proposed in the literature.
To help assess the forecasting performance of the HARQ model more broadly, in addition to the basic AR and HAR models considered above, we therefore also consider the forecasts from three alternative popular HAR type formulations.
Specifically, following Andersen, Bollerslev, and Diebold (2007) we include both the the HAR-with-Jumps (HAR-J) and the Continuous-HAR (CHAR) models in our forecast comparisons. Both of these models rely on a decomposition of the total variation into a continuous and a discontinuous (jump) part. This decomposition is most commonly implemented using the Bi-Power Variation (BP V ) measure of Barndorff- Nielsen and Shephard (2004b) , which affords a consistent estimate of the continuous variation in the presence of jumps. The HAR-J model, in particular, includes a measure of the jump variation as an additional explanatory variable in the standard HAR model,
, and the BP V measure is defined as,
with µ 1 = 2/π = E(|Z|), and Z a standard normally distributed random variable. Empirically, the jump component has typically been found to be largely unpredictable. This motivates the alternative CHAR model, which only includes measures of the continuous variation on the right hand side,
Several empirical studies have documented that the HAR-J and CHAR models often perform (slightly) better than the standard HAR model.
Meanwhile, Patton and Sheppard (2015) have recently argued that a Semivariance-HAR (SHAR) model sometimes performs even better than the HAR-J and CHAR models. Building on the semi-variation measures of Barndorff-Nielsen, Kinnebrock, and Shephard (2010), the SHAR model decomposes the total variation in the standard HAR model into the variation due to negative and positive intraday returns, respectively. In particular, let
r 2 t,i I {r t,i >0} , the SHAR model is then defined as:
Like the HARQ models, the HAR-J, CHAR and SHAR models are all easy to estimate and implement.
We focus our discussion on the one-day-ahead forecasts for the S&P500 index starting on April 9, 2001 through the end of the sample. However, we also present summary results for the 27 individual stocks, with additional details available in Appendix A. The forecast are based on re-estimating the parameters of the different models each day with a fixed length Rolling Window (RW ) comprised of the previous 1,000 days, as well as an Increasing Window (IW ) using all of the available observations. The sample sizes for the increasing window for the S&P500 thus range from 1,000 to 3,201 days.
The average MSE and QLIKE for the S&P500 index are reported in the top panel in In order to formally test whether the HARQ model significantly outperforms all of the other models, we use a modification of the Reality Check (RC) of White (2000) . The standard RC test determines whether the loss from the best model from a set of competitor models is significantly lower than a given benchmark. Instead, we want to test whether the loss of 15 Due to the estimation errors in RQ, the HARQ models may on are occasions produce implausibly large or small forecasts. Thus, to make our forecast analysis more realistic, we apply an "insanity filter" to the forecasts; see, e.g., Swanson and White (1997) . If a forecast is outside the range of values of the target variable observed in the estimation period, the forecast is replaced by the unconditional mean over that period: "insanity" is replaced by "ignorance." This same filter is applied to all of the benchmark models. In practice this trims fewer than 0.1% of the forecasts for any of the series, and none for many.
16 Surprisingly, the rolling window forecasts provided by the AR model have lower average MSE than the HAR model. However, in that same setting the ARQ model also beats the HARQ model. a given model (HARQ) is lower than that from the best model among a set of benchmark models. As such, we adjust the hypotheses accordingly, testing
where L 0 denotes the loss of the HARQ model, and L k , k = 1, ..., K refers to the loss from all of the other benchmark models. A rejection of the null therefore implies that the loss of the HARQ model is significantly lower than all benchmark models. As suggested by
White (2000), we implement the Reality Check using the stationary bootstrap of Politis and Romano (1994) with 999 re-samplings and an average block length of five. (The results are not sensitive to this choice of block-length.)
For the S&P500 index, the null hypothesis is rejected at the 10% level for the MSE loss with a p-value of 0.063, but not for QLIKE where the p-value equals 0.871. For the individual stocks, we reject the null in favor of the HARQ model under the MSE loss for 44% (63%) of stocks at the 5% (10%) significance level, respectively, and for 30% (37%) of the stocks under QLIKE loss. On the other hand, none of the benchmark models significantly outperforms the other models for more than one of the stocks. We thus conclude that for a large fraction of the stocks, the HARQ model significantly beats a challenging set of benchmark models commonly used in the literature.
Dissecting the Superior Performance of the HARQ Model
Our argument as to why the HARQ model improves on the familiar HAR model hinges on the model's ability to place a larger weight on the lagged daily RV on days when RV is measured relatively accurately (RQ is low), and to reduce the weight on days when RV is measured relatively poorly (RQ is high). At the same time, RV is generally harder to measure when it is high, making RV and RQ positively correlated. Moreover, days when RV is high often coincide with days that contain jumps. Thus, to help alleviate concerns that the improvements afforded by the HARQ model are primarily attributable to jumps, we next provide evidence that the model works differently from any of the previously considered models that explicitly allow for distinct dynamic dependencies in the jumps. Consistent with the basic intuition underlying the model, we demonstrate that the HARQ model achieves the greatest forecast improvements in environments where the measurement error is highly heteroskedastic. In particular, in an effort to dissect the forecasting results in Table 4 , Table 5 further breaks down the results in the previous table into forecasts for days when the previous day's RQ was very high (Top 5% RQ) and the rest of the sample (Bottom 95% RQ). As this breakdown shows, the superior performance of the HARQ model isn't merely driven by adjusting the coefficients when RQ is high. On the contrary, most of the gains in the QLIKE loss for the individual stocks appear to come from "normal" days and the increased persistence afforded by the HARQ model on those days. The results for the HARQ-F model underscores the difficulties in accurately estimating all of the parameters for that model, with the poor performance mostly stemming from the high RQ forecast days. These results also demonstrate that the HARQ model is distinctly different from the benchmark models. The CHAR and HAR-J models primarily show improvements on "high" RQ days, whereas most of the SHAR model's improvements occur for the quieter "normal" days.
If the measurement error variance is constant over time, the HARQ model reduces to the standard HAR model. Correspondingly, it is natural to expect that the HARQ model offers the greatest improvements when the measurement error is highly heteroskedastic. The results in Figure 4 corroborates this idea. The figure plots the MSE and QLIKE loss ratio of the HARQ model relative to the HAR model for the rolling window (RW) forecasts against the standard deviation of RQ (StDev(RQ)) for each of the 27 individual stocks. Although StDev(RQ) provides a very noisy proxy, there is obviously a negative relation between the improvements afforded by the HARQ model and the heteroskedasticity in the measurement error variance. This is true for both of the loss ratios, but especially so for the QLIKE loss. 17
Longer Forecast Horizons
Our analysis up until now has focused on forecasting daily volatility. In this section, we extend the analysis to longer weekly and monthly horizons. Our forecast will be based on direct projection, in which we replace the daily RV s on the left-hand-side of the different models with the weekly and monthly RV s.
Our previous findings indicate that for the one-day forecasts, the daily lag is generally the most important and receives by far the largest weight in the estimated HARQ models. Anticipating our results, when forecasting the weekly RV the weekly lag increases in importance, and similarly when forecasting the monthly RV the monthly lag becomes relatively more important. As such, allowing only a time-varying parameter for the daily lag may be suboptimal for the longer-run forecasts. Hence, in addition to the HARQ and HARQ-F models previously analyzed, we also consider a model in which we only adjust the lag corresponding to the specific forecast horizon. We term this model the HARQ-h model. Specifically, for the weekly and monthly forecasts analyzed here,
and
respectively. Note that for the daily horizon, the HARQ and HARQ-h models coincide. Table   6 reports the in-sample parameter estimates for the S&P 500 index for each of the different specifications. The general pattern is very similar to that reported in Table 3 . Compared to the standard HAR model, the HARQ model always shifts the weights to the shorter lags.
Correspondingly, the HARQ-h model shifts most of the weight to the lag that is allowed to be time-varying. Meanwhile, the HARQ-F model increases the relative weight of the daily and weekly lags, while reducing the weight on the monthly lag, with the estimates for β 1,t and β 2,t both statistically significant and negative. The mean lags reported in the bottom panel also shows, that aside from the monthly HARQ-22 model, all of the HARQ specifications on average assign more weight to the more immediate and shorter lags than do the standard HAR models. The estimated HARQ-F models have the shortest mean lags among all of the models.
Turning to the out-of-sample forecast results for the weekly and monthly horizons reported in Tables 7 and 8 , respectively, the CHAR and HAR-J benchmark models now both struggle The HARQ-F model, in particular, performs well for the increasing estimation window forecasts, but not so well for the rolling window forecasts. This again underscores the difficulties in accurately estimating the extra adjustment parameters in the HARQ-F model based on "only" 1,000 observations. The HARQ-h model that only adjusts the lag parameter corresponding to the forecast horizon often beats the HARQ model that only adjusts the daily lag parameter. At the weekly horizon, the HARQ and HARQ-h models also both perform better than the standard HAR model. For the monthly horizon, however, it appears more important to adjust the longer lags, and as a result the HARQ-F and HARQ-h models typically both do better than the HARQ model. Of course, as the forecast horizon increases, 
The table reports the same loss ratios for the weekly forecasting models previously reported for the oneday-ahead forecasts in Table 4 . The top panel shows the results for the S&P 500, while the bottom panel gives the average and median ratios across the individual stocks. The lowest ratio in each row is indicated in bold. Note: The table reports the same loss ratios for the monthly forecasting models previously reported for the one-day-ahead forecasts in Table 4 . The top panel shows the results for the S&P 500, while the bottom panel gives the average and median ratios across the individual stocks. The lowest ratio in each row is indicated in bold.
the forecasts become smoother and closer to the unconditional volatility, and as such the relative gains from adjusting the parameters are invariably reduced.
Robustness
Alternative Realized Variance Estimators
The most commonly used 5-minute RV estimator that underly all of our empirical results discussed above provides a simple way of mitigating the contaminating influences of market microstructure "noise" arising at higher intraday sampling frequencies. 18 However, a multitude of alternative RV estimators that allow for the use of higher intraday sampling frequencies have, of course, been proposed in the literature. In this section we consider some of the most commonly used of these robust estimators, namely: sub-sampled, two-scales, kernel, and pre-averaged RV , each described in more detail below. Our implementation of these alternative estimators will be based on 1-minute returns. 19 We begin by showing that the HARQ model based on the simple 5-minute RV outperforms the standard HAR models based on these alternative 1-minute robust RV estimators. We also show that despite the increased efficiency afforded by the use of a higher intraday sampling frequency, the HARQ models based on these alternative RV estimators still offer significant forecast improvements relative to the standard HAR models based on the same robust RV estimators. To allow for a direct comparison across the different estimators and models, we always take daily 5-minute RV as the forecast target. As such, the set-up mirrors that of the CHAR model in equation (16) with the different noise-robust RV estimators in place of the jump-robust
The subsampled version of RV (SS-RV ) was introduced by Zhang, Mykland, and Aït-Sahalia (2005) . Subsampling provides a simple way to improve on the efficiency of the standard RV estimator, by averaging over multiple time grids. Specifically, by computing the 5-minute RV on time grids with 5-minute intervals starting at 9:30, 9:31, 9:32, 9:33 and 9:34, the SS-RV estimator is obtained as the average of these five different RV estimators.
The two-scale RV (TS-RV ) of Zhang, Mykland, and Aït-Sahalia (2005), bias-corrects the SS-RV estimator through a jackknife type adjustment and the use of RV at the highest possible frequency. It may be expressed as,
18 As previously noted, the comprehensive comparisons in Liu, Patton, and Sheppard (2015) also show that HAR type models based on the simple 5-minute RV generally perform quite well in out-of-sample forecasting.
19 Since we only have access to 5-minute returns for the S&P 500 futures contract, our results in this section pertaining to the market index will be based on the SPY ETF contract. We purposely do not use the SPY in the rest of the paper, as it is less actively traded than the S&P 500 futures for the earlier part of our sample.
where M (all) denotes the number of observations at the highest frequency (here 1-minute), and RV (all) refers to the resulting standard RV estimator. The realized kernel (RK), developed by Barndorff-Nielsen, Hansen, Lunde, and Shephard (2008) , takes the form,
where k(x) is a kernel weight function, and H is a bandwidth parameter. We follow Barndorff- Nielsen, Hansen, Lunde, and Shephard (2009) and use a Parzen kernel with their recommended choice of bandwidth. Finally, we also implement the pre-averaged RV (PA-RV ) estimator of Jacod, Li, Mykland, Podolskij, and Vetter (2009) , defined by,
For implementation we follow Jacod, Li, Mykland, Podolskij, and Vetter (2009) in choosing the weighting function g(x) = min(x, 1 − x), along with their recommendations for the data-driven bandwidth H, and tuning parameter θ. The ψ i parameters are all functionals of the weighting function g(x). Table 9 compares the out-of-sample performance of the standard HAR model based on these more efficient noise-robust estimators with the forecasts from the HARQ model that uses 5-minute RV . (For comparison, the first column of this table shows the performance of the HAR model using 5-minute RV; the entries here are the inverses of those in the "HARQ" column in Table 4 .) As the table shows, the HARQ model based on the 5-minute RV easily outperforms the forecasts from the standard HAR models based on the 1-minute robust RV estimators. In fact, in line with the results of Liu, Patton, and Sheppard (2015) , for most of the series the HAR models based on the noise-robust estimators do not systematically improve on the standard HAR model based on the 5-minute RV . While still inferior, the HAR model based on SS − RV gets closest in performance to the HARQ model, while the standard HAR model based on the other three estimators generally perform far worse.
Of course, the T S − RV , RK, and P A − RV estimators were all developed to allow for the consistent estimation of IV through the use of ever finely sampled returns. Thus, it is possible that even finer sampled RV s than the 1-minute frequency used here might outweigh the additional complexity of the estimators and result in better out-of-sample forecasts. Note: The table reports the loss ratios of the HAR model using 1-minute noise-robust RV estimators and the 5-minute RV used previously, compared to the loss of the HARQ model using 5-minute RV . The S&P 500 results are based on returns for the SPY.
Further along these lines, all of the noise-robust 1-minute RV estimators are, of course, still subject to some measurement errors. To investigate whether adjusting for these errors remains useful, we also estimate HARQ models based on each of the alternative RV mea-
sures. 20 Table 10 shows the ratios of the resulting losses for the HARQ to HAR models using a given realized measure. For ease of comparison, we also include the previous results for the simple 5-minute RV estimator. The use of higher 1-minute sampling and the more efficient RV estimators, should in theory result in smaller measurement errors. Consistent with this idea, the improvements afforded by the HARQ model for the 1-minute noise-robust estimators are typically smaller than for the 5-minute RV . However, the HARQ models for the 1-minute RV s still offer clear improvements over the standard HAR models, with most of the ratios below one. 21 
Alternative Quarticity Estimators
The integrated quarticity is notoriously difficult to estimate. To investigate the sensitivity of our results to this additional layer of estimation uncertainty, we consider a number of alternative estimators of IQ in place of the standard RQ estimator used in the HARQ models throughout the rest of the paper.
One such estimator is provided by the Tri-Power Quarticity of Barndorff- Nielsen and Shephard (2006) ,
where µ 4/3 ≡ 2 2/3 Γ(7/6)/Γ(1/2) = E(|Z| 4/3 ). In contrast to the standard RQ estimator, T P Q remains consistent for IQ in the presence of jumps. Further along these lines, we also consider the jump-robust MedRQ estimator developed by Schaumburg (2012, 2014) ,
as well as the Truncated RQ estimator based on the ideas of Mancini (2009) , formally defined by, Note: The table reports the out-of-sample forecast losses from the HARQ model using different IQ estimators. All of the losses are reported relative to the losses from the HARQ model based on the the standard RQ estimator used throughout the rest of the paper. The top panel shows the results for the S&P500, while the bottom panel reports the average and median ratios across each of the individual stocks. The lowest ratio in each row is indicated in bold.
with the tuning parameters α i and implemented as in Bollerslev, Todorov, and Li (2013) .
It has also previously been suggested that the integrated quarticity may be more accurately estimated using a coarser time grid than that used for estimating integrated variance; see, e.g., Bandi and Russell (2008) . To this end, we consider estimating RQ based on coarser 15-minute returns. The approximation in equation (4) For ease of comparison, Table 11 summarizes the out-of-sample forecast losses from the HARQ models based on each of these different IQ estimators relative to the losses for the HARQ model based on the standard 5-minute RQ estimator used in the rest of the paper. As the results show, the performance of the HARQ models based on the different IQ estimators are generally close. The only alternative estimator that possibly improves on the standard RQ estimator in a systematic fashion is the bootstrapped variance of RV . However, the improvements are at best minor. 
Alternative HARQ Specifications
The HARQ model is designed to allow for temporal variation in the degree of attenuation bias based on an estimate of the heteroskedastic measurement error variance. The exact specification of the model, and the interaction of RV with the square root of RQ, is, however, somewhat ad hoc and primarily motivated by concerns related to numerical stability. Equation (9), in particular, naturally suggests allowing the parameters of the model to vary with the inverse of RQ, as opposed to RQ 1/2 . But, RQ may be close to zero, and as such the inverse of RQ is prone to amplify any estimation errors, resulting in inaccurate estimates of the inverse of IQ, and in turn unstable time-varying autoregressive parameter estimates. To further investigate this issue, we consider the out-of-sample forecasts from alternative HARQ specifications in which we substitute RQ, RQ −1/2 , RQ −1 , and log(RQ) in place of RQ 1/2 in equation (2.3). All of the HARQ specifications that we have considered so far have also restricted the intercept in the models, or β 0 , to be constant. We now consider two alternative specifications, where we add RQ 1/2 as an additional explanatory variable to the standard HAR and HARQ models, thereby allowing for a time-varying intercept in the HAR(Q) model. Table 12 reports the out-of-sample forecast results from each of these alternative HARQ spec-ifications. For ease of comparison, we again normalize all of the losses relative to the losses of the HARQ model based on RQ 1/2 analyzed throughout. The first set of columns show the results for the alternative RQ transformations. The models based on RQ 1/2 and RQ perform roughly the same. Meanwhile, as expected, the modified HARQ models that rely on negative powers of RQ, or the log-transform of RQ, all result in numerically unstable parameter estimates and correspondingly inferior out-of-sample forecasts. 22
The last two columns of the table give the results from directly including RQ 1/2 in the HAR and HARQ models. While the HAR model with RQ 1/2 tend to performs worse than the HARQ model, it does improve on the standard HAR model, as it is able to mimic the HARQ model and reduce the forecasts in situations with large measurement errors. However, the model does so less effectively than the HARQ model forecasts. The HARQ model that includes RQ 1/2 does improve on the standard HARQ model for some of the forecast scenarios, but performs worse in others, and in no case is the forecast improvement very large. Overall, we conclude that the simple HARQ model in equation (2.3) appears the more stable and generally superior model compared to any of these alternative specifications.
Alternative Q-Models
The motivation behind the HARQ model is equally applicable to other realized volatility based forecasting models, including the benchmark models analyzed in our forecast comparisons. In particular, the HAR-J model defined in equation (14) is readily modified in a manner completely analogous to the HARQ model, resulting in the HARQ-J model,
The CHAR model in (16) relies on the jump-robust bi-power variation (BP V ) measure in place of the realized volatility for predicting the future volatility. As shown by Barndorff- Nielsen and Shephard (2006) , the asymptotic variance of BP V equals 2.61∆IQ t . This asymptotic variance is naturally estimated by the Tri-Power Quarticity (T P Q) previously defined in equation (23), which remains consistent for IQ in the presence of jumps. Correspondingly,
we define the CHARQ model as,
22 We also experimented with "higher-order" models, allowing the autoregressive parameters to depend on multiple RQ terms; e.g., both RQ 1/2 and RQ. However, the difficulties in accurately estimating the parameters for these more elaborate models, again translate into inferior out-of-sample forecasts. The asymptotic distribution of the RV + t and RV − t measures included in the SHAR model in equation (17) is unknown. However, a measure that is strongly correlated with their asymptotic variances should work well in terms of adjusting the parameters for measurement errors, as the estimated regression coefficients will automatically make up for any proportional differences. Hence, as a shortcut we simply rely on RQ to proxy the asymptotic variance of both RV + and RV − , defining the SHARQ model,
Table 13 reports the parameter estimates for each of these Q-models and their baseline counterparts. The general pattern directly mirrors that of the estimates for the HARQ and HAR models. All of the models shift the weights from the weekly and monthly lags to the daily lag, with higher measurement error variances pulling the daily lag parameters closer to zero. Looking specifically at the HAR-J model, the parameter associated with the jump component is significantly negative: on days where part of the total RV is attributable to jumps, the next day's RV is reduced by -1.003 times the jump component. In the HARQ-J model, however, the measurement error subsumes a large portion of this jump variation: the β J coefficient is reduced by two-thirds, and is no longer statistically significant. This same result holds true for the individual stocks, where the jump parameters are significant at the 5% level for 60% of the stocks for the HAR-J models, compared to only 10% of the stocks for the HARQ-J models. Also, comparing the SHAR and SHARQ models, the latter shifts the weight even further away from the positive part of RV to the negative part, so that only RV − is significant in the SHARQ model.
The out-of-sample forecast results from each of these different Q-models are summarized in Table 14 . For comparison purposes, we also include the results for the basic HARQ model.
To facilitate the interpretation of the results, we report the loss ratios with respect to the relevant baseline models, that is the losses for the HARQ model is reported relative to the losses for the standard HAR model, the CHARQ model losses relative to the CHAR model losses, and so forth. The improvements obtained for the HARQ-J and CHARQ models are generally in line with those for the basic HARQ model. This is true both for the S&P 500 losses given in the top panel and the average losses across the individual stocks reported in the bottom panel. The SHARQ model, however, does not improve on the standard SHAR model.
Of course, in contrast to the other Q-models, our specification of the SHARQ model relies on an imperfect proxy for the asymptotic variance of the measurement errors. This might help explain the relatively poor performance of that model, and also indirectly highlight the importance of using a proper approximation for the distribution of the measurement errors to guide the adjustments of the autoregressive parameters and the forecasts from the models.
Conclusion
We propose a simple-to-implement new class of realized volatility based forecasting models. The models improve on the forecasts from standard volatility forecasting models, by explicitly accounting for the temporal variation in the magnitude of the measurement errors in the realized volatilities and the way in which the errors attenuate the parameters of the models. A particularly simple member of this new class of models, which we term the HARQ model, outperforms the forecasts from several other commonly used models. This holds true both in simulations and in-and out-of-sample forecasts of the volatility of the S&P 500
aggregate market portfolio and a number of individual stocks.
The new models developed here may usefully be applied in many other situations. The volatility risk premium, for example, defined as the difference between the so-called risk neutral expectation of the future volatility of the aggregate market portfolio and the actual statistical expectation of the market volatility, has recently received a lot of attention in the literature. The risk neutral expectation of the volatility is readily inferred from options prices in an essentially model-free manner. The actual volatility forecasts, however, invariable depends on the model used for constructing the forecasts. Bekaert and Hoerova (2014) and Conrad and Loch (2015) have both recently demonstrated how the use of different realized volatility based forecasting models, including versions of the HAR, HAR-J and CHAR models analyzed here, can materially affect the estimates of the volatility risk premium and the interpretation thereof. The HARQ models, of course, hold the promise of even more accurate forecasts and better volatility risk premium estimates, and in turn new insights and a deeper understanding of the economic mechanisms behind the temporal variation in the premium.
All of the forecasting models developed here are univariate. However, most practical questions related to risk measurement and management are intrinsically multivariate in nature, requiring the forecasts of both asset return variances and covariances. Building on the distri simulations are generated using an Euler scheme based on 23,400 intervals for each of the T = 2,000 "days" in the sample. We then aggregate these prices to sparsely sampled M = 39, 78, 390 return observations per day, corresponding to 10-, 5-and 1-"minute" returns.
To allow for empirically more realistic high-frequency prices, we further add "noise" to the simulated price process. In line with the empirical evidence in Bandi and Russell (2006) and Hansen and Lunde (2006) , we allow the variance of the noise to increase with the volatility of the simulated efficient price. In particular, mirroring the design in Barndorff- Nielsen, Hansen, Lunde, and Shephard (2008) , on each day we generate an i.i.d. noise term u t,i ∼ N (0, ω 2 t ) with ω 2 t = ξ 2 t t−1 σ 2 us ν 2 s ds, so that the variance of the noise is constant throughout the day, but changes from day to day. This noise is then added to the S t,i price process to obtain the time series of actual high-frequency simulate prices S * t,i = S t,i + u t,i .
