In order to realize the problems of non-intrusive load monitoring and decomposition (NILMD) from two aspects of load identification and load decomposition, based on the load characteristics of the database, this paper firstly analyzes and identifies the equipment composition of mixed electrical equipment group by using the load decision tree algorithm. Then, a 0-1 programming model for the equipment status identification is established, and the Particle Swarm Optimization (PSO) is used to solve the model for equipment state recognition, and the equipment operating state in the equipment group is identified. Finally, a simulation experiment is carried out for the partial data of Question A in the 6th "teddy cup" data mining challenge competition.
Introduction
In recent years, non-intrusive power load monitoring and decomposition (NILMD) technology has attracted the attention of many scholars due to the high cost, low efficiency and limited application of traditional power load monitoring methods [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Har [1] initially put forward the idea and theory of non-invasive load decomposition, mainly through load decomposition at the entrance of residential electricity load. Roos et al. [2] proposed multi-level neural network algorithm to analyze power load characteristics. Drenker et al. [3] developed a database system which can extract the steady-state load characteristics of electrical equipment. The system determines the energy consumption of individual appliances being turned on and off within a whole building's electric load. By using changes in active power and reactive power, they used clustering analysis algorithm to identify electrical equipment. To improve the recognition effect of equipment Laughmam et al. [4] used the FFT algorithm to analyze the characteristics of harmonic load on this basis. Suzuki et al. [5] used integer programming to decompose and identify electrical equipment. Choksi et al. [6] proposed to identify electrical equipment based on power load characteristics and decision tree algorithm. Hassan et al. [8] expands and evaluates appliance load signatures based on V-I trajectory-the mutual locus of instantaneous voltage and current waveforms, and they also demonstrate the use of variants of differential evolution as a novel strategy for selection of optimal load models. Lu et al. [9] proposed a classification method based on extreme learning machine (ELM) algorithm for electricity consumption behavior analysis, and the feature preference strategy is adopted to extract the best feature sets of the load curve, which were used as the input of ELM network. However, the above non-invasive equipment identification algorithms only consider the load data at the load entrance, so it cannot achieve high-precision identification through a single identification algorithm. This load decomposition technique is expected to be a better technique for dynamic load separation because it includes transient and steady-state characteristics to achieve better energy saving and emission reduction effects in the future. Including multiple features in the feature matrix helps to increase computational time and complexity. We can potentially reduce computing time and complexity by using specific features of specific categories of devices. Avoiding unnecessary extraction is helpful to the training of database and the optimization of decomposition and recognition technology. In this paper, event detection algorithm, load decision tree algorithm and 0-1 quadratic programming model are combined to improve the accuracy of power load identification.
Related work
The following methods are used to realize our research in NILMD system.
Event detection algorithm
Event detection [11] and load characteristics are mutually complementary. This paper takes the change value p of the characteristic value p of active power as the criterion for event detection, and sets a reasonable power change threshold according to the electrical equipment and operating parameters. However, some electrical equipment will have a large peak of power at the moment of starting (the motor starting current is higher than the rated current). Although this does not affect the accuracy of determining the time of occurrence of the event, it may cause inaccurate change of the steady-state power of the electrical equipment. The transient process of different equipment is long to short, so it is necessary to combine the data within a certain time range to determine whether an event has occurred. Due to the power quality (such as voltage drop), the active power will change suddenly and it is easy to make wrong judgment. In the case that the equipment group contains both the low power and the high power equipment, if the threshold setting is too large, the high power equipment will cover the low power equipment, and if the threshold setting is too small, the number of detected events will be multiplied. Therefore, the threshold setting must consider both the power level of the equipment contained in the equipment group and the change value of the steady state power. In this paper, using time as horizontal axis and power value as vertical axis, the time-power diagram is drawn, and the power threshold value is determined by observing the graph and calculating the percentage of the power value of electrical equipment. Take equipment group 4, 5 and 6 in Annex 3 of question A as examples to determine the power threshold as in Table 1 .
The steps of the event detection algorithm are as follows.
Step 1. Calculate the difference p t between the current time of active power and the previous time. If p t ≥ p 1 , go to Step 3, otherwise enter Step 2.
Step 2. Read the next time data and return to Step 1.
Step 3. The event duration D increases by 1 second on its original basis and go to Step 4. Step 4. Read the next time data and calculate to get p t+D = p t+Dp t . If p t+D ≥ p 1 , go to Step 5, otherwise, go to Step 6.
Step 5. Read the next time data and return to Step 3.
Step 6. According to the event duration D, we can get the end time of the event is t + D. Calculate the change value of active power before and after the event is calculated. If p t+D ≥ p 2 , go to Step 7, otherwise, it will be judged that no events have occurred, return to Step 2.
Step 7. Output results. According to the positive and negative conditions of p t+D , we can judge whether this event is a power increase event or a power decrease event. If the result is positive, the active power of the system increases. We judge that it is an ascending event, which is generally caused by the start of operation or the change of state of the electrical equipment. If the result is negative, it indicates that the active power of the system decreases. It is judged as a falling event, which is generally caused by the change of the running state of the electrical equipment when it is cut off. We think of time t + D as the end of the event, and the time as the beginning of the next event. In order to reflect the change of power more objectively, we took the active power data within five seconds before time t. The arithmetic mean value is taken as the active power of the system before the event occurs. Similarly, the active power data of five seconds after t + D time are taken, and the arithmetic average value represents the active power of the system after the event. Therefore, we get the difference between the two, which is the required active power variation p t+D .
Taking equipment group 4 as an example, we use the event detection algorithm to find the moment when the running state of the equipment changes, as shown in Fig. 1 .
By setting a reasonable power change threshold, the event detection algorithm can identify load events with large active power variation value and determine the occurrence point of the event. Thus, the event detection algorithm is of great help to analyze the running state of each electrical equipment. In this paper, the event detection algorithm is used to segment the running state of the equipment group, and then the decision tree algorithm is used to identify the electrical equipment.
Load decision tree algorithm for equipment composition identification
The load decision tree algorithm is similar to the load decomposition algorithm. The load identification algorithm also compares the extracted unknown load characteristic parameters with the known load characteristic parameters in the database, and then finds the known load closest to the extracted load characteristic parameters as the identification result. Therefore, we need to make decision tree load identification on the basis of load database. In this paper, the load decision tree algorithm [12] [13] [14] is based on three load databases (active power and reactive power in different states of the equipment, the harmonic content amplitude database, and the V-I trajectory of the load). The recognition algorithm based on decision tree requires relatively little computation, so it can avoid using low-power load characteristics for identification to some extent. This division of data leads to reduced computational complexity and time, and it is considered a better algorithm when it comes to multi-label classification problems. Now we introduce the decision tree algorithm into the load identification of our electrical equipment. The flow chart of the decision tree load identification algorithm is shown in Fig. 2 .
The steps of decision tree algorithm for load identification are as follows.
Step 1. The event detection algorithm determines whether the load change event occurs, if not, enter Step 2, otherwise, enter Step 3.
Step 3. Determine whether the equipment in which the event occurred is pure resistive. If it is pure resistive electrical equipment, Step 4 should be followed, otherwise, go to
Step 5.
Step 4. Compare with the pure resistive electrical equipment power database. Since the event equipment is pure resistive, only the active power needs to be compared.
Step 5. Output the equipment with the most similar active power as the identification result.
Step 6. Compared with non-pure resistance equipment power database.
Step 7. Determine if there are many similar equipment in the Step 6. If not, go to Step 8; otherwise, enter Step 9.
Step 8. Output the equipment with the most similar active power in Step 6 as the identification result.
Step 9. The V-I trajectories of event loads are extracted, and compared it with the harmonic content database.
Step 10. Output the equipment with the most similar harmonic content in Step 9 as the identification result.
The matching in Step 4, Step 6 and Step 9 is based on the Euclidean distance. The eigenvalue of the event load is regarded as a point in the Euclidean space, and the eigenvalue in the database is regarded as a point in the space. Point x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) respectively represent the extracted eigenvalues and the eigenvalues in the database, we use (1) to represent the approximate degree between the two points. The smaller the value is, the higher the approximate degree is
To judge whether the matching results are close in Step 7 means to compare them by using (1) in Step 6. If the minimum results are less than δ (δ small enough), it is considered to be close. Then, Step 9 uses harmonic content amplitude to identify.
As can be seen, if the equipment is an approximate pure resistance, the most effective load feature for its identification is the V-I trajectory. The load decision tree algorithm can first determine whether the load is pure resistance, which only needs to be compared with the load of resistance in the database, thus eliminating unnecessary comparison. In the process of comparing the feature parameters extracted by the identification algorithm with the database, it is impossible to accurately identify the unknown load if the situation is similar to many known loads. At this time, the unknown load can be further identified through other load characteristics. Although the previous load feature is not enough to get the final correct identification result, it can reduce the range of similarity comparison of feature parameters in the future.
Establishment of 0-1 optimization model for equipment state identification
The load characteristic matrix of all equipment is calculated by the load characteristic of the database, and its load characteristic matrix is shown as
Where, N = l k=1 N k , N k is the number of the state of equipment k, and l is the numbel of equipment. For electrical equipment with multiple working states, each working state is treated as an electrical equipment, that is, N will be greater than the actual number of electrical equipment. M is the number of load characteristics used in the identification algorithm
Where, Ψ ji is the load characteristic vector of load characteristic j of equipment i, f i is the load characteristic data in the database, n is the number of the load characteristic j. Extract characteristic vector Y from the measured data to be identified
Where, y j is the load characteristic vector of load characteristic j extracted from the measured data.
The state vector
Where, X is the state vector of load (0 means not in this state, 1 means in this state). Through the above non-invasive load identification based on decision tree, we can know the state vector X when the equipment state changes. Then the load characteristic vector Y of this equipment can be known from the load characteristic database
Where y j is the load characteristic vector of load characteristic j extracted from the load characteristic database. We can get the relationship between Y and Y is as follows
After the event detection algorithm detects the occurrence of an event, we extract the characteristic vector Y to be recognized. According to the established load characteristic database, the state vector X is solved to minimize the error ε. Where, Y is a redundant measurement. Thus, it is impossible to solve the problem directly based on (8) (If the error is not considered, there is no solution to (8) because the number of equations exceeds the number of unknowns), but an approximate solution of (8) can be found. The least squares method is used to transform the redundant equation into a minimum problem.
Thus, problem (9) is transformed into a 0-1 quadratic programming problem, and its mathematical model is shown in (10) .
According to the relevant knowledge of linear algebra, it can be proved that Ψ T 2Ψ is a positive definite (or semi-positive definite) matrix. It can be seen that the objective function is strictly convex function (or convex function) and the feasible region is also a convex set. So we can get that the programming problem (10) is a convex programming problem. According to the theory of convex programming in nonlinear programming problem, problem (10) has the global optimal solution.
Problem (10) is a discrete problem. Most of the traditional methods for solving the discrete problems are combined algorithms, such as the Implicit Enumeration and the Exhaustive method. Although this kind of algorithm can accurately find the global optimal solution of the problem, its computational cost increases with the increase of the problem size. The other is discrete Heuristic Algorithm, such as Genetic Algorithm. The biggest disadvantage of this kind of algorithm is that it can not deal with constraints well and it is easy to premature convergence. However, there is no such problem in the continuous method, so the above problems are transformed into the continuous method to solve them. The equivalent model of its continuity constraint is shown in (11) .
Particle swarm optimization algorithm of 0-1 programming model for equipment state recognition
Particle Swarm Optimization (PSO) is an evolutionary computing technique proposed by Eberhart and Kennedy [15] . It originates from the study of predation behavior of birds. Similar to genetic algorithms, PSO is an iterative optimization tool [16, 17] . Let's say I have L particles in a population, and each particle is an individual in l dimensional R l . Different individuals have different position x = (x 1 , x 2 , . . . , x l ) and corresponding to different individual fitness function value F k are related to the objective function values. The specific steps are as follows.
Step 1. (Initialization) The state vector of each load is considered as a population. The population sizeÑ , learning coefficient c 1 and cognitive coefficient c 2 is determined. We regard each load as a particle, and the position vector of the i load is x i and the velocity vector is v i , i = 1, 2, . . . , N . State vectors of N loads are randomly generated as initial population X(0). Set the termination criteria. Let t = 0.
Step 2. (Individual evaluation) Calculate the optimal fitness x pj (t) and global optimal fitness x gj (t) of each individual in the state vector X(t). If the termination criteria is satisfied, output the current optimal, otherwise return to Step 3.
Step 3. (Update speed and position) Use (12) and (13) to update the speed and position of each load.
Where, v ij (t) is the speed vector of the i load before the update, v ij (t + 1) is the speed vector of the i load after the update, x pj (t) is the individual optimal, x gj (t) is the global optimal, and x ij (t) is the position vector of the i load before the update.
Step 4. (Update state vector) Update the best position and the global optimal position of each load, and update the population.
Step 5. (Termination verification) If the termination criteria are met, the individual with the maximum fitness in output X(t + 1) is taken as the optimal solution and the calculation is terminated, otherwise, let t = t + 1 and return to Step 2.
Numerical experiment
Take the measurement data of equipment group 5 in Annex 3 of Question A as an example. We analyzed the voltage, current and other data of the entire line collected in equipment group 5. We identifies the electrical equipment composition of the equipment group, decomposes the running state of each equipment, and estimates the real-time power consumption.
The data used to support the findings of this study are available at the question A of the 6th "teddy cup" data mining challenge competition (http://www.tipdm.org/bdrace/ tzjingsai/20170921/1253.html).
Data description and preparation
NILMD device measured the voltage and current data on the entire line. They can be regarded as the superposition of voltage and current data of each electrical equipment. The measured data provided in the Annex of Question A has single state data and superposed state data. Based on the database of steady-state characteristic parameters (active power, reactive power, current harmonics, power factor, V-I trajectory) extracted from questions A(1) and A(2), this paper conducts power load identification and decomposition for multiequipment questions A(3) and A (4) .
According to the current, active power, reactive power and other data of the electrical equipment, the order is sorted from first to last, from small to large. We select the three ON/OFF state equipment of the Question A equipment YD3, YD5, and YD11, and divide and label each state of the equipment, as shown in Table 2 . Table 2 Partial device state division   Name  1 Gear  2 Gear   YD3  OFF  ON  YD5  OFF  ON  YD11 OFF ON
Figure 3
Event detection diagram of the group of devices to be tested
Numerical experiment process and results
Based on the database and the power threshold table, we will carry out event detection on the power data to be tested, which is shown in Fig. 3 . We use the event detection algorithm to find out when the running state of the equipment changes. From Fig. 3 , we can see the point in time when the event occurred. In this paper, after the running state of the equipment group is segmented, the load decision tree identification algorithm is used to identify the equipment composition of the equipment group.
The following is an explanation of the three load identification processes with representative significance in event detection.
Load opening event occurred in the 60th second, and the V-I trajectory is shown in Fig. 4 . The result identified by the Step 3 of the load decision tree algorithm is the nonpure resistance class load, then the power data is compared with the non-pure resistance devices of YD1-YD11 devices in the database. We found the YD11 closest to the detected power variation characteristics. The equipment YD11 (Skyworth TV) was identified from the equipment group 5 to be tested.
At the second event point is at 339 seconds, we analyze the load event identification at the point. The V-I trajectory is shown in Fig. 5 . The result we identified is the pure resistive load. Then it compares the power with the pure resistance equipment in the database, and we found that the equipment YD5 was the closest to the detected power change. Thus, the 339-second load event is identified as the YD5, that is, the equipment YD5 (incandescent lamp) is identified from the equipment group 5. At the third event point is at 405 second, the extracted V-I trajectory is shown in Fig. 6 . The result of our identification is a pure resistance load, and then it compares the power with the pure resistance equipment in the database. The closest power change we can detect is the equipment YD3. Thus, the 405-second load event is identified as the YD3, that is, the equipment YD3 (Jiuyang hot kettle) is identified in the equipment group 5.
We used the load decision tree algorithm to identify three equipment in the equipment group 5. the YD3 (Jiuyang hot kettle), the YD5 (incandescent lamp), and the YD11 (Skyworth TV). This exactly matches the actual results of the equipment composition given in Annex 3. Based on the known equipment composition of the equipment group 5, the 0-1 continuity quadratic programming model (see (11) ) is used to identify the state of the YD3, YD5 and YD11. In this paper, three kinds of load characteristics are extracted. active power characteristics (mean and variance) and reactive power characteristics (mean and variance), as shown in Table 3 .
The equipment YD3, YD5 and YD11 are all ON/OFF equipment. Let N 1 = N 2 = N 3 = 2, N = 6, and M = 2 refers to the load characteristics of active and reactive power used in the identification algorithm. The state vector X = (x 1 , x 2 , x 3 , x 4 , x 5 , x 6 ) T , x i = {0, 1}, i = 1, 2, . . . , 6.
The power characteristic data of the equipment to be tested is shown in Table 4 . Let's take the first event as an example, Y = (18,482.06, 1545.28, 375.81, 10.77) T .
The continuity method solves the equivalent model as shown in equation (14) .
x 3 + x 4 = 1,
The results of the PSO for 0-1 programming are shown in Table 5 .
We have completed data mining of non-invasive load decomposition. Due to the large data, some of the operation records and real-time power consumption of the equipment group 5 are shown in Table 6 and Table 7 respectively.
In this paper, a non-invasive power load decomposition and identification method is proposed, which integrates event detection algorithm, load decision tree algorithm and 0-1 quadratic programming model. Through numerical experiments, the algorithm in this paper is compared with the algorithms in other references, as shown in Table 8 . We did the same experiment with other equipment groups data in Question A. The experimental results show that this method can effectively improve the accuracy of power load identification.
Conclusion
The decision tree analysis method and 0-1 programming model are established in this paper. The algorithm can determine the state, operation and operation time of each electrical equipment. It can be seen from the analysis results that the algorithm in this paper has higher accuracy, higher anti-interference and stronger identification ability. NILMD technology based on decision tree has the advantages of easy operation, low cost (short payback period), high reliability, good data integrity and broad development prospects, which is of irreplaceable engineering significance. It is convenient for the residents to monitor the running state and the situation of electricity consumption. In addition, it can remind users to arrange electricity reasonably, adjust the difference between valley and peak electricity consumption, and reduce the damage of network line, so as to achieve the purpose of energy saving and consumption reduction.
