ABSTRACT In recent years, advances in technologies, such as machine learning, natural language processing, and automated data processing, have offered potential biomedical and public health applications that use massive data sources, e.g., social media. However, current methods are underutilized for features including consumer health terminology in social media texts. In this paper, we proposed a medical social media text classification (MSMTC) algorithm that integrates consumer health terminology. Classification of text from social media on medical subjects is divided into two sub-tasks: consumer health terminology extraction and text classification. First, text characteristics based on the double channel structure are used for training, and consumer health terminology is subsequently extracted-based using an adversarial network.
I. INTRODUCTION
In recent years, social media has become an inexhaustible source of information on all kinds of topics. According to the latest Pew Research Report, 26% of users have discussed health information and 42% of those users have discussed their personal medical conditions [1] . Moreover, nearly one-third of users changed their behavior based on health information. Simultaneously, with the emergence of some medical social media sites (e.g., www.DXY.com, www.haodf.com, and www.chunyuyisheng.com), some individuals discuss and share health information, as well as make timely prejudgments regarding their own health abnormalities. This has resulted in many medical social media texts, such as user descriptions, inquiries, or comments on medical social media. These texts serve as useful corpora for learning and can be used to discover disease characteristics, locate disease populations, provide early warning of disease
The associate editor coordinating the review of this manuscript and approving it for publication was Shirui Pan. transmission, and provide patients with precise treatment. However, because most social media users are not medical professionals, the texts described are composed of informal phrases, and therefore difficulties exist in text mining of medical social media posts.
Text in medical social media mainly contains three types of words. The first category is normalized medical terminology, which refers to some concept or ontology in the medical field, e.g., ''insomnia'' or ''bloating''. The second category is defined as user health terminology by Marshall [2] , and refers to the language preferred by non-professionals. This language often includes colloquial expressions of professional terms that express certain health information but lack standardization, such as ''can't sleep'' and ''stomach pain''. The third category is defined as noise words, such as ''because'', ''so'', and ''doctor''. Such words often lack health information and may cause some interference.
Existing medical social media text mining methods typically use normalized medical terminology. The second type of terminology (i.e., user health terminology) is often neglected because it is not formal. However, the second category of terms occupies a major part of medical social media texts. Therefore, this non-canonical text must be considered when fully mining medical social media text information [3] . As such, a text classification algorithm that integrates consumer health terminology and effectively improves the performance of medical social media text classification is proposed in this paper. The algorithm outperforms all the baseline models with accuracy reaching 87.65%. This medical social media text classification (MSMTC) algorithm identifies the category to which the disease belongs based on a user's description of the condition, which primarily includes informal terms. The algorithm also assists in the use of medical social media for providing medical care. The main contributions of this paper are: 1) Design a framework with dual-channel and adversarial mechanisms to automatically extract consumer health terminology and use the dual-channel subtraction to perform classification.
2) Compare the performances of single channel method and dual-channel method, and demonstrate that the dualchannel structure can provide a more accurate classification result.
3) Demonstrate that the extraction of consumer health terminology plays an important role in medical social media text classification and that this method can also deal with network language and non-standard language in other fields.
II. RELATED RESEARCH
Although research on medical social media texts is still in its infancy, the research interest in this field has increased rapidly in recent years, especially given the development of new technologies, such as machine learning and natural language processing (NLP). These technologies have led to the emergence of new research-based medical social media text mining, including pharmacovigilance [4] , [5] , public health monitoring [6] , tracking of disease outbreaks [7] , [8] , and adverse drug reaction (ADR) mining [9] , [10] . These new studies involve mining and analysis of different health content. From public health monitoring to new drug research, as well as disease tracking, medical practice has been transformed from resource allocation to the diagnosis of complex diseases. Most research is based on classification techniques that involve machine learning or deep learning that attempt to solve medical text classification problems using supervised classification techniques [7] . In fact, a large amount of medical terminology, noise and other complex languages in medical social media texts make accurate classification difficult. Among them, the treatment of normative and informal terms in the medical field is currently an active area of research. In line with early biomedical NLP approaches, information mining specific to social media mostly uses lexicon-based techniques that rely on a dictionary [11] - [13] , such as the terminology and concept combination of MetaMap [14] . Subsequently, researchers directly normalized the lexicon of social media texts. For example, Han et al. [15] proposed a dictionarybased approach that uses context information to generate possible variants and normalization pairs. These are then ranked based on string similarity and used to populate the dictionary. However, this method is prone to high-dimensional sparsity problems. Hassan and Menezes [16] and Yajun et al. [17] proposed using random walks in a contextual similarity bipartite graph to obtain the global optimal normalization candidate list. The final normalized dictionary is obtained based on the literal similarity between informal and normative words. However, in medical social media texts, there may be no overlap between consumer health terminology and medical terminology, and therefore the final standardized dictionary cannot be obtained based on literal similarity between informal and normative words. Recently, some researchers became specialized in the standardization of user health terms. As an example, Tutubalina et al. [18] proposed using deep recurrent neural networks to normalize consumer health terminology and normative medical concepts. Han et al. [19] proposed a hierarchical combined Long Short-Term Memory (LSTM) model to normalize Adverse Drug Reaction (ADR) mentions. Niu et al [20] proposed multi-task character-level attentional networks to study the normalization of medical concepts. These studies are based on the unified medical language system (UMLS) [21] , which was developed by the National Library of Medicine. UMLS facilitates mapping from a disease mention to a concept within a controlled vocabulary, which can assist deep neural networks in mapping informal phrases to their corresponding concepts in medical ontology. However, this method must mark the user's health term segments according to medical knowledge. the requirements. Labeling is very time-consuming and laborintensive, and the accuracy is difficult to grasp. Other studies focused on using machine translation models [22] , [23] . Intuitively, the machine translation model can translate nonstandard language into standardized language; however, training the model requires corpus alignment to produce good results, and there are few aligned corpora in many practical situations.
In summary, methods based on dictionary lookup, string matching, concept mapping, and machine translation do not sufficiently normalize consumer health terminology. The main reason for this includes the lack of similarity between consumer health terminology and medical terminology as compared to semantic similarity; thus, determining mapping between them requires greater consideration of semantics and contextual relationships. In fact, there is a lack of relevant training corpora. Therefore, we propose using an adversarial network [24] , [25] for extracting consumer health terminology combined with an attention mechanism [26] to solve the problem of long-distance dependence in text [27] . Two channels containing different terms are designed to classify medical social media texts using word embedding subtraction. 
III. MSMTC MODEL A. FRAMEWORK
A flowchart of our method is shown in Figure 1 . The key step is to use an adversarial network to extract consumer health terminology together with medical terminology to form a dictionary. Words contained in the dictionary are then hidden in the original sentence to form a noise data channel that does not contain medical information. Finally, the outputs from the complete data channel and noise data channel are input to the classification task after subtraction. Figure 1 displays the process in detail, which consists of the following five components:
(1) Data preparation: Text is mined from medical social media posts. Medical terminology vocabulary was downloaded from Sogou [28] to initialize the medical term dictionary.
(2) Data preprocessing: After obtaining medical social media text, word segmentation was conducted, stop words were removed, and then the whole dataset was divided into training set, test set, and validation set.
(3) Dual channel feature learning: As shown in Figure 1 , the first channel refers to inputting a complete sentence, which can be learned directly. The second channel refers to inputting a sentence that hides medical terminology, i.e., medical terminology in the sentence is replaced with ''<pad>''. Both channels will receive and output the coding of the corresponding sentence.
(4) Word extraction with an adversarial network: The results obtained from the previous two channels are sequentially input into the source discriminating task for discrimination. Meanwhile, the output from the first channel is used to classify the medical social media texts. Here, the adversarial network is used for joint training to provide automatic extraction of consumer health terminology and place it into the medical term dictionary.
(5) Text classification based on dual channel subtraction: User health terminology has been added to the medical terminology dictionary. Words contained in the dictionary are then hidden in the original sentence to form the noise data channel. Finally, the subtraction of the outputs from the complete data channel and noise data channel are input to the classification task to obtain the text classification result.
B. MODEL DETAILS
Our text classification model integrates the consumer health terminology and consists of three parts ( Figure 2 ): a feature learning module (left dual channel structure), an adversarial network for word extraction (module in the bottom right), and text classification module based on dual channel subtraction (module in the upper right). The word extraction module and text classification module have the same classifier structure, which consists of a dense layer and a softmax layer.
1) FEATURE LEARNING MODULE
The purpose of the feature learning module is to obtain a representation of the text. Here, each word is initially mapped into its embedding vector, and positional encoding and attention are added to weight words in each sentence; this yields the final sentence vector. The feature learning process executes the same operation in both channels (complete sentence channel and hidden word channel).
a: WORD EMBEDDING LAYER
Each word in the sentence can be represented by a vector. In Figure 2 , the first channel learns the embedding vector for complete sentences, the second channel first hides the medical terminology in the sentence (such as ''eyes'' and ''bloodshots''), and then learns word embedding. In Figure 2 , x c is the input of the first channel, x u is the input of the second channel, and then e c ∈ R l×d and e u ∈ R l×d are obtained respectively after word embedding, where l is the length of the sentence and d is the dimension of the word vector.
b: POSITIONAL ENCODING
The sequential structure of the words is an important feature of text data. In order for the model to make use of the sequence, we must inject some information regarding the relative or absolute position of the tokens in the sequence. To this end, the model designs the positional encoding structure after the word embedding layer. In this paper, a trigonometric function is used to encode the positional relationship between words [26] . This encoding method uses the absolute position of a word in a sentence as a variable in a trigonometric function to calculate PE pos , then PE pos is added to the word's embedding vector. Its purpose is to incorporate relative distance information between words into the word vector. According to the formula proposed by Vaswani et al. [26] , the formula for updating the word vector is as follows:
e pos = e pos + PE pos (3) where d model is the dimension of the word embedding, i is the ith dimension of the word vector, and pos is the position of the word in the sentence. There are two benefits of using positional encoding. First, a trigonometric function has definite periodicity, and the value of the dependent variable VOLUME 7, 2019 FIGURE 2. Medical social media text classification frame.
will appear again. The value will not be limited by the length of the sentence and it may allow the model to extrapolate to sequence lengths that are longer than those encountered during training. Second, the value range of the trigonometric function lies in [−1], [1] , and the value can be directly supplied to the word vector.
c: ATTENTION MECHANISMS
An internal attention mechanism is used to further capture long dependencies within the medical social media texts. Long distance dependence is very common in medical social media texts, e.g., ''Hello doctor, I may have inflammation, because I have diarrhea every morning.'' It is not difficult to find that there is a long-distance dependence between ''inflammation'' at the beginning of the sentence and ''diarrhea'' at the end of the sentence. One can infer from ''diarrhea'' that the term ''inflammation'' is likely to refer to ''enteritis''. In addition to capturing the complex interactions and internal dependency between such words, the contribution of context words to sentence semantic information is not uniform for a particular task. Therefore, a self-attention mechanism was added to the model to help focus on words in sentences that have significant impacts on text categorization. Other research in the literature [29] shows that if the word vector of the ith word is e i and the word vector of the jth word is e j , the formula for calculating the attention score is as follows:
where e ij is the attention score between the ith and jth words, which indicates the matching quality between e i and e j . Then, the choice of alignment function a( * ) is based on the specific situation. The alignment function is a fully connected network, in which each word in the sentence and each node of the self-attention layer are fully connected; the interaction distance between any two words is 1. After obtaining the attention score, the entire sentence sequence is encoded as follows:
In equation (5), l is the length of the sentence, w and b are the weights and bias of the fully connected network, respectively, tanh is the activation function, and α ij is the attention score. In equation (6), s is the sentence encoding. The two channels will output s c and s u in this layer, respectively.
2) WORD EXTRACTION MODULE BASED ON AN ADVERSARIAL NETWORK
The two sentence encodings, s c and s u , obtained from the feature learning module are input into the word extraction module for extracting consumer health terminology. Here, we draw on the research ideas of Li et al. [30] , [31] and propose the use of an adversarial network to automatically extract consumer health terminology.
a: ADVERSARIAL NETWORKS
The use of an adversarial network refers to adversarial learning of a dual channel structure for learning features in text, as well as a source discriminant structure that is used to discriminate from which channel the data originated. The details of the process are as follows. First, s c is used for text classification and must provide accurate classification results in order to increase the weight of medical terminology and consumer health terminology in s c . Then, s c and s u are input into the source discriminant structure to discriminate from which channel the data originated. This process will produce a judgment error that will pass through the gradient reversal layer during backpropagation. This layer uses the reversal gradient for weight updates in the dual channel. This adversarial training process is conducted repeatedly to increase the weight of consumer health terminology in s u . Finally, the model will output words with the highest weight in x u . The objective function in the model is:
where ρ is a regularization parameter that balances the regularization term L reg and other related terms. L reg is responsible of preventing overfitting by imposing L1 regularization on the parameters for the word extraction module and text classification module. Here, L1 regularization is used to help to generate a sparse weight matrix, which can be used to select word features in each sentence. L c and L datasource represent the loss of text classification and the loss of source adversarial loss, respectively, which are both cross-entropy costs.
b: GRADIENT REVERSAL LAYER
In the source discriminant task, we mentioned the gradient reversal layer. The model adds a gradient reversal layer (GRL) before the softmax layer to achieve gradient reversal during backpropagation. Here, during forward propagation, the gradient reversal layer acts as an identification function [32] Q λ (x). During backpropagation, the gradient I is obtained by discriminating loss and is subsequently multiplied by a predefined coefficient -λ. Then, -λI subsequently propagates to the previous layer. The two propagation processes are expressed as follows:
Back propagation :
where x can be s c or s u . Now we have completed the extraction of consumer health terminology. In medical social media texts, consumer health terminology can provide certain symptom information, but it is difficult to extract for three reasons. First, consumer health terminology is not included in medical terminology dictionaries, thus it is difficult to extract directly by searching a dictionary. Second, there is almost no overlap between the corresponding terminology, and therefore it is difficult to extract using string matching technology. Third, existing keyword extraction technologies do not produce the desired effect due to the lack of sufficient hard constraints and corresponding labeled data to evaluate and provide feedback.
3) TEXT CLASSIFICATION MODULE BASED ON DUAL CHANNEL SUBTRACTION
In order to accurately capture semantics of medical social media text, we need to make further consideration. For example, ''Baby doesn't say hungry or wants to eat'', if you only rely on consumer health terminology, such as ''hunger'' and ''want to eat'', the semantics of the sentence will be mapped to the medical concept ontology of ''hunger'' due to the use of the word ''hunger''. However, the semantics of this sentence is the medical concept ''loss of appetite.'' Therefore, a dual channel subtraction structure is proposed for simultaneously using consumer health terminology and fully learning the context information of the sentences to more accurately classify medical social media texts.
The dual channel subtraction structure can accurately learn sentence semantic coding. In Figure 2 , s c is a sentence code obtained by learning the complete sentence in the first channel, and s u is a sentence code obtained by learning the sequence after hiding words in the second channel that are found in the medical term dictionary. Due to the previous full extraction of consumer health terminology, the remaining words are primarily noise words without health information. The s u obtained by feature learning of these noise words is defined as noise coding. The obtained s c and s u are multiplied by a weight in order to adjust the importance dimension, and noise information is subsequently eliminated by subtracting the two. This yields more accurate sentence coding, which is represented by s new as defined as follows:
where w 1 and w 2 are parameters that can be optimized in the network. s new will be used for classification of medical social media text. The dual channel subtraction method differs from the traditional method of directly learning terminology sequences for text classification. The method of directly learning a terminology sequence can be regarded as single-channel learning. This method tends to lose some of the context information and is prone to interpreting sentences out of context, as many words have different semantics when expressed in different contexts. However, the dual channel subtraction structure completely considers all contextual information in medical social media text. According to the principle of semantic synthesis in computational linguistics [34] , the semantics of a sentence are composed of sub-components, e.g., semantics of words and phrases according to different rules. Dual channel subtraction is used to obtain the context information of the sentence based on the words, phrases, and combination rules of the entire sentence. In other words, the dual channel structure obtains the complete information and noise information of the entire sentence respectively from two channels at the same time, and then subtracts the two to obtain the correct semantic information. From the perspective of the semantic synthesis principle, this structure can minimize the loss of sentence structure information.
IV. EXPERIMENTS A. DATASET
Patient description text on medical social media is taken as an example and the patient's required medical treatment is treated as a classification problem. According to the description of the condition, the algorithm presented in this paper can automatically assign the description to a corresponding medical department so as to provide more accurate consultation or medical guidance for the patient. In total, 19,824 patient description texts were taken from VOLUME 7, 2019 DingXiangyisheng's 1 question and answer module, 1 and the department labels for the doctor who answered the question were used as the department label (e.g., gynecology, pediatrics, otorhinolaryngology, internal medicine and surgery) corresponding to the patient's description. The minimum text length in the dataset is five characters, the maximum length is 3490 characters; the length distribution of the text is shown in Figure 3 . Table 1 shows the composition of the dataset.
B. EXPERIMENTAL SETTINGS
We conducted the experiments and evaluatation based on Google's TensorFlow deep learning framework. There were three sets of experiments designed to evaluate the performance of the model. First, the performance comparison between the MSMTC and baseline methods which are widely used for text classification, such as Convolutional Neural Networks(CNN), LSTM, Bi-directional Long Short-Term Memory (BiLSTM), eXtreme Gradient Boosting (Xgboost), and Naive Bayesian Model (NBM). Second, the performance comparison between dual-channel subtraction and the singlechannel learning strategy. Third, the performance comparison among different values of parameters which are the number of times about words extraction and the dimension of the word embedding.
1) IMPLEMENTATION DETAILS
For training the model, the parameters in the experiment were defined as follows. The weights in the networks 1 https://ask.dxy.com/ were randomly initialized from a uniform distribution U [−0.01, 0.01]. The length of the input text was set to 100. Sentences less than 100 characters in length were filled with ''<pad>''. The size of cells in the fully connected layer was set to 256. The learning rate was 10 −3 and the regularization weight ρ was set to 0.005. The adaptation rate in the gradient reversal layer was set to 1. Regarding training, the model was optimized with stochastic gradient descent over shuffled mini-batches with batch size bs = 64. In addition to regularization, the experiment used two other methods to control overfitting. First, the keep rate in Dropout is set to 0.5 [35] . Second, performing early stopping on the validation set during the training process if the accuracy of validation set doesn't improved after training more than 1000 rounds.
2) EVALUATION METRICS
The experiment used the common evaluation metrics accuracy (Accuracy), precision (Precision), recall rate (Recall), and F 1 -measure (F 1 -measure) to evaluate the performance of the medical social media text classification model. These indicators are calculated with the following equations: (14) where TP indicates the samples and prediction are positive, FN indicates the samples are positive but the prediction is negative, TN indicates the samples are negative, and the prediction is negative, and FP indicates the samples are negative, but the prediction is positive.
V. RESULTS AND ANALYSIS

A. COMPARISON BETWEEN THE MSMTC AND BASELINES
A comparison between the performance of the MSMTC and the baseline models (CNN, LSTM, BiLSTM, NBM, and Xgboost) is shown in Table 2 . Table 2 shows that MSMTC outperforms all the baseline models with accuracy reaching 87.65%. BiLSTM is the best baseline model with accuracy reaching 86.56%, and the Precision, Recall and F 1 -measure reached 87.17%, 86.56%, and 86.54%, respectively. This was followed by CNN and LSTM, whose accuracies reached 86.28% and 85.74%, respectively. Compared to the baseline models (e.g., Xgboost and NVB), our model is 4.01% higher in terms of accuracy than NVB and 9.97% higher than Xgboost.
BiLSTM and LSTM exhibit better performances, probably because BiLSTM, LSTM, and MSMTC can solve the longdistance dependence problem in sentences. Here, the gating mechanism in BiLSTM and LSTM allows information to pass selectively in order to remove or increase information to be input to neurons. The classification performance of convolutional neural networks is relatively good because the convolution operator can extract a variety of local features. However, the network implements a feature extraction process that ranges from local to global, i.e., words that are far apart can only meet and interact at higher nodes, which may cause information loss. The above three baseline models are all based on using a word vector for text classification without processing the consumer health terminology. But the MSMTC emphasizes the use of consumer health terminology, and the results show that the classification results from MSMTC are the most accurate. MSMTC is also superior to Xgboost and NBM for two reasons. First, these two models learn texts by using high-dimensional discrete features. Second, NBM theoretically introduces the assumption that the features are independent of each other. The correlation between the word features of the text is strong, therefore the classification performance of NBM is not outstanding. This also explains why the deep neural network is superior to the traditional text classification model such as NBM and Xgboost.
B. COMPARISON BETWEEN THE DUAL-CHANNEL METHOD AND SINGE-CHANNEL LEARNING METHOD
The method of directly learning the extracted terminology for text classification is regarded as a single-channel learning method. The following experiments compare the classification performance of the dual-channel method proposed in this paper and the single-channel method. The results are shown in Table 3 .
The dual channel subtraction method uses weighted dual channel sentence codes that are subtracted and then input to the classifier, while the single-channel learning strategy directly inputs the code learned from the extracted terminology sequence to the classifier. Table 3 shows that the Accuracy, Precision, Recall, and F 1 -measure in the dual-channel method are higher than in the single-channel method, which reflects the importance of dual-channel subtraction. First, dual channel code subtraction can fully learn context information and can be used to remove noise. Second, dual-channel subtraction can compensate for defects in the word segmentation tool because some phrases in the medical social media text cannot be completely extracted. For example, the phrase ''not comfortable'' may only be extracted as ''comfortable''. At this time, if the extracted words are directly learned and used for text classification, the performance of text classification may be affected by the lack of context information. Finally, the adversarial and selfattention mechanisms also improve the results. Therefore, the dual-channel subtraction text classification strategy provides better classification performance with medical social media text classification tasks that contain many colloquial phrases.
C. IMPACT OF RELATED PARAMETER SETTINGS ON CLASSIFICATION RESULTS
The number of dimensions in the word vector were set to 100, 200, and 300 in succession. The number of consumer health terminology extraction iterations were set to 1, 2, 3, and 4 for each number of dimensions in the word vector. Text classification accuracy can be found in Figure 4 .
In Figure 4 , the number 0 indicates the direct use of the medical terminology dictionary. As can be seen from Figure 4 , the classification performance of the model is generally better when the number of word vector dimensions is 100. When the consumer health terminology is extracted twice, the classification accuracy rate is generally the highest, and the blue line reaches a peak. As the number of iterations continues to increase, the classification accuracy decreases but is always higher than the results obtained from using the medical terminology dictionary alone. Therefore, it is not difficult to find that using consumer health terminology with medical terminology can improve the experimental results, and extraction of consumer health terminology plays an important role in text classification. However, as the number of iterations increases, a small number of irrelevant words in some texts are also extracted, which decreases the classification accuracy.
In order to provide some context regarding the extracted consumer health terminology, certain consumer health terminology and medical concept terminology are listed in Table 4 for comparison. We further used the Tensorboard projector tool to visualize the word vector, as shown in Figure 5 .
The medical terminology in Table 4 refers to professional medical ontology, while the consumer health terminology consists of mostly colloquial expressions, such as ''Have a fever'' and ''weak'' in the right column. These words do have a disease-related meaning in a specific context. In Figure 5 , T-SNE is used as a data dimensionality reduction and visualization technique to project the word vector into a 3-dimensional space for observation. One can see that words such as ''weak'', ''take temperature'' and ''Cough'' appear near the word ''Have a fever''. This shows that consumer health terminology does have certain semantic information.
VI. CONCLUSION
A medical social media text classification algorithm that incorporates consumer health terminology is proposed in this paper. This algorithm addresses the insufficient use of consumer health terminology features in medical social media text classification. The dual channel and adversarial mechanisms are used to automatically extract consumer health terminology, and dictionary-related medical terminology and consumer health terminology are used with dual-channel subtraction to perform classification. Various baseline models and the proposed method were compared, as well as single channel method and dual channel method. The experimental results demonstrate that our model outperforms the baseline models and shows the dual-channel structure designed in this paper provides a more accurate classification than directly learning sequences of words. We also compared the results produced with different parameter values, including the number of iterations and the dimensions of word embedding, and find that the extraction of consumer health terminology plays an important role in text classification. Extracting consumer health terminology improves the accuracy of the model and provides strong interpretability. The method proposed in this paper can automatically extract words containing health information but lack normative expressions from original medical social media texts. which attempts to deal with network language and nonstandard language. The model presented here can provide more accurate medical guidance and assign patients to various medical departments. Further research can be extended to a greater range of medical social media text classification applications, such as disease severity classification and adverse drug reaction classification. It is also possible to explore the mapping of normative and non-standard terms in text classification.
