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Abstract 
The objective of this work is to design and implement in real time supplementary 
damping controllers for flexible ac transmission system (FACTS) devices to damp 
inter-area oscillations in power systems. The designed controller is required to ensure 
settling of inter-area oscillations within 12-15 s following possible disturbances and 
consequent changes in operating conditions in the system such as a line outage. 
With ever increasing stress on the existing transmission lines the use of FACTS 
devices for power flow control and dynamic voltage support is rapidly gaining mo- 
mentum. Besides line power flow and system voltage control, supplementary control 
is being added to these FACTS devices to damp out the inter-area oscillations at 
not much additional cost. In a practical power system, the number of swing modes 
is often larger than the number of devices (e. g. FACTS devices, PSSs) available 
at appropriate locations to control them. The conventional damping control de- 
sign approach considers a single operating condition of the system. The controllers 
obtained through these approaches are simple but tend to lack performance robust- 
ness. In this work, the use of multi-variable control design technique (centralized) 
for damping multiple swing modes using a single FACTS device is studied. This 
essentially needs the feedback signals to be transmitted from remote measurement 
locations to the controller site. Depending on the location of the feedback measure- 
ments and the communication protocols to transmit the signal to the control site 
a finite delay is encountered. This delay makes the control problem difficult. A 
predictor-based approach has been adopted to handle the impact of delay involved 
in transmission of the remote signals. 
Validation of the performance of a robust multi-variable controller in real-time is 
always a challenge especially for a system of significant size like an inter-connected 
power system. One concern is the availability of the test system itself as it is 
extremely difficult to build even a prototype of an actual power system in the labo- 
ratory. For both technical as well as economic reasons, it is thus desirable to have a 
dynamic system emulator, which can physically emulate the behavior of the power 
system in real time. As a part of this work, an emulated power system has been built 
using a real time simulation platform (Opal-RT). The control algorithm has been 
programmed on a rapid prototyping controller. It has been ensured that the hard- 
ware interface between the two platforms (emulated system and rapid prototyping 
controller) is in analog domain so that it is virtually impossible for the controller to 
distinguish between the actual plant and the emulated plant. The costly proposition 
of building a prototype power system in the laboratory for testing purpose has thus 
been avoided. 
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Chapter I 
Introduction 
Low frequency electromechanical oscillations (0.2 -1.0 Hz), involving groups of syn- 
chronous machines situated in different geographical regions, are inherent in inter- 
connected power systems. These oscillations are commonly referred to as inter-area 
oscfflahons. Interconnected operation of systems has resulted from the objective of 
minimizing operational costs while ensuring greater reliability and security of sup- 
ply. In addition, the most economic sites for generating plants are often remote 
from load centers and so power is transmitted over a long distances. In the present 
business environment of electricity supply industry, long distance power trading are 
increasingly putting more stress on the existing transmission system. As a result, 
the low frequency oscillations involving the weakly damped inter-area modes become 
more pronounced risking the system security. Over the last three decades, several 
steps have been taken to add supplementary damping control to improve system 
security margin by reducing the possibility of undesirable oscillations. The use of 
power system stabilizers (PSS) to control the generator excitation system is one 
of the cost-effective methods of enhancing the small signal stability of power sys- 
tems. A considerable amount of research has been done in the last two decades for 
designing such controllers [1]. With increasing transmission line loading over long 
distances, the use of conventional power system stabilizers might in some cases, not 
provide sufficient damping for inter-area power swings. In these cases, other effec- 
tive solutions were needed to be explored. 
It is established that the magnitude and the angel of bus voltage at the two ends 
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of a line and line impedance primarily dictates the power flow through the line. In 
principle, a thyristor-controlled series capacitor (TCSC) or a static-var compensator 
(SVC) could provide fast control of active power through a transmission line. The 
possibility of controlling the transmittable power implies the potential application of 
these devices for damping of power system electromechanical oscillations. The elec- 
tric power transmission system reinforced with these devices are known as flexible ac 
transmission systems (FACTS). Research in FACTS [1] [2], has shown that damping 
of oscillations could be added benefits to the primary function of FACTS devices i. e. 
system power flow and voltage control. There have been some field experiences on 
damping performance of FACTS devices too [3]. These devices are usually installed 
in transmission lines and, therefore, have direct access to the quantities which can 
highly influence the inter-area oscillations. PSS is less effective for inter-area mode 
damping as compared to FACTS devices because the inter-area mode is often poorly 
controllable from a single unit located at a generator. Moreover, ensuring proper 
co-ordination between the PSSs becomes extremely difficult in de-regulated power 
systems. 
One of the major concerns in a practical system is that the number of dominant 
inter-area modes is often larger than the number of control devices available. In 
recent years, much of the research attention is, therefore, focussed on designing new 
control structures affecting multiple swing modes. The primary idea behind the 
control design is to employ a combination of remote stabilizing signals with diverse 
modal contents. The remote stabilizing signals are often referred to as a global 
signals to illustrate the fact that they contain information about overall network 
dynamics as opposed to local control signals which lack adequate observability of 
some of the significant inter-area modes [4,5]. For local modes, the largest residue 
is associated with a local signal e. g. generator rotor speed signal for PSS. But for 
inter-area modes, the local signals may not be the ones with maximum observability. 
The signal with maximum observability for a particular mode can be from a remote 
location or combination of number of signals from several locations. The recent 
advances in wide area measurement technology (WAM) using phasor measurement 
16 
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units (PMU) can deliver synchronous phasors and control signals at a high speed 
(e. g. at a 30 Hz sampling rate) [6,7]. It is possible to deploy PMUs at a strategic 
locations on the grid and obtain a coherent picture of the entire network in real time. 
Over the years, the main challenge for power system damping control designers 
has been to ensure satisfactory performance over a wide range of operating condi- 
tions. Classical control strategy can not ascertain damped response of the system 
for a range of probable contingencies as the conventional damping control design 
approach considers only the nominal operating condition of the system [1] during 
the controller synthesis stage. Classical techniques such as the PI, root-locus ap- 
proach ensure desired damping performance for a particular operating condition. 
The controllers obtained from these approaches are simple, but at times, might fail 
to produce adequate damping for other operating conditions, if not properly tuned. 
Model predictive control offers an effective solution to this problem by ensuring op- 
timal control effort under varying operating conditions provided the initial values 
of the system states are specifically known. In power system, it is almost impos- 
sible even to estimate the initial values of the states following a large disturbance. 
This is because even if the models corresponding to the pre and post disturbance 
behavior is known, it is very difficult to model the behavior during the disturbance 
(e. g. fault). What one can hope for is to device a mechanism that combines several 
known post-disturbance models to produce a model which can closely match the 
system dynamics for an arbitrary contingency. This argument can be extended for 
controllers also. That means one needs to have a set of pre-designed controllers for 
different post-disturbance system models. These sets are known as model bank and 
controller bank. It is not difficult to have an idea about the model bank from past 
statistics and experience of the system operators. 
The concept of H,,,, control has been applied in power systems research to guar- 
antee robust performance and stability of damping controllers. 
Recently, many 
researchers have investigated the use of H,,,, optimization 
[8,9,10] and M-synthesis 
[11,12] for power system damping control design. The resulting controller has the 
17 
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ability to maintain stability and achieve desired performance while being insensi- 
tive to the perturbations. A mixed-sensitivity design formulation with linear matrix 
inequality (LMI) based solution is illustrated in [13,14,15]. In this approach, the 
designer specifies the performance requirements in terms of the weighted closed-loop 
transfer functions and a stabilizing controller is obtained which satisfies these cri- 
teria. One of the difficulties with this approach is that the appropriate selection 
of the mixed-sensitivity weights is not straightforward. Moreover, it is possible for 
the closed-loop specifications to be made without considering the properties of the 
nominal plant which can often be undesirable. The selection of weights for the 
relevant closed-loop transfer functions, such as the sensitivity and the complemen- 
tary sensitivity functions, is done without much regard to the actual limitations 
of the closed-loop. This may lead to unrealistic designs. A loop-shaping design 
methodology, which does not suffer from the above drawbacks, was proposed by 
McFarlane and Clover [16,17,18]. It combines the characteristics of both classical 
open-loop-shaping and 'H,,,, optimization. Zhu et. al. [19] and Farsangi et. al. [20] 
have applied this technique for power system damping control design. However, the 
problem was solved analytically using standard normalized coprime factorization 
approach, wherein, time domain specifications in terms of minimum damping ratios 
(pole-placement) could not be considered explicitly in the design stage. Although 
the analytic procedure has a non-iterative solution, the design requirements can only 
be captured through proper selection of weights which is not always straightforward. 
However, the cost and associated complexities restrict the use of these sophisti- 
cated signal transmission hardware in a large commercial scale. As a more viable 
alternative, the existing communication channels are being explored to transmit the 
stabilizing signals from remote locations but with significant amount of delay in 
the range of 0.5 to 1.0 s (as suggested by project sponsor ABB Corporate Research 
Center Switzerland). This makes the task of damping control design more difficult. 
Moreover, long delays influence the closed-loop system response especially in the 
frequency range of inter-area modes. Hence, they should be treated properly in 
the plant formulation for control design. The classical Smith predictor (CSP) [21]) 
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proposed in early fifties, was the first effective tool for controller synthesis for time 
delayed system. The problem encountered with CSP is that it is very difficult to en- 
sure a minimum damping ratio of the close-loop system when the open-loop system 
has poorly damped poles. As an improvement, modified Smith predictor (MSP) 
approach was proposed by Wantanable et. al. [22]. Some of the drawbacks of CSP 
can be overcome in MSP formulation but it may give rise to numerical instability 
for systems with fast stable poles. The concept of unified Smith predictor (USP) 
has been proposed in [23] to overcome the shortcomings of CSP and MSP. The USP 
combines advantageous features of both the CSP and MSP. Therefore, this is very 
effective in designing a centralized controller for the purpose of damping several 
inter-area modes employing only one FACTS device. 
Having performed the designs and the simulations, the next obvious step is to 
implement the control schemes and verify the closed-loop behavior of the entire 
power system in real time. One concern, however, is the availability of the con- 
trolled plant. It is extremely difficult to build even a prototype of an actual power 
system in the laboratory or in a equipment manufacturers test facility. Due to the 
operational nature of the power industry it is rarely allowed to perform the tests. 
For both technical as well as economic reasons, it is thus desirable to have a dy- 
namic system emulator which can physically emulate the dynamic behavior of the 
power system in real time. This is achieved by emulating dynamic behavior of the 
power system in a real time station (RTS) on which designed control algorithm is 
tested using a rapid prototyping controller (RPC). The hardware interface between 
the two platforms is in analogue domain through DAC/ADC modules, so that it is 
virtually impossible for the controller to distinguish between the actual plant and 
the emulated plant. In this way, the costly proposition of building a large prototype 
power system in the laboratory for testing purpose can be avoided. 
V- 
For each of the above mentioned design methodologies several case studies were 
made employing both series and shunt types of FACTS devices. In this thesis, only 
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a few illustrative test cases are included to describe the design procedure and vali- 
date the performance of the designed controllers. Following this introductory note, 
Chapter 2 provides an overview on different categories of electromechanical oscilla- 
tions encountered in power systems with a brief description of some of the incidents 
from the past. Chapter 3 describes the modelling of several components present in 
the test system considered for this study. Chapter 4 gives an overview of the prob- 
abilistic approach to model based adaptive control and its application for damping 
control design along with the simulation results. The concept of normalized 'H,, 
loop-shaping methodology for FACTS damping controller design with performance 
validation is presented in Chapter 5. A concept for H,, control design considering 
transmission delay in feedback signals is described in Chapter 6. Development of a 
real time dynamic emulator for large inter connected power system and implementa- 
tion of designed robust FACTS controller are outlined in Chapter 7 with number of 
case studies. Chapter 8 summarizes the findings in this work with a brief overview 
of the future research directions. 
Contributions of the thesis 
9 Application of a probabilistic approach of model based adaptive control for 
robust damping of inter-area oscillation under uncertain post-disturbance op- 
erating conditions 
* Týanslation of the normalized loop-shaping problem into generalized regula- 
tor framework and solving it numerically through LMI with additional pole- 
placement constraints 
9 Application of unified Smith predictor based H,,,, control design which takes 
care of transmission delay in measured feedback signals during design stage 
9 Development of real time dynamic emulator of large inter connected power 
system which can be used as test bench for different power system control 
applications. Implementation of robust FACTS controller into a rapid proto- 
typing controller and testing in closed loop with the developed test bench 
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Power system oscillations 
Oscillations in power systems have attracted a considerable amount of research 
attraction over the last few decades. For easier understanding of this complex phe- 
nomenon various classifications of power system oscillations have been proposed 
according to the interaction types, operating conditions, duration i. e. time-frame 
of the event etc. This chapter provides a brief overview of the different categories 
of power system oscillations based on interactions characteristics amongst various 
components in the system. Some of the major grid collapses attributed to these 
oscillations are briefly mentioned. 
2.1 Nature of electromechanical oscillations 
Electromechanical oscillations appeared as soon as synchronous generators were op- 
erated in parallel. The mechanical inertia and power angle characteristics led to 
oscillations in the frequency range of 1.0-3.0 Hz and were known as 'hunting' at that 
time. As power systems became interconnected, areas of generation were found to 
be prone to oscillations at 0.2-1.0 Hz [2]. The use of high gain voltage regulation 
in order to improve first swing transient stability aggravated the situation. As the 
level of power transmission rose, existing interconnections became weak and inade- 
quate. Load characteristics added to the problem causing spontaneous oscillations 
at particular times of the day as shown in Fig. 2.1 
[2]. In this case, the system was 
first-swing stable but became unstable with growing oscillation. 
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Figure 2.1: Spontaneous Oscillations on the Pacific AC Intertie, August 
2,1974; Source: CIGRE Technical Report 111 on Analysis and Control of Power 
System Oscillations, 1996 
Electromechanical oscillations encountered in an inter-connected power system 
can be broadly classified into the following categories [11: 
9 Intra-plant oscillations 
Local plant oscillations 
* Inter-area oscillations 
Control mode oscillations 
e Torsional oscillations 
2.1.1 Intra-plant oscillations 
Intra-plant oscillations are observed between machines in the same power generation 
site. The oscillating frequency varies in the range of 2.0 to 3.0 Hz depending on the 
unit ratings and the reactance connecting them [1]. This is termed as Mtra-plant 
because the oscillations manifest between generators within the generation plant 
complex itself. The rest of the system does not get affected. 
2.1.2 Local plant oscillations 
These are associated with swinging of one particular generator with the rest of the 
system. The oscillation frequency varies in the range of 
1.0 to 2.0 Hz [I]. The 
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variation in the speed of a synchronous generator is shown in Fig. 2.2 as a typical 
example of this type of oscillation. The oscillation frequency in this particular case 
is approximately 1.0 Hz. 
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Figure 2.2: A typical example of local oscillation with approximately 1.0 Hz fre- 
quency 
As the name suggests, the impact of this type of oscillation is localized. For 
analysis purpose, the rest of the system is modelled as a constant voltage source 
whose frequency is assumed to remain constant. This approach of modelling in 
power system stability literature is known as single-machine-infinite-bus (SMIB) 
model. 
2.1.3 Inter-area oscillations 
Inter-area oscillations are associated with a large part of the network. It involves 
swinging of a group of machines in one part of the system against another group in 
the other part. The impact is across a large portion of the inter-connected system 
with oscillation frequencies less than 1.0 Hz 
[24]. The variation in tie-line power 
transfer between two areas is shown in Fig. 2.3 as a typical example of inter-area 
oscillation. The oscillation frequency 
in this case is approximately 0.3 Hz. 
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Figure 2.3: A typical example of inter-area oscillation with approximately 0.3 Hz 
frequency 
Inter-area oscillation is a complex phenomenon as it involves many parts of the 
system exhibiting highly non-linear dynamic behavior. The damping characteris- 
tic of the inter-area mode is dictated by the tie-line strength, nature of the loads 
and power flow through the inter-connection. The interaction of loads with the dy- 
namics of generators and their associated controls plays an important role in this. 
Secure operation of the system in the presence of lightly damped inter-area modes 
is extremely difficult. This thesis focuses primarily on the inter-area oscillations as 
these are most severe in terms of the impact on the security of the power system 
operation [24). 
2.1.4 Control mode oscillations 
Control mode oscillations are associated with generators and their associated con- 
trols such as a poorly tuned exciter, governor, HVDC converter control and SVC 
control. It has been observed that the load and excitation systems interact through 
these control modes [251. Transformer tap-changing control also interacts in a com- 
plex manner with non-linear loads thus giving rise to undesired voltage oscillations 
[26]. 
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2.1.5 Torsional mode oscillations 
Torsional mode oscillations are associated with the turbine-generator shaft system 
in the frequency range of 10.0-46.0 Hz. A typical case of such oscillation is shown 
in Fig. 2.4. [27] 
6 
5 
4 
0 
C 
0 
C 
2 
C 
0 189 10 
time (sec) 
Figure 2.4: A tYPical example of torsional mode oscillation 
Usually these modes are excited when a multi-stage turbine generator is con- 
nected to the grid system through a series compensated line [28]. It is because of 
the interaction between a mechanical torsional mode of the shaft system and the se- 
ries capacitor at the natural frequency of the electrical network. The shaft resonance 
appears if the natural frequency of the network equals the synchronous frequency 
minus torsional natural frequency during changes in degree of series compensation 
of a line. 
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2.2 Historical evidences of oscillation related in- 
cidents 
Inter-area oscillations have caused a number of system upsets over the last fifty years. 
Quite a few of these incidents led to system separation through tie-line tripping. Few 
of them led to wide scale system blackouts. The details of these events can be found 
in [29,2]. Some of them are briefly listed here. 
e In the early 1960's, oscillations were observed when the Detroit Edison (DE), 
Ontario Hydro (OH) and Hydro Quebec (HQ) systems were inter-connected. 
This was due to high gain voltage regulators. Without PSS at that time the 
problem persisted and the idea of the inter-connection was abandoned. 
* In 1966, a similar -problem was encountered during attempted interconnection 
between the Saskatchewan, Manitoba and Western Ontario systems. 
* In 1969, oscillations were observed under several operating conditions in the 
Finland-Sweden (and Norway)-Denmark interconnected system. 
* In 1971 and 1972, over seventy incidents of unstable inter-area oscillations 
occurred in the Mid-Continent Area Power Pool (MAAP) system in North 
America. The oscillations were triggered by minor disturbances and had fre- 
quencies of 0.12-0.25 Hz. About ten of these incidents contributed towards 
total isolation of the North Dakota system. 
* During 1971-74, attempts were made to connect the Yugoslav power system 
with the Italian and Austrian networks. As a result, undamped inter-area 
oscillations in the frequency range of 0.17 to 0.22 Hz caused tripping of several 
tie-lines. 
* In 1975) unstable oscillations of 0.6 Hz were encountered on the interconnected 
power system of New South Wales and Victoria. 
* An incidence of spontaneous low frequency oscillations was first experienced on 
the Scotland /England interconnection in 1978. The phenomena was initially 
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attributed to large power transfers (more than 1400 MW), high gain Scotish 
exýciters and load characteristics. 
In 1982 and 1983, the State Energy Commission of Western Australia (SECWA) 
experienced lightly damped system oscillations in the frequency range of 0.2- 
0.3 Hz. 
9 In 1984, unstable inter-area oscillations of 0.1-1.1 Hz occurred on the Tai- 
wanese power system. 
* In September 1985, inter-area oscillations were observed on the interconnected 
system of Ghana and Ivory Coast. A full stability analysis revealed the pres- 
ence of a poorly damped inter-area mode of 0.6-0.7 Hz. 
o On August 10,1996, the Pacific AC Inter-tie (PACI) experienced unstable 
inter-area oscillations of 0.23 Hz following the outage of four 400 kV lines [2]. 
* The Brazilian interconnected system had a similar black-out on March 11, 
1999, which left the whole city of Rio under darkness. 
The incidents mentioned here span a period of many years and is by no means a 
complete list. Many such events in the developing world do not appear in power en- 
gineering literature. Over the years people have investigated the reason behind these 
phenomena and have come up with some important observations and conclusions. 
A brief description of the situation leading to the blackout of August 10,1996 in 
the Western Electricity Co-ordination Council (WECC) (earlier known as WSCC) 
is presented here to emphasize the importance of understanding and controlling 
oscillations for secure operation of the grid. 
2.3 Oscillations in the WECC system 
Power transfer capability in the WECC system has been limited by stability consid- 
erations for years due to the long distances 
between load centers and generation sites. 
On several occasions this resulted in system separation. 
Insufficient damping and 
synchronizing torque was primarily responsible 
for this. The history of inter-area 
27 
Chapter 2 Power system oscillations 
oscillations in this system has influenced the system planning, design and opera- 
tion strategy. Insufficient damping turned out to be the major constraint when in 
1964, the northwest and southwest parts of the United States were inter-connected 
through the Colorado river storage project. Within a year of inter-connected oper- 
ation, there were at least a hundred tie-line separations due to the oscillations of 
power, frequency and voltage. In 1965, the problem was solved by modifications 
made to one of the hydro-unit governors [301. 
It was about this time, work was initiated to develop time domain stability 
programs for more detailed analysis and understanding of inter-connected systems. 
This was extremely useful as it coincided with the planning of many 345 kV and 
500 kV transmission projects, including the northwest-southwest inter-tie which 
consisted of two 500 kV ac lines and ± 400 kV dc circuit. The initial plan was 
to transport 2000 MW through the ac circuits and 1440 MW through the dc line. 
Stability performance assessment showed insufficient damping torque for ac power 
flows exceeding 1300 MW. It was found from the study that undamped oscillations 
of power, frequency and voltage at about 0.33 Hz [31] were the major bottleneck 
for larger power transfer. It was later realized that many of the generator high gain 
automatic voltage regulators (AVR) produced negative damping at around 0.33 Hz. 
This led to the development and application of PSS in the region. It was found from 
the time domain simulations thatsufficient damping would exist for the most severe 
disturbance with 1800 MW through the ac lines if all generators in the system were 
equipped with PSS. After all the units were retrofitted with PSS, the poorly damped 
oscillations disappeared and the stability limit was based upon the synchronizing 
torque only. 
The Bonneville Power Authority (BPA) implemented a 1400 MW braking resis- 
tor at Chief Joseph Dam in 1974 to improve the 
first swing stability of the system. 
This meant the system could operate with power 
flow as high as 2500 MW through 
the AC interconnection with adequate stability margin. With increased 
loading, 
however, slowly growing oscillations were observed. 
This indicated that insufficient 
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damping torque was again a problem at higher loading levels. This problem was 
overcome by the development of a scheme [32] to modulate the northern terminal 
of the northwest-southwest dc line in such a manner as to provide positive damping 
to the ac system at the inter-tie frequency. 
It is interesting to note from the case history that the transmission capacity was 
increased from 1300 MW to 2500 MW without adding any transmission circuits. 
The only additional components required were PSS, braking resistors and HVDC 
modulation. Many other interfaces in western USA are limited by insufficient damp- 
ing torque and are highly dependent on PSS and other devices to provide positive 
damping. Currently, there is a 0.7 Hz lightly damped inter-area mode identified 
from system models and various analytical techniques. In one interface, nearly 750 
MVAr of static VAr compensators have been installed to improve the system damp- 
ing so that the planned transmission capacity was available [331. 
On August 10,1996, the Pacific AC inter-tie (PACI) emerged from the dormant 
state that had lasted since 1974. The entire inter-connected system split into four 
islands with a loss of approximately 30 GW of loads. More than seven millions 
customers were affected by this catastrophic event [34]. The mechanism of failure 
was a transient oscillation, under conditions of high power transfer on long distance 
lines that had been progressively weakened through a series of fairly routine resource 
losses. The series of events were simulated based on the dynamic models assembled 
from the databases of several utilities. The simulation results showed a well damped 
response for the set of contingencies. The simulated response did not show any 
de- 
cay in the voltage level. The power flow through pacific 
HVDC tie was observed 
constant because of constant power control in the simulation model. 
The simulated 
frequency dip was only 60% of the recorded value. 
On the contrary, undamped oscillations in inter-tie power 
flow were recorded in 
practice. Voltages at several locations were 
depressed. The power flow through the 
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HVDC tie was observed to vary. This showed a serious discrepancy between the sim- 
ulation model and the actual system dynamic characteristics highlighting the need 
for model validation. The oversimplified model of the HVDC tie and its control 
were replaced with four-terminal links and control at converter levels. The AGC ac- 
tion was included during the transient which is normally not considered in dynamic 
simulation. Due to the presence of large turb o- generators, the power output could 
not pick up immediately following a frequency decay. This was simulated by not 
representing the governor action of large units. Even after all these modifications, 
the simulated system response differed appreciably from the recorded observation 
until the dynamic load model was included. 
The long history of inter-area oscillations in the WECC system and other in- 
terconnected systems, reported in [2], clearly reflects inadequate damping as the 
primary factor leading to system separation. The amount of damping and the fre- 
quency of oscillation varies with change in system operating conditions. The oper- 
ating range of a power system is usually very wide, requiring an oscillation damping 
control strategy that would be effective over this whole range. Therefore, it is neces- 
sary to have comprehensive modelling and analysis of all the components interacting 
amongst each other through oscillations prior to designing robust control strategies. 
30 
Chapter 3 
Test system model 
Almost all energy consumed by various loads in electric power system is produced by 
synchronous machines. The conversion from the primary energy sources, like water 
energy, nuclear energy, or chemical energy to electrical energy is done in synchro- 
nous machines with mechanical intermediate links of turbines and governors. The 
energy transfers from the synchronous generators to loads via transmission network. 
All these components affect the dynamics of power system. It is therefore necessary 
to mathematically model each component of the system to represent the dynamic 
behavior. Modelling of the synchronous generator along with its controller is obvi- 
ously crucial for dynamic analysis of a power system. The problem of power system 
stability is primarily to keep the interconnected synchronous machines in synchro- 
nism [1]. The general approach to modelling of several power system components 
is quite standard. A quick overview of these models is given in this chapter with 
respect to a particular test system. 
A 16-machine, 5-area test system is considered in this work to apply and demon- 
strate different control design techniques. In this chapter an overview of the test 
system including the models is presented. The numerical data for the model para- 
meters is provided in Appendix A. 
The dynamic behavior of an inter-connected power system is described by a 
set of non-linear differential-algebraic equations 
(DAE). The critical eigen values 
of the system are computed from linearized 
DAE model about an operating point. 
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Figure 3.1: 16-machine, 5-area study system with an installed FACTS device 
The linearized system matrix is obtained as described in Section 3.4. Appropriate 
selection of the feedback signals corresponding to the critical inter-area modes of the 
system is discussed in Section 3.5. Simplification of the linearized system model, 
which is a pre-requisite to control design, is described in Section 3.6. 
3.1 Overview of the test system 
A 16-machine, 68-bus test system, shown in Fig. 3.1, is considered here for the case 
studies. This is a reduced order equivalent of the inter-connected New England test 
system (NETS) and New York power system (NYPS) which is taken from [35]. The 
buses are renumbered as in [2,91 keeping the topology and the data (static and dy- 
namic) the same as in [35]. There are five geographical regions out of which NETS 
and NYPS are represented by a group of generators whereas, import 
from each of 
the three other neighboring areas, Area #3, Area #4 and Area #5 are approximated 
by equivalent generator models. 
Generators G1 to G9 are the equivalent representation of the NETS generation 
Test system model 
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whilst, C10 to C13 represent the generation of the NYPS. Generators C14 to C16 
are the dynamic equivalents of the three neighboring areas connected to the NYPS. 
There are three major transmission corridors between NETS and NYPS connecting 
buses #60-#61, #53-#54 and #27-#53. All these corridors have double-circuit 
tie-lines for which the line parameters are given in Appendix A. In the steady-state, 
the total tie-line power exchange between NETS and NYPS is 700 MW. 
NYPS is required to import 1500 MW from Area #5. To facilitate this large 
amount of power transfer, either a series connected FACTS device, such as a thyris- 
tor controlled series capacitor (TCSC) or a thyristor controlled phase angle regulator 
(TCPAR) could be installed in the line connecting buses #18 and #50. Alterna- 
tively, a shunt connected device such as an SVC could be installed at either of these 
buses. Here the control design exercise has been carried out with different types of 
FACTS devices installed in the NYPS-Area #5 corridor. 
3.2 Models of different components 
Accurate modelling of the generators and their excitation systems is of fundamental 
importance for studying the dynamic behavior of power systems. Besides generators 
and excitation systems, other components such as the dynamic loads (e. g. induction 
motor type), controllable devices (e. g. thyristor controlled series capacitor (TCSC), 
power system stabilizer. (PSS), prime-movers etc. need to be modelled as well. The 
dynamic behavior of these devices is generally described through a set of differential 
equations. The power flow in the network is represented by a set of algebraic equa- 
tions. This gives rise to a set of differential-algebraic equations 
(DAE) describing 
the power system behavior. Different types of model 
have been reported in the 
literature for each of the power system components depending upon their specific 
application [1,36]. In this section, the relevant equations governing 
the dynamic 
behavior of only the specific types of models used 
in this study is described. The 
IEEE recommended practice regarding 
d-q axis orientation [37] of a synchronous 
generator is used. This results in a negative 
d axis component of stator current for 
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an overexcited generator delivering power to the system. 
3.2.1 Generators 
All the generators of the test system (GI to G16) are represented by a sub-transient 
model [36,11 with four equivalent coils on the rotor. Besides the field coil, there 
is one equivalent damper coil in the direct axis and two in the quadrature axis. 
The mechanical input power to the generator is assumed to be constant during the 
disturbances such as a 3-phase fault, obviating the need for modelling the prime- 
mover. The differential equations governing the sub-transient dynamic behavior of 
'Ih the Z generator is given by: 
d6i 
i- Ws (3.2-1) dt 
dwi w 
(Xdi" 
- Xlsi) 
(Xdi Xdi 
[T mi Ei qi I di 
lqi 
dt - 2Hi 
D, (wi w, ) (Xdi' - xlsi) 
qi (X 
di Xisi) 
- 
(X 
qi 
/- 
Xisi) 
Edi'Idi + 
(Xqi 
/- 
Xqi") 
V)2qildi + (Xqill - Xdilt)Iqildil (Xqi 
- Xisi) 
(Xqi 
- Xisi) 
(3.2.2) 
dEqi 1 (Xdi' - 
Xdi 
dt Tdoi' 
[-Eqi (Xdi - Xdi') Idi - (X 
di 
'-X 
1 5, 
)2 
(V)l 
di - 
(Xdi' 
- 
Xlsi) Idi 
-Eqi) 
I +Efdil (3.2.3) 
dEdi [Edi' + (Xqi - Xqi') f lqi - 
(Xqi 
- Xqi 
dt Tqoi (Xqil - Xls, )2 
(-V)2qi + (Xqil - 
Xlsi)lqi -Edi')Il (3.2.4) 
doldi 
-Oldi+ 
Eqi' + (Xdi' - Xlsi)Idil (3.2-5) 
dt 
dV)2qi 
[V)2qi +Edil - 
(Xqi' 
- xlsi)lqil (3.2-6) 
dt TqO" 
for i == 1) 2, .,., m, where, 
m: total number of generators, 
ýj generator rotor angle, 
wi rotor angular speed, 
Eqi : transient emf due to field flux-linkage, 
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Edi' transient emf due to flux-linkage in q-axis damper coil, 
Oldi sub-transient emf in q-axis proportional to the flux linkage in d-axis damper, 
V)2qi sub-transient emf in d-axis proportional to the flux linkage in q-axis damper, 
Idi d-axis component of stator current, 
lqi q-axis component of stator current, 
Xdi 
i 
Xdi'i Xdi" synchronous, transient and sub-transient reactances, respectively 
along d-axis, 
Xqi) Xqi) Xqi synchronous, transient and sub-transient reactances, respectively 
along q-axis, 
Tdo' , Td,, 
" : d-axis open-circuit transient and sub-transient time constants (in sec), 
respectively, 
Tqo'iTqo // : q-axis open-circuit transient and sub-transient time constants (in sec), 
respectively, 
Hj: Inertia constant of generator (in sec), 
w.: Synchronous speed, 
Di = Dilw,: Di is mechanical damping (p. u T/rad) 
The stator transients are generally much faster compared to the swing dynamics. 
Hence, for stability studies, the stator quantities are assumed to be related to the 
terminal bus quantities through algebraic equations rather than state equations. 
The stator algebraic equations are given by: 
Vq = 
(Xdi" 
- 
Xlsi) 
Eqj + 
(Xdi' Xdi") 
ýbldi- R, iIqi 
+ Xdi"Idi (3.2.7) 
(Xdi' 
- 
Xlsi) (Xdi' Xlsi) 
Vd = 
(Xqi xisi) Edi' - 
(Xqi Xqi 
V)2qi 
- Rildi - 
XqillIqi (3.2.8) 
(Xqi X1,90 (Xqi' Xlsi) 
for i- 17 2,..., m, where, 
Vq q-axis component of terminal voltage in machine reference, 
Vd d-axis component of terminal voltage in machine reference, 
R, j : resistance of the armature, 
Xl, i : armature leakage reactance. 
The parameters used for the test system are given in 
Appendix A. 
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3.2.2 Excitation systems 
Test system model 
The generators G1 to G8 are equipped with slow excitation systems (IEEE-DCIA) 
whilst G9 is equipped with a fast acting static excitation system (IEEE STIA) and 
a speed-input power system stabilizer (PSS) [1,38] to ensure adequate damping for 
its local mode. The rest of the generators are under manual excitation control. 
The differential equations governing the behavior of an IEEE-DC1A type exci- 
tation system are given by: 
dVt, i 
-1 [-Vtri + Vtil (3.2-9) dt Tri 
dEfdi 
--1 [KEjEf di+ 
Ef diAexe 
Be,; Ef di 
- Vril (3.2.10) 
dt TEi 
dV, i 1 KAi KFi R Ai(vrefi - Vtri) - 
KAj KFj 
ril dt - TAil TFj 
Fi +K TFi 
Efdi -v (3.2.11) 
dRFi 
_1 [-RFi+ Efdi] (3.2.12) 
dt TFi 
where, 
Efdj field voltage, 
Vt, i measured voltage state variable after sensor lag block, 
and the rest of the notation carries their standard meaning [36]. 
The governing equations for the IEEE-STIA type excitation system are given 
by: 
dVtri 
=1 [_ Vtri + Val (3.2.13) dt Tri 
Efdi =Kai(Vrefi - 
Vtri) (3.2,14) 
The fast acting static excitation system at generator G9 is equipped with a power 
system stabilizer (PSS) to provide supplementary 
damping control for the local 
modes. The positive feedback signal for this 
PSS is the measured speed of the 
generator G9. The dynamic response of the 
PSS is modelled by [391: 
Vpssi : --: Kpssi 
STW (1 + STli) (1 + ST3i) (3.2.15) 
(1 + STw) (I + ST2i) 
(I + ST4i) 
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where, 
Vtj : measured terminal voltage, 
Test system model 
and the rest of the notation carries their standard meaning as in [36]. The parame- 
ters used for the test system are given in Appendix A. 
3.2.3 Inclusion of generator in the network 
A major assumption in the modelling of AC networks is that it is balanced and 
symmetric. Hence for steady state analysis, the network can be represented on a 
single phase basis using phasor quantities (for slowly varying sinusoidal voltage and 
currents in the network). Thus the generators can also be represented on a single 
phase basis. 
Equations (3.2.7) and (3.2.8) can be expressed as a single equation in phasor 
quantities if sub-transient saliency is neglected, that is, "- X" Xi". In that 
Xýi 
qi 
case, 
Iqi + ildi Ei -(Vqi + Ai)] (3.2.16) 
(R, i + iXi 
where, 
Ei =I 
(Xdi" 
- 
Xlsi) 
Eqi I+ 
(Xdi I/- Xdi ') 
Oldil 
(Xdi' Xlsi) (Xdi - Xisi) 
+A 
(Xqi Xlsi) 
Edi' - 
(Xqi 
/- 
Xqil') 
V)2qi] (3.2.17) 
(Xqil x1si) (Xqi - 
Xisi) 
The generator bus current Ii can also be represented on a synchronously rotating 
frame as 
li =: lQi +i IDi == 
(Iqi +i Idi )Cjji = 
1 
[Ei -(Vqi + iVdi)le 
+ 
(3.2.18) 
Equation (3.2.18) represents an equivalent circuit shown in Fig. 3.2 where 
ygt 
-1 ixill 
(3.2.19) 
(R, i + 
Igi = EiYgi =- Ei 
1 
xi") ej6i 
(3.2.20) 
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Figure 3.2: Generator equivalent circuit 
Test system model 
It is to be noted that Igi is a function of state variables only. Hence it does 
not change suddenly whenever there is a network switching. The equivalent circuit 
shown in Fig. 3.2 can readily be merged with the AC network (external to the 
generator). 
3.2.4 Treatment of sub-transient saliency 
If sub-transient saliency is to be considered, the stator cannot be represented by a 
single phase equivalent circuit shown in Fig. 3.2. Hence, there is a need for special 
techniques to handle sub-transient saliency 
of dummy rotor coil [39]. 
Dummy rotor coil 
The stator equation can be rewritten as 
vq, 
b - 
(Xdi" 
- 
xl8i) 
Eqi' 
(Xdi' 
- 
xlsi) 
(Xdi 
One way of doing that to use concept 
Xdi 
(Xdi' 
- 
xlsi) It, I al - tu6 -at 
(3.2.21) 
V, 
(Xqill Xl5i) 
Edi' - 
(Xqi Xqi 
V)2qi +Edci- R, iIdi - 
Xdi"lqi (3.2.22) 
di 7/ (Xqi Xisi) 73Xýqi X1.5i) 
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where 
Edci ý"' -(Xqi" - Xdi")Iqi (3.2.23) 
Then (3.2.16) can be rewritten as 
lqi + ildi ýI-,,, [ Eqi - (Vqi + jvdi)j (3.2.24) (R, i + jXdj 
) 
where, 
(Xdi Xlsi) (Xdi Xdi") 
E, 
qi =[ (Xdi' 
- Xisi)' 
Eqj + 
(A 
di 
/- Xisi) 
7ýldil 
+j [ 
(Xqi xlsi) Edi 
(Xqil 
- Xqil) V)2qi +Edci] (3.2.25) (Xqi x1si) (Xqif 
- xlsi) 
The equivalent circuit of Fig. 3.2 applies if 
Ii ::: -- IQi + J'IDi :: -- (Iqi + j1di)e 
j6 
-I jj ,,, 
[Eqi 
- 
(Vqi + jVdi)]e (3.2.26) 
(R, i + jXj ) 
The motivation for this approach is that if Edd is a state variable, (proportional 
to the flux linkage of a dummy rotor coil in the q-axis) then the problem of sub- 
transient saliency is properly addressed. This is an approximate treatment of sub- 
transient saliency, but the degree of approximation can be directly chosen by proper 
selection of Tdj to get accepted accuracy. 
Considering a rotor dummy coil in q-axis which is linked only with the q-axis 
coil in the armature, but has no coupling with other coils. Edj can be considered 
as a voltage source proportional to the flux linkage of the dummy rotor coil. The 
differential equation for Edj can be expressed as 
dEd, i 1 (x. 11 
dt - Tdci 
[-Edt qi Xdi")Iqi] (3.2.27) 
where Tdj is the open circuit constant of the dummy coil, which can be arbitrarily 
selected. In computing (3.2-27) with (3.2.23) it is seen that the latter is a steady 
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state solution of the former. As Td, j tends to zero the solution of (3.2-27) is given 
by (3.2.23). From numerical experience, it is observed that Tdj need to be smaller 
than 0.01 s for acceptable accuracy. This is of a similar order as the time constant 
of a high resistance damper winding. 
3.3 Modelling of FACTS devices 
Flexible AC transmission systems (FACTS) devices are installed in power systems 
to exert continuous control over the voltage profile or power flow pattern [40,411. 
These devices are able to change the voltage profile and power flows in the system 
in such a way that thermal limits are not exceeded, stability margins are increased, 
losses minimized, contractual requirements fulfilled, etc. without violating the eco- 
nomic generation dispatch schedule [42]. However, the mere presence of these devices 
does not improve the overall damping of the system appreciably. To obtain extra 
damping, supplementary control is required to be added to these FACTS devices. 
Several methods for designing such damping control strategies through the FACTS 
devices occupy a significant part of this thesis. 
In this section, the steady-state and the small-signal dynamic models of several 
series and shunt connected FACTS devices are briefly presented. The power injec- 
tion model is used for the steady-state representation of the FACTS devices as it 
is relatively simple to incorporate into an existing power flow algorithm without 
having to alter the original bus admittance matrix Y [43]. The power injection 
equations are given for different types of devices and the Jacobian terms for these 
equations with respect to the states as well as the algebraic variables are presented 
in Appendix B. The small-signal dynamic models of the series connected devices are 
presented considering a single time-constant block to represent the response time 
of the switching circuitry. For the shunt voltage control 
devices, a separate volt- 
age control loop is involved with appropriate response time 
for the voltage sensing 
hardware and time-constants for the voltage regulator block. 
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3.3.1 Thyristor controlled series capacitor (TCSC) 
A TCSC is a capacitive reactance compensator which consists of a series capacitor 
bank shunted by a thyristor controlled reactor (TCR) in order to provide a smooth 
variation in series capacitive reactance [40,41]. The circuit configuration of a typical 
TCSC is shown in Fig. 3.3. 
Figure 3.3: Thyristor controlled series capacitor (TCSC) topology 
When the TCR firing angle is 180 degrees, the reactor becomes non-conducting 
and the series capacitor has its normal impedance. As the firing angle is advanced 
from 180 degrees to less than 180 degrees, the capacitive impedance increases. On 
the other hand, when the firing angle is 90 degrees, the reactor become fully con- 
ducting and the TCSC helps inlimiting the fault current [40]. Continuous control 
over firing angle produces a variable effective capacitance, which partly compensates 
for the transmission line inductance and thereby, controls the power flow through 
the line. 
The control action of the TCSC is usually expressed in terms of its percentage 
compensation k, defined as k, x 100% where, XL is the reactance of the 
line 
XL 
and Xc is the effective capacitive reactance offered 
by the TCSC. 
Let us consider that the TCSC is connected in the line between 
bus k and bus 
m. The resistance of the line is neglected 
for simplicity of calculation. if 7 is the 
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current flowing through the line, the TCSC having capacitive reactance XC can be 
e (4ý1 Pk Qk m 
represented by a voltage source V,, as shown in Fig. 3.4 where, V,, is given by: 
vse = -jxcl 
XL 
xc 
v Vk, ýýOk m L-'m 
Vs 
e XLz--Xk 
V /a v j) k, lý-'ýý mm 
Figure 3.4: Voltage source model of TCSC 
(3.3.1) 
The power injection model is obtained by replacing the voltage source by an 
equivalent current source 7, in parallel with the line as shown in Fig. 3.5 where 
7, 
is given by: 
Xkm 
Vk 
Xkm 
v zo Vk: ýOk 
is mm 
-X'km 
0 
% zom zok m 
Figure 3.5: Power injection model of TCSC 
(3.3.2) 
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The current source 7, corresponds to the injection powers -3k and 3,,, which are 
given by: 
Sk Vk(-7s) (3.3.3) 
3m V, (7s) * (3-3.4) 
From (3.3-3) and (3.3.4) the real and reactive power injection equations of the 
TCSC connected between bus k and m can be obtained by algebraic simplification 
and are given by (3-3.6)-(3-3-9) where, percentage compensation (k, ) is given by: 
and XL is the reactance of the line. 
kc = 
Xc 
(3-3.5) 
XL 
Pk -kc -VkVn 
Bkmsin(Ok - Om) (3-3.6) (kc - 1) 
k'2 
(3-3.7) Qk - -Bkrn 
[vk 
- VkVm COS 
(Ok 
- 
Ora)] 
(kc - 1) 
PM 
k-V,,, 
VkBkmsin (0,,, - Ok) (3.3.8) (kc - 1) 
k [V2 (3-3-9) -B 
Vmvk COS (Om - Ok)] QM (kc - 
1) km m 
The dynamic characteristics of the TCSC is assumed to be modelled by a single 
time constant (Ttcsc = 0.02 s) representing the response time of the TCSC control 
circuit as follows: 
d 
Ak =I (-Ak, +, Akc-ref +, Akc-, gs) (3.3.10) dt c Tt -C -5c 
The small-signal dynamic model is given in Fig. 3.6 where, Ak, is the incremental 
change in value of k, about the nominal value of 0.5 
(50% compensation). The 
reference setting Ak, -,, f 
is augmented by Ak, -,, within a 
limit of = 0.3 
and = -0.4 in the presence of supplementary 
damping control. 
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Akc-max 
Al 
kc 
Figure 3.6: Small-signal dynamic model of TCSC 
3.3.2 Static VAr compensator (SVC) 
A static VAr compensator (SVC) is a shunt connected static VAr generator or ab- 
sorber whose output is adjusted to exchange capacitive or inductive current so as to 
maintain or control specific variables of the electrical power system (typically bus 
voltage) [40,41]. A typical topology of a SVC comprises a parallel combination of 
a thyristor controlled reactor and a fixed capacitor as shown in Fig. 3.7. 
C 
Figure IT Static VAr compensator (SVC) topology 
The reactive power injection of a SVC connected to bus k is given by: 
V2 
k kZ B,,, 
where, Bsvc = Bc - BL and BC and BL are the susceptance of the 
fixed capacitor 
,jA 
, Akc-ss I-1kc-min 
Chapter 3 
and thyristor controlled reactor, respectively. 
Test system model 
The small-signal dynamic model of a SVC is shown in Fig. 3.8 where, T, is 
the response time of the switching circuitry, T,, is the time constant representing 
the delay in measurement and Tj and TO are the time constants of the voltage 
regulator block. AB, is given by: 
ABsvc ý ABc - ABL 
AVSS-SVC 
Avr _Svc 
+ 
K, 
-+s TV i ---*. TV-r 
ef+ 
STv2 1+sTsvc, - 
-AB max 
Avt AVt-svc 1+sTm 
ABmax 
ABsvc 
Figure 3.8: Small-signal dynamic model of SVC 
The dynamic equations are given by: 
d 
AB, =1 
1- 
ABsvc + 
(I 
- 
TV i Avr-SVC - 
KvTv, 
Avt-SVCI 
dt TSVC Tv2 
) 
Tv2 
(3-3.12) 
Tv2Tsvc 
[A Vs, 
-,,, +AV,, f 
1 (3.3.13) 
d Avr-svc =I (-AVr-, v, - KvAVt-, v, + KvVr, f + KvV,, -,,, 
) 
dt Tv2 
d 
Avt-svc =I (Avt - Avt-svc) dt TM 
(3.3.14) 
(3-3.15) 
The reference input AV,, f, in Fig. 3.8, is set to a point to maintain acceptable 
voltage at the SVC bus, while the supplementary input AVss-svc is controlled to 
damp inter-area oscillations. A thyristor controlled reactor (TCR) of 150 MVAr 
capacity is, considered in parallel with a fixed capacitor 
(FC) of 200 MVAr. At 1.0 
pu voltage, this corresponds to a susceptance range of -1-50 pu to 2.0 pu which sets 
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the limits of the SVC output. The steady-state settings of the FC and the TCR was 
fixed 150 MVAr and 33 MVAr, respectively to maintain 1.0 pu voltage at the SVC 
bus (data obtained from ABB CRC, Switzerland). 
3.4 Linearized system model 
The dynamic behavior of a power system in the low frequency range (0.1-2 Hz) 
is usually expressed as a set of non-linear differential and algebraic (DAE) equa- 
tions (3.4.1), (3.4.2), (3.4.3). The algebraic equations result from the network power 
balance and generator stator current equations. The high frequency network and 
stator transients are generally ignored when the analysis is focused on low frequency 
electromechanical 'oscillations. The initial operating state of the algebraic variables 
such as bus voltages and angles are obtained through a standard power flow solution. 
The initial values of the dynamic variables are obtained by solving the differential 
equations through simple substitution of the algebraic variables into the set of dif- 
ferential equations. 
f (X, Z, u) 
0g (X, Z, u) (3.4.2) 
yh (x, z, u) (3.4.3) 
where, f and g are vectors of differential and algebraic equations and h is a 
vector of output equations. The inputs are normally reference values such as speed 
and voltage at individual units and can be voltage, reactance and power flow as set 
in FACTS devices. The outputs can be generator power output, bus frequency, bus 
voltage, line power flow or current etc. The notations xE 
R', zcR, uE RP and 
yERq denote the vectors of state variables, algebraic variables, 
inputs and outputs, 
respectively. 
Linearizing (3-4.1) to (3-4-3) around the equilibrium point ýxo, zo, uo I results in 
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the following: 
af Ax + af AZ+ Of zýU Ox Oz au 
0= 29 _AX + agAz + a9AU Ox Oz Ou 
Ay = 
Oh 
Ax + 
Oh 
Az + 
Oh 
Au Ox Oz Ou 
Test system model 
(3.4.4) 
(3.4.5) 
(3.4-6) 
Elimination of the vector of algebraic variables Az from (3.4.4) and (3.4.6) yields 
the following: 
A. ý = AAx + BAu 
Ay = CAx + DAu 
(3.4-7) 
(3.4.8) 
where, A, B, C, D are the matrix of partial derivatives in (3.4.4) to (3.4.6) evaluated 
at equilibrium Ixo ý zo, uo 
I as follows: 
af Of (agý -' Og af Of (ag ý -, Og 
Ox Oz ý Oz ) ax 
B 
au Oz ý- Oz ) au 
(3.4.9) 
ah Oh (0gý -1 ag Oh Oh ag -1 ag 
c= - _ - JD = -- 
1 
- 
( ) 
- 
l 
Ox az ý ) Oz ax au Oz az au 
The linearized system matrix A is obtained based on the particular operating 
condition. For FACTS damping controller design, the input matrix B has the same 
number of rows as that of A with non-zero entries corresponding to the states of the 
respective FACTS device, the rest of the elements being zero. The elements of the 
output matrix C depend on how the feedback signals are related to the states and/or 
the algebraic variables. Appropriate selection of the feedback signals is discussed in 
the next section. The entries of the D matrix are zero as there is no direct influence 
of the control input on the FACTS device by the measured signals. 
I 
The A, B) C and D matrices represent the linearized model of the test system 
which is used for analysis and control design throughout the rest of this thesis. In- 
terested readers are requested to go through [36] for further detail regarding the 
methodology of obtaining a linearized power system model. 
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Table 3.1: Inter-area modes of the test s 
Eigen-value 
a ±jw 
-0.154 ±j 2.46 
-0.139 ±j 3.19 
-0.217 ±j 3.92 
-0.248 ±j 4.97 
ýZc2+W2 
0.0626 
0.0435 
0.0554 
0.0499 
Frequency (Hz) 
W 27r 
0.3913 
0.5080 
0.6232 
0.7915 
Table 3.2: Inter-area modes of the test 
Eigen-value 
or ± 3w 
-0.154 ±j 2.42 
-0.137 ±j 3.17 
-0.218 ±j 3.90 
-0.248 ±j 4.97 
V(2+W2 
0.0635 
0.0432 
0.0558 
0.0499 
0.3853 
0.5039 
0.6204 
0.7913 
For the specific case with one TCSC installed in the system, the total number 
of state variables associated with the linearized system model is 132. From the 
computed eigen-values of the linearized system model, it is found that the system 
has four inter-area modes which are lightly damped as shown in Table 3.1. Out of 
the four inter-area modes, the first three are critical requiring additional damping. 
Mode #4, on its own, settles in less than 10.0 s as its frequency (0.79 Hz) is higher 
than that of the other modes (the higher the oscillation frequency, the faster is the 
settling for a given damping ratio). Since the influence of this mode on inter-area 
oscillation does not last beyond 10.0 s and an overall system settling time of 10-12 
s is acceptable [2], it is not required to provide additional damping to this mode. 
Therefore, the objective is to design a controller to produce robust damping for the 
three critical inter-area modes. 
With an SVC installed in the system, the total number of states is 136. The 
inter-area modes of the system in this case is shown in Table 3.2. 
Test system model 
with a TCSC installed 
Damptng ratio 
DampZng ratio Frequency (Hz) 
W 27r 
em with a SVC installed 
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3.5 Choice of remote signals 
There are two aspects which need to be looked into prior to designing a controller for 
controlling a particular mode of the system. Firstly, that mode of interest should be 
controllable from the location of the controller i. e. it should be possible to influence 
the behavior of that mode from the chosen controller site. Secondly, that mode 
should be observable in the chosen feedback signal i. e. the behavior of that mode 
should get reflected in the feedback signal. In control system literature, these are 
quantitatively referred to as modal controllabildy and modal observability, respec- 
tively [44,45]. The product of these two quantities is known as the residue [44,45]. 
ýA B The transfer function equivalent of a system G(s) CD is given by: 
G (s) =C (sl - A)-'B +D 
The direct transmission term D can be dropped for simple understanding without 
affecting the final conclusion. Using the orthogonal relationship between the right 
(V) and left (W) eigen vector matrices of A, i. e., VW = 1, (3.5.1) can be rewritten 
as: 
C (sI - A)-'B 
= CVW (sl - A) -'VWB 
= 
ýV[V-'(sl 
- A) W-']-'WB 
= CV (sl - A)-' WB 
i=n CviwiB 
i=n 
(3-5.2) 
'Xi 
R, is known as the modal residue which is the product of modal observability 
(Cvj) and modal controllability (wiB). The controller location and the 
feedback 
signal(s) are selected in such a way that the model residues corresponding 
to each 
of the critical modes are as high as possible 
[46]. 
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In power systems, the location of the controllable devices (FACTS devices) are 
generally decided from steady-state considerations. It might not be cost effective to 
place a FACTS device at a particular location from damping considerations only. In 
practice, these devices are placed in such a way as to have optimum impact on the 
steady-state performance enhancement (improving the voltage profile, facilitating 
power flow etc. ) [40,41]. Once the locations of these devices are fixed, the modal 
controllability of a particular mode becomes fixed and cannot be changed by the 
control designers. However, the modal observability and hence the residue can be 
maximized through proper selection of available feedback signals. 
Selection of proper feedback signal involves two decisions on the part of the de- 
signer. Firstly, to decide which type of signal to use out of a number of available 
types such as voltage, active power, reactive power, machine speed etc. It is im- 
portant to note that for comparing signals of different types, the residues need to 
be properly scaled [47]. Once the type of signal is decided upon, the next task is 
to choose the appropriate locations from where that signal needs to be obtained. 
For that a modal observability analysis is carried out with all the available signals. 
The signal with maximum modal observability is selected. Further details regarding 
appropriate choice of feedback signals can be found in [46,48,49,50]. The choice 
of appropriate feedback signal should broadly satisfy the following criteria: 
1. The feedback signal must have a high degree of sensitivity at and around the 
swing mode frequency to be damped. This is reflected as a high peak in the 
frequency response. In other words, the swing mode must be observable in 
the feedback signal. 
2. There should be very little sensitivity to the other swing modes in order to 
minimize the interaction between the modes through the controller. 
3. The feedback signal should have little or no sensitivity to its own output in 
the absence of a power swing. This is known as inner loop sensitivity 
[49] and 
does not involve the swing mode dynamics. 
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It is to be noted that the method of controllability and observability alone might 
not always be adequate to identify the most effective feedback signals. The final 
selection should be made using a more detailed input-output controllability analysis. 
For SISO systems, this should be done by avoiding the right half plane (RHP) zeros 
and ensuring large Hankel singular values (HSV) for the chosen input-output combi- 
nation. For MIMO systems, in addition to the RHP-zeros and the HSV indicators, 
the minimum singular value (MSV) and the relative gain array (RGA) number are 
used as detailed in [50]. 
For the test system with a TCSC installed, the active power flow in the trans- 
mission lines was chosen as the feedback signal. Bus voltage and reactive power flow 
signals were not chosen, as the exciter and flux-decay dynamics are also dominant 
in these signals in addition to the oscillatory modes. The normalized residues for 
different signals corresponding to each of the critical inter-area modes of the test 
system is shown in Table 3.3. Only a few of the most effective signals with maximum 
residues for each mode are shown in the following tables. 
Table 3.3: Normalized residues for active power flow signals from different lines with 
a TCSC installed in the system 
Mode I Mode 2 Mode 3 
Line Residue Line Residue Line Residue 
51- 45 1.00 18- 16 1.00 13- 17 1.00 
50- 51 0.67 41- 14 0.79 36- 17 0.67 
50- 18 0.63 42- 18 0.75 60-61 0.34 
35- 34 0.63 41- 42 0.55 53- 30 0.30 
45- 35 0.63 53- 30 0.34 61- 36 0.29 
34- 36 0.57 53- 47 0.31 54- 53 0.29 
53- 47 0.56 51 - 45 0.29 50- 51 0.27 
36- 34 0.55 50- 51 0.29 50- 18 0.25 
53- 54 0.50 36- 17 0.28 34-36 0.24 
41- 40 0.49 50- 18 0.28 68-37 0.21 
The results reveal that P51,45, 
P18,16 and P13,17 are the most effective signals for 
mode #1, mode #2 and mode #3, respectively, where 
P51,45, P18,16 and P13,17 in- 
dicate the power-flow in the lines connecting buses #51-#45, buses #18-#16 and 
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Table 3.4: Normalized residues for active power flow signals from different lines with 
a SVC installed in the system 
Mode 1 Mode 2 Mode 3 
Line Residue Line Residue Line Residue 
13- 17 1.00 18 - 16 1.00 13- 17 1.00 
51- 45 0.74 13- 17 0.81 17- 36 0.64 
50- 51 0.62 18- 42 0.78 60- 61 0.35 
18- 69 0.60 41 -42 0.56 53- 30 0.30 
35- 34 0.60 53 -30 0.33 61- 36 0.30 
45- 35 0.60 47 - 53 0.32 54- 53 0.29 
buses #13-#17, respectively. It is evident from the table that although mode #1 
is observable in the locally available signals P50,51i P50,18 (shown in boldface), the 
observability of the other two modes are poor. Therefore, it is concluded that local 
signals might not always be the most appropriate for all the critical modes. Under 
these circumstances, the signals from remote locations need to be transmitted to the 
controller site. The normalized residues for the power signals from different lines 
with the SVC installed in the system is shown in Table 3.4. It can be seen that in 
this case, only two signals P13,17 and P18,16 are required for observing all the three 
inter-area modes. 
Considering the appropriate feedback signals as determined above, the output 
matrix C for the state-space model of the test system is constructed [36]. 
3.6 Simplification of system model 
The order of the controllers synthesized using H,,, norm optimization techniques 
are at least as high as the order of the open-loop system (132 for the present test 
system with TCSQ- It might be even higher with the incorporation of the weighting 
functions. Therefore, it is mandatory to simplify the system model, if possible, to 
ease the design procedure and avoid any complexity in the final controller. 
This is known as the model order reduction problem where the central idea is 
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Figure 3.9: Singular value response of original (132 order) and simplified (7 order) 
system model with a TCSC 
the following: Given a high-order system model G(s), derive a low order approxi- 
mation G, (s) such that the infinity norm of their difference JIG(jw) - G, (jW)JI... is 
sufficiently small. The same concept is also applicable for simplifying the controller 
once it is designed. 
A number of model reduction techniques are available in control system litera- 
ture. Modal truncation, residualization, balanced truncation, Schur balanced model 
reduction, optimal Hankel norm approximation are the main ones. The Schur bal- 
anced model reduction [51,44] procedure has been used in this work for simplifying 
the system model as it is numerically robust. The basic objective is to compute a 
k th order simplified model G, (s) from the n th order original system G(s) such that: 
n 
JIG(jw) -2E o-i 
i=k+l 
where, o7i = -ýIAj(PQ) and Aj(PQ) is the i 
th eigen-value of PQ and P, Q are the 
53 
Chapter 3 Test system model 
solution of the following Lyapunov equations [51,44]: 
PA T+AP+BB T=0 (controllability grammian) (3.6.2) 
QA + ATQ + CTC =0 (observability grammian) (3.6.3) 
Ai denotes the Hankel singular values (HSVs) of G(jw). 
The 132 nd order test system model could be simplified down to a 
7th order 
reduced equivalent without loosing much information in the relevant frequency range 
of interest (0.1 - 1.0 Hz). The HSVs [44] provide an idea about the extent of 
simplification that can be achieved. The frequency response of the original and the 
simplified system, shown in Fig. 3.9, confirms that they are closely matched in the 
frequency range of interest. 
The model reduction exercise has been carried out using the schmr function 
available in the robust control toolbox [52] of Matlab [53]. For other types of FACTS 
devices installed in the system, the reduced system model for control design is de- 
rived similarly. 
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A probabilistic approach to model 
based adaptive control 
The conventional damping design considers plant model representing nominal oper- 
ating condition [1]. Usually the prop ortional-integral (PI) or a proportion al-integral- 
derivative (PID) controller is designed to ensure desired performance for that partic- 
ular operating condition. The controllers obtained from these approaches are simple 
but tend to lack robustness since, at times, they fail to produce adequate damping 
at other operating conditions. Researchers, over the years, have proposed several 
adaptive control structures for power system stabilizers to address this issue. Malik 
et. al. [541 applied the model reference adaptive control (MRAC) strategy where 
the error between the power system response and the reference model output is used 
to modify the controller parameters such that the plant behavior is driven to match 
the behavior of the reference model. A self tuning control (STC) of PSS has been 
reported by Pahalawaththa et. al. [55] where the amount of pole shifting is adjusted 
depending upon the system conditions. Bandyopadhayay et. al. [56] have presented 
a gain scheduling control (GSC) scheme for PSS where the controller parameters 
are tuned based on the minimization of the distance between the current and the 
desired operating points. 
Interestingly model predictive control offers an effective solution to this problem 
by ensuring optimal control effort under varying operating conditions provided 
the 
initial values of the system states are specifically 
known. In power system, it is 
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almost impossible even to estimate the initial values of the states following a large 
disturbance. This is because even if the models corresponding to the pre and post 
disturbance behavior is known, it is very difficult to model the behavior during the 
disturbance (e. g. fault). What one can hope for is to devise a mechanism that com- 
bines several known post-disturbance models to produce a model which can closely 
match the system dynamics for an arbitrary contingency. This argument can be 
extended for controllers also. That means one needs to have a set of pre-designed 
controllers for different post-disturbance system models. These sets are known as 
model bank and controller bank respectively. It is not difficult to have an idea about 
the model bank from past statistics and experience of the system operators. The 
larger the number of elements in the model bank, greater would be the accuracy 
in predicting the unknown dynamics. This might be difficult to implement online 
because of large computational efforts. On the other hand, intuitively it can be said 
that in any actual system behavior, the influence of all the elements in the model 
and controller bank will not be uniform. The Bayesian probabilistic approach is a 
mathematical abstraction of the intuition, which enables quick detection of the trend 
in the post-contingency dynamic behavior by providing a weight vector for blend- 
ing the control action of the pre-tuned controllers. This approach was originally 
introduced by Lainiotis [57]. Subsequently, it has been employed for the control of 
aircraft [581 and for regulation of hemodynamic variables [59,60]. In this work, the 
concept of probabilistic approach of adaptive control has been applied 
[61] for power 
system damping control design. The basic motivation behind applying this scheme 
in power system model is that it can achieve the desired performance without any 
requirement to identify the post-disturbance dynamics prior to 
initiating the control 
action. The assumption is that the actual system response can 
be represented by a 
single or a suitable combination of a finite number of 
linearized models. Separate 
controllers (PI, PID) are also assumed to 
be designed a priori to ensure satisfactory 
performance for each of these models. 
Theoretically, one can not claim that a convex combination of stabilizing control 
moves necessarily produces a stable closed-loop response. 
However, it has been 
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found that this strategy has produced adequate stability margin and robustness for 
a range of test cases considered in this work. 
4.1 Control design based on model based proba- 
bilistic approach 
The basic motivation behind applying this scheme in power system is that it can 
achieve the desired performance without any prior requirement to identify the post- 
disturbance dynamics before initiating the control action. The assumption is that 
the actual system response can be represented by a single or a suitable combination 
of a finite number of linearized models. For each model, an observer based state 
feedback controller is designed a priori to meet the specified performance objective. 
Using a Bayesian approach, the current probability of each model representing the 
actual system response is calculated and the results are used to determine the sub- 
sequent control moves. The probabilities are iteratively computed at every instant 
by improving upon the probability computed from the previous instant [62]. The 
control move of an individual controller is assigned a weight based on the probability 
of that particular model representing the actual response. Thus, at each instant, 
the resulting control action is the probability-weighted average of the control moves 
of the controllers. 
Model bank 
The major contingencies in a power system could be the outage of 
key tie-lines, 
sudden changes in the power flow through tie-lines or changes 
in load characteristics. 
It is always difficult to predict the possible contingencies. 
However, a probable list 
can be anticipated from previous experience 
in system operation. Each of the post- 
contingency behavior of the system can 
be included in the model bank in the form of 
a linear model (see Fig. 4.1). The more 
is the number of linearized models included 
in the model bank, the better will be the accuracy of 
identifying actual system 
dynamics following any arbitrary contingency. From the view point of practical 
implementation, as the number of models increases, the computational 
burden will 
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also increase. So the number of elements in the model bank has to be limited. In this 
research, while building the linearized model of the system under different operating 
conditions, a few credible contingencies are considered. 
4.1.2 Control algorithm 
Figure 4.1: Schematic overview of the Control strategy 
The recursive algorithm uses a bank of linearized system models (corresponding 
to different operating conditions) to capture the possible system operating scenario 
following a disturbance. One separate controller k is designed and tuned, a priori, 
based on each model k in the model bank. At each simulation step, the actual 
system response is compared with the response of the linearized models which are 
driven by the same control input. The differences in the response of each model with 
respect to the actual system response is used to generate individual model residuals. 
Using these residuals, the probability of each model representing the actual system 
response is computed. Based on the probabilities, suitable weights are assigned to 
individual control moves such that the less probable models carry less weight. This 
ensures that the controllers designed 
for the less probable models influence the final 
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control move to a lesser extent. The resulting control action is, thus, a probability 
weighted average of the control moves of each individual controller. 
At each stage of the recursive algorithm, two tasks are performed i. e. calculation 
of the probability using a Bayesian approach and assignment of suitable weights 
based on the computed probability value. 
Calculation of probability: Bayesian approach 
The recursive Bayes theorem is used for computing the probability of each model 
in the bank. The theorem calculates the conditional probability of the i" model 
(corresponding to the th operating condition) in the model bank being the true 
model of the system given this model population. The probabilities are assumed 
to be stochastic and Gaussian in nature and thus take a form of the exponential of 
the negative square of the residuals [62]. At the k th step, the probability for the ith 
model is calculated from Bayes rule as: 
exp 
IET 
Pi, k -NHi, 
kCfEi, k)Pi, k-1 
L exp (_16T Cf Ej, k) Pi, k-1 
j=l 
2 i, k 
where, 
Ei, k : --- Yk c - Yi, k 
is the error or model residual at the current step. The total number of models 
in the model bank is denoted by N and Cf is the convergence factor used to tune 
the rate of convergence of the probabilities. Large values of Cf magnify the model 
residuals and cause an acceleration of convergence to a single model. The recursion 
is initialized by assigning equal probabilities (11N) to all the models in the bank. 
At each iteration, new probabilities are calculated thereby improving upon those 
computed at the previous iteration. One major advantage is that this algorithm 
is computationally inexpensive. An additional benefit is that the poor models are 
rejected exponentially and thereby allowing a widely varying set of models without 
necessarily leading to a large drop in controller performance, especially 
during the 
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initial stages of iterative process [63]. 
To summarize, for a given set of models, the above algorithm recursively deter- 
mines the probability of the ith model being the true model of the system. The 
computation is based on the present model residuals with respect to the actual 
system response and the previous probabilities for each model [62]. 
Calculation of weights 
Based on the probability of the individual models, calculated during each recursive 
step, suitable weights are assigned to the control actions of each of the controllers. 
The model with a higher probability is assigned a higher weight and vice versa. One 
of the features of this Bayesian approach is that it can only assume a steady-state 
probability of either zero or one and consequently, the algorithm converges to a 
single model. However, due to the uncertainties associated with a practical power 
system, it is unlikely that any single model in the model bank would be exactly 
equivalent to the system under control, and hence proper blending of control action 
is often required. Models attaining a probability of zero cannot enter the subsequent 
recursions and hence an artificial cut-off is used to keep them alive. At the kth 
step, the i" model is assigned a weightWi, k such that: 
Pi, k 
N 
VPi, k > 
Omin 
r- Pj, k Wi, k j=l 
0 VPi, k < Omin 
V- 
For models with Pi, k < the probability is reset to Pi, k and these 
models are then excluded from being weighted. At the k" iteration, the resulting 
probabilitY-weighted control move is computed as: 
N 
Uk 
E Wi, k ' Uj, k 
j=l 
4.2 Study system 
(4.1.4) 
This control algorithm involves a number of linearized system models corresponding 
to different operating conditions. To illustrate the basic principle, a simple study 
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system is considered to start with and later on the method is illustrated using the 
study system described in Chapter 3. 
Area #1 Area 
Figure 4.2: 4-machine, 2-area study system with a TCSC 
A simple 4-machine, 2-area study system, shown in Fig. 4.2, is considered first. 
This system is one of the benchmark models for performing studies on inter-area 
oscillation because of its realistic structure and the availability of system parame- 
ters [24,1] in the public domain. All four generators are represented using the 
sub-transient model with DC (IEEE-DCIA type) excitation system, as described 
in Chapter 3. Power flow and dynamic data for the system can be found in [1]. 
The system consists of two areas connected by a weak transmission corridor. To 
enhance the transfer capability of the corridor, a TCSC is installed in one of the 
lines connecting buses #8 and #9, as shown in Fig. 4.2. From the transfer capacity 
enhancement point of view, the percentage compensation k, of the TCSC is set to 
10%. A maximum and minimum limit of 50% and 1%, respectively, is imposed on 
the dynamic variation of k,. Under normal operating conditions, the power flow 
from Area #1 to Area #2 is 400 MW. Eigen-value analysis for this base case, dis- 
played in Table 4.1, shows the presence of one lightly 
damped inter-area mode and 
two reasonably damped local modes of oscillation 
[24]. 
Table 4.1: Electromechanical modes of oscillation of the 4-machine, 2-area study 
system f (Hz) Mode 
Inter-area 0.0129 0.6308 
Local 0.0809 1.0813 
Local 0.0789 1.1159 
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The lightly damped inter-area mode creates a possibility of spontaneous inter- 
area oscillations following a disturbance in the system. The objective, therefore, 
is to design a damping control scheme for the TCSC to mitigate these unwanted 
oscillations. Moreover, the control action should be robust with respect to varying 
operating conditions. The real power flow in the line connecting buses #10 and #9 
was chosen as the feedback stabilizing signal for the controller since the inter-area 
mode was found to be highly observable [46] in this measured signal. 
4.3 Choice of models in model bank 
4.3.1 4-machine, 2-area system 
More than ten linearized small-signal models were required to span the entire space 
of anticipated operating conditions of the system following a disturbance. Distur- 
bances include either a bus fault rendering outage of a line or a sudden change in 
power flow through the key tie-lines or a change in the nature of the loads etc. 
Corresponding to each of the post-disturbance operating conditions, different lin- 
earized models of the system were obtained. Ideally, each one of them should have 
been included in the model bank. However, to reduce computation time, only five 
most probable models, in terms of their likelihood to represent the actual system 
response, were used. The operating scenarios and corresponding model identifiers 
are summarized in Table 4.2. 
Table 4.2: Operating conditions of the 4-machine, 2-area study system (see Fig. 4.2) 
used in the model bank 
Model No. Tie-line flow (MW) Outage of line 
1 400 no outage 
2 400 7-8 
3 400 8- 9 
4 300 no outage 
5 500 no outage 
Model #1 represents the nominal operating condition with 400 MW power trans- 
fer through the corridor and all tie-lines in place. Model #2 refiects the situation 
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with one of the tie-lines between buses #7 and #8 switched off. Model #3 corre- 
sponds to an outage of one of the tie-lines connecting buses #8 and #9. In both of 
the above cases, the tie-line power flow was assumed to remain unchanged at 400 
MW. Two different tie-line power exchanges of 300 MW and 500 MW between Area 
#1 and Area #2 were represented by models #4 and #5, respectively with all the 
tie-lines in operation. The description of these operating conditions along with their 
respective model identifiers can be found in Table 4.2 at a glance. 
4.3.2 16-machine, 5-area system 
This study system is described in Chapter 3. Only a few credible contingencies are 
considered for building the model bank for a relatively large power system model 
such as this one. For example, a fault in two main transmission corridors between 
bus #53-#54 and #60-#61 are severe contingencies. Also a sudden change in power 
flow through a line can be included. In this way, nine probable system models 
have been considered for which the operating scenarios and corresponding model 
identifiers are summarized in Table 4.3. 
Table 4.3: Operating conditions of the 16-machine, 5-area system (see Fig. 3.1) used 
in the model bank 
Model Tie-Line flow (MW) Outage of line Type of load 
1 700 No outage C1 
2 700 53-54 CI 
3 700 60-61 C1 
4 700 27-53 CI 
5 100 No outage C1 
6 900 No outage C1 
7 700 No outage CI + CC 
8 700 No outage CI + CP 
9 700 No outage Dynamic load 
Model #1 corresponds to the nominal operating condition with 700 MW power 
transfer through the tie-lines. Model #2, #3 and #4 describe the situation when 
one of the tie-lines between buses #53-#54, #60-#61 and #27-#53, respectively are 
taken out. Model #5 and #6 correspond to 100 MW and 900 MW power exchange 
between NETS and NYPS. Model #7 and #8 consider the presence of combinations 
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of constant current (CC), constant power (CP) and constant impedance (CI) loads. 
In model #9, a dynamic induction motor type load is considered at bus #41. 
4.4 Control tuning and robustness testing 
4.4.1 4-machine, 2-area system 
The first step towards formulating the probabilistic model based adaptive control 
scheme is to design and tune the controllers for five linearized system models de- 
scribed in Table 4.2. The order of each of these system models was 41. To facilitate 
control design, each of these models were simplified to their respective 3 rd order 
equivalents. The frequency response of the simplified system is shown in Fig. 4.3 
with respect to the original one for the nominal operating condition. 
(0 
c3) 
i 
CF, 10, frequency, rad/s 
Figure 4.3: Singular value response of original (41 order) and simplified (3'order) 
system model 
To improve the damping ratio of the critical inter-area mode, a controller, as 
shown in Fig. 4.4, was designed for the reduced system model using conventional 
gain-margin and phase-margin based techniques 
[45]. The controller gain was tuned 
to meet the specified closed-loop performance criteria. In this case, the criterion 
was to achieve a closed-loop damping ratio of 0.25 
for the inter-area mode under 
the chosen operating conditions. A damping ratio of 0.25 generally ensures settling 
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of inter-area oscillations within 10-12 s, a criterion commonly adopted by the power 
system utilities [2]. 
ca 
e 
tu cn 
lo- I Cp lo' lcý 
frequency, rad/s 
Figure 4.4: Singular response of the lead-lag controller designed for the nominal 
operating condition 
The controller gains were adjusted seperately for each model (operating condi- 
tion) , using root-locus techniques to achieve a 
damping ratio of 0.25 for the inter-area 
mode i. e. the controller k was tuned so as to ensure a closed-loop inter-area mode 
damping ratio of 0.25 for model k. However, this did not necessarily ensure that 
satisfactory damping ratios would be preserved using controller k for plant models 
other than k. In fact, it is clear from Table 4.4 that in certain cases, either the 
system becomes unstable or the damping ratio is below the acceptable limit. For 
the cases marked as 'unstable' in Table 4.4, the damping ratio for the inter-area 
mode was acceptable, but some of the other modes of the closed-loop system had 
negative damping ratios. 
If the controllers were tuned to obtain a less conservative damping ratio of 0.15 
instead of 0.25, then the instabilities could be avoided in some cases, but the damping 
ratios under certain operating conditions were below 0.1 - 
This was not acceptable 
for secure operation of the power system. It is to be noted that although the above 
discussion is specific to this particular test system, it still represents the general 
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Table 4.4: Closed-loop damping ratio of the inter-area mode for different models 
(see Table 4.2) and controllers 
Controller 
No. 1 2 
Model No. 
3 5 
1 0.25 0.23 unstable 0.17 unstable 
2 0.26 0.25 unstable 0.18 unstable 
3 0.16 0.15 0.25 0.11 0.22 
4 unstable unstable unstable 0.25 unstable 
5 0.18 0.17 0.27 0.12 0.25 
lack of robustness of the conventionally tuned controllers under different operating 
conditions encountered in a practical power system. 
4.4.2 16-machine, 5-area system 
To improve the damping ratio of the critical inter-area modes, an observer based 
state-feedback controller was designed for each of the models (operating conditions). 
The state-feedback gain was determined to ensure settling of inter-area oscillations 
within 10-12 s. The place function available with the control system toolbox in 
Matlab [53] was used to compute the required gain. In power systems, all the states 
are not always available for feedback and hence an observer [45] was designed to 
derive these states from the measured outputs (e. g. line power flow). 
Controllers designed using such an observer based state feedback are not very 
robust over a range of possible operating conditions. The performance of the de- 
signed controllers has been examined against different post-disturbance conditions 
described by the linearized models in the model bank. A few simulation results for 
certain plant model and controller combinations are shown in Figs. 4.5 and 4.6. 
It can be seen in Fig. 4.5 that the model #I - controller #I combination 
has a well 
settled response, as expected. Similarly, satisfactory performances were obtained 
for 
models with the corresponding controllers. As an example the performance of model 
#3 is shown with controller #3. However, the responses 
for model #2 - controller 
#4, model #2 - controller #9, model 
#3 - controller #1 and model #3 - controller 
#6, shown in Fig. 4.6, are inferior as oscillations of a small magnitude continue 
beyond 15.0 s. This has provided the motivation to adopt an adaptive approach 
for 
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Figure 4.5: Performance of conventional controllers designed for the respective plant 
models; model and controller identifiers (see Table 4.3) are shown on top of each 
subplot 
improving the performance robustness under varying operating conditions. 
4.5 Test cases 
It is clear from the results shown in Table 4.4 and Fig. 4.6 that a conventional con- 
troller k, designed and tuned on the basis of model k, is not necessarily guaranteed 
to meet the desired performance specification for other models. Therefore, some 
mechanism needs to be devised for on-line identification of the trend in dynamic be- 
havior following a disturbance and switch to an appropriately weighted combination 
of the controllers. Two situations can arise depending on the uncertainty involved 
in a practical power system and the limit on the number of models that can be in- 
cluded in the model bank from the computational complexity point of view. In one 
case, the model corresponding to the dominant post-disturbance behavior is likely 
to be present in the model bank, wherein, the scheme should pick up the controller 
corresponding to that model with maximum weight. In the other case, the model 
representing the dominant post-disturbance behavior is less likely to be present in 
the model bank, so, the scheme should be able to ensure proper blending between 
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Figure 4.6: Performance of conventional controllers under other operating conditions 
(models); model and controller identifiers (see Table 4.3) are shown on top of each 
subplot 
the control moves of the existing controllers to achieve the desired performance cri- 
teria. These two test cases have been treated separately in this chapter and are 
elaborated in the following subsections. 
4.5.1 Test case I 
For the 4-machine, 2-area system (Fig. 4.2), a solid three phase line to ground fault 
was simulated at bus #8 for 80 ms, followed by opening of one of the tie-lines 
connecting buses #7 and #8. From Table 4.2, it can be seen that this particu- 
lar post-disturbance situation is captured in model #2. All five models, including 
model #2, were kept in the model bank and the corresponding controllers in the 
controller bank. The objective was to see whether and how quickly the adopted 
probabilistic model based adaptive control algorithm could identify the 
dominant 
post-disturbance behavior and switch to the appropriate controller 
(#2 in this case) 
to achieve the desired performance. 
20 25 0 5 
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For the 16-machine, 5-area system (Fig. 3.1), a three phase solid line to ground 
fault was simulated at bus #53 for 80 ms, followed by opening of one of the tie-lines 
connecting buses #53 and #27. From Table 4.3, it can be seen that this particular 
post-disturbance operating condition is captured by model #4. All nine models, 
including model #4, were kept in the model bank and the corresponding controllers 
in the controller bank. 
4.5.2 Test case Il 
Due to the uncertainties involved in a practical power system, it is unlikely that any 
single model in the model bank would be the exact equivalent of the system under 
control. Moreover, due to computational constraints, only a few out of the large 
number of possible models can be included in the model bank. To replicate these two 
likely situations, model #2 and the corresponding controller #2 were deliberately 
removed from the respective banks. The same disturbance, as described before, was 
considered in this case as well. The idea was to validate whether a blended version 
of the remaining control moves was able to achieve the desired performance in the 
absence of the actual controller. This was to demonstrate the ability of control 
algorithm to pick up a proper blend of the relevant post-disturbance behaviors to 
closely mimic the actual system response. 
V- 
For the 16-machine, 5-area system, two simulation studies were 
done. In the 
first case, the same disturbance, as described in Test case 1, was considered. 
In 
the second case, a sudden partial loss in generation at generator 
GI was imposed. 
Model #4 and the corresponding controller #4 was deliberately removed 
from the 
respective banks for the first simulation study. 
The model corresponding to the 
second disturbance was absent in both the model and controller 
bank. The idea, as 
before, was to determine whether an appropriate 
blending of the remaining control 
moves was able to achieve the 
desired performance in the absence of the actual 
controller - 
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4.6 Choice of convergence factor and artificial cut- 
off 
Two most important factors influencing the success of the probabilistic model based 
adaptive control scheme are the proper choice of the convergence factor (Cf) and 
the artificial cut-off described in (4.1.1) and (4.1.3), respectively. The choice, 
of course, is very much dependent on the specific system to be controlled and the 
design of the model banks. Although there are no hard and fast rules for choosing 
these parameters, a general guideline can be presented. Fig. 4.7 shows the time 
variation of the computed weights for some selected values of Cf and Oi,,. 
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Figure 4.7: Variation of the computed weights for different values of convergence 
factor and artificial cut-off 
It can be seen that with increasing values of Cf, the poor models are rejected 
quickly, whereas lower values of Cf help the 
blending. Higher values of the cut-off 
on the other hand, retain even the least probable models 
to help this blending. 
If there is a high chance that the post-disturbance behavior would 
be dominated by 
one of the models in the model bank, 
it is preferable to use a high value of Cf to 
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quickly reject the unwanted models and a low value of Oi,, to prevent them from 
being retained during recursion. For a practical power system, this might not always 
be the relevant scenario. In practice, the number of probable models is often too 
large for all of them to be included in the model bank keeping the computational 
constraints in mind. Moreover, due to the uncertainties involved in the parameters, 
it is unlikely that any single model in the model bank would be exactly equivalent 
to the system under control. The calculated values of model residuals during the 
initial stages might be misleading in the sense that the dynamics of the system 
during the fault are often completely different from those during the post-fault 
situation. Therefore, instead of quickly rejecting the majority of the models based 
on the initial model residuals, blending is preferred by using lower values of Cf and 
higher values of )3, i, - 
4.7 Simulation results with a 4-machine, 2-area 
study system 
Simulations were performed in the Simulink [641 environment of Matlab [53] using 
a fixed step-size of 1.0 ms and a 4" order Runge-Kutta solver. The results are 
separately presented for the two test cases. 
4.7.1 Test case I 
The results of the time domain simulation for Test case I are shown in Figs. 4.8 to 
4.11. Here, the linearized model of the power system corresponding to the post- 
disturbance situation (model #2) was considered to be present in the model bank. 
As a result, the residual for model #2 decreases after a few initial recursive steps 
and consequently the weight corresponding to this model goes up to attain a steady- 
state value of almost 1.0, as may be seen in Fig. 4.8. 
The objective, in this case, is to demonstrate the ability of the control scheme 
to identify the unknown operating condition and switch the appropriate controller. 
This is why a relatively high value (0.05) was chosen 
for the convergence factor Cf 
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to quickly reject the unwanted models, Also, the artificial cut-off ý, i" was kept to 
a small value (0.001) to avoid retaining these unwanted models during subsequent 
recursive steps. If more blending is desired, both and Cf can be adjusted ac- 
cordingly as illustrated in the previous section. 
The dynamic behavior of the system in response to the disturbance described 
above is shown in Fig. 4.9. The displays show the relative angular separation be- 
tween machines #G1, #G4 and #G3, #G2. Inter-area oscillation involves a group 
of machines in one area swinging against a group in another area and is, therefore, 
mostly manifested in these particular relative angular differences. It can be seen 
that the lightly damped oscillations are settled in 10-12 s in the presence of the ap- 
plied control scheme. Power flow in the line connecting buses #10 and #9, shown in 
Fig. 4.10, also settles within the stipulated time-frame. The sharp fall in the power 
flow, just after 1.0 s, is due to the inception of the fault which is cleared after 80 
ms. Fig. 4.11 shows the resultant control action. This is dominated by the response 
of controller #2 because of its higher weight as shown in Fig. 4.8. 
Simulation results illustrate that this control scheme is able to identify the domi- 
nant post-disturbance behavior and switch in the appropriate controller without any 
prior knowledge about the specific operating condition. The weights corresponding 
to the other pre-designed controllers decay exponentially to the minimum cut-off 
level. This ensures that the system performance is nearly close to the optimum 
considering that the post-disturbance dynamic behavior of the system 
is quite likely 
to be governed by one of the models in the bank. 
4.7.2 Test case 11 ' 
The results of the time domain simulation for Test case 
11 are shown in Figs. 4.12 to 
4.15. Contrary to the previous case, the linearized model (model #2) of the power 
system governing the post-disturbance 
behavior and the corresponding controller 
(controller #2) were intentionally removed from the model 
bank. As a result, none 
of the model weights attain a steady-state value of almost 
1.0 as shown in Fig. 4.12. 
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Figure 4.8: Test case I: Variation of the weights corresponding to each model 
described in Table 4.2 
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Figure 4.9: Test case I: Angular separation between generators G1-G3 and 
G4-G2 
following a 3-phase fault at bus #8 and opening of one 
line between buses #7 and 
#8 (see Fig. 4.2) 
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Figure 4.10: Test case I: Power flow in the line between buses # 10 and #9 following 
a 3-phase fault at bus #8 and opening of one line between buses #7 and #8 (see 
Fig. 4.2) 
50 
45 
5 
(J 40 
35 
0 
c 0 
-ýr- 30 Co 40 
25 
20 
Co 
15 
0.10 
'O 246 10 12 14 16 18 20 
time, s 
Figure 4.11: Test case I: Variation in percentage compensation of the TCSC within 
imposed limits of 1% and 50% 
7A 
1 -x 
Chapter 4A probabilistic approach to model based adaptive control 
After a few recursive steps, during which the trend is not very clear, it can be 
seen that the behavior is governed primarily by models #4, #1 and #5, in that 
order. As before, the amount of blending can be adjusted by changing Cf I and/or 
ý3, i, In this case, the value of Cf was chosen to be relatively low (0.01) as the 
chances of converging to a single model is less. Also, the magnitude of the artificial 
cut-off Oi, was increased (0.01) to retain even the least probable models. 
Fig. 4.13 exhibits the dynamic behavior of the system in response to the same 
disturbance, as in the previous case. It can be seen that the lightly damped inter- 
area oscillations are settled in 10-12 s. Power flow between buses #10 and #9, 
shown in Fig. 4.14, also settles within the specified time. Fig. 4.15 shows the resul- 
tant control action, which is dominated by the response of controllers #4, #1 and 
#5 due to their relatively higher weights, as shown in Fig. 4.12. 
The simulation results show that, even though the actual model governing the 
response of the system after the disturbance is absent, this adaptive control scheme 
is able to properly blend the control moves of the remaining controllers and still 
maintain a reasonably similar performance. In fact, no noticeable deterioration can 
be observed in terms of performance in Fig. 4.13, when compared with Fig. 4.9. 
4.8 Simulation results with a 16-machine, 5-area 
study system 
4.8.1 Test case I 
The results of time domain simulation for Test case I are shown in Figs. 4.16 and 
4.17. 
The linearized model of the power system corresponding to the post-disturbance 
situation (model #4) was present in the model 
bank. As a result, the error residual 
for model #4 starts decreasing after a few initial recursive steps and consequently 
the weight corresponding to this model increases and attains a steady-state value of 
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Figure 4.12: Test case 11 : Variation of the weights corresponding to each model 
described in Table 4.2 
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Figure 4.13: Test case 11: Angular separation between generators G1-G3 and G4-G2 
following a 3-phase fault at bus #8 and opening of one line between buses #7 and 
#8 (see Fig. 4.2) 
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Figure 4.14: Test case 11 : Power flow in the line between buses #10 and #9 following 
a 3-phase fault at bus #8 and opening of one line between buses #7 and #8 (see 
Fig. 4.2) 
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Figure 4.16: Test Case 1: Variation of the weights corresponding to each model 
described in Table 4.3 
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Figure 4.17: Test Case I: Dynamic response of the system following a 3-phase fault 
at bus #53 and opening of one line between buses #53 and 
#27 (see Fig. 3.1) 
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almost 1.0, see Fig. 4.16. As before, a relatively high value (0.005) was chosen for 
the convergence factor Cf to quickly reject the unwanted models. Also, the artificial 
cut-off 3, i,, was kept to a small value (0.0001) to avoid retaining these unwanted 
models during subsequent recursive steps. 
The displays in Fig. 4.17 show the angular separation between machines GI-G15 
and G14-G13. It can be seen that the lightly damped oscillations are settled in 12-15 
s in the presence of the applied control scheme. Power flow between buses #60 and 
#61 also settles within the acceptable time frame. The resulting control is primarily 
dominated by controller #4 owing to its higher weight. The simulation results 
illustrate that the control scheme is able to identify the dominant post-disturbance 
dynamics and switch to the proper controller without any prior knowledge about 
the post-disturbance operating condition by using on-line recursive calculation of 
model probabilities and associated weights. 
4.8.2 Test case Ila 
For the two simulation studies presented in this section, the model governing the 
post-disturbance dynamics were not present in the model bank and also the corre- 
sponding controllers were absent from the controller bank. The simulation results 
for Test case Ila are shown in Figs. 4.18 and 4.19. 
Contrary to the previous case, the linearized model (model #4) of the power 
system governing the post-disturbance dynamics and the corresponding controller 
(controller #4) were intentionally removed from the model bank. As a result, weights 
corresponding to none of the models attain a steady state value of almost 1.0, unlike 
the previous case, see Fig. 4.18. 
As before, the amount of blending can be adjusted by changing Cf , and/or 
Oi,,. 
In this case, the value of Cf was chosen to be relatively low (0.0001) as the chances 
of converging to a single model was less. Also, the magnitude of the artificial cut- 
off 3,, i, was increased to 0.01 to retain even 
the least probable models. Fig. 4.19 
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Figure 4.18: Test Case Ila: Variation of the weights corresponding to each model 
described in Table 4.3 
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Figure 4.19: Test Case Ha: Dynamic response of the system following a 3-phase 
fault at bus #53 and opening of one line between buses #53 and #27 (see Fig. 3.1) 
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exhibits the dynamic behavior of the system in response to the same disturbance as 
in the previous case. 
It can be seen that the lightly damped inter-area oscillations are settled in 12-15 
s. Power flow between buses #60 and #61 also settles within the specified time. 
The simulation results illustrate that, even though the actual model governing the 
response of the system after the disturbance is absent, the control scheme is able 
to properly blend the control moves of the remaining controllers and still maintain 
reasonably similar performance. It should be noted that the compensation of the 
TCSC varies from 20% to 80% in both the cases as shown in Figs. 4.19 and 4.17. 
The range of variation is relatively large as a single centralized controller is used 
to damp all three inter-area modes. This is one of the drawbacks of a centralized 
controller. 
rr- 4.8.3 lest case Ilb 
The simulation results for Test case Ilb are shown in Figs. 4.20 and 4.21. A sudden 
partial generation loss was considered at generator GI. After 1.0 s, generation at 
unit GI was reduced to 25% of its rated capacity, a contingency not considered while 
building the linearized models and corresponding controllers. The same values of 
Cf and ý3, j, were used as in Test case Ila to ensure proper blending. The system 
response is shown in Fig. 4.21. 
The simulation results illustrate that, even though the actual model governing 
the response of the system after the disturbance is absent, the control scheme is able 
to properly blend the control moves of the remaining controllers and still maintain 
reasonably similar performance. In fact, no noticeable deterioration can be observed 
in terms of performance in Fig. 4.17, when compared with Figs. 4.19 and 4.21. 
This is particularly encouraging in both the study systems as it makes this model 
based control scheme a reasonable candidate for application in large practical power 
systems, where the chances of convergence to a single model are remote. 
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4.9 Summary 
In this chapter, the application of a multiple-model adaptive control scheme for 
robust damping of inter-area oscillations in power system using a TCSC is demon- 
strated. The lack of robustness of the conventional controllers under varying oper- 
ating conditions is demonstrated highlighting the motivation behind adopting such 
an adaptive strategy. A recursive Bayesian approach is used for computing the cur- 
rent probability of each model being close to the post-disturbance behavior of the 
system and the results are used to determine the subsequent control actions. The 
control output of each individual controller is assigned a weight based on the com- 
puted probability of each model and the resulting control action is the probability- 
weighted average of the control moves of individual controllers. The algorithm is 
shown to work satisfactorily for the study system under two different test cases 
where the model corresponding to the post-disturbance behavior is either present or 
not present in the model bank. When the model is present, the recursive Bayesian 
approach is able to identify the proper model within a few iterative steps and switch 
to the appropriate controller accordingly. On the other hand, when the exact model 
is removed from the bank, the scheme performs an appropriate blending of the re- 
maining control moves to achieve reasonably similar performance as before. This 
indicates the potential applicability of the probabilistic model based adaptive con- 
trol scheme for large practical power systems where the actual behavior is unlikely 
to be governed by a single model. 
In can be noted that it is not possible to prove that a convex combination of sta- 
bilizing control moves necessarily produces a stable closed-loop response, However, 
it has been found that this control strategy has produced adequate stability margin 
and robustness for a range of test cases considered in this research. 
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LMI approach to normalized H,, 
loop-shaping design 
The objective of the control design exercise is to ensure adequate damping under 
all credible operating conditions. Recently, many researchers have investigated the 
use of H,, optimization [8,9,10] and jL-synthesis [11,121 for power system damping 
control design. The resulting controller has the ability to maintain stability and 
achieve desired performance while being insensitive to the perturbations. A mixed- 
sensitivity design formulation with linear matrix inequality (LMI) based solution is 
illustrated in [13,14,151. In this approach, the designer specifies the performance 
requirements in terms of the weighted closed-loop transfer functions and a stabilizing 
controller is obtained which satisfies these criteria. One of the difficulties with this 
approach is that the appropriate selection of the mixed-sensitivity weights is not 
straightforward. Moreover, it is possible for the closed-loop specifications to be 
made without considering the properties of the nominal plant which can often be 
undesirable. The selection of weights for the relevant closed-loop transfer functions, 
such as the sensitivity and the complementary sensitivity functions, is done without 
much regard to the actual limitations of the closed-loop. This may lead to unrealistic 
designs. 
A loop-shaping design methodology, which does not suffer from the above draw- 
backs, was proposed by McFarlane and Clover [16,17,18]. It combines the char- 
acteristics of both classical open-loop-shaping and optimization. Zhu et. al. 
[19] and Farsangi et. al. [20] have applied this technique for power system damping 
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control design. However, the problem was solved analytically using standard nor- 
malized coprime factorization approach wherein time domain specifications in terms 
of minimum damping ratios (pole-placement) could not be considered explicitly in 
the design stage. Although the analytic procedure has a non-iterative solution, the 
design requirements canonly be captured through proper selection of weights which 
is not always straightforward. 
In this work, the problem of robust stabilization of a normalized coprime factor 
plant description is converted into a generalized H,,,, problem. The problem is solved 
using LMIs [65,66,67] with additional pole-placement constraints. In addition to 
robust stabilization of the shaped plant, a minimum damping ratio could thus be 
ensured for the critical inter-area modes. 
5.1 Design approach 
The normalized coprime factorization approach for loop-shaping design was pro- 
posed by McFarlane and Clover [16,17,18]. The two stage design procedure is 
based upon 'H... robust stabilization combined with classical loop-shaping. First, 
the open-loop plant is augmented by pre and post-compensators to give a desired 
shape to the open-loop frequency response. Then the resulting shaped plant is ro- 
bustly stabilized with respect to coprime factor uncertainties by solving the H,,,, 
optimization problem. In this work, the standard normalized coprime factorization 
based problem is converted into a generalized H,, problem in the LMI framework 
with additional pole-placement constraints [66,67]. 
Loop-shaping 
The basic principle of H,, loop-shaping design is to pre and post-compensate the 
plant for shaping the open-loop frequency response. The idea is to specify the 
performance requirements prior to robust stabilization [17]. If W, and W2 are the 
pre and post-compensators respectively, then the shaped plant G, is given by G, 
W2GWj as shown in Fig. 5.1. 
The controller K is designed by solving the robust stabilization problem for the 
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I ------------------------------ 
------------------------------------------------------------- 
c) Equivalent controller K eq 
Figure 5.1: Loop-shaping design procedure 
shaped plant G, as described later in this chapter. The equivalent feedback con- 
troller for the original plant G is obtained by augmenting the designed controller K 
with the compensators i. e. 
Kq= WIKW2 as shown in Fig. 5.1. 
The primary task in loop-shaping design is to choose appropriate pre and post- 
compensators. Based on the recommendations in [68], the following guidelines are 
normally used for shaping the open-loop system model [441: 
9 The plant inputs and outputs are properly scaled to improve conditioning of 
the design problem. 
9 The compensators are chosen in such a way that the singular values of the 
shaped plant are desirable. This would normally correspond to high gain 
at low frequencies, roll-off rates of approximately 20 dB/decade at desired 
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bandwidth(s), with higher rates at high frequencies [44]. 
* Integral action is added at low frequencies. 
It should, however, be noted that the procedure is specific to the particular 
application and some trial and error is involved. The maximum stability margin 
Emax i see 
(5.1.4) in Section ILB, provides an indication as to whether the choice 
of the compensators is appropriate or not. If the margin is too small, F,, ', < 0.2, 
then the compensators need to be modified following the above guidelines. When 
> 0.2, the choice is considered to be acceptable. 
5.1.2 Robust stabilization 
The robust stabilization of a plant described in terms of its normalized coprime 
factors is discussed in details in [18,16]. A normalized left coprime factorization of 
a plant G(s) is 
G(s) = M-'(s)N(s) (5.1.1) 
such that the following conditions are satisfied 
NU+MV=I 
MM* + NN* =- I 
where, M*(s) =- M'(-s) and U and V are matrix transfer function with poles 
located in left half of s-plane. The nominal open-loop shaped system model G, can 
be be factorized into its left normalized coprime factors N and M-1, as shown in 
Fig. 5.2. The perturbations around the nominal N and M-1 are represented as AN 
and Am, respectively. 
The largest positive number, Emax)ý such that the perturbed system model 
GA = (M + Am)-'(N +AN) can be stabilized by a controller, K, for all A= 
[AN 
7 
AM]; IIAII 
oc 'ýý 
6 is given by 
Emax --- inf (I - GK)-' M-1 K_KI 
co) 
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Figure 5.2: Normalized coprime factor robust stabilization problem 
where K is chosen over the set of all stabilizing controllers [16). 
The objective of the robust stabilization problem is to ensure stability under 
uncertainties in the plant model. The larger is the uncertainty against which the 
controller is able to ensure stability, the better is the design. In other words, ob- 
taining a robust stabilizing controller is equivalent to maximizing the uncertainty 
measure e. Therefore, the control design problem boils down to minimizing the cost 
function: 
min 
Ij 
(I - GK)-'M-1 (5.1.5) KcS 
[K 
00 
The above formulation can be used for robust stabilization of systems. However, 
it can not be extended to robust stabilization with pole-placement. Therefore, the 
problem needs to be translated from the standard coprime factor robust stabilization 
formulation (5.1.5) to a generalized H,,,, problem [69,44] format which is described 
next. 
As M, N are the normalized left coprime factors of G, satisfying (5.1.1), (5.1.2), 
introduction of [M N] in (5.1.5) does not affect the overall infinity norm. Therefore, 
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GK)-' M-1 
GK)-' M-1 IM 
GK)-' II G] 
s 
KS 
0 UT 
KSG 
Oo 
00 
where S= (I - GK)-1 is the sensitivity. The problem of robust stabilization 
of standard normalized coprime factor plant description is thus translated into a 
generalized H,,,, problem which can be equivalently stated as follows: 
s 
min KcS 
[ 
KS 
SG 
KSG 
(5.1.6) 
The closed-loop transfer functions in (5.1.6) correspond to robustness against 
specific system model/controller perturbations as mentioned below. 
S: parametric perturbation on the system model 
SG: additive perturbation on the controller 
KS: additive perturbation on the system model 
KSG: input multiplicative perturbation on the system model 
Therefore, minimizing (5.1.6) maximizes the amount of allowable perturbations with 
guaranteed stability [70]. 
The generalized regulator P for minimizing the H... norm of the closed-loop 
quantities in (5.1.6) can be formulated using the closed-loop set up in Fig. 5.2. It 
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can be seen that: 
'2 d2 
u+ 
K(s) -+ 
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Ax + Bd2+ Bu 
zi = Cx + di 
Z2 --"::: U 
Cx + di 
d1 
----------------------------- 
4LIZ-C-1. ý: W(+ s 
G(s) 
L ----------------------------------------------- j 
y 
Figure 5.3: Generalized regulator set-up for the four block problem 
(5.1.7) 
(5.1.8) 
(5.1.9) 
(5.1.10) 
Therefore, the state representation corresponding to the generalized regulator P 
is given by: 
:ýA 
11 B, I B2 x 
z C, DI, D12 d 
y C2 D21 0U 
where, z= [z, Z2]t, d = [d, d2jt, B, = [0 B], B2 - [B] ý C, 
[C O]Tý C2=: [C], D1, 
10], D12 = [0 I]T D21 =[I 0]. The generalized regulator P is given by: 00 
AIJO BIB 
c100 
0001 
c100 
The controller, K- 
Ak B k_ 
can be obtained by solving the Rcýo optimiza- Ck Dk 
tion problem given in (5-1.6). 
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'For analytical solution, additional constraints (e. g. pole-placement) can not be 
imposed in the synthesis stage. Therefore, in this work, the solution is obtained 
using a LMI formulation [66,67] as it offers the flexibility to impose additional pole- 
placement constraints which directly addresses the damping improvement issue. 
The transfer matrix between the exopnous inputs and outputs of P in (5.1.12) 
is given by: 
T (s) = Cj (sl - A,, )-' Bj + D, j 
where 
A+B2Dk C2 B2Ck 
BkC2 Ak 
B, j = 
B, +B2DkD21 
BkD21 
I 
Ccl = C, + D12DkC2 D12 Ck 
Da-Dll+Dl2DkD21 
(5.1.13) 
(5.1.14) 
(5.1.15) 
(5.1.16) 
(5.1.17) 
With the help of the bounded real lemma [71], it is possible to show that the 
norm of T_,,, is less than -y and the closed-loop system is stable if there exists a 
symmetric X such that 
A TX + XA, l B, j X cl 
CCT, 
B, Tj --yl DT 
<0 
cl 
cclx Dcj --yl 
The pole placement objective is formulated in terms LMI regions of the complex 
plane. There exists a general class of LMI regions for the above purpose, i. e. disks, 
conic sectors, vertical/horizontal strips, etc. or intersections of the above. A 'conic 
sector' of inner angle 0 and apex at the origin, is an appropriate LMI region for 
power system damping control application as it defines a minimum damping for the 
dominant closed-loop poles, see Fig. 5.4. 
The closed-loop system is guaranteed to have all its pole in the conic sector with 
apex at the origin and internal angle 0 if and only if there exists X>0 such that 
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S-plane 
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Figure 5.4: Conic sector region for LMI pole placement 
[67] 
sin 0 (A,, X + XA c, 
T) 
cos 0 (A,, X - XA clT < TT 
cos 0 (XAcl - A,, X) sin 0 (AcjX + XAcl 
The damping ratio of the placed poles within the conic sector is at least equal to 
coA ý65]. The value is appropriately chosen to achieve the required specifications. 2 
Therefore, the controller design exercise boils down to solving the matrix inequalities 
(5.1.18) and (5.1.19). However, both (5.1.18) and (5-1-19) contains AIX, BjX and 
C, jX, A,, and Cj are functions of the controller parameters Ak, Bk) Ck and Dk 
and the controller parameters themselves are functions of X making the products 
A,, X, B, IX, CIX non-linear in X. To convert the problem into a linear one i. e. to 
obtain the set of LMIs, a change of variable is required. The expression for the new 
controller variables and the LMIs in terms of the transformed variables are given in 
[66,67]. 
Iner 
Angle 
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5.2 Case study 
LMI approach to normalized H,,, loop-shaping deszgn 
The control design and simplification exercise was carried out on a 16-machine, 5- 
area study system as described in Chapter 3 with a TCSC installed between area 
#5 and NYPS. 
5.2.1 Loop-shaping 
The original plant was of 132 nd order which could be simplified to a 9"' order equiv- 
alent using balanced truncation [441 technique. Prior to solving the H... problem, 
the open-loop plant had to be shaped following the recommendations made earlier 
in this chapter. A pre-compensator was used to introduce an integral action in the 
low frequency region and also to reduce the overall gain of the plant in order to 
suit the desired performance requirements. The transfer function and the frequency 
response of the pre-compensator is given below: 
Wi (S) - 
25 
20 
15 
10 
5 
CF 
ca cm 0 
-5 
-10 
-15 
0.106s + 0.1096 
s+O. 001 
-20 
L- 
2 10 10-1 lo' 10 1 10 
2 10 3 10, 
frequency, rad/s 
Figure 5.5: Singular value response of the pre-compensator 
(5.2.1) 
The three output channels were scaled with appropriate static weights to improve 
the conditioning of the open loop plant. Scale factors of 1.0,2.0, and 0.6 were 
selected after some trail and error for the Ist, 2nd and 3rd outputs, respectively 
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resulting in a post-compensator W2 of the form: 
1.0 00 
W2 0 2.0 0 (5.2-2) 
000.6 
The frequency response of the resulting shaped system model is shown in Fig. 5.6. 
The phases of the transfer functions from the three measured outputs to the input 
is shown separately as subplots in Fig. 5.7. 
IM M 
0 -2 10-1 10 0 10 1 10 2 10 3 10 4 
frequency, rad/s 
Figure 5.6: Frequency response of the reduced order original and shaped system 
5.2.2 Control Design 
The matrices A, B, C, D of shaped plant is used to formulate the generalized plant P 
following (5.1.12). The hinfmix function available in the LMI Control Toolbox [65] 
was used to perform the necessary computations. The pole-placement constraint was 
specified in terms of a conic sector as shown in Fig. 5.4 with apex at the origin and 
an inner angle of 2cos-'(0.15) which ensures a minimum damping of 0.15 for all the 
three inter-area modes. The design converged to an optimum H,,,, performance index 
-fopt of 4.873. The order of the designed controller was 11 which was subsequently 
simplified to a 10thorder one using balanced truncation. 
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Figure 5.7: Phases of the transfer functions from the measured outputs to the input 
5.2.3 Simulation results 
One of the most severe disturbances triggering poorly damped inter-area oscillations 
is a three-phase fault in one of the key transmission corridors. For temporary faults, 
the circuit breaker 'auto-recloses' and normal operation is restored, otherwise, one 
or two lines might have to be taken out. There might be other types of disturbances 
in the system like change of load characteristics, sudden change in power flow etc. 
which are less severe compared to faults and are not considered here. 
To evaluate the performance and robustness of the designed controller simula- 
tions were carried out corresponding to some of the probable fault scenarios in NETS 
and NYPS inter-connection. There are three transmission corridors between NETS 
and NYPS connecting buses #60-#61, #53-#54 and #27-#53, respectively. Each 
of these corridors consists of two tie-lines. Outage of one of these lines weakens the 
corridor considerably. The following disturbances were considered for simulation. A 
three-phase solid fault for 80 ms (5 cycles) 
1. at bus #60 followed by auto-reclosing of the circuit breaker 
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2. at bus #53 followed by outage of one of the tie-lines connecting buses #53-#54 
3. at bus #53 followed by outage of one of the tie-lines connecting buses #27-#53 
4. at bus #60 followed by outage of one of the tie-lines connecting buses #60-#61 
The designed controller is supposed to settle the inter-area oscillations within 12-15 
s following any of the disturbances. Moreover, it should be able to achieve this 
following any of the above disturbances (robustness) although the design is based 
on a nominal operating condition (no outage). 
Simulations were carried out in Simulink [64] for 25.0 s employing the trapezoidal 
integration method. The disturbance was applied 1.0 s after the start of the simu- 
lation. The dynamic responses of the system following the disturbance are shown 
in Figs. 5.8, and 5.9. 
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Figure 5.8: Dynamic response of the system in terms of angular separation between 
generators GI and C15 under different operation conditions 
These figures exhibit the relative angular separation between the generators lo- 
cated in separate geographical regions. Inter-area oscillations are mostly manifested 
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in these angular differences and so are chosen for display. It can be seen that the 
oscillations settle within the stipulated time frame of 15.0 s for a range of post-fault 
operating conditions and thus adhere to the robustness requirement as well. A hard 
limit of 0.8 pu was imposed on the variation of the percentage compensation of the 
TCSC which is depicted in Fig. 5.10. 
5.3 Summary 
In this chapter, normalized H... loop-shaping technique is applied for damping con- 
troller synthesis in the LMI framework. The first step in this design approach was to 
pre- and post-compensate the linearized model of the power system using McFarlane 
and Clover loop-shaping technique. The problem of robust stabilization of a normal- 
ized coprime factor plant description was translated to a generalized H,,,, problem. 
The solution was sought numerically using LMIs with additional pole-placement 
constraints. By imposing the constraints, a minimum damping ratio could be en- 
sured for the critical inter-area modes which resulted in settling of oscillations within 
the specified time. 
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H,, control design considering 
signal transmission delay 
In the previous chapter, the use of PMU based wide-area measurement employ- 
ing GPS for transmitting remote signals in almost real time has been described. 
However, the cost and associated complexities restrict the use of such sophisticated 
signal transmission hardware in a large commercial scale. As a more viable alterna- 
tive, the existing communication channels is often used to transmit the signals from 
remote locations even though a relatively large amount of delay is involved. This 
delay can typically be in the range of 0.5-1.0 s depending on the distance, protocol 
of transmission and several other factors. Delays of such sizeable amount should be 
accounted for in the design stage itself to ensure satisfactory control action. 
In this chapter, the power system is treated as a dead-time system involving a 
delay in transmitting the measured signals from remote locations to the controller 
site. It is well known that it is very difficult to control such systems [44]. Smith 
predictors provide an effective tool for handling such situations. In this chapter, an 
unified Smith predictor approach is adopted to formulate the damping control design 
problem considering a delay of 0.75 s. A H... controller is designed by solving the 
problem using LMIs with additional pole-placement constraints. The performance 
and robustness of the designed controller and predictor combination has been verified 
using eigen-value analysis and time domain simulations. The designed controller is 
shown to perform satisfactorily for a range of delays up to 1.0 s. 
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'H,, control destgn considering sZgnal transmtssion delay 
6.1 Smith predictor for dead-time systems: an 
overview 
In a dead-time system, either the measured output takes certain time before it 
affects the control input or the action of the control input takes certain time before 
it influences the measured outputs. Typical dead-time systems consist of input 
and/or output delays. The general control setup for a system having an output 
delay is shown in Fig. 6.1, where, 
P(S) 
Pll(S) P12(S) 
P21 (S) P22 (S) 
Figure 6.1: Control setup for dead-time systems 
(6.1.1) 
The close loop transfer matrix from d to z is: T,, d(S) :: --::: P11 + P12Ke-, 
h(l 
_ 
P22Ke-")-IP2,. This suggests that there exists an instantaneous response through 
the path P1, (path 1 in Fig. 6.2) without any delay. An equivalent structure is 
shown in Fig. 6.2. 
It can be seen that during the period t=0-h after d is applied, the output 
z is not controllable, since it is only determined by P11 and d with no response 
coming through the controlled path (path 2 in Fig. 6.2). This means that the H,, C, 
performance index JJTý, djjc)o is likely to be dominated by a response that can not be 
controlled which is not desirable. It is extremely difficult to design a controller for 
such systems [72]. 
Smith predictor (SP), as mentioned before, is the first effective tool for tackling 
such control problems. The primary idea is to eliminate any uncontrollable response 
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Figure 6.2: An equivalent representation of dead-time sYstems 
that is likely to govern the 'H,, performance index. One possible way of achieving 
this is to introduce an uniform delay in both the paths (path 1 and path 2) as shown 
in Fig. 6.4. There are two steps towards achieving this. Firstly, the delay blocks 
(e-sh) at points I and 2 need to be shifted to point 3 by introducing a suitable 
predictor block in parallel with K. Secondly, a delay block needs to be introduced 
in path 1. 
Figure 6.3: Introduction of Smith predictor and delay block 
The first step is achieved by introducing a Smith predictor block Z(s) - P22(8) - 
P2 2 ('5) e -, q h) as shown by the 
dotted box in Fig. 6.3. The second task of bringing a 
delay in path I is done while forming the generalized plant prior to control design. 
101 
Path 1 
.. 4 - -- - -- - -- - -- - -- - -- - -- - -- - -- - -- - -- - -- - 
Path 1 
------------------------------------- 
Chapter 6 control design consz'den'ng signal transmssion delay 
Presence of the predictor block Z and the delay in path 1 ensures that the responses 
(through path 1 and path 2) governing the performance index is delayed uniformly 
as shown in Fig. 6.4. 
Figure 6.4: Uniform delay in both paths 
A predictor-based controller for the dead-time plant Ph(s) : -- P22 (S)e-sh consists 
of a predictor Z :::::::: P22 - P22 6-sh and a stabilizing compensator K, as shown in 
Fig. 6.5. The predictor Z is an exponentially stable system such that Ph +Z is 
rational i. e. it does not involve any uncontrollable response governing the 'H,,, 
performance index. 
------------------------------------------------------------ 
Z ---------- I 
11d 
-. i -sh, -,, lid i e 
---------- ps -sh y 
e 
y m 
v Z (S) + aug(, p 
yp ------------------------------------------------------------ 
K(s) 
Figure 6.5: Smith predictor formulation 
To overcome the shortcomings of the classical Smith predictor (CSP) approach 
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for plants having poorly damped open-loop poles, modified Smith predictor (MSP) 
approach was introduced which enabled the robust control problems of dead-time 
systems to be solved similarly as in the finite dimensional situations [72] 
consider a generalized delay-free plant given by 
A B, B2 
P(S) C, Dil D12 
L 
C2 D21 D22 
Pll P12 
P21 P22 
Let us 
(6.1.2) 
V- 
Fur a delay of h, the generalized plant formulation using the MSP approach 
would be [72] 
e 
Ah B, B2 
P(s) ci 0 D12 (6.1.3) 
C2 e-Ah D21 0 
The computation of matrix exponential C-Ah in (6-1.3) suffers from numerical 
problems especially for systems having fast stable eigen-values. In the worst case it 
might well be non-computable. This problem can even arise with reasonably small 
amount of delays if some of the stable eigen-values are very fast (having large real 
negative part). 
In H,,,, mixed-sensitivity formulation for power system damping control design, 
the presence of fast stable eigen-values in the augmented plant cannot be ruled out, 
the possible sources being the fast sensing circuits (T - 0.02 s), fast damper circuits 
(T - 0.05 s) and even the weighting filters. These often lead to numerical instability 
while solving the problem using LMIs. These problems are overcome through the 
use of the USP [231 formulation. This is achieved by decomposing the delay free 
plant P into a critical part P, and a non-critical part P,,,. The critical part contains 
the poorly damped poles of the system whereas, the non-critical part consists of 
poles with sufficiently large negative real values. The next section describes the 
generalized problem formulation using this approach. 
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6.2 Problem formulation using unified Smith pre- 
dictor 
As indicated in the previous section, the first step towards formulating the control 
problem using the USP approach is to decompose the delay-free plant into critical 
and non-critical parts. This is normally done by applying a suitable linear coordi- 
nate transformation on the state space representation of the plant. In this work, 
a suitable transformation matrix V was chosen such that the transformed matrix 
J= V-'AV is in Jordan canonical form which is free from complex entries. The 
transformation matrix V was chosen using the 'eig' function available in Matlab 
[53]. The elements of the transformed matrix J were converted from complex diag- 
onal form to a real diagonal form using the 'cdf2rdf' function in Matlab [53]. The 
transformed augmented delay-free plantp2t 2 is given by 
V-'AV V-' 2 
AC 0 Bc 
B p2t2 (8) 
C2V D22 
-0 An, nc 
-i L 
CC C"' D22 
_j 
where, A, is critical and A.,, is non-critical part of A. The augmented plantp2t2 
can be split asp2t2= P, + P,,, where, 
PC 
A, B, 
(6.2.2) 
C, D22 
and 
Anc Bne 
Pnc (S) (6.2.3) 
Cnc 0 
The predictor for the critical part is formulated using the MSP approach by 
applying a completion operator [72]. On a rational transfer matrix G(s) =D+ 
C(s-1 - A)-'B, the completion operator 7rh 
ýe-Sh GI is defined as follows: 
7Th f e-shGj 
ABABe 
-sh (6.2.4) 
Ce-Ah 0CD 
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Using (6.2.4), the predictor for the critical part P, is given by (6.2.5), see [72] 
for details. 
Zc (S) 
---::: 7rhfe- 
sh P, I 
Ac B, A, Bc 
e -sh Ce-Ach 0 Cc Dc 
paug -p-, 
h 
c (S) C(S)e (6.2-5) 
The predictor for the non-critical part is constructed following the CSP formu- 
lation and is given by: 
Z. 
c _(S) 
p . c(S) p , ýc(S)e-'h 
(6.2.6) 
The USP, denoted by Z, is simply the sum of Z, and Z,,,, as shown in Fig. 6.6. 
z 
nc 
Figure 6.6: Un'fied Smith predictor 
It is given by: 
Z(S) - paug(, ) PE2 (8) 6 -sh (6.2.7) Ot ý2 2 
where 
42" 
= P, + Pa'g. 
Using (6.2.1), (6.2.3) and (6.2.5), the realization for P2a2" can be expressed in 
the form: 
aug 
A B2 
(6.2.8) Pý2 
C2Eh 0 
L 
where, 
C-A, h 
V Eh ::::::: 
0C I 
V-1 (6.2.9) 
0 In 
105 
Chapter 6 H,, control design considering signal transmission delay 
The augmented plant P119 is obtained by connecting the original dead-time plant 
and the USP in parallel, see Fig-6.5 where the new set of measured outputs are yp. 
The expression for P"9 is given by: 
p aug 
Pll(S) P12 (S)e-sh 
(6.2.10) 
P21 (S) P2 2 (S) aug 
The generalized plant P can be formulated from P'19 after inserting the delay 
block e-5' in between d and z as shown by a dotted box in Fig. 6.5. The steps for 
arriving at the final expression for P is detailed in [23] and is not presented here 
due to space restriction. The final form of the generalized plant is the following: 
A0 
0 Anc 
cl c, v 
[ 
Inc 
C2 Eh 
E-1 B2 h 
A,,, h 
_ Inc 
I V-lBj 0 
0 
D21 
D12 
0 
(6.2.11) 
Having formulated the generalized plant P following the USP approach, the 
objective is to design a controller K to meet the desired performance specifications. 
If K ensures the desired performance for P, then controller predictor combination 
K, = K(I - ZK)-' is guaranteed to achieve the same for the original dead-time 
plant [72]. 
6.3 Controller synthesis 
The control design problem was formulated using standard mixed- sensitivity ap- 
proach [13,14] with modification as described in previous sections. The overall con- 
trol setup is shown in Fig. 6.7 where Gp (s) is the open-loop plant and GFACTS (S) 
is the representation of FACTS device installed in the system, and K (s) is the 
controller to be designed and W, (s) and W2 (s) are weights for shaping the charac- 
teristics of the open-loop plant. In a Riccati based approach, the standard practice 
is to choose the weight Wi(s) as a low pass filter for output disturbance rejection. 
The weight W2(s) should be a high-pass filter in order to reduce the control effort 
and to ensure robustness against additive uncertainties in the plant model in the 
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F-z -(S-)I- 
G (s) 
YM 
Figure 6.7: Mixed-sensitivity output disturbance rejection configuration 
high frequency range. The weights are given as: 
100 loos 
Wi (S) = 
8+100 
W2 (S) - 
8+100 
(6.3.1) 
The design objective is to minimize a weighted mix of the transfer function 
S (s) = (I -G (s) K (s)) -', which ensures disturbance rejection and K (s) S (s) = 
K (s) (I -G (s) K (s)) -1 which handles the robustness issues and minimizes the 
control effort. This mixed-sensitivity (SIKS) design objective is represented in [44] 
as 
Wi (s) s (S) 
< (6.3.2) W2 (s) K (s) S (s) 
Oo 
where, -y is the bound on performance. 
The damping is found to be highly satisfactory in all the cases. The controller 
response is shown in Fig. 6.15. The related H,, problem as stated in (6,3.2) con- 
sidering the generalized plant formulated above was solved in Matlab using Linear 
Matrix Inequality (LMI) approach [441 with pole placement as additional constraints 
for ensuring minimum damping. The LMI Control Toolbox available with Matlab 
[65] has been used to perform the necessary computations. 
6.3.1 Smith predictor implementation 
As stated above the USP is connected in feedback path with the controller as shown 
in Fig. 6.5 for control of the original dead time plant. Now if non-critical part of the 
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USP is implemented as in (6.2.6) there would not be any problem since all the poles 
of this part are well damped. On the other hand the critical part of the USP as in 
(6.2.5) contains the poorly damped open loop poles of the plant. The predictor has 
to be implemented in such a way that those poorly damped poles do not appear in 
the closed-loop. One way of doing that is to replace the predictor block by the sum 
of a series of discrete delays [72,73,74]. However, it has emerged very recently that 
this approximation method cannot guarantee the system stability even when quite 
accurate approximation integral laws were used [75]. To overcome this problem, the 
implementation of predictor in s domain for the critical part suggested in [76] is 
adopted here and is given by, 
Z=1_1-Cc (I 
c_ P-Ach )A-lB, (6.3.3) 1- eEh (8 + E) 
where, E is a small number. 
25 
20 
15 
10 
xz lo' 10 10 
frequency, rad/s 
Figure 6.8: Singular value response of the system; solid: original 132" order plant, 
dashed: reduced 7" order plant 
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6.4 Case studies and test results 
6.4.1 Power system model with TCSC 
The study system considered here is exactly the same as described in Chapter 3 
describing test system model. A TCSC is installed in the middle of the tie-line 
connecting NYPS with area #5 to have a control over the power flow. TCSC is a 
capacitive reactance compensator which consists of a series capacitor bank shunted 
by a thyristor controlled reactor (TCR) in order to provide a smooth variation in 
series capacitive reactance. Percentage series compensation of the TCSC in steady 
ý T-77-7ý, ýý, JMCloý Lýp I- 
Powat flow from NETS to NYPS (MW) 
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Figure 6.11: Dynamic response of the system 
state is fifty. Under nominal operating condition, the tie-line power flow from NYPS 
to NETS is 700 MW. The small-signal dynamic model of the TCSC is described in 
Chapter I 
System Analysis 
An eigen value analysis on the linearized model of the system revealed that the 
system had three critical inter-area modes as shown in Table 6.1. 
Table 6.1: Inter-area modes of the study system with TCSC 
ý1 
0.0626 
1f (Hz) 
0.3913 
0.0435 0.5080 
0.0554 0.6232 
The objective is to damp these modes by designing a supplementary damping 
controller for the TCSC. Appropriate feedback stabilizing signals were chosen for 
each mode using the modal observability analysis, see [141 for details. The open- 
loop plant is constructed using the linearized system matrix A, the input matrix B 
corresponding to the output of the TCSC and the output matrix C corresponding 
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Figure 6.12: Dynamic response of the system 
to the measured signals. 
The original system model had 132 states . To expedite the process in the LMI 
routine, the plant order was reduced to 7. Balanced truncation [44,69] was used for 
the reduction of the plant model. Such a drastic reduction in plant model order is 
not unacceptable as long as the frequency response of reduced order plant does not 
differ appreciably from that of original plant. The singular value plots of original 
plant and reduced plant shown in Fig. 6.8 support this. 
The order of the controller obtained from the LMI solution is equal to the reduced 
plant order plus the order of the weights, which is quite high from a practical imple- 
mentation point of view. Therefore, the controller was reduced to an 8" order one 
by the balanced truncation without significantly affecting the frequency response. 
The frequency response characteristics of the full order controller and reduced order 
controller is shown in Fig. 6.9. This reduced order controller was tested on the 
original system (full order) model. 
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III 
Chapter 6 H,,,, control design considering signal transmission delay 
60 
Fault at bus 60 with autoreclosIng 
50 
Cf) 40 
30 
c ca 20 
Without control 
A .............. 
With control 
................. 
.......... . 
JOL 
0 5 10 15 20 
time, s 
Fault at bus 53 with line 27-53 out 
25 
45 
cD 40 
35 
J) 30 
Without coýtýrol 
With control I 
(D 
43) eo 
CD 
c 
cc 20 ........... 
45 
c: D 40 
35 
0 
I ,,, 30 
0 
V 25 
(3) 
c 
(0 20 
Fault at bus 53 with line 53-54 out 
Without control 
With control rol it 
151- 
0 
60 
50 
ým 
40 
10 
gý 30 
ID 
20 
5 10 15 20 
time, s 
Fault at bus 60 with line 60-61 out 
25 
15,1 JOL 
05 10 15 20 25 0 
time, s 
10 15 20 25 
time, s 
Figure 6.13: Dynamic response of the system 
Robustness validation and non-linear simulations 
The damping action of the designed controller was examined under different types 
of disturbances in the system. These include changes in power flow levels over 
key transmission corridors, change of type of loads etc. The damping ratios of 
the critical inter-area modes under these operating conditions are summarized in 
Fig. 6.10. Note that in Fig. 6.10 CI, CP, CC mean constant impedance, constant 
power and constant current type loads. 
To evaluate the performance and robustness of the designed controller, simula- 
tions were made corresponding to the same set of disturbance scenarios in the NETS 
and NYPS inter- connection, as described in the earlier chapter. The designed con- 
troller is required to settle the inter-area oscillations within 12-15 s (performance 
criteria) following the disturbances. Moreover, it should be able to achieve this fol- 
lowing any of the above disturbances (robustness) although the design is based on 
a nominal operating condition (no outagýe). 
The simulations were carried out in Matlab Simulink for 25 s employing the 
Without contro'l 1 
.... . ......... . 
With contýrol 
... ......... ....... ....... 
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Figure 6.14: Dynamic response of the system 
trapezotdal method with a fixed step size of 1 ms. The disturbance is created 1s 
after the start of the simulation. The dynamic response of the system following the 
disturbance is shown in Figs. 6.11,6.12,6.13 and 6.14. 
These figures exhibit the relative angular separation between the generators lo- 
cated in separate geographical regions. Inter-area oscillations are mostly manifested 
in these angular differences and are therefore chosen for displaying. It can be seen 
that inter-area oscillation settles within 12-15 s for a range of post-fault operating 
conditions and thus abiding by the robustness requirement as well. 
One of the concerns of centralized design using remote signals is possible loss of 
one of the channels leading to unsatisfactory damping performance. Mekki et. al. 
[77] have proposed a solution based on the replacement of the lost remote signal by 
a similar local signal through the use of signal-loss detector. 
As mentioned earlier the delay in the feedback signal transmission can typically 
be within 0.5 s-1.0 s. But there can always be some uncertainties in the amount of 
delay. The controller is designed assuming a delay of 0.75 s. The designed controller 
is then tested with delay of 0.65 s, 0.9 s and 1.0 s in nonlinear simulation. The 
response of the relative angular separation of G#I with respect to G#15 and tie 
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Figure 6.15: Controller Response 
line power flow between buses #60-61 are shown in Fig. 6.16 for different amount 
of delays. The performance of the controller is found to be satisfactory in the face 
of the variable delays. 
To demonstrate the drawback of the conventional H,, design with a delay free 
plant, a separate controller was designed for the TCSC without considering delay 
in the design stage. The design was carried out as described in [14]. The controller 
found to be acceptable both in time and frequency domain for a delay up to 0.1 s. 
For lager time delays, the performance starts deteriorating. The simulation results 
following the same disturbance with a delay of 0.75 s was carried out and shown in 
the Fig. 6.17. 
6.4.2 Power system model with SVC 
The study system considered here is same as mentioned in the earlier section. An 
SVC is installed in the middle of the tie-line connecting NYPS with area #5 to 
improve the voltage profile of the system. The topology of the SVC is assumed to 
have a thyristor controlled reactor (TCR) of 150 MVAr capacity in parallel with 
a fixed capacitor (FC) of 200 MVAr. At 1.0 pu voltage, this corresponds to a 
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Figure 6.16: Dynamic response of the system with different delays 
susceptance range of -1.50 pu to 2.0 pu which sets the limits of the SVC output. 
The steady-state settings of the FC and the TCR are 150 MVAr and 33 MVAr, 
respectively. Under nominal operating condition, the tie-line power flow from NYPS 
to NETS is 700 MW. The small-signal dynamic model of the TCSC is described in 
Chapter 3. The machine, exciter, network power flow and SVC models are linearized 
about the nominal operating condition in order to obtain the system matrix. 
System Analysis 
The eigen-values of the system, displayed in Table 6.3, confirm the presence of 
four inter-area modes out of which the first three are critical necessitating damping 
control action. 
Table 6.2: Inter-area modes of the study system with SVC 
C1 1f (Hz) 
0.0635 0.3853 
0.0432 0.5039 
0.0558 0.6204 
0.0499 0.7913 
5 10 15 20 
time, s 
Signal transmission delay: 1.0s 
25 
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Figure 6.17: Dynamic response of the system with different delays 
Mode #4 on its own settles in less than 10 s as its frequency (0.79 Hz) is com- 
paratively higher than the other modes (the higher the oscillation frequency, the 
faster is the settling for a given damping ratio). Since the influence of this mode on 
inter-area oscillation does not last beyond 10 s and an overall system settling time of 
10-12 s is acceptable, it is not required to provide additional damping to this mode. 
Therefore, it was decided to provide supplementary damping control action for the 
first three critical inter-area modes only. 
A modal observability analysis [46] was carried out to identify the most effective 
stabilizing signals for each of these modes. The results of the observability analysis 
revealed that P13,17 is most effective for modes #1 and #3 and P16,18 for mode #2, 
where P13,17 and P16,18 indicate the power-flow in the lines between buses #13-#17 
and buses #16-#18, respectively. 
The 134 th order open-loop plant was approximated to a loth order equivalent as 
shown in Fig. 6.18. 
The order of the controller obtained from the LMI solution was equal to the 
reduced order augmented plant order plus the order of the weights. The designed 
controller was reduced to a loth order equivalent using Schur's method without 
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affecting the frequency response as shown in Fig. 6,19. 
Robustness validation and nonlinear- simulations 
An eigen-value analysis of the closed-loop system was carried out to examine the 
performance of the designed controller in terms of improving the damping ratios of 
the inter-area modes. A4 th order Pade approximation was used to represent the 
delay in the frequency domain. The results are summarized in Tables 6.3. It can 
be seen that the damping ratios of the three critical inter-area modes, shown in 
boldface, are improved in the presence of the controller. 
The damping action of the controller was examined under different power flow 
levels to validate its robustness. Table 6.4 displays the results when the power flow 
from NETS to NYPS varies in the range 100-900 MW. The damping is found to be 
highly satisfactory over this range of power flow variation. 
The performance of the controller was further evaluated with various load models 
including constant impedance (CI), a mixture of constant current and constant 
impedance (CC+Cl), amixture of constant power and constant impedance (CP+Cj) 
and dynamic load characteristics. The dynamic load (induction motor type) was 
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Table 6.3: Dami)inj4 ratios and frequencies of the inter-area modes 
Mode No control I With control 
no. I f (Hz)_ l f (Hz) 
1 0.0635 0.3853 0.1340 0.4027 
2 0.0432 0.5039 0.1718 0.5119 
3 0.0558 0.6204 0.1514 0.7072 
0.0499 1 0.7913 1 1 0.0665 0.8066 
considered at bus #41, the remaining being of C1 type. It is evident from the results 
of Table 6.5 that the designed controller provides robust damping for different load 
characteristics. 
Table 6.6 demonstrates the performance robustness following outage of different 
tie-lines connecting NETS and NYPS. The damping action is found to be satisfac- 
tory following the outage of each of the tie-lines connecting buses #27-#53, buses 
#60-#61 and buses #53-#54. 
The damping performance of the designed controller was therefore found robust 
against widely varying operating conditions. 
A large disturbance was simulated by creating a 3-phase line to ground fault at 
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Table 6.4: Damping ratios and frequencies of the critical inter-area modes at different 
levels of power flow between NETS and NYPS 
Power flow Mode I 
- 
Mode 2 Mode 3 
(MW) F f(H z) F-f(Hz) I f(Hz) 
100 0.1077 0.4128 0.2019 0.5220 0.1338 0.6931 
500 0.1249 0.4076 0.1866 0.5142 0.1461 0.7018 
700 0.1340 0.4027 0.1718 0.51197 0.1514 0.7072 
900 0.1410 10.3959 514 1 0.5105 1 0.1555 1 0.713 
Table 6.5: Damping ratios and frequencies of the critical inter-area modes for dif- 
ferent load models 
Load Mode I Mode 2 Mode 3 
model F-f(Hz) 
1 
.1 
f(Hz) 
_I _f(Hz) Ci 0.1340 0.4027 0.1718 0.51197 0.1514 0.7072 
CC+CI 0.1169 0.4011 0.1393 0.5193 0.1385 0.7501 
CP+CI 0.1123 0.3984 0.1219 0.5260 0.1705 0.6030 
Dynamic 1 1 0.1368 10.3960 10.1783 0.5290 0.1521 0.7072 
Table 6.6: Damping ratios and frequencies of the critical inter-area modes for dif- 
ferent tie-line strengths 
Outage of Mode I Mode 2 Mode 3 
tie-line f(Hz) Hz) 
60-61 0.1338 0.3726 10.0968 0.5066 0.1914 0.6936 
53-54 0.1357 0.3697 0.1160 0.5113 0.1831 0.6917 
27-53 0.1410 0.3928 0.1555 0.5113 0.1638 0.7005 
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Figure 6.21: Power flow in the tie-line 60-61; controller designed considering delay 
bus #53 followed by tripping one of the lines connecting buses #53 and #54. A time- 
domain simulation was carried out in Simulink for 25 s employing the trapezoidal 
method with a fixed step size of 1 ms. The 'transport delay' blocks in SMulink were 
used to simulate the signal transmission delays and also to implement the USP. The 
dynamic response of the system following this disturbance is shown in Fig. 6.20 
which exhibits the relative angular separation between the generators G1 and G15 
which are located in separate geographical regions. It is clear that the inter-area 
oscillation is damped out in 12-15 s even though the feedback signals arrive at the 
control location after a finite time delay of 0.75 s. 
Wi thout control 
Wfth control 
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The variation in power flow in the tie-line connecting buses #60-#61 is shown 
in Fig. 6.21. It can be seen that the oscillations in tie-line power flow settle within 
12-15 s. 
6.5 Summary 
This chapter presents a methodology for power system damping control design ac- 
counting for delayed arrival of feedback signals from remote locations. A predictor 
based H,,,, control design strategy is discussed for such a time-delayed system. The 
design procedure based on the USP approach has been applied for centralized design 
of power system damping controller through a TCSC and a SVC. A combination of 
the USP and the designed controller is found to work satisfactorily under different 
operating scenarios even though the stabilizing signals could reach the controller 
site only after a finite time. 
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Real Time Implementation and 
Test Results 
The controller design and test results described in earlier chapters were based on 
computer simulations. Usually the damping controller obtained from norm min- 
imization based design is quite complex in structure. Unlike controller obtained 
from classical techniques controller designed using 'H,, optimization offers greater 
challenge in implementation. In case of time delayed system the effective controller 
is the feedback combination of designed controller and the predictor [78]. Therefore 
before commissioning the controllers in actual plants the experimental verification 
of designed control algorithm is very important. One concern, however, is the avail- 
ability of the actual system for validating the performance of the controllers in real 
time. It is extremely difficult to build even a prototype of an actual power system 
in the laboratory or in equipment manufacturers test facility. For obvious reasons 
it is rarely allowed to perform such validation tests in the field. From technical 
as well as commercial considerations, it is thus desirable to have a dynamic system 
emulator which can physically emulate the dynamic behavior of the power system in 
real time. This is achieved by emulating dynamic behavior of the power system in a 
real time station (RTS) on which designed control algorithm is tested using a rapid 
prototyping controller (RPC). The hardware interface between the two platforms is 
in analogue domain through DAC/ADC modules, so that it is virtually impossible 
for the controller to distinguish between the actual plant and the emulated plant. 
In this way, the costly proposition of building a large prototype power system in the 
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laboratory for testing purpose can be avoided. 
7.1 Implementation in Real Time Platform 
Simulation has long been recognized as an important and necessary step in develop- 
ment , design and testing of FACTS controller for mitigation of inter-area oscillation. 
Recent advances in both computing hardware and sophisticated power system com- 
ponent modelling techniques have significantly increased the application of real time 
digital simulation in power system industry. Testing controllers with such hardware- 
in-the-loop(HIL) digital simulators is demonstrated in this paper. 
The traditional method of performing dynamic studies utilizes simulators made 
up of scaled down power system components. Each component is physically con- 
nected to the next in a manner similar to that in real system. This analogue simu- 
lation technique forms the basis of transient network analysier (TNA) and HVDC 
simulator. But due to the size and the cost constraints it is quite difficult to build 
even a prototype of an inter connected power system in the laboratory. This ap- 
proach is now gradually being discontinued because of cost constraints and limited 
capabilities. An alternative method, which could be applied to test the designed con- 
troller, is based on the mathematical representation of the dynamics of the system 
rather than a scaled down version of the physical components. The algorithms nec- 
essary for software based electromagnetic transient simulation were first described 
by H. Dommel in 1969 [79] and have been utilized in several well known programs 
such as EMTP, and EMTDC [80,81]. 
One of the most significant disadvantages of software simulations relates to the 
speed at which they operate. Unlike analogue simulator which operates in real 
time, most digital simulation systems operate in non-real time. Real time operation 
implies that an event in the system which lasts for one second can be simulated 
on the simulator exactly in one second. Any external hardware could be connected 
with system simulated in real time with in built DAC/ADC modules. Therefore the 
controller under test whether implemented in a low cost dedicated micro controller 
or in analogue circuitry could be interfaced with the real time digital simulator. 
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7.2 RT-LAB real time station and rapid proto- 
typing controller 
7.2.1 RT-LAB real time station 
A schematic overview of the RT-LAB real time station, used for the real-time sim- 
ulation of the study system, is sketched in Fig. 7.1. The RTS is a PC running on 
real time operating system RedHawk RT-Linux. It is having a dual-Xeon processor 
of 3.2 GHz. Both the processors shares a common memory as shown in Fig. 7. L 
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Figure 7.1: Schematic Diagram of RTS with system task separation 
The separation of the tasks involved in simulating the power system dynamic 
behavior is depicted in Fig. 7.1. The computational tasks are distributed as follows: 
CPUI of the dual-CPU computer handles the differential equations describing the 
dynamic behavior of the generators, associated excitation systems and the FACTS 
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device (TCSC in this case) CPU2 simultaneously solves the network equations to 
connect the generators with the network. It has been noticed that the most com- 
putationally expensive task is to solve the set of network equations to calculate the 
complex bus voltages from the admittance matrix and the set of complex bus cur- 
rents. The inversion of the admittance matrix is avoided by using LU factorization. 
The LU factors of the admittance matrix is pre-computed and stored. Due to the 
change in series compensation of the TCSC, the admittance matrix is required to 
be updated dynamically. An optimal ordering of TCSC bus is done to keep the 
computational burden for the updates of admittance matrix minimum. 
In the current HIL application, the CPU in charge of solving the differential 
equations associated with the generators, excitation system and TCSC, also controls 
the FPGA 1/0 card that sends the measured signals from the plant and reads 
control signal generated by the rapid prototyping controller. The digital signal 
generation and sampling are both obtained using 10 ns resolution. The FPGA 
card, built around the Xilinx Virtex-11 Pro also controls fast 16-bit D/A and A/D 
converters. The sampling time used in the real time simulation is 1 ms. CPUI takes 
around 300 jLs to 450 ps to solve the differential equations as stated above and the 
computational time for CPU2 which solves the algebraic equations simultaneously 
takes almost 800 ps. Therefore no over-runs are detected during the real time 
operation. The RTS is a multi-application real-time platform suitable for hosting 
a wide variety of dynamic applications; and unlike other realtime environments it 
need not be confined only to power systems. Bearing in mind the cost associated 
with this state-of-the- art technology, and its ability to support a wide variety of 
dynamical systems applications, over a variety of disciplines, it makes the facility a 
very cost-effective laboratory resource. 
7.2.2 RT-LAB rapid prototyping controller 
Rapid prototyping controller (RPC) is a PC having pentium 4 processor running 
at 3.2 GHz under RedHawk RT-Linux operating system with capability of handling 
1/0 interaction in real time. Once the controller is designed and realized in its state 
space form it can be implemented in the RPC. Computational time 
for the RPC 
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to calculate control signal is about 60 ps which is well within the sampling period. 
In practical situations, the controller could also be implemented in any dedicated 
low cost micro controller. Internal architecture and the 1/0 interfacing of the RPC 
and the RTS are almost identical. The efficacy of the designed robust controller is 
proved in real time by implementing it on RPC- 
7.2.3 HIL configuration of RTS and RPC 
A Windows host command station is used to set-up various test scenarios orevaluate 
controller performance for different system disturbances, operating conditions and 
system/controller parameters. Host command station and both the real time digi- 
tal simulators interact between themselves through 100 Mbit/s ethernet connection, 
The schematic diagram of the RTS and the RPC is shown in Fig. 7.2. If neces- 
sary, the computational tasks can be distributed across several PCs to decrease 
the simulation time step or to simulate more complex systems. Inter-computer 
communication systems supported by RT-LAB are FireWire 800-Mbits/s as well 
as SignalWire, which is an FPGA-based fast serial communication link capable of 
delivering up to 1.25 Gbit/s transfer rates, with a latency of 200 ns. 
In RTS platform the input model is developed in MATLAB Simulink. A graph- 
ical user interface, called RT-lab main control for managing the communication be- 
tween the RTS and the command station is available. Real time workshop (RTW) 
of Matlab interfaces Simulink and this hardware platform. The RT-lab main control 
could be used to build real time code, and to download and execute this code on 
Xeon processor of RTS through ethernet link. Any signal from the model can be 
bought outside through in built DAC and any physical signal can be fed back to the 
system using in built ADC. 
Robust FACTS controller is a three-input, one-output controller that has been 
implemented using RPC. Same RT-lab main control is used to generate code for 
the controller and to download it to RPC for real time execution through ethernet 
link. The inputs to this controller are deviation in the active power flow through 
transmission line connecting bus #51-#45, #18-#16 and #13-#17. These signals 
are generated in the RTS and are interfaced with the controller through on 
board 
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Figure 7.2: Schematic Diagram of RTS and RPC 
DACs of RTS as shown in Fig. 7.3. The control signal is computed by the RPC at 
every sampling instant and fedback to the simulated power system by a DAC-ADC 
combination as shown in Fig. 7.3. The transport delay blocks are kept in general 
as shown in Fig. 7.3. If modern WAMS technologies are employed to transmit the 
measured feedback signals the amount of delay considered is negligible (0.02 s). The 
values of the delays are considered to have larger values (0.5 s to 1 s) when existing 
communication channels are being used to transmit the signals. 
7.3 Experimental results 
The performance of the designed controller implemented on RPC has been evaluated 
at various operating conditions, using the emulated power system as described in 
Chapter 5 on RTS. The deviation in active power flow through transmission line 
from RTS were sampled and fed to the controller. The control signal is fed back to 
the TCSC. 
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7.3.1 Validity check 
The validity of implementation of the nonlinear power system model on the RTS is 
first established by a number of identical tests performed on the RTS implemented 
power system and the same system modelled using MATLAB-Simulik on a PC. 
A representative set of results are shown in Fig. 7.4 and Fig. 7.5. A three phase 
to ground fault is created at Is at bus #27 and the fault is cleared after 80 ms 
followed by opening of one of the tie line connecting bus #27 and #53. Fig. 7.4 
shows deviation in active power flow in transmission line connecting bus #51-#45 
in Matlab-Simulink and Fig. 7.5 shows the same while the system is implemented 
in RTS. The dynamic behavior of the study system is thus emulated in real time 
using the RTS with reasonable accuracy. 
7.3.2 Case Studies 
Test Results without Considering Delay in Measured Signal 
Controller designed based on normalized co-prime factorization method as described 
in Chapter 5 is implemented in RPC and tested in closed loop with emulated power 
system in RTS. The following disturbances were considered for real time test. A 
three-phase solid fault for 80 ms (5 cycles) 
1. at bus #60 followed by auto-reclosing of the circuit breaker 
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Figure 7.4: Dynamic response of the system, Matlab Simulink Environment 
2. at bus #53 followed by outage of one of the tie-lines connecting buses #53-#54 
3. at bus #53 followed by outage of one of the tie-lines connecting buses #27-#53 
4. at bus +60 followed by outage of one of the tie-lines connecting buses #60-#61 
The relative angular separation of generators located in different geographical 
areas are given in Fig. 7.6 to Fig. 7.8. The designed robust FACTS controller has 
been shown to be physically implementable with a performance, which is maintained 
over a wide range of operating conditions. 
Test Results Considering Delay in Measured Signal 
Controller designed based on unified smith predictor method considering transmis- 
sion delay in feedback signal as described in Chapter 6 is implemented in RPC 
next and tested in the same test bench developed in RTS. To evaluate the per- 
formance and robustness of the designed controller in real time tests were carried 
out corresponding to the similar set of fault scenarios in the NETS and NYPS 
inter-connection as described in earlier chapters. The relative angular separation of 
generators located in different geographical areas are given in Fig. 7.9 To demon- 
strate the drawback of the conventional H,., design with a delay free plant, a separate 
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Figure 7.5: Dynamic response of the system, Real time station, dual Xeon Processor 
in real time 
controller was designed for the TCSC without considering delay in the design stage. 
The design was carried out as described in [14]. The controller found to be accept- 
able both in time and frequency domain for a delay up to 0.1 s. For lager time 
delays, the performance starts deteriorating. The simulation results following the 
same disturbance with a delay of 0.75 s was carried out and shown in the Fig. 7.10. 
7.4 Summary 
In this chapter real time implementation and test results are described for centralized 
robust FACTS controllers to damp inter-area oscillations. A key feature of this 
work is the realization of a multi-machine power system model which is capable of 
providing results in real time on a commercially available real-time simulator (RTS). 
Designed control algorithm is implemented in a rapid prototyping controller and the 
coupling between RTS and RPC is done through DAC/ADC module in analogue 
domain. The real-time multi-machine model has opened the door to many possible 
application areas, including the provision of a flexible test bench for the development 
and testing of physical controllers and network compensators. 
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Figure 7.6: Dynamic response of the system 
Figure 7.7: Dynamic response of the system 
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Figure 7.8: Dynamic response of the system 
Figure 7.9: Dynamic response of the system 
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Figure 7.10: Dynamic response of the system with higher delays showing the effect 
of unaccounted delay in design stage 
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Summary and future research 
opportunities 
8.1 Summary 
In this thesis, a number of robust control design strategies have been illustrated 
for designing FACTS controllers to damp low frequency electro-mechanical oscilla- 
tions in power systems. Performance of those controllers are validated in simulation 
studies and by real time implementation tests. 
Application of the model based adaptive control scheme for robust damping of 
inter-area oscillations in power system using a TCSC has been demonstrated. The 
lack of robustness of the conventional controllers under varying operating condi- 
tions is demonstrated underlying the motivation behind adopting such an adaptive 
strategy. A recursive Bayesian approach is used for computing the current probabil- 
ity of each model representing the actual system response and the results are used 
to determine the subsequent control move. The control output of each individual 
controller is assigned a weight based on the computed probability of each model 
and the resulting control action is the probability-weighted average of the control 
moves of individual controllers. The algorithm is shown to work satisfactorily for 
the study system under two different test cases where the model corresponding to 
the post-disturbance behavior is either present or not present in the model bank. 
The key to the success of the control scheme is the rate of convergence of the 
probabilities, which in turn, is governed by the proper choice of convergence factor 
Cf and artificial cut-off 3, i,,. A pattern of the variation of the computed weights for 
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different values of Cf and has been provided in an attempt to set a tentative 
guideline for choosing them, depending on the scenario. 
An adaptive control scheme, involving a large number of possible models (for 
different operating conditions) and corresponding controllers might be difficult to 
implement in practice. Therefore, a fixed structure controller is always a better 
option provided it can achieve the desired performance robustness for a range of 
possible operating conditions. In practical power systems, the set of possible oper- 
ating conditions that might be encountered following a disturbance are not known. 
In such situations, the 'H,, norm based optimization approach can be employed pri- 
marily because it can ensure a degree of robustness without any prior knowledge of 
the set of possible operating conditions. The H,,, problem is generally solved ana- 
lytically based on the Riccati equation approach. However, additional specifications 
like minimum damping ratio requirement cannot be captured in a straightforward 
manner through this approach. The H,,, normalized co-prime factorization design 
formulation has been translated into a generalized Rc, regulator problem. The solu- 
tion to the problem is sought numerically using LMI with additional pole-placement 
constraints. The performance and robustness of the design was validated using fre- 
quency domain analysis and non-linear simulations. 
So far in this work, it has been assumed that the use of phasor measurement 
units (PMU) based wide-area measurement (WAM) employing global positioning 
system (CPS) coupled with fibre optic based communication ensures transmission 
of remote signals in almost real time. Hence, no sizeable amount of delay in trans- 
mitting the remote signals to the controller site has been considered during the 
design or validation stage. However, the cost and associated complexities restrict 
the use of such sophisticated signal transmission hardware in a large commercial 
scale. As a more viable alternative, the existing communication channels or the 
internet is often used to transmit the signals from remote locations even though a 
relatively large amount of delay is involved. This delay can typically 
be up to 0.5- 
1.0 s depending on the distance, protocol of transmission and several other factors. 
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Delays of such sizeable amount should be accounted for in the design stage itself by 
treating the power system as a dead-time system and reformulate the H,, design 
techniques using approaches available in the literature for dead-time systems. In 
this work, an unified Smith predictor approach has been adopted to formulate the 
damping control design problem considering a delay of 0.75 s. A R", controller is 
designed by solving the problem using LMIs with additional pole-placement con- 
straints. The performance and robustness of the designed controller and predictor 
combination has been verified using eigen analysis and time domain simulations. 
The designed controller is shown to perform satisfactorily for a range of delays up 
to 1.0 s. 
Having designed the controllers and validated their performance through simu- 
lations in Matlab Simulink, the next step is to implement the control schemes and 
verify the closed-loop behavior of the entire system in real-time. This is extremely 
important for the adaptive control schemes as relatively large amount of computa- 
tion is involved in each step. The primary concern for testing the control algorithms, 
however, is the availability of a large scale power system model in the form of a test 
bench. It is extremely difficult to build even a prototype of an actual power system 
in the laboratory or a manufacturing site. For obvious reasons, it is rarely allowed to 
shut down the system operation to perform the validation tests. For both technical 
as well as economic reasons, it is thus desirable to have a dynamic system emulator 
which can physically emulate the dynamic behavior of the power system in real 
time. This is achieved by emulating dynamic behavior of the power system in a 
real time station (RTS) on which designed control algorithm is tested using a rapid 
prototyping controller (RPC). The hardware interface between the two platforms is 
in analogue domain through DAC/ADC modules, so that it is virtually impossible 
for the controller to distinguish between the actual plant and the emulated plant. 
In this way, the costly proposition of building a large prototype power system in the 
laboratory for testing purpose can be avoided. 
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8.2 Future research opportunities 
In this work, the controllers designed were shown to work for a single level of con- 
tingency. However, power system blackouts can take place following multiple con- 
tingencies meaning that they can be brought about by a cascaded combination of 
events such as multiple outages, protective relay malfunctioning etc. Considering 
the complicated nature of the power system and the operational uncertainties in- 
volved, it is extremely difficult, if not impossible, to design a single control structure 
which is robust enough to tackle multiple contingencies. Even the H", controllers, 
designed and tuned for single contingency level, in general, fail to ensure satisfac- 
tory performance under the higher level contingencies. One way of tackling the 
problem would be to design a hierarchical control structure consisting of a bank of 
robust controllers designed and tuned to perform satisfactorily under each level of 
contingencies. Each of these controllers should preferably be robust with respect 
to any contingency within that level. Future research can be continued to design a 
hierarchical control structure to counter multiple contingencies in the system. 
Nowadays power system is expanding day by day with increasing inter-connections 
among different utilities. Moreover, in present business environment it is extremely 
difficult to get a proper model and accurate parameters for several components of 
the system based on which the control structure can be designed. It is in this con- 
text, the measurement-based control approaches, which do not rely on the system 
model, are very useful. The research on measurement-based control of power sys- 
tems is not new. A suitable online identification algorithm must be employed to 
identify the system model based on the measured input and output at each instant. 
Based on the identified system model a suitable control move can be computed to 
achieve the desired performance. Self-tuning adaptive power system stabilizers 
have 
been implemented in single-machine systems using local signals. However, the iden- 
tification and control design becomes much more involved in case of 
damping more 
than one inter-area modes using a single FACTS 
devices with multiple remote feed- 
back signals wherein the resulting control structure 
is multiple-input-single-output 
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(MISO). Further research has already been started in the research group to extend 
the measurement based control strategy for multiple swing modes damping using a 
single FACTS controller. 
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16-machine, 5-area test system 
data 
-laDie A. i: iviacnine DUSaaT, a 
Bus number Voltage (pu) Power generation (pu) 
1 1.0450 2.50 
2 0.9800 5.45 
3 0.9830 6.50 
4 0.9970 6.32 
5 1.0110 5.05 
6 1.0500 7.00 
7 1.0630 5.60 
8 1.0300 5.40 
9 1.0250 8.00 
10 1.0100 5.00 
11 1.0000 10.00 
12 1.0156 13.50 
13 1.0110 35.91 
14 1.0000 17.85 
15 1.0000 10.00 
16 1.0000 40.00 
rapie A. Z: ioaCI DUS aam 
Bus number Real load (py) Reachve load 
(py) 
17 60-00 3.0000 
18 24-70 1.2300 
19 00 
20 6.80 1.0300 
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Table A. 3: Load bus data (continued 
Bus number Real load (pu) Reachve load (pu) 
21 2.74 1.1500 
22 0 0 
23 2.48 0.8500 
24 3.09 -0.9200 
25 2.24 0.4700 
26 1.39 0.1700 
27 2.81 0.7600 
28 2.06 0.2800 
29 2.84 0.2700 
30 0 0 
31 0 0 
32 0 0 
33 1.12 0 
34 0 0 
35 0 0 
36 1.02 -0.1946 
37 0 0 
38 0 0 
39 2.67 0.1260 
40 0.6563 0.2353 
41 10.00 2.5000 
42 11-50 2.5000 
43 0 0 
44 2.6755 0.0484 
45 2.08 0.2100 
46 1.507 0.2850 
47 2.0312 0.3259 
48 2.412 0.0220 
49 1.64 0,2900 
50 1.00 -1.4700 
51 3.37 -1.2200 
52 1.58 0.3000 
53 2.527 1.1856 
54 0 0 
55 3.22 0.0200 
56 2.00 0.7360 
57 0 0 
58 0 0 
59 2.34 0.8400 
60 2.088 0.7080 
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Table A. 4: Load bus data (continued 
Bus number Real load (pu) Reactive load (pu) 
61 1.04 1.2500 
62 0 0 
63 0 0 
64 0.09 0.8800 
65 0 0 
66 0 0 
67 3.20 1.5300 
68 3.29 0.3200 
69 0 0 
-4 
From bus To bus Resistance (pu) Reactance (pu) Line charging (pu) 
54 1 0 0.0181 0 
58 2 0 0.0250 0 
62 3 0 0.0200 0 
19 4 0.0007 0.0142 0 
20 5 0.0009 0.0180 0 
22 6 0 0.0143 0 
23 7 0.0005 0.0272 0 
25 8 0.0006 0.0232 0 
29 9 0.0008 0.0156 0 
31 10 0 0.0260 0 
32 11 0 0.0130 0 
36 12 0 0.0075 0 
17 13 0 0.0033 0 
41 14 0 0.0015 0 
42 15 0 0.0015 0 
18 16 0 0.0030 0 
36 17 0.0005 0.0045 0.3200 
49 18 0.0076 0,1141 1.1600 
68 19 0.0016 0.0195 0.3040 
19 20 0.0007 0.0138 0 
68 21 0.0008 0.0135 0.2548 
21 22 0.0008 0.0140 0.2565 
22 23 0.0006 0.0096 0.1846 
23 24 0.0022 0.0350 0.3610 
68 24 0.0003 0.0059 0.0680 
54 25 0.0070 0.0086 0.1460 
Tap ratio 
1.0250 
1.0700 
1.0700 
1.0700 
1.0090 
1.0250 
0 
1.0250 
1.0250 
1.0400 
1.0400 
1.0400 
1.0400 
1.0000 
1.0000 
1.0000 
0 
0 
0 
1.0600 
0 
0 
0 
0 
0 
0 
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Table A-6: Line data (continued) 
From bus To bus Reststance (pu) Reactance (pu Line charging (pu Tap ratio 
25 26 0.0032 0.0323 0.5310 0 
37 27 0.0013 0.0173 0.3216 0 
26 27 0.0014 0.0147 0.2396 0 
26 28 0.0043 0.0474 0.7802 0 
26 29 0.0057 0.0625 1.0290 0 
28 29 0.0014 0.0151 0.2490 0 
53 30 0.0008 0.0074 0.4800 0 
61 30 0.0019 0.0183 0.2900 0 
61 30 0.0019 0.0183 0.2900 0 
30 31 0.0013 0.0187 0.3330 0 
53 31 0.0016 0.0163 0.2500 0 
30 32 0.0024 0.0288 0.4880 0 
32 33 0.0008 0.0099 0.1680 0 
33 34 0.0011 0.0157 0.2020 0 
35 34 0.0001 0.0074 0 0.9460 
34 36 0.0033 0.0111 1.4500 10 
61 36 0.0022 0.0196 0.3400 0 
61 36 0.0022 0.0196 0.3400 0 
68 37 0.0007 0.0089 0.1342 0 
31 38 0.0011 0.0147 0.2470 0 
33 38 0.0036 0.0444 0.6930 0 
41 40 0.0060 0.0840 3.1500 0 
48 40 0.0020 0.0220 1.2800 0 
42 41 0.0040 0.0600 2.2500 0 
18 42 0.0040 0.0600 2.2500 0 
17 43 0.0005 0.0276 0 0 
39 44 0 0.0411 0 0 
43 44 0.0001 0.0011 0 0 
35 45 0.0007 0.0175 1.3900 0 
39 45 0 0.0839 0 0 
44 45 0.0025 0.0730 0 0 
38 46 0.0022 0.0284 0.4300 0 
53 47 0.0013 0.0188 1.3100 0 
47 48 0.0025 0.0268 0.4000 0 
47 48 0.0025 0.0268 0.4000 0 
46 49 0.0018 0.0274 0.2700 0 
45 51 0.0004 0.0105 0.7200 0 
50 51 0.0009 0.0221 1.6200 0 
37 52 0.0007 0.0082 0.1319 0 
55 52 0.0011 0.0133 0.2138 0 
53 54 0.0035 0.0411 0.6987 0 
54 55 0.0013 0.0151 0.2572 0 
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Table A-7: Line data (continued) 
From bus To bus Resistance (pu) Reactance (pu) Line charging (pu) Tap ratio 
55 56 0.0013 0.0213 0.2214 0 
56 57 0.0008 0.0128 0.1342 0 
57 58 0.0002 0.0026 0.0434 0 
58 59 0.0006 0.0092 0.1130 0 
57 60 0.0008 0.0112 0.1476 0 
59 60 0.0004 0.0046 0.0780 0 
60 61 0.0023 0.0363 0.3804 0 
58 63 0.0007 0.0082 0.1389 0 
62 63 0.0004 0.0043 0.0729 0 
64 63 0.0016 0.0435 0 1.0600 
62 65 0.0004 0.0043 0.0729 0 
64 65 0.0016 0.0435 0 1.0600 
56 66 0.0008 0.0129 0.1382 0 
65 66 0.0009 0.0101 0.1723 0 
66 67 0.0018 0.0217 0.3660 0 
67 68 0.0009 0.0094 0.1710 0 
53 27 0.0320 0.3200 0.4100 1.0000 
69 18 0.0006 0.0144 1.0300 0 
50 69 0.0006 0.0144 1.0300 0 
Table A. 8: Machine dynamic data 
Machine Bus Base 
M VA 
Xi, 
(pu) 
R, 
(pu) 
Xd 
(pu) 
Xd 
(pu) 
Xd 
(p U) 
Tdo 
(Sec) 
Tdo 
(sec) 
I 1 100 0.0125 0.0 0.1 0.031 0.025 10.2 0.05 
2 2 100 0.035 0.0 0.295 0.0697 0.05 6.56 0.05 
3 3 100 0.0304 0.0 0.2495 0.0531 0.045 5.7 0.05 
4 4 100 0.0295 0.0 0.262 0.0436 0.035 5.69 0.05 
5 5 100 0.027 0.0 0.33 0.066 0.05 5.4 0.05 
6 6 100 0.0224 0.0 0.254 0.05 0.04 7.3 0.05 
7 7 100 0.0322 0.0 0.295 0.049 0.04 5.66 0.05 
8 8 100 0.028 0.0 0.29 0.057 0.045 6.7 0.05 
9 9 100 0.0298 0.0 0.2106 0.057 0.045 4.79 0.05 
10 10 loo 0.0199 0.0 0.169 0.0457 0.04 9.37 0.05 
11 11 100 0.0103 0.0 0.128 0.018 0.012 4.1 0.05 
12 12 100 0.022 0.0 0.101 0.031 0.025 7.4 0.05 
13 13 200 0.0030 0.0 0.0296 0.0055 0.004 5.9 0.05 
14 14 loo 0.0017 0.0 0.018 0.00285 0.0023 4.1 0.05 
15 15 loo 0.0017 0.0 0.018 0.00285 0.0023 4.1 0.05 
16 16 200 0.0041 0.0 0.0356 0.0071 0.0055 7.8 0.05 
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Table A. 9: Machine dynamic data (continued) 
Machine Xq 
(pu) 
Xq' 
(pu) 
Xq" 
(pu) 
Tqo 1 
(sec) 
Tqo 11 
(sec) 
H 
(sec) 
D 
(p 
.u TIra d) 1 0.069 0.028 0.025 1.5 0.035 42.0 4.0 
2 0.282 0.060 0.05 1.5 0.035 30.2 9.75 
3 0.237 0.050 0.045 1.5 0.035 35.8 10 
4 0.258 0.040 0.035 1.5 0.035 28.6 10 
5 0.31 0.060 0,05 0.44 0.035 26.0 3 
6 0.241 0.045 0.04 0.4 0.035 34.8 10 
7 0.292 0.045 0.04 1.5 0.035 26.4 8 
8 0.280 0.050 0.045 0.41 0.035 24.3 9 
9 0.205 0.050 0.045 1.96 0.035 34.5 14 
10 0.115 0.045 0.04 1.5 0.035 31.0 5.56 
11 0.123 0.015 0.012 1.5 0.035 28.2 13.6 
12 0.095 0.028 0.025 1.5 0.035 92.3 13.5 
13 0.0286 0.005 0.004 1.5 0.035 248.0 33 
14 0.0173 0.0025 0.0023 1.5 0.035 300.0 100 
15 0.0173 0.0025 0.0023 1.5 0.035 300.0 100 
16 0.0334 0.006 0.0055 1.5 0.035 225.0 50 
Table A. 10: DC excitation system data 
Machine T, KA TA Vrmax Vrmin KE TE Aex B, 
no. (sec) (sec) (P u) (P u) (sec) 
1 0.01 40 0.02 10 -10 1 0.785 0.07 0.91 
2 0.01 40 0.02 10 -10 1 0.785 0.07 0.91 
3 0.01 40 0.02 10 -10 1 0.785 0.07 0.91 
4 0,01 40 0.02 10 -10 1 0.785 0.07 0.91 
5 0.01 40 0.02 10 -10 1 0.785 0.07 0.91 
6 0.01 40 0.02 10 -10 1 0.785 0.07 0.91 
7 0.01 40 0.02 10 -10 1 0.785 0.07 0.91 
8 0.01 40 0.02 10 -10 1 0.785_ _0.07 
0.91 
Table A. 11: Static excitation system and PSS data 
Va--chine T, K, Vrmax Vrmin Kpss T, 
T2 T3 T4 
(s ec) (p U) (p U) 12 
(Sec) (sec) (sec) (s ec) 
9 0.01 200 5 -5 377 0.1 0.2 0.1 0.2 
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Jacobian of the FACTS power 
injections 
B. 1 Thyristor controlled series capacitor (TCSC) 
w. r. t state variables 
OPk 
- VkVmBkn-t sin 
(Ok - Om) 
o9kc (k cW 
aQk 
- Bkm 
[Vk2 
- Vk Vm COS (Ok - Om) i9kc (k cW 
09pm 
- 
V,, VkBmk sin (Om - Ok) 
49kc (k W 
(gQm 2 Bmk [Vm - VmVk COS (Om - 00] akc - k-c 1 )ý2 
B. 1.2 w. r. t algebraic variables 
09Pk k, Vk Vm Bkm COS (Ok - 
07n) 
00k (kc -I 
09Pk k, BkmvkVm COS A- Om) 
ao, m 
(kc - 1) 
DPk k, V. Bkm sin A Orn) 
a Vk (kc - 1) 
(9Pk kc VkBkm sin (Ok Orn) 
aV, n 
(kc - 1) 
aQk kc 
VkVnBkrn sin (Ok - Om) aOk (kc - 1) 
OQk kc 
Bkrn Vk Vrn sin (Ok - Om) 
(90M (kc - 1) 
19Qk kc Bkm [2Vk - Vm COS (Ok - OTn)] 
49Vk I 
09Qk kc -VkBkm COS (Ok - Orn) 
a Vm (kc - 1) 
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OPM 
- aOk 
k, 
VmVkB? 
nk COS 
(Om - Ok) (k, - 1) 
apm 
- aom 
k, 
VVkBmk COS (Om - Ok) (k, - 1) OPM 
- 
kc 
VBmk sin (Om - Ok) a Vk (kc - 1) 
apm 
- 
k, 
VkBmk sin (Om - Ok) avm (kc - 1) 
Jacobian of the FACTS power injections 
aQm 
-kc -VmVkBmk Sin 
(07n 
- Ok) aOk (k, - 1) 
09QM kc 
(gom 
VmVkBrnk sin (0. - Ok) 
aQm kc 
-VmBmk COS 
(Om 
- Ok) a Vk (kc - 1) 
49QM k, Bmk [2Vm - Vk COS (Om - 001 
09vm (kc - 1) 
B. 2 Static VAr compensator (SVC) 
B. 2.1 w. r. t state variables 
2 
B. 2.2 w. r. t algebraic variables 
(9Qk 2VkB,, c 5 Vk 
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Matlab routine for controller 
design using LMI control toolbox 
f unction[K, R, S] = LMIbuilddesign (system, theta, nin, nout, tol); 
% Inputs 
% system : Generalized regulator 
% theta : Angle of conic sector for pole-placement 
% nin Number of control inputs to the system 
% nout Number of measured outputs from the system 
% tol : Tolerance 
% Outputs 
%K: Designed controller 
% RI S Solutions of the LMI solvability conditions 
% gopt Optimum value of gamma 
[A, BI, B2, Cl, C2, D11, D12, D21, D22] - hinfpar(system, [nout nin]); 
n= size(A, 1); 
% Inner angle of the conic sector pole-placement region 
st - sin(theta); ct = cos(theta); 
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Ast -A* st; Act == A* ct; B2st = B2 * st; B2ct = B2 * ct; C2st = C2 * st; C2ct = 
C2 * ct; 
% Building the LMI 
setlmzs([ 
Define the solution variables 
gamma = lmivar(l, [1 0]); 
R= lmivar(l, [n I]); 
S= lmtvar(l, [n 1]); 
Ahat = lmivar(2, [n nj); 
Bhat = lmivar(2, [n nout]); 
Chat = Imivar(2, [nin nj); 
Set up the LMI 
Imiterm([l 1 1 R], A, 1, s); 
lmtterm([l I I Ckhat], B2,1,6SI); 
lmiterm([l 2 1 0], Bl'); 
lmiterm([l 2 2 gamma], 1, -1); 
Imiterm([l 3 1 Ahat], 1,1); 
l, miterm([l 3 1 0], A'); 
lmiterm([l 3 2 S], 1, Bl); 
1miterm([I 3 2 Bhat], 1, D21); 
Imiterm Q1 3 3 S], A' 111 csl); 
lmiterm([l 3 3 Bhat], 1, C21 Csl); 
lrniterm([l 4 1 R], Cl, 1); 
lmiterm([l 4 1 Chat], D12,1); 
Imiterm([l 4 2 0], D11); 
ImitermQ1 43 01, CI); 
lmiterm([l 44 gamma], 1, -1); 
%LMI#1: A*R+R*A' 
%LMI# I: B2 * Chat + Chat'* BT 
%LMI#I: Bl' 
%LMI#I: -gamma 
%LMI#l: Ahat 
%LMI#I: A' 
%LMI#I: S* Bl 
%LMI# 1: Bhat * D21 
%LMI#I: A'* S+S* 
%LMI#l : Bhat * C2 + C2* Bkhat' 
%LMI#I: Cl * 
%LMI# I: D12 * Chat 
%LMI#I: D11 
%LMI#I: Cl 
%LMI#I: -gamma 
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lmiterm([-2 II R], 1,1); %LMI#2: R 
lmiterm([-2 21 0], 1); %LMI#2: I 
Imiterm([-2 22 S]) 1,1); %LMI#2: S 
lmiterm([3 II R], Ast, 1ý CSI); %LMI#3: Ast *R+R* Ast' 
ImitermQ3 11 Chat], B2st, 1, CST %LMI#3: B2st * Chat + Chat* B2st' 
lmiterm([3 21 Ahat], 1, st); %LMI#3: Ahat * st 
Imiterm([3 21 0], Ast'); %LMI#3: Ast' 
lmtterm([3 22 S], 1, Ast, 's'); %LMI#3: S* Ast + Ast'* S 
ImitermQ3 22 Bhat], 1, CM, 's'); %LMI#3: Bhat * C2st + C2st'* Bhat' 
lmtterm Q3 31 R], I, Act'); %LMI#3: R* Act' 
lmtterm([3 31 - Chat], 1, B2ct'); %LMI#3: Chat'* B2ct' 
Imiterm([3 31 R], Act, -1); %LMI#3: -Act *R 
lmderm ([3 31 Chat], B2ct, - 1); %LMI#3: -B2ct * Chat 
lmiterm([3 32 - Ahat], 1, ct); %LMI#3: Ahat* ct 
Imiterm([3 32 0], -Act); %LMI#3: -Act 
Imiterm([3 33 RI, Ast, 1, CSI); %LMI#3: Ast *R+R* Ast' 
lmZtermQ3 33 Chat], B2st, 1, 's'); %LMI#3: B2st * Chat + Chat'* B2st' 
lmtterm([3 41 Ahat], 1, -ct); %LMI#3: -Ahat * ct 
lrniterm([3 41 0], Act'); %LMI#3: Act' 
lmtterm([3 42 SI, Act', 1); %LMI#3: Act* S 
lmiterm([3 42 - Bhat], C2ct', 1); %LMI#3: C2ct'* Bhat' 
lmiterm([3 42 SI, 1, -Act); 
%LMI#3: -S *Act 
lmiterm([3 42 Bhat], 1, -C2ct); 
%LMI#3: -Bhat * C2ct 
lmiterm([3 43 Ahatj, 1, st); %LMI#3: Ahat * st 
i, rniterm([3 43 0], Ast'); 
%LMI#3: Ast' 
lTniterm([3 44 S], 1, Ast, 's'); %LMI#3: S* Ast + Ast'* S 
lmitermQ3 44 Bhat), 1, C2st, '81); %LMI#3: Bhat * C2st + C2st'* Bhat' 
System of LMI 
sysImi = getlmis; 
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Minimize the cost function 
% objective = alphagamma 2+ eps * Trace(R + S) 
cobj = zeros (decnbr(syslmi), 1); cobj(1) = 1; penalty = le - 8; 
Rdiag = diag(decinf o(syslmi, R)) 
Sdiag = diag(decinf o(syslmi, S)); 
cobj(Rdiag) penalty * ones(n, 1); cobj(Sdiag) = penalty * ones(n, 1); 
slow =5+5 (tol < le - 1); opt = [tol, 300, Ie8, slow, 0]; 
target = le - 3; 
[cost, xopt] = mincx(syslmi, cobj, opt, target); 
Retrieve the LMI variables form the solution 
gopt = dee2mat(syslmi, xopt, gamma); 
R= dec2mat(syslmi, xopt, R); 
S= dec2mat(syslmz, xopt, S); 
Ahat = dec2mat(syslmi, xopt, Ahat); 
Bhat = dec2mat(sysimi, xopt, Bhat); 
Chat = dec2mat(syslmi, xopt, Chat); 
% Determine Mti(= inv(M)) and Ni(= inv(N)) from SVD of MN'= I-R*S 
[u, sd, v] - svd(eye(n) -R* S); % factorize I-RS 
u; N-v* sd; Ni - inv(N); Mti - inv(M'); Mt - M; 
Retrieve the controller parameters from the transformed variables 
Ck = Chat * Mti; 
Bk = Ni * Bhat; 
Ak = Ni* (Ahat - N*Bk*C2* R- 
S* B2*Ck*Mt- S* A* R) *Mti; 
Controller state space 
K= ss(Ak, Bk, Ck, 0); 
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Matlab routine for controller 
design using hinfmix function 
% Inputs 
% 1mireg : Interactive interface for specifying LMI regions 
% dkbnd :0 is used to ensure strictly proper controller 
% tol tolerance 
% nin Number of control inputs to the system 
% nout : Number of measured outputs from the system 
% obj : 4-entry vector specifying the H2/Hinf objective 
% systern : Generalized regulator 
'Yo Outputs 
%K: Designed controller 
% R, S Solutions of the LMI solvability conditions 
% gopt Optimum value of gamma 
region lmireg; 
dkbnd 0.0; 
tol = 0.00001; 
r= [0 nout nin]; 
obj = [0 01 01; 
[gopt, h2opt, K, R, S] = hinf mix (system, r, obj, region, 
dkbnd, tol); 
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Controller obtained using 
normalized loop-shaping approach 
The state-space representation of the 3-input, 1-output controller for the TCSC is 
given below. 
A= 
-0.001 0.002 -0-092 0.0118 -0.053 -0-132 0.059 0.001 -0-016 0.084 
0 -2.45 23.12 -0.541 30.33 46.4 -0.014 8.171 -0-896 -8.408 
0 4.822 44.25 -3-551 66.69 92.96 4.268 3.092 -2.185 -16-05 
0 22.94 -25-38 -15.37 -58.96 -63.49 -29.81 -52.44 11-39 -28.04 
0 -49.2 -175 38.68 -201.1 -330.3 17.36 59.18 -4.388 125.1 
0 -70.74 -558.7 84.35 -667.5 -1102 11.37 21-82 17-68 320.7 
0 72.95 416.8 -70.38 484.3 797.2 -43.73 -55-83 3.497 -262.9 
0 13.46 76-54 -10.17 96.49 148.4 10-01 -9-31 -2.473 -36-97 
0 2.284 38.9 -1.919 67.49 92.71 20.7 9.99 -9-978 -2.857 
0 -6.7 -130.5 16.22 -141.6 -247 22-86 -10.97 -0.433 76-76 
0 0.014 -0.003 0.001 0.046 0.398 -0.216 -0.063 -0.039 0.118 
B =: IX 104 X00.151 0.131 -0-382 -0-189 -0.495 0.275 0.208 0.085 0.095 
0 -0-083 -0.167 0.167 0.416 1.531 -1.057 -0.202 -0.208 0.318 
0.109 0.0002 -0.0098 0.0012 -0.005ý6 -0-014 0.006 0.0001 -0-0017 
0.0089 ] 
000] 
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Controller obtained considering 
delay in measured feedback signal 
F. 1 Controller designed for a system with TCSC 
A3 input I output 8"' order centralized controller is designed to improve that damp- 
ing of inter-area oscillations. KII(s), K12(s) and K13(s) are the transfer functions 
between I't input to output, 2 nd input to output and 3 rd input to output respectively. 
K, (s) == 
N 11(s) 
D(s) 
Kii(s) = 
Nii(s) 
D(s) 
Kii(s) = 
N11(s) 
D(s) 
(F. 1.1) 
where, 
NII(s) = 3.395 x 105S7 + 1.745 x 
108,36 + 1.725 x 1010,55 
+ 5.65 x 101184 + 2.67 x 1012S3 + 1.456 x 1013S2 
2.807 x 1013'S + 5.369 x 1013 
N12(8)= 1.163 x 108S7+ 1.769 x 108S6 + 5.784 x 
101IS5 
3.486 x 1011,54 + 9.235 x 1012, S3 _ 1.996 x 
1013S2 
1.416 x 10138 _ 1.458 x 1014 
N12(S)- 1.067 x 107S7 +2.004 X 109S6 + 1.026 x 
1011S5 
+1.687 X 1012S4+ 3.017 x 101283 + 2.629 x 
1013,32 
1.88 x 1013S+ 9.382 x 
1013 
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D(s) = s8 + 7.208 x 107S7+ 1.054 x 101OS6+ 1.671 x 10'ls5 
6.487 x 1012S4 + 2.902 x 1013S3 + 1.205 x 101482 
1.926 x 1014S + 3.499 x 1014 
F. 2 Controller designed for a system with SVC 
-10137 91.3060 7.8215 -7.1367 29.2910 0.3072 -9.1325 2.9884 
92.2790 -0.8317 -0.0711 0.0646 -0.2663 -0.0028 0.0836 -0.0284 
2.8178 -0.0248 -0.0026 0.0022 -0-0086 0.0001 0.0023 0.0010 
4 -5.4397 0.0492 0.0040 -0-0039 0.0157 0,0002 -0.0049 0.0017 10 
23-0970 -0.2080 -0.0178 0.0164 -0-0669 -0.0006 0.0206 -0.0055 
2.3191 -0.0215 -0.0018 0.0013 -0.0065 -0-0001 0.0022 -0.0015 
-11-1780 0.1005 0.0085 -0-0076 0.0324 0.0005 -0.0103 0.0035 
1.2070 -0.0105 -0.0014 0.0004 -0.0039 -0-0009 0.0009 -0.0008 
[ -1.0126 x 10' 875.8100 66-8590 -71.0510 265.9700 B 2.7738 x 104 -261-0900 4.7133 15-1510 -52.6720 
C -1299 11-5170 1.4201 -0.6772 4.0094 0.0195 -1.181ý 
-7.3959 -94.7540 -2.1494 
-13.7650 28.2220 19-6040 
-0.0760 ] 
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