Abstract-This paper carries out a large dimensional analysis of a variation of kernel ridge regression that we call centered kernel ridge regression (CKRR), also known in the literature as kernel ridge regression with offset. This modified technique is obtained by accounting for the bias in the regression problem resulting in the old kernel ridge regression but with centered kernels. The analysis is carried out under the assumption that the data is drawn from a Gaussian distribution and heavily relies on tools from random matrix theory (RMT). Under the regime in which the data dimension and the training size grow infinitely large with fixed ratio and under some mild assumptions controlling the data statistics, we show that both the empirical and the prediction risks converge to a deterministic quantities that describe in closed form fashion the performance of CKRR in terms of the data statistics and dimensions. Inspired by this theoretical result, we subsequently build a consistent estimator of the prediction risk based on the training data which allows to optimally tune the design parameters. A key insight of the proposed analysis is the fact that asymptotically a large class of kernels achieve the same minimum prediction risk. This insight is validated with both synthetic and real data.
version of KRR is studied with performance guarantees in terms of concentration bounds. The work in [4] analyzes the random features approximation in least squares kernel regression. More relevant results can be found in [5] where upper bounds of the prediction risk have been derived in terms of the empirical quadratic risk for general regression models. Similarly for KRR models, an upper and lower bound on the expected risk have been provided in [6] before being generalized to general regularization operators in [7] . Therefore, most of the results related to the performance analysis of KRR and related regression techniques are in the form of upper or lower bounds of the prediction risk. In this work, we study the problem from an asymptotic analysis perspective. As we will demonstrate in the course of the paper, such an analysis brought about novel results that predict in an accurate fashion prediction risks metrics. Our focus is on a variation of KRR called centered kernel ridge regression (CKRR) that is built upon the same principles of KRR with the additional requirement to minimize the bias in the learning problem. This variation has been motivated by Cortes et al. in [8] and [9] , [10] where the benefits of centering kernels have been highlighted. The obtained regression technique can be seen as KRR with centered kernels. Moreover, in the high dimensional setting with certain normalizations, we show that kernel matrices behave as a rank one matrix, thus centering allows to neutralize this non-informative component and highlight higher order components that retain useful information of the data.
To understand the behavior of CKRR, we conduct theoretical analysis in the large dimensional regime where both the data dimension p and the training size n tend to infinity with fixed ratio (p/n → constant). As far as inner-product kernels are concerned, with mild assumptions on the data statistics, we show using fundamental results from random matrix theory elaborated in [11] and [12] that both the empirical and prediction risks approach a deterministic quantity that relates in closed form fashion these performance measures to the data statistics and dimensions. This important finding allows to see how the model performance behaves as a function of the problem's parameters and as such tune the design parameters to minimize the prediction risk. Moreover, as an outcome of this result, we show that it is possible to jointly optimize the regularization parameter along with the kernel function so that to achieve the possible minimum prediction risk. In other words, the minimum prediction risk is always attainable for all kernels with a proper choice of the regualrization parameter. This implies that all kernels behave similarly to the linear kernel. We regard such a fact as a consequence of the curse of dimensionality phenomenon which causes the CKRR to be asymptotically equivalent to centered linear ridge regression. As an additional contribution of the present work, we build a consistent estimator of the prediction risk based on the training samples, thereby paving the way towards optimal setting of the regularization parameter.
The rest of the paper is structured as follows. In Section II, we give a brief background on kernel ridge regression and introduce its centered variation. In Section III, we provide the main results of the paper related to the asymptotic analysis of CKRR as well as the construction of a consistent estimator of the prediction risk. Then, we provide some numerical examples in Section IV. We finally make some concluding remarks in Section V.
Notations 
II. KERNEL RIDGE REGRESSION

A. Background on Kernel Ridge Regression
be a set of n observations in X × Y, where X denotes the input space and Y the output space. Our aim is to predict the output of new input points x ∈ X with a reasonable accuracy. Assume that the output is generated using a function f : X → Y, then the problem can be cast as a function approximation problem where the goal is to find an estimate of f denoted by f such that f (x) is close to the real output f (x). In this context, the kernel learning problem is formulated as follows
where H is a reproducing kernel Hilbert space (RKHS), l : Y × Y → R is a loss function and λ > 0 is a regularization parameter that permits to control overfitting. Denoting by φ : X → H a feature map that maps the data points to the feature space H, then we define k :
for all x, x ∈ X where k is known as the positive definite kernel corresponding to the feature map φ. With these definitions, the representer theorem [13] , [14] shows that the minimizer of the problem in (1) writes as f * (x) = α T φ(x) with α ∈ R m (m is the dimension of the feature space which could be infinite). Thus, we can reformulate (1) as follows
When l is the squared loss, the optimization problem in (2) can be reformulated as
where
T . This yields the following so-
. Then, the output estimate of any data point s is given by [1] 
is the information vector and
This is commonly known as the kernel trick which allows to highly simplify the problem which boils down to solving a n-dimensional problem. Throughout this paper, we consider the following data model
where f generates the actual output of the data and i are i.i.d. standard normal random variables with σ 2 assumed to be known. We consider both the empirical (training) and the prediction (testing) risks respectively defined as [15] 
where D is the data input distribution, s is taken independent of the training data X and
. The above two equations respectively measure the goodness of fit relative to the training data and to new unseen data all in terms of the mean squared error (MSE).
B. Centered Kernel Ridge Regression
The concept of centered kernels dates back to the work of Cortes [8] on learning kernels based on the notion of centered alignment. As we will show later, this notion of centering comes naturally to the picture when we account for the bias in the learning problem (also see the lecture notes by Jakkola [16] ). More specifically, we modify the optimization problem in (2) to account for the bias as follows
where clearly we do not penalize the offset (or the bias) α 0 in the regularization term . With l being the squared loss, we immediately get α * (8), we solve the centered optimization problem given by
T n is referred as a projection matrix or a centering matrix [8] , [16] . Finally, we get
where K c = PKP is the centered kernel matrix as defined in [8, Lemma1] and (b) is obtained using the Woodbury identity. With some basic manipulations, the centered kernel ridge regression estimate of the output of data point s is given by
Therefore, the feature map corresponding to K c as well as the information vector can be respectively obtained as follows
Towards more rigorous analysis of kernel regression, this paper is mainly focused on the family of inner-product kernels. The analysis of Gaussian kernels is a bit more complicated and thus postponed to a future work. Inner product kernels [1] , [11] are defined as follows
and subsequently,
, where the normalization 1 by p in (12) is convenient in the large n, p regime as we will show later (also see [18] for similar normalization in the analysis of LS-SVMs). In the following, we conduct a large dimensional analysis of the performance of CKRR with the aim to get useful insights on the design of CKRR. Particularly, we will focus on studying the empirical and the prediction risks of CKRR which we define as
C. Contributions
The novelty of our analysis with respect to previous studies lies in that:
1) It provides a mathematical connection between the performance and the problem's dimensions and statistics resulting in a deeper understanding of centered kernel ridge regression in the large n, p regime. 2) It brings insights on how to choose the kernel function g and the regularization parameter λ in order to guarantee a good generalization performance for unknown data. As far as the second point is considered, we show later that both the kernel function and the regularization parameter can be optimized jointly as a consequence of the mathematical result connecting the prediction risk with these design parameters. Our analysis does not assume a specific choice of the inner-product kernels, and is valid for the following popular ones.
1 This is equivalent to normalize all data points by √ p. This type of normalization has also been conisdered in [17] following the heuristic of Jakkola.
III. MAIN RESULTS
A. Technical Assumptions
In this section, we will present our theoretical results on the prediction risk of CKRR by first introducing the assumptions of data growth rate, kernel function g and true function f . Without loss of generality, we assume that the data samples x 1 , . . . , x n ∈ R p are independent such that x i ∼ N (0 p , Σ), i = 1, . . . , n, with positive definite covariance matrix Σ ∈ R p×p . Throughout the analysis, we consider the large dimensional regime in which both p and n grow simultaneously large with the following growth rate assumptions.
Assumption 1 (Growth rate): As p, n → ∞ we assume the following
The above assumptions are standard to consider and allow to exploit the large heritage of random matrix theory. Moreover, allowing p and n to grow large at the same rate is of practical interest when dealing with modern large and numerous data. The assumption treating the covariance scaling is technically convenient since it allows to use important theoretical results on the behavior of large kernel matrices [11] , [12] . Under Assumption 1, we have the following implications.
where 0 < τ < ∞ due to the covariance scaling in Assumption 1. This means that in the limit when p → ∞, the kernel matrix K as defined earlier has all its entries converging to a deterministic limit. Applying a Taylor expansion on the entries of K, and under some assumption on the kernel function g, it has been shown in [11, Theorem 2.1] that
where the convergence is in operator norm and K ∞ exhibits nice properties and can be expressed using standard random matrix models. The explicit expression of K ∞ as well as its properties will be thoroughly investigated in Appendix A. We subsequently make additional assumptions to control the kernel function g and the data generating function f .
Assumption 2 (Kernel function): As in [11, Theorem 2.1], we shall assume that g is C 1 in a neighborhood of τ and C 3 in a neighborhood of 0. Moreover, we assume that for any independent observations x i and x j drawn from N (0 p , Σ) and
where g (3) is the third derivative of g.
Assumption 3 (Data generating function):
We assume that f is C 1 and polynomially bounded together with its derivatives. We shall further assume that the moments of f (x) and its gradient are finite. More explicitly we need to have:
As we will show later, the above assumptions are needed to guarantee a bounded asymptotic risk and to carry out the analysis. Under the setting of Assumptions 1, 2 and 3, we aim to study the performance of CKRR by asymptotically evaluating the performance metrics defined in (6) . Inspired by the fundamental results from [11] and [12] in the context of spectral clustering, then following the observations made in (13) and (14), it is always possible to linearize the kernel matrix K around the matrix g(0)11
T which avoids dealing with the original intractable expression of K. Note that the first component of the approximation given by g(0)11 T will be neutralized by the projection matrix P in the context of CKRR, which means that the behavior of CKRR will be essentially governed by the higher order approximations of K. Consequently, one can resort to those approximations to have an explicit expression of the asymptotic risk in the large p, n regime. This expression would hopefully reveal the mathematical connection between the regression risk and the data' statistics and dimensions as p, n → ∞.
B. Limiting Risk
With the above assumptions at hand, we are now in a position to state the main results of the paper related to the derivation of the asymptotic risk of CKRR. Before doing so, we shall introduce some useful quantities.
Also, for all z ∈ C at macroscopic distance from the eigenvalues
also known as the Stieltjes transform of the Marcenko-Pastur law as the unique solution to the following fixed-point equation [19] 
where m(z) in (17) is bounded as p → ∞ provided that Assumption 1 is satisfied. For ease of notation, we shall use m z to denote m(z) for all appropriate z. The first main result of the paper is summarized in the following theorem, the proof of which is postponed to the Appendix A.
Theorem 1 (Limiting risk):
Under Assumptions 1, 2 and 3 and by taking z = − λ+ν g (0) for kernel functions satisfying g (0) = 0 2 and z at macroscopic distance from the eigenvalues of
, both the empirical and the prediction risks converge in probability to a non trivial deterministic limits respectively given by
where the expressions of R ∞ train and R ∞ test are given in the bottom of this page.
Note that in the case where Σ = I p , the limiting risks in (20) and (21) shown at the bottom of this page, can be further simplified as
.
where m z can be explicitly derived as in [20] 
Remark 1: From Theorem 1 it entails that the limiting prediction risk can be expressed using the limiting empirical risk in the following fashion.
Lemma 1 (A consistent estimator of the prediction risk): Inspired by the outcome of Theorem 1 summarized in Remark 1, we construct a consistent estimator of the prediction risk given 2 The case of g (0) = 0 is asymptotically equivalent to take the sample mean as an estimate of f which is neither of practical nor theoretical interest.
by
in the sense that R test − R test → prob. 0, where m z can be consistently estimated as
The proof is straightforward relying on the relation in (22) and the fact that
as shown in [12, Lemma 1] .
Since the aim of any learning system is to design a model that achieves minimal prediction risk [15] , the relation described in Lemma 1 by (23) has enormous advantages as it permits to estimate the prediction risk in terms of the empirical risk and hence optimize the prediction risk accordingly.
Remark 2: One important observation from the expression of the limiting prediction risk in (21) is that the information on the kernel (given by g (0) and ν) as well as the information on λ are both encapsulated in m z with z = − λ + ν g (0) . This means that one should optimize z to have minimal prediction risk and thus jointly choose the kernel g and the regularization parameter λ. Moreover, it entails that the choice of the kernel (as long as g (0) = 0) is asymptotically irrelevant since a bad choice of the kernel can be compensated by a good choice of λ and viceversa. This essentially implies that a linear kernel asymptotically achieves the same optimal performance as any other type of kernels. 3 
C. A Consistent Estimator of the Prediction Risk
Although the estimator provided in Lemma 1 permits to estimate the prediction risk by virtue of the empirical risk, it presents the drawback of being sensitive to small values of λ. In the following theorem, we provide a consistent estimator of the prediction risk constructed from the training data {(
and is less sensitive to small values of λ.
Theorem 2 (A consistent estimator of the prediction risk):
Under Assumptions 1, 2 and 3 with g (0) = 0 and z = − λ + ν g (0) , we construct a consistent estimator of the prediction risk based on the training data such that
with Q z is the resolvent matrix given by Q z = (
Moreover, in the special case where Σ = I p , the estimator reduces to
Theorem 2 provides a generic way to estimate the prediction risk from the pairs of training examples {(
. This allows using the closed form expressions in (24) and (25) 4 with the same set of arguments in Remark 2 to jointly estimate the optimal kernel and the optimal regularization parameter λ.
D. Parameters Optimization
We briefly discuss how to jointly optimize the kernel function and the regularization parameter λ. As mentioned earlier, we exploit the special structure in the expression of the consistent estimate R test where both parameters (the kernel function g and λ) are summarized in z. We focus on the case where Σ = I p due to the tractability of the expression of R test in (25). By simple calculations, we can show that R test is minimized when m z satisifies the equation 
Then, look up z such that m z = m . Finally, choose λ and g(.) such that z = − λ+ν g (0) . In the general case, it is difficult to get a closed from expression in terms of z or m z , however it is possible to numerically optimize the expression of R test with respect to z. This can be done using simple one dimensional optimization techniques implemented in most softwares.
IV. EXPERIMENTS
A. Synthetic Data
Before validating the theoretical results related to CKRR, we first provide a motivating example where the use of CKRR is beneficial compared to KRR. Let's consider the case where f in (5) is given by f (x) = cos(
, but the test data is generated differently using f (x) = sin(
. In this case, there is a mismatch between the train and test sets that makes the use of CKRR more desirable as shown in Fig. 1 .
To validate our theoretical findings, we consider both Gaussian and Bernoulli data. As shown in Fig. 3 , both data distributions exhibit the same behavior for all the settings with different kernel functions. More importantly, eventhough the derived formulas heavily rely on the Gaussian assumption, in the case where the data is Bernoulli distributed, we have a good agreement with the theoretical limits. This can be understood as part of the universality property often encountered in many high dimensional settings. Therefore, we conjecture that the obtained results are valid for any data distribution following the model x ∼ Σ 1 2 z, where Σ satisfies Assumption 1 and {z i } 1≤i≤p the entries of z are i.i.d. with zero mean, unit variance and have bounded moments. 5 For more clarity, we refer the reader to Fig. 2 as a representative of Fig. 3 when the data is Gaussian with p = 100 and n = 200. As shown in Fig. 2 , the proposed consistent estimators are able to track the real behavior of the prediction risk for all types of kernels into consideration. It is worth mentioning however that the proposed estimator in Lemma 1 exhibits some instability for small values of λ due to the inversion of λ in (23) . Therefore, it is advised to use the estimator given by Theorem 2. It is also clear from Fig. 2 that all the considered kernels achieve the same minimum prediction risks but with different optimal regularizations λ. This is not the case for the empirical risk as shown in Fig. 2 and (20) where the information on the kernel and the regularization parameter λ are decoupled. Hence, in contrast to the prediction risk, the regularization parameter and the kernel can not be jointly optimized to minimize the empirical risk.
B. Real Data
As a further experiment, we validate the accuracy of our result over two real data sets. The first data set is the Communities and Crime Data Set [21] , which has 123 samples and 122 features. For the experiment related to this data set (whose results are presented in Fig. 4) , we divide the data set to have 60% training samples (n = 73) and the remaining for testing (n test = 50). The risks in Fig. 4 are obtained by averaging the prediction risk (computed using n test ) over 500 random permutation of the data. Although the data set is far from being Gaussian, we notice that the proposed prediction risk estimators are able to track the real behavior of the prediction risk for all types of considered kernels. We can also validate the previous insight from Theorem 1 where all kernels almost achieve the same minimum prediction risk. The second data set is the YearPredictionMSD Data Set 6 which has 90 features and 515345 samples. We randomly select 1% of the samples and test our results on it. We split the obtained data set to have 60% training data and 40% testing data. The testing risk is plotted in Fig. 5 as a function of λ for different kernels. Again, the proposed estimators are able to predict the true performance of CKRR for all presented kernels. Moreover, it seems that all the proposed kernels behave similarly validating the insights of Theorem 1.
V. CONCLUSION
We conducted a large dimensional analysis of centered kernel ridge regression, which is a modified version of kernel ridge regression that accounts for the bias in the regression formulation. By allowing both the data dimension and the training size to grow infinitely large in a fixed proportion and by relying on fundamental tools from random matrix theory, we showed that both the empirical and the prediction risks converge in probability to a deterministic quantity that mathematically connects these performance metrics to the data dimensions and statistics. A fundamental insight taken from the analysis is that asymptotically the choice of the kernel is irrelevant to the learning problem which asserts that a large class of kernels will achieve the same best performance in terms of prediction risk as a linear kernel. Finally, based on the asymptotic analysis, we built a consistent estimator of the prediction risk making it possible to estimate the optimal regularization parameter that achieves the minimum prediction risk.
APPENDIX A PROOF OF THEOREM 1
Here, we provide the details of the derivation for the prediction risk. The analysis of the empirical risk follows in a very similar way and is thus omitted. Before delving into the proof of Theorem 1, we shall introduce some fundamental results on the asymptotic behavior of inner-product kernel matrices established by El-Karoui [11, Theorem 2.1].
Theorem (Asymptotic behavior of inner product kernel random matrices): Under the assumptions of Theorem 2.1 [11] , the kernel matrix K can be approximated by K ∞ in the sense that K − K ∞ → 0 almost surely in operator norm, where
. A similar result can be found in [11] where the accuracy of K ∞ has been assessed as
) denotes a matrix with spectral norm converging in probability to zero with a rate 1/ √ n.
Note that using the Woodbury identity, it is easy to show the following useful relations
The above theorem has the following consequence
where ( Applying the same approach for vector κ(s), we get
whereκ(s) has elements
with ξ i ∈ [0,
As shall be seen later, we need also to control
. This is performed in the following technical Lemma.
Lemma 2: Letκ(s) be as in (32). Then,
Similarly, the following approximations hold true
Proof: To begin with, note that for M = {m ij } n i,j=1 a random matrix whose elements satisfies,
Using Assumption 2, we can prove that E|g
. Hence, by computing the expectation over s of the first term, we obtain
2 ).
When i = j, (
Using (V), we thus obtain
It is easy to see that
. On the other hand, one can show that we can replace in the second term 2 . This is because
Putting all the above results together, we obtain
Now using the approximation in (V), we obtain
Theorem (Asymptotic behavior of Q z and Q z ): As in [12, Lemma 1], let Assumption 1 holds, then as p → ∞ and all z ∈ C\R + ,
where m z is the unique stieltjes transform solution, for all such z, to the implicit equation (A − B) v → a.s. 0, for all deterministic Hermitian matrices M and deterministic vectors u, v of bounded norms. Moreover, from [22] and [23] and z ∈ C\R + ,
where for all k ∈ N, E|ψ n (z)| k and E|h n (z)| k can be bounded uniformly in n over any compact at a macroscopic distance from the limiting support of 
Theorem (Nash-Poincaré inequality): [22] With f satisfying Assumption 3 and for
we have under the setting of the previous theorem,
We shall also need the following differentiation formula. For i ∈ {1, . . . , n} and j ∈ {1, . . . , p}
where e i is the all zero vector with 1 at the ith entry. With this background on the asymptotic behavior of kernel matrices, in the following, we derive the limiting prediction and empirical risks. Recall that the prediction risk writes as
Due to the independence of s and , the prediction risk can be decomposed into a variance and bias terms as R test = B + V, where
Now, computing the expectation over , we obtain
Let us start by controlling the second term. Replacing κ c (s) by (33),
Computing the expectation over s of the term term of the last inequality, we can show that
On the other hand, from (32), we have
The above approximations thus yield
It remains now to compute the first term. Using (32) along with (33), we have 
Evaluation of the bias term.
To begin with, we first expand B as
We will sequentially treat the above three terms. 
