INTRODUCTION
Let RG be the group ring of a finite group G over an integral domain Rand U(RG) its group of units. In [11] , for nilpotent groups G, with a few exceptions if the order IGI is even, generators of a subgroup of finite index in the unit group U = U(7LG) of the integral group ring TLGare given. These 
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The span B2 of the second set gives most of U/Z and then the span B 1 of the first set exhausts most of the centre Z of U. An analogous result for the dihedral groups D" has been proved in [9] . In Theorem 1 we consider the case when R is a suitable ring of cyclotomic integers and produce generators up to a finite index of U(RG) for a class of groups which includes monomial (and hence supersolvable and metabelian) groups as well as all SL (2, q) and all symmetric groups S" (see end of Section 3). To that end we need to define some new units of TLGand also units of oG, where 0 is a ring of cyclotomic integers 7L[(J, ( a root of unity. Namely, 
Note that u~.b=(1+(a-l)bd)k=1+k(a-1)bd and ua.b,ua,c=1+ (a-1)(b + c)d. Thus B~? B2.
We introduce a still larger group of units of oG, where now ( is a primitive IGlth root of unity. Let H be a subgroup of G and! E H*, an abelian character of H. Now we turn to the case of integral group rings ZG and study some non-nilpotent groups. They share, however, with the nilpotent groups of odd order the property that every representation has Schur index one. Proof The induction theorem of Bass and Lam [2, 7] implies that <j( U(oC))) generates a group of finite index as C runs over the cyclic subgroups of G. Recalling that K1(oG) is finitely generated abelian we have to prove that if C is a given cyclic group and B~its Bass cyclic units then j(B~) is of finite index in Kl (oC). Write then <8) for an abstract cyclic group of the same order as (. We have an epimorphism 1'( <e) x C)Z
Then the maximal order of Q(()(C) can be written as LiEJRi=M' for some J c I. Thus we obtain an epimorphism M~M' and a commutative diagram at the Kj -level
The vertical arrows are induced from the natural inclusions; they have finite kernels and cokernels. The bottom horizontal arrow is onto. It follows that Kj (oC) is generated up to a finite index by the image of KJ(1'(<8) XC)). The latter in turn, due to the induction theorem, is generated by its cyclics. Thus K1(oC) is generated up to a finite index by j(B~), as claimed. We shall also need the following extension due to Vaserstein [14, 15] ; compare also [8] . (b) Now we assume conditions (1) and (2) and prove that IV: BI < 00. We claim Remark. We have actually proved that given n, > 1, (2) In view of the last lemma, in order to obtain Theorem 1, we have to convince ourselves that 7rj(B) contains SLj up to a finite index for all nj> 1. We wish to apply the congruence subgroup theorem and thus have to find elementary subgroups E(qJ for nonzero ideals qj of -OJ. Because 0 = Zen, ( a IGlth root of unity, we may assume that the fields Kj are neither rational nor imaginary quadratic; for small values of IGI the theorem is true in any case.
The projection 7rjmay be identified with a complex irreducible representation T with respect to a suitable basis, and we shall do so. Due to the property (*)
T(r-'(h)h -I)~C T,(r-'(h)h-l)
..} Moreover,
(Tr-'{~/)~C 0.).
n=IHI,
as Tl r-I is irreducible and # 1, and as (l/IHI) LhEH h is the idempotent of FH belonging to the I-representation. We conclude that if T has degree s, then the first matrix above has rank~s -1 and the last matrix has rank 1.
Choose a VE V, the representation space to T, such that T(h)v=r(h)v for all hE H. Then {T(x) v: certain x E G including x = 1} is a basis of V, since V is irreducible. We shall write all our matrices with respect to this basis. So
However, due to our rank considerations from before, we obtain that the last matrix can have entries different from o only in the first column. We conclude that, for Y E FG,
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I~C:)
can be an arbitrary column vector. Now look at
) ' 
( L T-l(h)h ) , hEH hEH
We apply T: 
T(b) =1-(°L"r~(hl Lh r,(h)
Since }IO 0), ( 0 ... 0 ) Lh? (h) Lh r,(h) is conjugate to (O -n -'- I .\ L. 'L C.11.- d. , -) I , ,
T(C~H T-l(h)h-l)OGC~H T-l(h)h)) contains all elementary matrices moeil with i~2 and a suitable natural number m. In order to obtain the elementary matrices with nonzero entries in the other columns as well, that is, all of E(mo), we use the basis vectors T(x)v and the corresponding subgroups XHX-l.
This completes the proof of the Theorem 1.
We close this section by looking more closely at the condition (*) of Theorem 1, at the same time that we prove Theorem 3. For obvious reasons, all monomial groups satisfy (*). Though there seems to be no purely group theoretical property at hand that would reflect the monomiality of a group, one knows at least that a group G having a solvable normal subgroup N with Observe that an analogous argument implies a group G containing a monomial coabelian normal subgroup of coprime order to satisfy (*).
As is pointed out in [6 J, the groups SL(2, q) as well as the symmetric groups Sil are further examples of (*). Observe that, by [6] , with respect to the Sil in B~we may restrict the characters T of the subgroups H to always be the identity character and hence, as each irreducible character of Sil has Q as its character field [5, p. 538J
which is Theorem 3. Observe also that the critical dimension 2 in Lemma 2.2 occurs only for the one 2-dimensional character which arises from the S3' a dihedral group that has been discussed in [9 J; as for the S4, the arguments used for S3 can be carried over since the natural surjection S4 --S3 splits.
In [6] a solvable group is given that violates (*). So, for the time being a description of almost all units of oG, even for solvable groups, remains open.
NILPOTENT GROUPS
In this section we give a proof of Theorem 2. The raison d'etre of this theorem is that we can generate the units by the Bass cyclics B~and the bicyclics B~. The latter group is much smaller than B~required in Theorem 1 and is very easily constructible. In order to avoid too many repetitions of arguments that have already been given in [11] , we assume the reader to be familiar with that paper.
Proof of Theorem 2. Let T be a complex irreducible representation of FG of degree n> 1, F= Q((jal)' where (Ial is a IGlth root of unity. Since G is monomial, T is realizable over o. We may, of course, assume that F is not rational or imaginary quadratic. So we have only to show that (SLIl : T(B~)) < 00.
To that end we first restrict G to be a v-grouo. As in Prooosition 5.1 of
In this case, we are done. Now let us consider the three exceptional cases. 2k-l, a 2k -lth root of unity.
As

T(((a-l)X~)=(~2k-2(~2-1))
/'-..
we have that for a suitable (,T(((a-l)oG((a))
contains (No)eij for some N.
(ii) Let G be the generalized quaternion group of order 2\ k~3, given by
Assume k~4; for k = 3 the computations are similar. First, observe
where IHJkis the Hamilton field over 0((2k-l + (2k~d. Then FQ2k = FD2k-l (£) tF2 x 2, where t = 10((2k-t + (2k~d : 01. Our representation is a Galois conjugate of (~2-1) ). /"'--/"'--- This completes the proof of the theorem. We compare our situation with that of Theorem 1. We have (*) I' which is stronger than (*); in particular, the groups H are cyclic. Moreover, Bĩ n our case becomes B2. The proof of Theorem 1 gives, on writing h = x, in the same situation, is a dihedral group which has been dealt with in [9] . For (c) we have for any bEA, (bbxY=bbx and consequently bX=b-1 due to the fixed point free action. So, again, we are back in the dihedral case. The theorem is proved in view of Proposition 1 and Theorem 4'.
Instead of counting the number of times one is an eigenvalue of T(x), Suppose Jurther that OG has no simple components which are 2 x 2 matrices over K where K is 0 or imaginary quadratic. Then (BI' B2, B:;) is oJJinite index in U~(G).
