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その中で、2020 年 6 月棋聖戦の第 2 局で藤井聡太（当時 7 段、18 歳）の指












































　わが国においても、厚生労働省（以下、厚労省）は、平成 29 年（2017 年）
１月に厚生労働大臣を本部長とする「データヘルス改革推進本部」を立ち上















　ビッグ・データと AI の活用は、これら 3 点のいずれにおいても改善を図
る切り札となりうる。上記①から⑤までの目標は、主として医療の質の改善
3　 樋口範雄「AI、ロボット、医療、そして法」武蔵野法学第 11 号 81-120 頁（2019）。また、「ビッ
グデータと個人情報保護―医療情報等個別法を論ずる前提として」高橋和之先生古希記念論











　ここで、PHRとは personal health record の略語であり、個人の健康情報・
記録を意味する。この場合、主として各種の健診・検診情報を意味するとさ
れる。しかも、個人が自分の情報を確認し管理できるという要素も強調される。







































































































































る 11。この 2 つは同趣旨のものであり、初めにその主張のポイントを説明す
11　  Williams, Sean H., AI Advice: The Irony of Big Data Disclosures and the New Advice 
Paradigm (July 21, 2020). U of Texas Law, Public Law Research Paper No. 718, Available at 
SSRN: https://ssrn.com/abstract=3657639 or http://dx.doi.org/10.2139/ssrn.3657639

























REV. 647 (2011)（これはその後、加筆の上著書の形で刊行された）OMRI BEN-SHAHAR & 
CARL E. SCHNEIDER, MORE THAN YOU WANTED TO KNOW: THE FAILURE OF 
MANDATED DISCLOSURE (2014)）. 
  　　 以下、本稿の本文では、前者を論文１、後者を論文２として引用する。
12　これには医療等でのインフォームド・コンセント・モデルも含まれる。

















では、近年、personalized law とか personalizing law についての議論が盛
んだという 14。
  要するに、従来の法や規制は画一的で大雑把なルールをすべての人に押し
つけてきたが、21 世紀の今日では、医療の理想が customized medicine（患
者個人に合わせた医療）となり、教育でもそれぞれの個性に合わせた教育が
よいとされている。したがって、法もまた同じ方向を目指すべきだというの










14　Williams, supra note 11, at 1, 8.
15　樋口範雄『アメリカ高齢者法』9頁（弘文堂・2019）。そこで着目した３点は、高齢者については、

















② Ariel Porat & Lior Jacob Strahilevitz, Personalizing Default Rules 
and Disclosure with Big Data, 112 MICH. L. REV.1417, 1419 (2014)
（個々人に合わせた任意規定および情報開示について）
③ Omri Ben-Shahar & Ariel Porat, Personalizing Negligence Law, 91 
NYU L. REV. 627, 628, 636-46 (2016)（過失の基準ももっと個人に合わ
せたものにすべきだと説く）
④ Anthony J. Casey & Anthony Niblett, The Death of Rules and 
Standards, 92 IND. L.J. 1401, 1409, 1412 (2017)（スピード制限のルー
ルや医療過誤のルールの個別化について）
⑤ Phillip Hacker, Personalizing EU Private Law, 3 EU. REV. PRIVACY 
L. 651, 669(2017)（情報開示の個別化について）
⑥ Omri Ben-Shahar & Ariel Porat, Personalizing Mandatory Rules in 
Contract Law, 86 U. CHI. L. REV. 255, 255 (2019)（契約法における強
行法規についても個別化が可能だと説く）
うものである。だが、これら３点は、実は、高齢者法だけに重要なものとはいえない。




⑦ Christoph Busch, Implementing Personalized Law: Personalized 
Disclosures in Consumer Law and Data Privacy Law, 86 U. CHI. L. 
REV. 309, 310-12 (2019)（消費者法や情報プライバシー法において、個
別化されたルールが可能と説く）
⑧ Adi Libson & Gideon Parchomovsky, Toward the Personalization of 
Copyright Law, 86 U. CHI. L. REV. 527, 528 (2019)（著作権違反の制
裁の個別化）
⑨ Anthony J. Casey & Anthony Niblett, A Framework for the New 
Personalization of Law, 86 U. CHI. L. REV. 33, 334 (2019)（スマート・
シティでの交通信号システム）
⑩ Matthew B. Kugler & Lior Jacob Strahilevitz, Assessing the 
Empirical Upside of Personalized Criminal Procedure, 86 U. CHI. L. 
REV. 489, 490 (2019)（逮捕の際のミランダ警告についての個別化）






































































アメリカでは、1968年にTruth in Lending Act （貸付真実法と訳されている）

































20　15 U.S.C. §§ 1601–1667 (2006); accord 12 C.F.R pt. 226 (2010).
21　MICH. COMP. LAWS ANN. § 390.1222 (West 1997); 205 ILL. COMP. STAT. ANN. 670/16(m) 
(West 2007).




























23　See PRINCIPLES OF THE LAW OF SOFTWARE CONTRACTS, § 2.02(c)(2) (2010).
24　Magnuson-Moss Warranty Act,15 U.S.C. § 2302 (2006). U.C.C. § 2-316(2) (2009).
25　PRINCIPLES OF THE LAW OF SOFTWARE CONTRACTS, ch. 2, topic 2, at 118.
26　See Richard Craswell, Property Rules and Liability Rules in Unconscionability and Related 
Doctrines, 60 U. CHI. L. REV. 1, 57-58 (1993).






















た調査での質問に答えられた患者は 3 分の 1 から半分程度だったという調査
がある 34。
　しかも、生死に関わるような重要な手術についても、インフォームド・コ
28　調査研究の例として、Yu-Chun Regina Chang & Sherman Hanna, Consumer Credit Search 
Behavior, 16 J. CONSUMER STUD. & HOME ECON. 207, 222 (1992); Lauren E. Willis, 
Decisionmaking and the Limits of Disclosure: The Problem of Predatory Lending: Price, 65 
MD. L. REV. 707, 789-98 (2006). などが挙げられている。
29　Jinkook Lee & Jeanne M. Hogarth, The Price of Money: Consumers’ Understanding of
APRs and Contract Interest Rates, 18 J. PUB. POL’Y & MARKETING 66, 70 (1999).
30　Lauren E. Willis, Against Financial-Literacy Education, 94 IOWA L. REV.197 (2008). 
31　その代表としてMARSHA GARRISON & CARL E. SCHNEIDER, THE LAW OF BIOETHICS:
INDIVIDUAL AUTONOMY AND SOCIAL REGULATION (2d ed. 2009).（特にその第 1章）。
32　Clarence H. Braddock III et al., Informed Decision Making in Outpatient Practice:Time to 
Get Back to Basics, 282 JAMA 2313, 2315 (1999).
33　Michael K. Paasche-Orlow et al., Readability Standards for Informed-Consent Forms as 
Compared with Actual Readability, 348 NEW ENGL. J. MED. 721, 724 (2003).



























35　Angela Fagerlin et al., An Informed Decision? Breast Cancer Patients and Their Knowledge 
About Treatment, 64 PATIENT EDUC. & COUNSELING 303, 309 (2006).
36　CARL E. SCHNEIDER, THE PRACTICE OF AUTONOMY: PATIENTS, DOCTORS, AND 
MEDICAL DECISIONS 92-99 (1998).
37　Yannis Bakos et al., Does Anyone Read the Fine Print? Testing a Law and Economics 
Approach to Standard Form Contracts 3 (N.Y. Univ. Sch. of Law Law & Econ. Working 
Paper Grp., Paper No. 195, 2009), available at http://lsr.nellco.org/nyu_lewp/195/.

























MICH. L REV 1000, 1012-13 (quoting Patrick Malone, “You Have the Right to Remain 
Silent”: Miranda After Twenty Years, 55 AM. SCHOLAR 367, 368 (1986)).
39　ただし、ディスクロージャー・モデルが成功している例として、食品成分の表示が、アレルギー
による事故を防止するうえで大きな役割を果たしているという指摘がある。See, Radin, 
Margaret Jane, "Less Than I Wanted To Know: Why Do Ben-Shahar and Schneider Attack 
Only 'Mandated' Disclosure?" (2014). Law & Economics Working Papers. 107. 
https://repository.law.umich.edu/law_econ_current/107
































43　Robin Fretwell Wilson, Estate of Gelsinger v. Trustees of University of Pennsylvania:Money, 
Prestige, and Conflicts of Interest in Human Subjects Research, in HEALTH LAW AND 
































































K. Ziegler et al., How Much Information About Adverse Effects of Medication Do Patients 
















　ここで論文２が紹介する具体例を１つ紹介する。The Jeanne Clery 
Disclosure of Campus Security Policy and Campus Crime Statistics Act
（Clery Act）である 48。1986 年、ペンシルバニア州のある大学のキャンパス











48　The Jeanne Clery Disclosure of Campus Security Policy and Campus Crime Statistics Act 
(Clery Act),20 U.S.C. § 1092(f) (2006). Ben-Shahar & Schneider, supra note 11, at 159 U. PA. L. 


























49　Sara Lipka, Do Crime Statistics Keep Students Safe?, CHRON. HIGHER EDUC., Jan.30, 2009, 
at A1.
50　Williams, supra note 11, at 3-4.
51　次のような研究が引用されている。Noel T. Brewer at al., Anticipated Regret and Health 
Behavior: A Meta － Analysis, 35 HEALTH PSYCH. 1264, 1265, 1269-70 (2016); Wendy 
Levinson et al., Not All Patients Want to Participate in Decision Making: A National Study 
of Public Preferences, 20 J GEN. INTERNAL MED. 531, 532 (2005)(52%). Neeraj K. Arora & 





















　将来における AI やビッグ・データ解析は、AI が、個々人について当該
本人よりもよく知っているという状況で行われる。すでに 10 年も前に、ク
レジット会社やスマートフォン会社は、自分が自分自身を知っているよりも
自分のことを知っていると論じた例がある 。その後の IOT の発展は、ある
時点での本人の状況を知ると同時に、本人の日ごろの行動から本人の目標や
価値観を理解した上での個別化されたディスクロージャーを可能にする。
　たとえば、Porat & Strahilevitz の共同論文では、医療の場面と消費者法
の分野の両方において、開示義務とされる範囲を個別の人に合わせて柔軟化・
to Participate? 38 MED. CARE 335, 336 (2000) (69%). John D. Lantos, Do Patients Want to 
Participate in Decisions about Their Own Medical Care?, 15 AM. J. BIOETHICS 1, 1 (2015) 
(80%); Mellina da Silva Terres et al., Antecedents of the Client’s Trust in Low- versus High-






























52　Williams, supra note 11, at 27 citing CASS R. SUNSTEIN, THE ETHICS OF INFLUENCE: 































53　参照文献として、RICHARD H. THALER & CASS R. SUNSTEIN, NUDGE: IMPROVING 





伝える役を果たしている。これら IOT や SNS などは 2012 年時点で 90 億も





















54　典拠として、Arbia Riahi Sfar et al., A Roadmap for Security Challenges in the Internet of 
Things, 4 DIGITAL COMM. & NETWORKS 118, 118 (2018).
55　典拠として、Ted Saarikko, Ulrika H. Westergren & Tomas Blomquist, The Internet of 
Things: Are You Ready For What’s Coming? 60 BUS. HORIZONS 667, 667 (2017).
56　「人は 2年先までに起こることについては過大評価し、10 年先のことについては過小評価しが
ちである」というBILL GATES, THE ROAD AHEAD 316 (1996) の言葉が引用されている。
57　前掲 93 頁の④、Anthony J. Casey & Anthony Niblett, The Death of Rules and Standards, 


















デー・ローンを利用した 10 人のうち、3.5 人は給料日に返却するが、1 人は







58　前掲 93 頁の⑥、Omri Ben-Shahar & Ariel Porat, Personalizing Mandatory Rules in 
Contract Law, 86 U. CHI. L. REV. 255, 256-257 (2019) が引用されている。
59　前掲 93 頁の②、Ariel Porat & Lior Jacob Strahilevitz, Personalizing Default Rules and 
Disclosure with Big Data, 112 MICH. L. REV.1417, 1465 (2014) が引用されている。
60　Ibid.
61　Williams, supra note 11. At 12, 19.
62　S がまずこのような情報を読まないだろうということ、読んだとしても統計上の傾向で動か




データの解析により、どのような人が roll over するリスクが高いかが明ら



















には限界がある。第 1に、アメリカ人のうち 4000 万人は実際上字が読めないレベルだという。
ピーナッツ・バターの瓶を購入するとき、1オンス当たりいくらになるかの割り算をできるの





　また、そのような能力がある人にとっても 5 日待てば有利な 500 ドルのローンがあるとし
ても、5 分で 1000 ドル借りられるというものとの優劣の判断は難しい。そのような判断が、
日常生活で数多く求められれば decision fatigue ＝決断疲れの状況に陥る。Williams, supra 



























































67　Annette Rid & David Wendler, Treatment Decision Making for Incapacitated Patients: 
Is Development and Use of a Patient Preference Predictor Feasible?, 39 J. MED. & PHIL. 
130, 131 (2014).
68　Williams, supra note 11 の目次参照。
69　ACP（アドバンス・ケア・プランニング）で、本人を中心にして将来の医療ケアのあり方に
ついて、関係者で「繰り返し」話し合いが行われる、というのと同趣旨である。
（335）
武蔵野法学第 15 号
71
される。しかも、その助言は、1 回限りの一律のものではなく、個人の特性
に合わせた内容となり、かつ友人や家族による助言にどんどん近づくはずだ
という。
　日本でも、情報提供、情報開示、説明義務などが、透明性や知る権利、あ
るいは「見える化」などという言葉とともに、同様に重視されている。アメ
リカでの議論が、まさに参考となる素地が多い。
　第 2 に、その結果、任意規定としての法のあり方も変わってくるという
見解は驚きである。法といえば画一的でそれこそが平等な法の支配だと考
えてきた私を含む多くの法律家や非法律家にとって、それは新たな法のあり
方を示唆する。立法（行政立法を含む）や裁判のあり方にも、大きな影響を
与えるだろう。もちろん、私自身、今はまだ夢物語のような気がしないでも
ないのだが、他方で、本来私的自治によって生きていくことが基本の自由主
義・個人主義国家に生きるものにとって、AI の助けを得て、本来の私的自
治（private ordering）を実現する手段となる可能性がある。
　ただし、2 つの懸念がある。ここで紹介した論文等は、AI の進化につい
ての楽観論に依拠していた。誰でも怖れる懸念の1つは、AIが悪者だったら、
あるいは悪人に利用されたらどうなるかという問題である。助言は、本人の
ための助言ではなくなり、実は本人を搾取し操作する道具にもなりかねない。
AI 自体に倫理を備えさせることができるか、仮にできるとしてその倫理と
は何かという難問が生ずる。
　もう 1 つの懸念は、その特殊な場面ということもできるが、今、世界でも
日本でもうるさいほどに強調される個人情報の保護である。AI が、自分よ
り自分のことを知っている状況では、自分の情報保護はどうなるのか。しか
し、これも結局は個人情報を悪用することが一番の問題であり、最初の懸念
の一例と見ることもできる。
　今回紹介した論文等は、この問題に答えてくれるものではない。それでも
確かなことは、AI の進化は止められないだろうということである。それを
前提にして、世の中には悪人がいること、悪人の AI 利用を防止する策と、
（336）
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そもそも悪い AI の創造を防止することが必要となる。さらにいえば、何が
善で何が悪かという根本問題があらためて提起されることも十分に予想して
おかなければならない。それもまた AI が解決してくれればよいのだが、お
そらくAI の助言を得て人間が決定しなければならないのだろう。
（337）
