Abstract. In her Ph.D. thesis, Mainò introduced the notion of enriched structure on stable curves and constructed their moduli space. In this paper we give a tropical notion of enriched structure on tropical curves and construct a moduli space parametrizing these objects. Moreover, we use this construction to give a toric description of the scheme parametrizing enriched structures on a fixed stable curve.
Introduction
This paper is devoted to the study of enriched curves. The main motivation behind the definition of enriched stable curve is given by the theory of limit linear series. One of the techniques to study linear series on smooth curves is to degenerate the curve to a singular one and then, by understanding the properties of the limits, recover properties of the initial smooth curve. However, a typical phenomenon which occurs when one considers the degeneration of an object from a smooth curve to a singular one, is that the limit often depends on the chosen degeneration. As a consequence, the theory of limit linear series was originally only developed in [15] for curves of compact type, for which the limit does not depend on the degeneration.
To take in account this phenomenon, Mainò in [21] introduced the notion of enriched stable curve. An enriched stable curve is, essentially, the datum of a stable curve together with a direction in which to smooth the curve. She also constructed the moduli space E g parametrizing enriched stable curves of genus g. The space E g is not proper, and it would be interesting to find a modular compactification of E g . Nevertheless, there is a natural compactification E g of E g obtained via blowups of the moduli space M g of Deligne-Mumford stable curves of genus g.
We point out that the notion of enriched curve also appears in [17] , with a slightly different approach, to study limits of Weierstrass points for nodal curves with two components. Also, the theory of limit linear series saw important progress in the last two decades, for instance see [16] , [24] , [27] and [25] .
This paper was originally motivated by the attempt to give an answer to the following problems.
(1) Find a modular description of the natural compactification E g , or, at least, of the fiber of E g → M g over a point in M g . over a point in M g . Recently, tropical geometry has proven to be a promising tool for solving problems in algebraic geometry and many analogies have been made between algebraic and tropical geometry. For instance, see [22] , [4] , [23] , [7] , [6] , [12] and [2] . Hence, a solution to the last three problems may lead to a solution of the first one.
In this paper we just deal with tropical geometry in dimension one, i.e., with tropical curves. A tropical curve is a weighted (multi-)graph (Γ, w) together with a function l : E(Γ) → R >0 , where E(Γ) is the set of edges of Γ, called the length function of (Γ, w, l).
In [6] , Brannetti, Melo and Viviani showed that the moduli space M trop g of tropical curves of genus g and the moduli space A trop g of tropical principally polarized abelian varieties of dimension g can be constructed as stacky fans, and defined the tropical Torelli map between these two spaces. A stacky fan is, set-theoretically, a disjoint union of cells, where each cell is an open rational cone modulo the action of some finite group (see Section 2.5 for a precise definition). The cells of M trop g parametrize the tropical curves (Γ, w, l) with fixed underlying weighted graph (Γ, w), hence they can be identified with R
|E(Γ)| >0
/Aut(Γ, w). Since E g is a blowup of M g , by analogy with the theory of toric blowups, it is expected that the stacky fan E trop g cited in Problem (2) is a "refinement" of M where each C p can be obtained simply by imposing linear inequalities on the lengths of the edges. Hence, a tropical enriched curve is just a tropical curve together with a preorder on its set of edges (see Definition 3.1 and Section 4).
Our first result, contained in Theorem 4.4 and which solves Problems (2) and (3), can be stated as follows. which is a set-theoretically bijection.
In fact, the refinement of R
/Aut(Γ, w) comes from a refinement of R
, see Proposition 3.16, and such a refinement gives rise to a fan Σ Γ , see Definition 3.20. Using this fan we can construct a toric variety for any given stable curve Y with dual graph Γ. In this toric variety we consider a distinguished invariant toric subvariety, which we call E Y , see Section 5 for the precise construction.
We can state our next result, which answers to Problem (4) and which is contained in Theorem 5.5 and Corollary 5.6, as follows. constructed by Caporaso in [7, Theorem 3.30 ] by means of extended tropical curves of genus g. Building on this work, several similar results for various moduli spaces recently appeared, for instance see [11] , [10] and [28] . Following the work of Caporaso, it should be possible to construct a compactification E Given a stable curve Y with n nodes and dual graph Γ, there exist subspaces V i ⊂ C n , which can be explicitly described in terms of Γ, such that the natural rational morphism
has image isomorphic to E Y . Moreover, one can find explicit equations of such an image. If Γ is biconnected, then the induced map P(C n ) E Y is birational.
We believe that the above result can be used to solve the weak part of Problem (1) . Indeed, the images in the above theorem have been modularly described by Li in [20] , although this description is not explicitly related to enriched curves. It is also interesting to note that the equations of E Y are similar to the ones found by Batyrev and Blume in [5, Corollary 1.16] describing toric varieties associated to root systems. This paper is structured as follows. In Section 2 we recall the following basic tools used throughout the paper. First, we start with the definition of preorder, fixing some notation, and introducing some terminology in graph theory. Second, we review some of the theory of toric varieties. Then we recall some of the results about enriched structures contained in [21] . Finally, we define stacky fans following [6] . In Section 3 we define enriched graphs and prove several results that lay the foundations for the following two sections. In Section 4 we define enriched tropical curves and prove Theorem 1.1. In Section 5, we define the toric variety E Y and prove Theorems 1.2 and 1.3. Finally, in Section 6, we make some considerations about a future work related to Problem (1).
Preliminaries

Preorders.
A preorder on a set E is a binary relation satisfying the following properties:
(1) a a, for all a ∈ E.
(2) if a b and b c then a c for all a, b, c ∈ E. If a preorder also satisfies the property:
(3) if a b and b a then a = b, then it is called a partial order, and denoted by ≤. Moreover if every two elements on E are comparable then the partial order is called a total order.
Since in this paper we will vary the preorder on a set E, we will often denote a preorder by p and its relation by p . Two elements a and b are called incomparable by p if neither a p b nor b p a. Given a subset S of the preordered set (E, p), we define the preorder p| S as the restriction of p to S.
Given a preordered set (E, p ), an upper set (with respect to p) is a subset S ⊂ E such that if a ∈ S and a p b then b ∈ S. A lower set (with respect to p) is a subset S ⊂ E such that if b ∈ S and a p b then a ∈ S. Clearly, the complement of an upper set is a lower set and vice versa. A preorder p on E induces a topology where the closed sets are the upper sets. Hence, we say that an upper set is irreducible if it is so in such a topology.
Given a preorder p on a set E, we define the equivalence relation ∼ p on E as a ∼ p b if and only if a p b and b p a. We will write a < p b if a p b and a ≁ p b. Let E p denote the quotient E/ ∼ p , and [a] p denote the equivalence class of an element a of E. Clearly p induces a partial order ≤ p on the set E p .
Given a finite partially ordered set (E, p), we define the Hasse diagram of (E, p) as the directed graph whose vertices are the elements of E and with a direct edge from a to b if and only if a < p b and there is no element c ∈ E such that a < p c < p b.
Throughout the paper, for a given set E and a ring R we will define the free R-module
We will often write an element ⊕x e ·e ∈ R E as (x e ) e∈E . We call (x e ) the coordinates of this element.
2.2.
Graphs. Let Γ be a graph. We denote by E(Γ) the set of edges of Γ and by V (Γ) its set of vertices. If Γ is connected, a vertex of Γ is called a separating vertex if the graph becomes nonconnected after its removal; if Γ is nonconnected a separating vertex of Γ is a separating vertex of one of its connected components. In this paper, a vertex with a loop is a separating vertex (provided there is one more edge attached to this vertex). The valence of a vertex v is the number of edges incident to v. We say that Γ is k-regular if all its vertices have valence k. If Γ is 2-regular and connected then it is called a circular graph. A cycle of Γ is a circular subgraph of Γ. Given a set of vertices V ⊂ V (Γ) we denote by Γ(V ) the subgraph of Γ whose set of vertices is V and whose edges are the edges of Γ connecting two vertices in V .
We call Γ biconnected if it is connected and has no separating vertices. A biconnected component of Γ is a maximal biconnected subgraph of Γ. Equivalently a biconnected component of Γ can be defined as (the graph induced by) a maximal set of edges such that any two edges lie on a cycle of Γ (see [13, page 558] ). We note that each loop together with its vertex is a biconnected component. Any connected graph decomposes uniquely into a tree of biconnected components. In particular, each edge belongs to a unique biconnected component, although vertices can belong to several biconnected components.
Assume that Γ is connected. Given a nontrivial partition V (Γ) = V ∪ V c , the set E(V, V c ) of edges joining a vertex in V with one in V c is called a cut of Γ. A bond is a minimal cut, i.e., such that Γ(V ) and Γ(V c ) are connected graphs. Given two cuts
. Note that the condition of V 1 and V 2 to be disjoint is necessary to have a well defined operation. In particular the equation Given a subset S ⊂ E(Γ), we define the graph Γ/S as the graph obtained by contracting all edges in S. We say that a graph Γ specializes to a graph Γ ′ if there exists S ⊂ E(Γ) such that Γ ′ = Γ/S. We finish this subsection with the following two simple lemmas.
Lemma 2.1. Let Γ be a connected graph and V := {v 1 , . . . , v k } be a subset of V (Γ). Then there exists a partition
Proof. Let Γ 1 , . . . , Γ m be the connected components of Γ(V c ). Since Γ is connected, for each j = 1, . . . , m there exists an edge e j ∈ E(Γ) with one vertex in V (Γ j ) and the other one equal to v lj for some l j = 1, . . . , k. Then the result follows by defining Proof. Choose a cycle v 1 , v 2 , . . . , v k of Γ such that e 1 connects v 1 and v 2 and e 2 connects v j and v j+1 for some j = 2, . . . , k, where v k+1 = v 1 . Then by Lemma 2.1 there exists a partition V 1 , . . . , V k of V (Γ) such that Γ(V i ) is connected and
c ) is a bond of Γ that contains both e 1 and e 2 .
2.3. Toric varieties. For the theory of toric varieties we refer to [14] . We outline here some of the constructions we will use throughout the paper.
A toric variety X of dimension n is a normal variety with an embedding T ֒→ X of the n-dimensional torus T together with an action of T on X that preserves the action of T on itself. A map of toric varieties X → X ′ is called toric if it respects the torus actions on both X and X ′ . Given a lattice N = Z n and its dual M := N ∨ , we define N R := N ⊗ R and M R := M ⊗ R. Given a finite set S ⊂ N R we define cone(S) := s∈S λ s s|λ s ≥ 0 .
A subset σ ⊂ N R is called a polyhedral cone if σ = cone(S) for some finite set S ⊂ N R . If there exists S ⊂ N with σ = cone(S) then σ is called rational.
Every polyhedral cone is the intersection of finitely many closed half-spaces. The dimension of σ, denoted dim(σ), is the dimension of the minimal linear subspace containing σ, usually denoted span(σ). The relative interior int(σ) is the interior of σ inside this linear subspace. A face of σ is the intersection of σ with some linear subspace H ⊂ R n of codimension one such that σ is contained in one of the closed half-spaces determined by H. A face of σ is also a polyhedral cone. If τ is a face of σ then we write τ ≺ σ. A face of dimension one of σ is called a ray. In the case that σ is rational, such a ray has a minimal generator u ∈ N called the ray generator. We define σ(1) as the set of ray generators of σ. A rational cone is smooth if its ray generators can be completed to a base of N .
The dual cone of σ is the cone
Associated to a rational polyhedral cone σ there is an affine toric variety X(σ) whose ring of regular functions is C[σ ∨ ∩ M ]. Hence the ring of rational functions is C[M ]. Moreover X(σ) is smooth if and only if σ is smooth.
A fan Σ is a collection of cones of R n such that if the following conditions hold
(ii) if σ, τ ∈ Σ then σ ∩ τ is a face of both σ and τ .
The support of Σ is the union of all cones σ ∈ Σ. A fan is called complete if its support is all R n . Associated to a fan Σ there is a toric variety X(Σ) obtained by glueing the affine toric varieties X(σ) for every σ ∈ Σ. For every cone σ ∈ Σ there exists an associated subvariety V (σ) ⊂ X(Σ) of codimension dim(σ) which is invariant under the action of the torus. Given two fans Σ ⊂ N R and Σ ′ ⊂ N ′ R , and an integral map r : N R → N ′ R such that for every σ ∈ Σ there exists σ ′ ∈ Σ ′ such that r(σ) ⊂ σ ′ , then there is an associated toric map φ r : X(Σ) → X(Σ ′ ). If both Σ and Σ ′ are complete and r is an inclusion (resp. surjection) then φ r is an immersion (resp. surjection). u.
The blowup of a toric variety X(Σ) along the invariant subvariety V (τ ) for τ ∈ Σ is also a toric variety with fan Σ ⋆ (τ ), see [14, Section 3.3] . Given a cone σ ⊂ N R and a vector v ∈ N R \span(σ), we define cone(σ, v) = cone({v} ∪ σ(1)).
Given a proper primitive inclusion
N ′ ⊂ N , a fan Σ in N ′ R and a vector v ∈ N \N ′ we define the fan fan(Σ, v) = Σ ∪ σ∈Σ {cone(σ, v)}.
Enriched structures.
In this section we give an overview of the theory of enriched curves introduced by Mainò in [21] . We also refer to [17] for a different approach to the theory.
A curve is a connected, projective, reduced scheme of dimension 1 over C all of whose singularities are nodes. A curve is stable if its automorphism group is finite. Let 
For each i = 1, . . . , γ we have a natural exact sequence Definition 2.9. Let {K j ⊂ R mj } j∈J be a finite collection of rational open polyhedral cones such that dim K j = m j . Moreover, for each cone K j ⊂ R mj , let G j be a group and ρ j : G j → GL mj (Z mj ) a homomorphism such that ρ j (G j ) stabilizes the cone K j under its natural action on R mj . Therefore G j acts on K j (resp. K j ), via the homomorphism ρ j , and we denote the quotient by K j /G j (resp. K j /G j ), endowed with the quotient topology. A topological space K is said to be a stacky fan with cells {K j /G j } j∈J if there exist continuous maps α j : K j /G j → K satisfying the following properties:
(i) The restriction of α j to K j /G j is an homeomorphism onto its image;
(iii) For any j 1 , j 2 ∈ J, the natural inclusion map
is induced by an integral linear map L : R mj 1 → R mj 2 , i.e., there exists a commutative diagram
The dimension of K is the greatest dimension of its cells. We say that a cell is maximal if it is not contained in the closure of any other cell. K is said to be of pure dimension if all its maximal cells have dimension equal to the dimension of K. A generic point of K is a point contained in a cell of maximal dimension.
Assume that K is a stacky fan of pure dimension n. The cells of dimension n − 1 are called codimension one cells. K is said to be connected through codimension one if for any two maximal cells K j /G j and K j ′ /G j ′ one can find a sequence of maximal cells
such that for any i := 0, . . . , r − 1 the two consecutive maximal cells K ji /G ji and K ji+1 /G ji+1 have a common codimension one cell in their closure. Definition 2.10. Let K and K ′ be two stacky fans with cells {K j /G j } and {K
is said to be a map of stacky fans if for every cell
We say that the map π is full if it sends every cell
We say that π is of degree one if for every generic point
A stable tropical curve is a 3-tuple (Γ, w, l), where (Γ, w) is a weighted stable graph and l is a function l : E(Γ) → R >0 called the length function. The genus of a tropical stable curve is the genus of the underlying weighted graph.
Given a weighted graph (Γ, w), to parametrize stable tropical curves with (Γ, w) as its underlying weighted graph, we just have to assign lengths to each edge of Γ. Then it is clear that such a datum is parametrized by the space
In fact, we have the following theorem, proved in [6, Theorem 3.2.4]. 
Enriched graphs
In this section we define enriched structures on a graph and prove several results that will be used in the next sections. The definition of an enriched structure is recursive. The propositions in the first part of the section will be devoted to give a more concrete description of this notion. In the second part of the section we prove Propositions 3.17 and 3.24 that will translate to Theorems 4.4 and 5.5, respectively.
3.1. Definition and basic properties. Definition 3.1. An enriched graph is a pair (Γ, p), where Γ is a graph and p is a preorder on the set of edges E(Γ), satisfying the following conditions: (1) if Γ has only one edge (or is without edges), then the preorder is the trivial one; (2) if Γ is biconnected, then there is a lower set S ⊂ E(Γ), such that e p e ′ for all e ∈ S and e ′ ∈ E(Γ), and (Γ/S, p| E(Γ/S) ) is an enriched graph; (3) if Γ has separating vertices, let Γ 1 , . . . , Γ m be the biconnected components of Γ, so that
) is an enriched graph, and edges e, e ′ belonging to different components Γ i and Γ j are incomparable by p.
Recall that a preorder p on E(Γ) induces a equivalence relation ∼ p , as defined in Section 2.1. Then the second condition is equivalent to the following condition: If (Γ, p) is an enriched graph, we say that p is an enriched structure on Γ. Moreover, if p is a partial order, then we say that the enriched graph (Γ, p) is generic. We also note that the second condition implies that, if Γ is biconnected, then E(Γ) is irreducible with respect to the topology induced by p, while the third condition implies that E(Γ i ) are the connected components of E(Γ) in the topology induced by p. Furthermore, if Γ is biconnected there is a canonical enriched structure p on Γ given by e ∼ p e ′ for every e, e ′ ∈ Γ (in fact (Γ, p) clearly satisfies Condition (2) in Definition 3.1 for S = E(Γ)).
Example 3.2. Let Γ be the graph in Figure 1 . Let us construct enriched structures p 1 , p 2 and p 3 on Γ. Since Γ is biconnected, we first choose a set S ⊂ E(Γ) to be a lower set and then iterate the process following Conditions (1), (2) and (3) of Definition 3.1. • Choose S = {e 1 }. The graph Γ 1 := Γ/{e 1 } is not biconnected. Then, by Condition (3), it is enough to find enriched structures for each one of its biconnected components Γ 2 and Γ 3 , where V (Γ 2 ) = {e 2 } and V (Γ 3 ) = {e 3 , e 4 }. The enriched structure on Γ 2 is the trivial one by Condition (1). Now for Γ 3 we have to choose again a lower set of E(Γ 3 ) = {e 3 , e 4 }. We choose {e 3 } to be such a lower set. The enriched structure on Γ 3 /{e 3 } is the trivial one. Hence, an enriched structure p 1 on Γ is given by the relations: e 1 p1 e 2 and e 1 p1 e 3 p1 e 4 .
• Choose S = {e 3 }. The graph Γ 1 := Γ/{e 3 } is still biconnected. We have to choose a lower set of E(Γ 1 ). We choose {e 1 } to be such a lower set. Now the graph Γ 2 := Γ 1 /{e 1 } is not biconnected. The biconnected components of Γ 2 have only one edge, hence the enriched structures on them are trivial. Therefore, an enriched structure p 2 on Γ is given by the relations:
e 3 p2 e 1 p2 e 2 and e 3 p2 e 1 p2 e 4 .
• Choose S = {e 1 , e 3 }. The graph Γ 1 := Γ/S is not biconnected. The biconnected components of Γ 1 have only one edge, hence the enriched structures on them are trivial. Therefore, an enriched structure p 3 on Γ is given by the relations:
e 1 ∼ p3 e 3 p3 e 2 and e 1 ∼ p3 e 3 p3 e 4 .
We note that p 1 and p 2 are generic, while p 3 is not.
Example 3.3. If Γ is a circular graph, then a generic enriched structure is simply a total order of E(Γ).
Example 3.4. If Γ is a graph with two vertices and no loops, then an enriched structure p is simply the choice of a subset S ⊂ E(Γ), where e p e ′ for every e ∈ S and e ′ ∈ E(Γ).
We will often use the following key proposition without explicitly mentioning it.
Proposition 3.5. Given an enriched graph (Γ, p) and a nonempty lower set S ⊂ E(Γ) with respect to p, then (Γ/S, p| E(Γ/S) ) is an enriched graph.
Proof. The proof is by induction on the number of edges of Γ. If Γ has only one edge, or no edges, the result is trivial. If Γ is not biconnected, then it has biconnected components Γ 1 , . . . , Γ m , and Γ/S has biconnected components equal to Γ i /(E(Γ i ) ∩ S) and the result follows by Condition (3) and the induction hypothesis applied to each one of (Γ i , p| E(Γi) ) and Proof. The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial.
If Γ is not biconnected, then, by Condition (3) in Definition 3.1, the edges e 1 , e 2 and e 3 all belong to the same biconnected component, then the induction hypothesis applies. If Γ is biconnected, then, by Condition (2) in Definition 3.1, there exists a lower set S ⊂ E(Γ) such that e p e ′ for every e ∈ S and e ′ ∈ E(Γ). If e i ∈ S for some i = 1, 2, 3, then the result is clear. Otherwise the edges e 1 , e 2 and e 3 belong to the enriched graph (Γ/S, p| E(Γ/S) ) and the result follows again by the induction hypothesis. Given an enriched graph (Γ, p), we define the rank of p as The following proposition describes how enriched structures behave when restricted to bonds of the graph Γ. This proposition will later translate to Proposition 5.1. Proof. The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial. If Γ is not biconnected then a bond of Γ is a bond of some biconnected component, then the result follows by induction. If Γ is biconnected, then, by Condition (2) in Definition 3.1, there exists a lower set S ⊂ E(Γ) such that e p e ′ for every e ∈ S and e ′ ∈ E(Γ). If S ∩ B is nonempty then the set T := S ∩ B is clearly a lower set with respect to p| B that satisfies e p e ′ for every e ∈ T and e ′ ∈ B. If S ∩ B = ∅ then B is a bond of Γ/S and the result follows by the induction hypothesis.
Conversely, let B be the set of all bonds of Γ. Choose a collection T = (T B ) B∈B of nonempty subsets T B ⊂ B, and define the preorder p T as the transitive closure of the relations e pT e ′ for every B ∈ B, e ∈ T B , e ′ ∈ B.
Proposition 3.9. Given a graph Γ with set of bonds B, and a collection T = (T B ) B∈B of nonempty subsets T B ⊂ B, the induced preorder p T is an enriched structure on Γ.
Proof. The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial. If Γ is not biconnected, then, by Condition (3) in Definition 3.1 and the fact that each bond is contained in a biconnected component, the induction hypothesis applies. If Γ is biconnected, then let S ⊂ E(Γ) be a minimal nonempty lower set with respect to p T , i.e., a lower set S such that if e, e ′ ∈ S then e ∼ pT e ′ . We will now check condition (2) in Definition 3.1. Fix e ∈ S and e ′ ∈ E(Γ). By Lemma 2.2 there exists a bond B such that e, e ′ ∈ B. If e ∈ T B , then e pT e ′ and we are done. If e / ∈ T B , then there exists e 1 ∈ T B and hence e 1 pT e and e 1 pT e ′ . This implies that e 1 ∈ S, because S is a lower set, whence e 1 ∼ pT e, because S is minimal, and we get that e pT e ′ . Finally, contract all edges in S. We have that every bond of Γ/S is a bond of Γ which does not intersect S. Hence the collection T restricts to a collection of nonempty subsets of bonds of Γ/S which, by the induction hypothesis, induces an enriched structure q on Γ/S. Clearly q = p T | E(Γ/S) which proves that p T is an enriched structure on Γ. Now, we will define the meaning of specialization for enriched graphs in analogy to the specialization of graphs. (1) The graph Γ specializes to Γ ′ . In particular
In particular there is a (possibly empty) lower set S ⊂ E(Γ) with respect to p such that Γ ′ = Γ/S. We use the notation (Γ, p)
We note that given a lower set S of an enriched graph (Γ, p), then (Γ, p) specializes to the enriched graph (Γ/S, p| E(Γ/S) ). Moreover if (Γ, p) specializes to (
The case where rank(p ′ ) = rank(p) − 1 will be an important one because every specialization can be obtained as a chain of specializations each one of which lower the rank by one, as Proposition 3.12 will illustrate. If we can find two such classes that are consecutive with respect to p then applying the construction in LemmaDefinition 3.11 we get the result. We prove that there exists such consecutive classes by induction on the number of edges of Γ. If Γ has only one edge, or no edges, the result is trivial.
If Γ is not biconnected, then we have specializations
for each one of its biconnected components Γ 1 , . . . Γ m . By the induction hypothesis, either p| E(Γi) = p ′ | E(Γi) for every i and so p = p ′ or there exists one such i and a simple specialization (
). In this case just set p 1 as the enriched structure on Γ such that
If Γ is biconnected, by Condition (2 ′ ) of Definition 3.1 there exists an edge e ∈ E(Γ) such that e p e ′ for every e ′ ∈ E(Γ). 
Finally, the fact that any specialization is a composition of simple specializations implies that a specialization which lowers the rank by 1 is simple. Proof. First we can reduce to the case where Γ = Γ ′ . Indeed, there is a lower set S ⊂ E(Γ) with respect to p such that Γ ′ = Γ/S and hence we can factor i as
Since S is a union of equivalence classes in E(Γ) p , we have a natural injection
is an equivalence class in E(Γ) p which is not contained in S.
We
where the first specialization is simple. By the induction hypothesis there exists a map E(Γ) p ′ ֒→ E(Γ) p1 and by the initial case we have the map E(Γ) p1 ֒→ E(Γ) p . Clearly this map defined inductively satisfies the minimality condition in the statement. The proof is complete.
Graphs and their fans.
Given an enriched graph (Γ, p), we define the cone
as the cone satisfying the linear relations x e ≤ x e ′ when e p e ′ with equality if and only if e ∼ p e ′ . Here (x e ) e∈E(Γ) are the coordinates of R E(Γ) . It is easy to see that
The purpose of this subsection is to study the geometric properties of the cones K(Γ, p). We begin by proving that we can restrict ourselves to the case in which Γ is biconnected.
Lemma 3.14. If Γ has biconnected components Γ 1 , . . . , Γ m , then for every enriched structure p on Γ we have
where p i is the restriction of p to E(Γ i ).
Proof. We have a map
Clearly this map is injective. Since the preorder p i is the restriction of the preorder p and p only compares edges in the same set E(Γ i ), the image of this map is
Lemma 3.15. Let Γ be a biconnected graph and (x e ) be a point of R E(Γ) . Define the subset S ⊂ E(Γ) of the elements e ∈ E(Γ) such that x e is minimum, i.e., x e ≤ x e ′ for every e ′ ∈ E(Γ). If p is an enriched structure on Γ and (x e ) ∈ K(Γ, p), then S satisfies Condition (2) of Defintion 3.1. In particular, S does not depend on the choice of the point (x e ) inside K(Γ, p).
Proof. Let
Now, we begin to prove that the cones K(Γ, p) will induce a fan. We start with the following proposition.
is the disjoint union of K(Γ, p) where p runs through all enriched structures on Γ.
Proof. The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial. Assume now that Γ has at least two edges.
If Γ is not biconnected, with biconnected components
. By the induction hypothesis we get
Hence we are done, because, by Lemma 3.14, we have
If Γ is biconnected, let us first prove that the cones K(Γ, p) and K(Γ, p ′ ) are disjoint for p = p ′ . Indeed, assume, by contradiction, that there is an element (x e ) e∈E(Γ) in both cones.
Since (x e ) belongs to both cones K(Γ, p) and K(Γ, p ′ ), defining S as in Lemma 3.15, we get that S satisfies Condition (2) in Definition 3.1 for both (Γ, p) and (Γ, p ′ ). Hence, we get that (Γ/S, q) and (Γ/S, q ′ ) are enriched graphs, where q and q ′ are the restrictions of p and p ′ to Γ/S. Moreover, the element (x e ′ ) e ′ ∈E(Γ/S) belongs to both cones K(Γ/S, q) and K(Γ/S, q ′ ). By the induction hypothesis, q and q ′ must be the same, hence p = p ′ , a contradiction. All that is left to prove is that every element (x e ) ∈ R E(Γ) >0 belongs to some cone K(Γ, p). Define S as in Lemma 3.15. By the induction hypothesis, there exists an enriched structure q on Γ/S such that the cone K(Γ/S, q) contains the element (x e ′ ) e ′ ∈E(Γ/S) . Then let p be the preorder on Γ defined as e p e ′ if and only if e ∈ S or e q e ′ . It is clear that p is an enriched structure on Γ and (x e ) ∈ K(Γ, p).
We now consider the closure K(Γ, p) of K(Γ, p) in R E(Γ) . By Proposition 3.16 it is expected that these closures form a fan. However, we are still missing some cones corresponding to the faces of K(Γ, p) contained in the hyperplanes x e = 0. These missing cones can be recovered by considering specializations of graphs. The following observation together with the following two propositions address this problem.
Clearly the cone K(Γ, p) is given by the linear relations x e ≤ x e ′ if e p e ′ . Given a specialization i : (Γ, p) (Γ ′ , p ′ ) there exists an integral linear injective map
induced by the natural inclusion E(Γ ′ ) ⊂ E(Γ). Note that i only depends on the specialization of graphs Γ Γ ′ . In particular, when Γ = Γ ′ , then i is the identity.
Proposition 3.17. Given an enriched graph (Γ, p) the cone K(Γ, p) is the disjoint union i(K(Γ
Proof. The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial. Assume now that Γ has at least two edges. If Γ is not biconnected, let Γ 1 , . . . , Γ m be its biconnected components. Then, by Lemma 3.14, K(Γ, p) = K(Γ j , p j ), where p j = p| E(Γj ) . Hence, by the induction hypothesis, we have
where the union runs through all specialization i j :
where
If Γ is biconnected, we first prove that the cones i 1 (K(Γ 1 , p 1 )) and i 2 (K(Γ 2 , p 2 )) are disjoint, where i 1 : (Γ, p) (Γ 1 , p 1 ) and i 2 : (Γ, p) (Γ 2 , p 2 ) are distinct specializations.
First we note that we can assume that Γ 1 = Γ 2 . Indeed, if there is an edge e ∈ E(Γ 1 )\E(Γ 2 ) then i 1 (K(Γ 1 , p 1 ) is contained in x e > 0 and i 2 (K(Γ 2 , p 2 )) is contained in x e = 0 and hence we are done.
Since Γ 1 = Γ 2 , using Proposition 3.16 we have that the cones K(Γ 1 , p 1 ) and K(Γ 1 , p 2 ) are disjoint. Moreover, we have that i 1 = i 2 , and since i 1 is injective it follows that i 1 (K(Γ 1 , p 1 )) and i 2 (K(Γ 2 , p 2 )) are disjoint.
All that is left to prove is that every element (x e ) ∈ K(Γ, p) belongs to some cone i(K(Γ ′ , p ′ )). Fix (x e ) ∈ K(Γ, p) and define S as in Lemma 3.15. By Lemma 3.15, we get that S is a lower set for (Γ, p). We have two cases.
In the first case x e = 0 for every e ∈ S. Then, by the induction hypothesis, there exists a specialization
) contains the element (x e ′ ) e ′ ∈E(Γ/S) . Then set i as the composition of (Γ, p) (Γ/S, p| E(Γ/S) ) and
). In the second case, no coordinate x e is zero, for every e ∈ S. Then (x e ) is contained in some cone K(Γ, p ′ ) by Proposition 3.16. All that we have to prove is that (Γ, p) (Γ, p ′ ). By Definition 3.10 it is enough to show that if e p e ′ then e p ′ e ′ . By Lemma 3.15, we have that if e ∈ S then e p ′ e ′ for every e ′ ∈ E(Γ). Since (x e ) e∈E(Γ/S) is contained in K(Γ/S, p ′ | E(Γ/S) ) and in K(Γ/S, p| E(Γ/S) ), by the induction hypothesis we get a specialization (Γ/S, p| E(Γ/S) ) (Γ/S, p ′ | E(Γ/S) ). This implies that if e / ∈ S and e p e ′ (and therefore e ′ / ∈ S) then e p ′ e ′ . On the other hand if e p e ′ and e ∈ S, then e p ′ e ′ by the observation above. This finishes the proof.
) is a face of the cone K(Γ, p). Conversely, any face of the cone K(Γ, p) is of the form
Proof. Clearly the image of K(Γ ′ , p ′ ) is contained in K(Γ, p) by Condition (3) in Definition 3.10. To prove that i(K(Γ ′ , p ′ )) is a face of K(Γ, p) it is enough to prove that i(K(Γ ′ , p ′ )) is the intersection of K(Γ, p) with some integral linear space of codimension one such that the cone K(Γ, p) lies in one of the two half-spaces determined by such a linear space. First, we show that we can reduce to the case where Γ = Γ ′ (and hence i is the identity). Indeed, by Definition 3.10 there is a lower set (with respect to p) S ⊂ E(Γ) such that Γ ′ = Γ/S and we can factor i as (Γ, p) (Γ/S, p| Γ/S ) (Γ/S, p ′ ).
Then i −1 (K(Γ, p)) = K(Γ/S, p| Γ/S ), and the image i(K(Γ/S, p| E(Γ/S) )) is the intersection of the cone K(Γ, p) with the integral linear subspace of codimension one H :
Clearly K(Γ, p) lies in one of the two half-spaces determined by H, and hence = x e ′ . We have two cases. In the first case e ∼ p e 1 and e ′ ∼ p e 2 and then the equation x e = x e ′ is a combination of the equations x e = x e1 , x e ′ = x e2 and x e1 = x e2 , where the first two are contained in the set of equations defining K(Γ, p) and the third is the equation of H. In the second case e ∼ p e ′ , and the equation x e = x e ′ is contained in the set of equations defining K(Γ, p).
i(K(Γ/S, p| E(Γ/S) ) is a face of K(Γ, p). Therefore it suffices to prove that K(Γ ′ , p ′ ) is a face of K(Γ/S, p| Γ/S
To conclude the proof of the first statement of the proposition, just note that K(Γ, p) is in one of the two half-spaces determined by H.
The second statement follows from Proposition 3.17 and the first statement.
The following corollary is not necessary to define the fan associated to a graph, but will be used in the proof of Proposition 4.6.
Corollary 3.19. Every enriched structure is a specialization of a generic one.
Proof. Let (Γ, p) be an enriched graph, with p nongeneric. Then, by Proposition 3.16, the cone K(Γ, p) is in the closure of K(Γ, p ′ ) for p ′ generic (remember that the dimension of K(Γ, p) is the rank of p). Hence the cone K(Γ, p) intersects the relative interior of some of the faces of K(Γ, p ′ ). By Proposition 3.18, all of these faces are of the form i(K(Γ j , p j )) where (Γ, p ′ ) (Γ j , p j ) runs through all specializations of (Γ, p ′ ). This means that there exists a specialization (Γ, p ′ ) (Γ,p) such that K(Γ, p) ∩ K(Γ,p) = ∅, which implies, again by Proposition 3.16, that (Γ, p) = (Γ,p).
Finally, we can define the fan associated to a graph. Definition 3.20. Given a graph Γ we define the fan Σ Γ as the collection of cones i(K(Γ ′ , p ′ )), where i runs through all specializations i : (Γ, p) (Γ ′ , p ′ ) of enriched graphs and the closure is taken in R E(Γ) . Propositions 3.16, 3.17 and 3.18 assure that Σ Γ is in fact a fan. Moreover, given a specialization i :
Example 3.21. Following Examples 3.3 and 3.4 one can draw (sections of) the decompositions of the fans in the case of circular graphs and graphs with only two vertices. In Figure 2 we consider the case of a circular graph with 3 edges. In this case, we have 6 generic enriched structures each one of which corresponds to a permutation of the set of edges and giving rise to a maximal cone in the associated fan. In Figure 3 we consider the case of a graph with 3 edges and 2 vertices. In this case, we have 3 generic enriched structures each one of which corresponds to an edge and giving rise to a maximal cone in the associated fan.
• Figure 2 . The decomposition of the fan of a circular graph.
• There is an alternative description of K(Γ, p) in terms of its ray generators. Recall the notation introduced in Equation (1). Proof. The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial. Assume now that Γ has at least two edges. If Γ is not biconnected then, by Lemma 3.14, K(Γ, p) = K(Γ i , p i ), where Γ i are the biconnected components of Γ and p i := p| E(Γi) . The result follows by the induction hypothesis and from the fact that an irreducible upper set is contained in E(Γ i ) for some i.
If Γ is biconnected, by Condition (2) in Definition 3.1, there exists a lower set S ⊂ E(Γ) such that e p e ′ for every e ∈ S and e ′ ∈ E(Γ) and (Γ/S, p| E(Γ/S) ) is an enriched graph. Then, an upper set of E(Γ) is either an upper set of E(Γ/S) or it is the entire set E(Γ). By the induction hypothesis the cone K(Γ/S, p| E(Γ/S) ) is generated by the vectors v T where T runs through all irreducible upper sets of E(Γ/S) with respect to p| E(Γ/S) . Let i be the specialization (Γ, p) (Γ/S, p| E(Γ/S) ). We now have to prove that
The right hand side is clearly contained in the left hand side, because all vectors in the right hand side satisfy the equations defining the cone K(Γ, p). Now, given a vector v = (x e ) e∈E(Γ) in K(Γ, p), we have x e = x e ′ =: α for every e, e ′ ∈ S, hence v − αv E(Γ) is in the image i(K(Γ/S, p| E(Γ/S) )) which finishes the proof.
Remark 3.23. Using the same method as above we can prove that the cone K(Γ, p) is smooth, i.e., the vectors v T can be completed to form a basis for Z E(Γ) .
We finish this section by giving a description of how one can obtain Σ Γ as a sequence of star subdivisions of the cone R
E(Γ)
≥0 . The result will later translate to Theorem 5.5.
Given a graph Γ, we say that a sequence (i j : Γ Γ 
Proof. We begin by noting that the process described in the statement is well defined, i.e., we have that the cone τ j+1 belongs to the fan Σ j,Γ because dim
The proof is by induction on the number of edges. If Γ has only one edge, or no edges, the result is trivial. Assume now that Γ has at least two edges.
If Γ is not biconnected, then, by Lemma 3.14, Σ Γ = Σ Γ k where Γ k , for k = 1, . . . , m, are the biconnected components of Γ. Since every specialization i j factors through a specialization Γ Γ k Γ ′ j , the result follows by the induction hypothesis applied to the graphs Γ i and by Remark 2.5. If Γ is biconnected, then clearly Γ ′ 1 = Γ and τ 1 = cone(E(Γ)). Let v = e∈E(Γ) e. We have, by Definition 2.4,
Let Γ e := Γ/{e}, for every e ∈ E(Γ), and i e : Γ Γ e be the corresponding specialization. The fan Σ 1,Γ can also be described as
We note that the union of the right hand side is not disjoint, in fact the cone cone(E(Γ ′ )) belongs to all fans Σ 0,Γe such that there exists a specialization Γ e Γ ′ .
• The sequence (i j ) induces a sequence i j ′ ,e : Γ e Γ e,j ′ of specializations of Γ e , simply by omitting the specializations i j that does not factor through Γ e . Moreover this sequence is a good sequence for Γ e . Then, it follows by the induction hypothesis that Σ Γe can be obtained from Σ 0,Γe via the same procedure described in the statement of the proposition. We also note that each nontrivial specialization of Γ factors through a specialization of Γ e for some e ∈ E(Γ).
Moreover, if τ 2 = cone(E(Γ ′ )) for some specialization i : Γ Γ ′ with Γ ′ biconnected, then
In fact, by Definition 2.4, we can write
which is equal to the right hand side of Equation 5 . In particular we can write Proceeding in the same fashion, we see that each new star subdivision of Σ j,Γ will be obtained by star subdivisions of Σ je,Γe . Then, by the induction hypothesis, we can write:
where the right hand side, by Proposition 3.22 and in special Equation (4), clearly is the fan Σ Γ .
Enriched tropical curves and their moduli space
In this section we will construct the moduli space E trop g parametrizing enriched tropical curves of genus g. Our construction follows the steps of the construction of M trop g given in [6] .
A weighted enriched graph is a 3-tuple (Γ, p, w) such that (Γ, p) is an enriched graph and (Γ, w) is a weighted graph. We say that (Γ, p, w) specializes
. Two weighted enriched graphs (Γ, p, w) and (Γ ′ , p ′ , w ′ ) are isomorphic if there exists an isomorphism ρ of the weighted graphs that preserves the enriched structure, i.e., ρ(e) p ′ ρ(e ′ ) if and only if e p e ′ . We denote by Aut(Γ, p, w) the automorphism group of (Γ, p, w). Clearly there is an injective group homomorphism (6) Aut(Γ, p, w) ֒→ Aut(Γ, w).
An enriched tropical curve is a 4-tuple (Γ, p, w, l) where (Γ, p, w) is a weighted enriched graph and l is a function E(Γ) → R >0 such that if e p e ′ then l(e) ≤ l(e ′ ) with equality if and only if e ∼ p e ′ . Clearly (Γ, w, l) is a tropical curve. We define the genus of an enriched tropical curve as the genus of the underlying tropical curve. Two enriched tropical curves are isomorphic if the underlying weighted enriched graphs are isomorphic and the underlying tropical curves are isomorphic. By Proposition 3.16, it is easy to see that an isomorphism of the underlying tropical curves lifts to an isomorphism of the enriched tropical curves.
Given a weighted enriched graph (Γ, p, w), we define the cone K(Γ, p, w) as the cone K(Γ, p). We also define the linear subspace V Γ,p,w ⊂ R E(Γ) as the minimal linear subspace containing K(Γ, p, w). This subspace is given by equations x e = x e ′ if e ∼ p e ′ , hence it is an integral linear subspace. Moreover the cone K(Γ, p, w) has maximal dimension in V Γ,p,w .
Recall that E(Γ) p = E(Γ)/ ∼ p and that p induces a partial order in E(Γ) p such that its Hasse diagram is a rooted tree (see Proposition 3.6 and Corollary 3.7). Let y [e]p be the coordinates of R E(Γ)p . Define the map 
e]p ) = θ Γ,p,w (x e ) with (x e ) ∈ K(Γ, p, w).
From now on we will identify V Γ,p,w and K(Γ, p, w) with R E(Γ)p and R
The automorphism group Aut(Γ, p, w) comes with two natural homomorphisms
and Aut(Γ, p, w) −→ S |E(Γ)p| ⊂ GL |E(Γ)p| (Z). The latter homomorphism comes from the fact that if e ∼ p e ′ then ρ(e) ∼ p ρ(e ′ ) for each ρ ∈ Aut(Γ, p, w).
The first homomorphism induces an action of Aut(Γ, p, w) on R E(Γ) that keeps invariant the subspace V Γ,p,w = R E(Γ)p . Moreover the restriction of this action to V Γ,p,w = R E(Γ)p is the action of Aut(Γ, p, w) induced by the second homomorphism. Both actions preserve the two cones K(Γ, p, w) and K(Γ, p, w).
Moreover given an element of Aut(Γ, w), its action on R E(Γ) induces an action on Σ Γ .
We then define the quotients
Aut(Γ, p, w) and
Aut(Γ, p, w) endowed with the quotient topology. When Γ has no edges we define C(Γ, p, w) := {0}. Note that C(Γ, p, w) parametrizes isomorphism classes of enriched tropical curves with underlying weighted enriched graph (Γ, p, w).
By Proposition 3.18, if i :
induces a map
We can also define the natural projection map
given by the natural inclusion E(Γ ′ ) p ′ ֒→ E(Γ) p as in Corollary 3.13. where the disjoint union runs through all (isomorphism classes of) stable weighted enriched graphs (Γ, p, w) of genus g and ∼ is the equivalence relation given as follows: q 1 ∈ C(Γ 1 , p 1 , w 1 ) and q 2 ∈ C(Γ 2 , p 2 , w 2 ) are equivalent if and only if there exist a point q ∈ K(Γ, p, w) and specializations i 1 : (Γ 1 , p 1 , w 1 ) (Γ, p, w) and
(Γ, p, w) such that i 1 (q) = q 1 and i 2 (q) = q 2 . It is not hard to show that ∼ is indeed transitive.
Example 4.3. In Figure 6 we show all the tropical enriched curves of genus 2 and their specializations. In genus 2 we have exactly one weighted biconnected graph, which we will call (Γ, w), and which gives rise to 3 enriched structures, the generic one of which we denote by p. On the remaining weighted graphs, the enriched structures are trivial. . In fact, using Lemma 4.1, these cells are C(Γ, p, w) = R which restricted to the cell C(Γ, p, w) is just:
where Aut(Γ, p, w) = S 2 acts on R 3 ≥0 by permuting the last two coordinates and Aut(Γ, w) = S 3 acts naturally on R Proof. First we prove that E trop g is a stacky fan with cells C(Γ, p, w). Consider the maps
defined as the composition of the quotient map and the natural inclusion. Clearly α Γ,p,w is continuous. Moreover, by Propositions 3.16 and 3.17, the restriction of α Γ,p,w to C(Γ, p, w) is an homeomorphism onto its image and we have
To prove the last condition in Definition 2.9, let (Γ, p, w) and (Γ ′ , p ′ , w ′ ) be two stable weighted enriched graphs and set α := α Γ,p,w and α ′ := α Γ ′ ,p ′ ,w ′ . By construction the intersection of the images of C(Γ, p, w) and
where (Γ i , p i , w i ) runs through all common specializations of both (Γ, p, w) and (Γ ′ , p ′ , w ′ ) and α i := α Γi,pi,wi . We have to find an integral linear map L : V Γ,p,w → V Γ ′ ,p ′ ,w ′ such that the restriction of L to K(Γ, p, w) makes the diagram below commutative.
To construct L, we note that if (Γ i , p i , w i ) is a common specialization of both (Γ, p, w) and (Γ ′ , p ′ , w ′ ), then there is a linear integral map f i : R E(Γ)p → R E(Γi)p i , as in Equation (8), and an inclusion g i :
Since L is an integral linear map, we need only prove that
and recalling that there is an identification between K(Γ, p, w) and R
E(Γ)p >0
, we have
Moreover, by Proposition 3.18, we have
Clearly L makes the above diagram commutative hence the proof of the first statement is complete.
The second statement follows from the fact that
and the fact that C(Γ, p, w) parametrizes isomorphism classes of stable tropical enriched curves with underlying weighted enriched graph (Γ, p, w). Let us prove the last sentence. First we recall that there is an inclusion map K(Γ, p, w) ֒→ R
E(Γ)
≥0 , and by the injection in Equation (6), we have a continuous map β Γ,p,w : C(Γ, p, w) → C(Γ, w) making the following diagram commutative
where the vertical maps are the natural quotient maps. The maps β Γ,p,w induce a continuous map
Hence to construct the natural forgetful map
it is enough to check that if two points q 1 ∈ C(Γ 1 , p 1 , w 1 ) and q 2 ∈ C(Γ 2 , p 2 , w 2 ) are equivalent, then the images β Γ1,p1,w1 (q 1 ) and β Γ2,p2,w2 (q 2 ) are equivalent. Indeed consider specializations
with underlying specializations
Denote by
≥0 → C(Γ, w) the induced maps as in Equation (7) and in [6, Section 3.2] . All that is left to note is that if q ∈ K(Γ, p, w) is such that i 1 (q) = q 1 and i 2 (q) = q 2 then q ∈ R E(Γ) ≥0 and j k (q) = β Γ k ,p k ,w k (q k ) for k = 1, 2. This comes from the following commutative diagram obtained by Diagram (9) and Proposition 3.18
Clearly the map β is continuous because so is the map in Equation (10) . Moreover β is a map of stacky fans because, by Diagram (9), we have β Γ,p,w (C(Γ, p, w)) ⊂ C(Γ, w) and there is a commutative diagram
To prove that β is bijective we first prove that it is surjective. Let (Γ, w) be a weighted graph and q ∈ C(Γ, w), and let q ∈ R E(Γ) >0 be a representative of q. By Proposition 3.16, there exists an enriched structure p such that q ∈ K(Γ, p, w). It follows that, if q ∈ C(Γ, p, w) is the class of q, then β( q) = q.
We now prove that β is injective. Indeed if q 1 ∈ C(Γ, p 1 , w) and q 2 ∈ C(Γ, p 2 , w), where q 1 , q 2 ∈ R E(Γ) >0 are such that β( q 1 ) = β( q 2 ) then there exists an automorphism σ of (Γ, w) such that σ(q 1 ) = q 2 . Then q 2 belongs to the cone K(Γ, p σ 1 , w), where p σ 1 is the enriched structure induced by σ. By Proposition 3.16 p σ 1 = p 2 , and hence σ is an isomorphism between (Γ, p 1 , w) and (Γ, p 2 , w) and we deduce that q 1 = q 2 .
To check that β is of degree one all that is left is to see is that the map V Γ,p,w → R E(Γ) is primitive, which is clear because it is an inclusion preserving the lattice.
Remark 4.5. The map β is not full for g ≥ 2. Indeed consider the cone C(Γ, p, w) where Γ is biconnected and p is such that e ∼ p e ′ for all e, e ′ ∈ E(Γ). Then C(Γ, p, w) is one dimensional, because rank(p) = 1, and its image via β lies inside C(Γ, w) which has dimension |E(Γ)|, hence such image is properly contained in C(Γ, w) if Γ has at least 2 edges.
In [8, Proof. Statement (i) follows from the following facts. First, the number of edges of Γ is limited by 3g−3 and equality occurs if Γ is 3-regular (by [6, proof of Proposition 3.2.5]). Second, the dimension of C(Γ, p, w) is the rank of p (by Equation (2)) that is maximum if and only if p is generic. Moreover every weighted enriched graph is the specialization of (Γ, p, 0) for some 3-regular graph Γ and p generic, see Corollary 3.19 and [9, Appendix A.2], which concludes the proof of Statement (i).
Statements (ii) and (iii) follow by [8, Proposition 3.3.3] and [6, Statement (ii) in Proposition 3.2.5] and from the fact that the fan Σ Γ , defined in Definition 3.20, is connected through codimension one for every Γ, because its support is pure dimensional.
We prove Statement (iv). Let C(Γ, p, w) be a codimension one cell. Note that since β is of degree one, the image β(C(Γ, p, w)) ⊂ C(Γ, w) is either contained in a maximal cell or in a codimension one cell of M trop g . Hence, we have that (Γ, w) is in one of the cases of [6, Statements (i) and (iii) in Proposition 3.2.5]. In the first case rank(p) must be 3g − 2 and then, by Proposition 3.12 and Corollary 3.19, (Γ, p) is a simple specialization of a generic enriched graph. In the second case p must be generic.
The last statement for cells of type (a) and (b) follows from the similar result in [6, Proposition 3.2.5]. To prove the statement for a cell of type (c), it is enough to prove that given a weighted enriched graph (Γ, p, w) such that rank(p) = |E(Γ)|− 1, then there exist exactly 2 generic enriched structures p 1 and p 2 on Γ and simple specializations (Γ, p 1 , w) (Γ, p, w) and (Γ, p 2 , w) (Γ, p, w). This follows from Proposition 3.16. We note, however, that these two weighted enriched graphs could be isomorphic, and in this case a cell of type (c) is in the closure of only one maximal cell.
The variety of enriched structures
In this section we return to algebraic geometry. We construct the toric variety E Y associated to a nodal curve Y and, in Corollary 5.6, we prove that E Y is the fiber of the map E g → M g over the point [Y ] ∈ M g , in the case Y has no nontrivial automorphisms.
Let Y be a nodal curve, Γ be its dual graph and Σ Γ be the fan defined in Definition 3.20. We define the variety E Y as the preimage of the fixed point in
We call E Y the variety of enriched structures on Y . By Remark 2.3, E Y is a proper toric variety which can be associated to the fan Σ Y defined as the image of Σ Γ via the quotient map
where U Γ is the integral linear subspace generated by the vectors v i := e∈Γi e and Γ i , i = 1, . . . , m, are the biconnected components of Γ. For all Γ we have, Σ Γ = Σ Γi , where Γ i are the biconnected components of Γ. Then
where Y i are the biconnected components of Y , i.e., the subcurve Y i ⊂ Y corresponds to the subgraph Γ i of Γ. We denote by B the set of all bonds of Γ and P(C B ) the projectivized of the vector space C B with homogeneous coordinates (x B e ) e∈B . In the following theorem, we will relate E Y with the projective spaces P(C B ). But first we start with the following proposition. Proof. By Equation (12) above, and the fact that each bond of Γ is a bond of one of its biconnected component we can assume that Γ is biconnected.
To prove the statement it is enough to give a natural surjective integral map
where U B is the integral linear subspace generated by v := e∈B e, such that the image of each cone in the fan Σ Y is contained in a cone of the fan Σ P(C B ) , in other words the map r B is compatible with the fans Σ Y and Σ P(C B ) . For each T ⊂ B define the cone σ T := {(x e ) | 0 ≤ x e ≤ x e ′ for every e ∈ T and e ′ ∈ B} ⊂ R B where (x e ) are the coordinates of R B . Then define the fan
Clearly the image of the fan Σ B via the quotient map q B :
The projection map r B :
Since the quotient map q Γ is compatible with the fans Σ Γ and Σ Y and the map q B is compatible with the fans Σ B and Σ P(C B ) , to prove that r B is compatible with the fans Σ Y and Σ P(C B ) , it is enough to prove that r B is compatible with the fans Σ Γ and Σ B . This follows from Proposition 3.8. Indeed if K(Γ, p) is a cone in Σ Γ then there exists a lower set T ⊂ B such that e p e ′ for every e ∈ T and e ′ ∈ B, hence the image r B (K(Γ, p) ) is contained in σ T .
Theorem 5.2. The map
is a closed immersion and its image has equations
for every B 1 , B 2 ∈ B and e 1 , e 2 ∈ B 1 ∩ B 2
for every B 1 , B 2 , B 3 ∈ B such that B 1 + B 2 = B 3 and
Proof. Keep the notation of the proof of Proposition 5.1. We can assume that Γ is biconnected and has at least two edges (the result is clear if Γ has only one edge, or no edges). The map ρ is induced by the integral linear map
Since every edge of Γ belongs to a bond B, the map r is injective. Moreover, by Proposition 3.9, given a collection T = (T B ) B∈B of nonempty subsets T B ⊂ B, the preimage via r of the cone
lies inside a single cone of Σ Y . Hence the map ρ is a closed immersion. Every element of ⊕(Z B /U B ) ∨ corresponds to a rational function of P(C B ), hence, to find the equations of ρ(E Y ) it is enough to find generators for the kernel of the map
The elements of (Z B /U B ) ∨ are the elements of (Z B ) ∨ that vanishes on U B . Hence these elements can be written as To avoid cumbersome notation we will always not write the summands which are zero. For instance the notation (e Proof. Let W be the subspace generated by the elements in Equation (13) . We call the elements on the left (respectively right) hand side in Equation (13) B∈B ℓ e,B = 0 for every e ∈ E(Γ).
First, we claim that every element in M is equivalent modulo W to an element of the form . Let e 3 be an edge in E(V 1 , V 2 ) and define B i := E(V i , V c i ). Then, using a generator of type 2 of W , we have
Since |V i | < |V |, iterating the argument we get the claim. Now, since every edge is incident at exactly two vertices, we can write every element in Equation (15) which satisfies Equation (14) Since, in the case where Γ is biconnected, E Y and P(C E(Γ) ) are birational we have the following corollary.
Corollary 5.4. The rational map
induced by the quotients R E(Γ) → R B and the map ρ : E Y → B∈B P(C B ) have the same images.
We point out that Li in [20] gave a functorial description of such images and computed their Hilbert polynomials.
Finally, as a consequence of Proposition 3.24, we can give a more geometric construction of E Y which resembles Kapranov's construction of M 0,n+3 , see [19] .
Theorem 5.5. Let Y be a biconnected stable curve with dual graph Γ. Set n := |E(Γ)| − 1. Then, there exists a birational map E Y → P(C E(Γ) ) = P n which is the composition of the following blowups of P n :
(1) first, blowup the points given by equations x e = 0 for every e ∈ E(Γ/{e 1 }) such that e 1 runs through all elements in E(Γ) for which Γ/{e 1 } is biconnected; (2) then, blowup the lines given by equations x e = 0 for e ∈ E(Γ/{e 1 , e 2 }) such that {e 1 , e 2 } runs through all subsets of cardinality two of E(Γ) for which Γ/{e 1 , e 2 } is biconnected; · · · (n-1) finally, blowup the (n − 2)-dimensional linear subspaces given by equations x e = 0 for e ∈ E(Γ/S) such that S runs through all subsets of cardinality n of E(Γ) for which Γ/S is biconnected.
Proof. The theorem follows from Proposition 3.24. Indeed, up to taking the quotient by U Γ as in Equation (11) Proof. The relevant locus R i in V Y corresponds precisely to the specializations Γ Γ ′ such that Γ ′ is biconnected and |E(Γ ′ )| = i.
Final remarks
In this section we collect some observations that can be useful to get a modular description of E Y , which was the original motivation of the work and yet unclear to us. We had some small progress in this direction, but due to the already large length of the paper, we decided to just summarize it here.
At a first glance, it is natural to expect that the variety E Y should be isomorphic to some Hassett's moduli space of weighted rational curves, constructed in [18] . This works for some examples. Indeed, if Y is a circular curve with δ nodes then E Y is isomorphic to the Losev-Manin moduli space L δ , which is the Hassett moduli spaces M 0,A for A = (1, 1, 1/δ, . . . , 1/δ). Also, if Y is a curve with only two components and δ nodes then E Y = P δ−1 , which is also a Hassett moduli space. However, we later found curves for which E Y is not isomorphic to a Hassett moduli space.
Then, to fully describe E Y as a moduli space, we suggest a small generalization of the moduli problem considered by Hassett, as follows.
Let A = (a 1 , . . . , a n ) be a collection of n vectors a i = (a i,j ) ∈ Q m with 0 ≤ a i,j ≤ 1. A family of nodal curves of genus g with marked points (C, s 1 , . . . , s n ) π − → B is stable of type A if (1) the sections s 1 , . . . , s n lie in the smooth locus of π, and for any subset {s i1 . . . , s ir } with nonempty intersection we have a i1,j + . . . + a ir ,j ≤ 1 for every j = 1, . . . , m; (2) K π + a 1,j s 1 + . . . + a n,j s n is π-relatively ample for every j = 1, . . . , m.
We expect that the construction done by Hassett should also work in the above setting and gives rise to a moduli space M g, A parametrizing these data. Now, for each nodal curve Y one can construct a collection A Y as follows. Assume that Y has δ nodes and let Γ be its dual graph. Denote by E(Γ) = {e 1 , . . . , e δ } its set of edges . Moreover, let B be the set of bonds of Γ. Define We note that for each B ∈ B if we set A B be the subsequence of containing all the positive weights, then we should have reduction morphisms M 0, AY → M 0,AB = P(C B ) for each B ∈ B, and these morphisms should recover Proposition 5.1 and Theorem 5.2.
Finally, we give an idea of how to construct a "universal" family over E Y containing the one parametrizing enriched structures on Y .
Let Y be a nodal curve and Z be a connected subcurve of Y with connected complement Z c , and set ∆ Z := Z ∩ Z c . Notice that Z defines a bond B Z of the dual graph Γ of X. Let L Z be the rank-1 torsion-free simple sheaf over P(C BZ ) × Y constructed considering the natural identification P(C BZ ) → P(Hom(O ∆Z , O ∆Z )) and using the coordinates (x e ) ∈ P(C BZ ) to glue the two sheaves O Z (∆ Z ) and O Z c (−∆ Z ) along ∆ Z . We refer to [27 Z . Thus, we can regard this collection L restricted to T × Y as the universal families of enriched structures in the sense of Mainò. The modular description of E Y should follow from a geometric description of the collection L, which turns out to be the universal family over E Y . So, the object we need to get such a modular description should be rank-1 torsion-free simple sheaves over Y with certain properties induced by the equations in Theorem 5.2. However we were not able to translate these equations into explicit conditions.
