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AN ANALYTIC GROTHENDIECK RIEMANN ROCH THEOREM
RONALD G. DOUGLAS, XIANG TANG, AND GUOLIANG YU
Abstract. We extend the Boutet de Monvel Toeplitz index theorem to complex mani-
fold with isolated singularities following the relative K-homology theory of Baum, Dou-
glas, and Taylor for manifold with boundary. We apply this index theorem to study
the Arveson-Douglas conjecture. Let Bm be the unit ball in Cm, and I an ideal in the
polynomial algebra C[z1, · · · , zm]. We prove that when the zero variety ZI is a complete
intersection space with only isolated singularities and intersects with the unit sphere
S2m−1 transversely, the representations of C[z1, · · · , zm] on the closure of I in L
2
a(B
m)
and also the corresponding quotient space QI are essentially normal. Furthermore, we
prove an index theorem for Toeplitz operators on QI by showing that the representation
of C[z1, · · · , zm] on the quotient space QI gives the fundamental class of the boundary
ZI ∩ S
2m−1. In the appendix, we prove with Kai Wang that if f ∈ L2a(B
m) vanishes on
ZI ∩ B
m, then f is contained inside the closure of the ideal I in L2a(B
m).
1. Introduction
Let X and Y be closed smooth complex manifolds, and f : X → Y be a proper
smooth map. The classical Grothendieck-Riemann-Roch theorem [8] relates the push
forward maps on the Grothendieck groups f! : K0(X) → K0(Y ) of bounded complexes
of coherent sheaves and the Chow groups f∗ : A(X) → A(Y ) of subvarieties modulo
rational equivalence. More precisely, let Ch : K0(X) → A(X) be the Chern character
map, and Td(X) ∈ A(X) be the Todd genus of X . The Grothendieck-Riemann-Roch
theorem states that for a vector bundle E on X ,
Ch
(
f!(E)
)
∪ Td(Y ) = f∗
(
Ch(E) ∪ Td(X)
)
.
In noncommutative geometry, the push forward map f∗ : K•(X) → K•(Y ) on the K-
homology group introduced by Brown, Douglas, and Fillmore [12] is related to the push
forward map f∗ : HP
•(C∞(X))→ HP •(C∞(Y )) on the periodic cyclic cohomology intro-
duced by Connes [15] via the Connes-Chern character Ch : K•(−)→ HP
•(−) satisfying
Ch
(
f∗([D])
)
= f∗
(
Ch([D])
)
.
This can be viewed as a noncommutative generalization of the Grothendieck-Riemann-
Roch theorem.
In this article, motivated from questions in operator theory, we are interested in ex-
tending the above study of push forward maps in two directions.
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(1) Allow X and Y to have singularities.
(2) Allow X and Y to have boundaries.
In the literature, many interesting works have been developed to address the above ques-
tions. For example, Baum, Fulton, and McPherson in [5], [6] proved the Riemann-Roch
theorem for a singular projective variety X ; Baum and the first author in [3], [4] studied
the relative K-homology groups, K•(X, ∂X), for a manifold X with boundary, ∂X . How-
ever, the formulation of the general Grothendieck-Riemann-Roch theorem, including the
above two special cases, is missing.
In this paper, we study the generalization of the Grothendieck-Riemann-Roch theorem
in the following setting. Let A = C[z1, · · · , zm] be the polynomial ring of m variables.
Let I be an ideal of A. Define
ZI = {(z1, · · · , zm) ∈ C
m : a(z1, · · · , zm) = 0, ∀a ∈ I}.
We point out that the analytic space ZI may have singularities. Let B
m be the open unit
ball in Cm with the natural euclidean metric, and ∂Bm := B
m
\Bm be its boundary, the
unit sphere S2m−1. Denote ZI ∩B
m by ΩI . The analytic space ΩI is naturally a (singular)
submanifold of Bm with the boundary ∂ΩI := ΩI\ΩI = ZI ∩ ∂B
m.
When ZI is smooth and intersects the unit sphere S
2m−1 = ∂Bm transversely, ΩI is
a smooth complex manifold with a strongly pseudoconvex boundary ∂ΩI = ZI ∩ S
m
(of odd dimension). Baum, Douglas, and Taylor in [4] introduced a K-homology class
[DN ] in K0(ΩI , ∂ΩI) from the ∂¯-operator on the Dolbeault complex of ΩI with the Neu-
mann boundary condition. And they proved that the boundary map ∂ : K0(ΩI , ∂ΩI) →
K1(∂ΩI ) maps [DN ] to the fundamental class on ∂ΩI naturally associated to the CR-
structure on ∂ΩI . Furthermore, the fundamental class on ∂ΩI is the spin
c Dirac operator
on ∂ΩI associated to the CR-structure. This identification of ∂([DN ]) provides a different
proof of Boutet de Monvel’s Toeplitz index theorem [9].
In this article, we extend the above Baum-Douglas-Taylor result to the following case.
Let I be generated by p1, · · · , pM ∈ A = C[z1, · · · , zm] with M ≤ m − 2. We make the
following assumptions.
Assumption 1.1. (1) The Jacobian matrix (∂pi/∂zj)i,j is of maximal rank on the
boundary ∂ΩI = ZI ∩ ∂B
m;
(2) ZI intersects ∂B
m transversely.
Under Assumption 1.1, ΩI is an analytic space of complex dimension k := m−M ≥ 2
and complex codimension M . ΩI has a smooth strongly pseudoconvex boundary ∂ΩI =
ZI ∩∂B
M and (possibly) a finite number of isolated singularities away from the boundary.
Furthermore, by the assumption on the Jacobian matrix, ΩI is a complete intersection
space [19, Sec.18.5], from which we can conclude that the ideal I ⊂ A is radical.
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Let ΣI denote the set of singular points of ΩI . The space Ω
0
I := ΩI − ΣI is a smooth
submanifold of Bm and inherits a natural riemannian metric σI from the one on B
m.
Let dVI be the volume element on Ω
0
I defined by this metric σI . Consider the operator
DN = ∂¯ + ∂¯
∗ on the Dolbeault complex of Ω0I with the Neumann boundary condition.
As ∂ΩI is smooth and strongly pseudoconvex, the restriction of the complex structure
to the boundary defines a CR-structure and therefore a spinc structure on ∂ΩI . The Dirac
operator D∂ΩI associated to this spin
c-structure is a fundamental class of K1(∂ΩI). The
following theorem generalizes the results in [4].
Theorem 1.2. Under Assumption 1.1, the operator DN gives a relative K-homology class
in K0(ΩI , ∂ΩI). And the boundary map ∂ : K0(ΩI , ∂ΩI) maps [DN ] to the fundamental
class on ∂ΩI which is associated to the CR-structure on ∂ΩI .
We remark that Theorem 1.2 holds true in much more general cases than Assumption
1.1. We refer the readers to Remark 3.3 for the more precise statement.
Theorem 1.2 can be viewed as an analytic version of the Grothendieck-Riemann-Roch
theorem. When I is a homogeneous ideal of A = C[z1, · · · , zm], the zero variety ZI is
invariant under the multiplication by C∗ = C− {0}. Assume that the origin is the only
possible isolated singular point of ZI . ZI intersects with the unit sphere S
2m−1 trans-
versely, and therefore the boundary ∂ΩI is a smooth submanifold of S
2m−1. The group
S1 as the unit circle in C∗ acts on the unit sphere S2m−1 freely. As I is a homogeneous
ideal, ∂ΩI ⊂ S
2m−1 is invariant under the S1-action. Furthermore the class DN (and
∂[DN ]) is S
1-equivariant and lives in KS
1
0 (ΩI , ∂ΩI) (and K
S1
1 (∂ΩI)). The quotient space
XI := ZI/S
1 is an embedded smooth submanifold of CPm−1. Let DXI be the fundamental
class in K0(XI) associated to the ∂¯-operator on XI . In Proposition 3.4, we explain that
there is a natural isomorphism αI from K
S1
1 (∂ΩI) to K0(XI), mapping ∂[DN ] to [DXI ].
Let ι : ∂ΩI →֒ ∂B
m (and i : XI →֒ CP
m−1) denote the embedding map. A good under-
standing of ι∗(∂[DN ]) ∈ K
S1
1 (S
2m−1) will determine i∗([DXI ]) ∈ K0(CP
m−1) completely.
This provides an analytic approach to the Grothendieck-Riemann-Roch theorem for the
projective variety XI . In Theorem 1.2, we do not assume that the ideal I is homogeneous,
and would like to view it as an analytic Grothendieck-Riemann-Roch Theorem.
Let ρ be a defining function on ΩI , i.e. ρ < 0 on ΩI , and dρ 6= 0 on ∂ΩI . For s ≥ −1,
let L2s(ΩI) be the (s-)weighted L
2-space on ΩI with the norm defined by
||f ||2s =
∫
ΩI−ΣI
|f |2(−ρ)sdVI .
Let L2a,s(ΩI) (and L
p
a,s(ΩI)) be the weighted Bergman space on ΩI consisting of functions
in L2s(ΩI) (and L
p
s(ΩI)) that are holomorphic on Ω
0
I . L
2
a,s(ΩI) is naturally a Hilbert A-
module. Recall that a Hilbert A-module (H,α) (i.e. α : A→ L(H)) is essentially normal
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if [α(zi), α(zj)
∗] is compact for all 1 ≤ i, j ≤ m. We have the following corollary from
Theorem 1.2.
Corollary 1.3. Under Assumption 1.1, for s ≥ 0,
(1) The A-module L2a,s(ΩI) is essentially normal.
(2) The A-module L2a,s(ΩI) defines a K-homology class of the smooth boundary ∂ΩI ,
which is the fundamental class of ∂ΩI defined by the CR-structure on ∂ΩI .
As an application, we use our index theorem, in particular Corollary 1.3, to study
Hilbert modules associated to I. Let L2a(B
m) be the Bergman space on Bm. The Toeplitz
operators make L2a(B
m) into an essentially normal Hilbert A-module. Observe that the
restriction map R maps f ∈ L2a(B
m) to a holomorphic function f |ΩI on ΩI . Let M be
the complex codimension of ΩI in B
m. When ΩI is smooth and intersects with ∂B
m
transversely, Beatrous [7] proved that R maps L2a(B
m) continuously onto L2a,M(ΩI). Using
the developments in complex analysis [28], [35], we have the following generalization of
Beatrous’ result.
Theorem 1.4. (Theorem 4.3) Under Assumption 1.1, there is a continuous linear oper-
ator E : L2a,M(ΩI) → L
2
a(B
m) such that RE = Id. Therefore, the restriction operator R
maps L2a(B
m) continuously onto L2a,M (ΩI).
By Assumption 1.1 and the dimension assumption k ≥ 2, the Hartogs principle [27,
Ch.III, Ex. 3.5] holds on ΩI and states that every holomorphic function on Ω
0
I is holo-
morphic on ΩI . Furthermore, Assumption 1.1 plays a key role in the integral formula
obtained in [28]. Hence Assumption 1.1 is crucial in Theorem 1.4 for R to be surjective.
In general, without Assumption 1.1 the restriction map R may fail to be surjective (c.f.
Sec. 5.1). We plan to study some cases in the near future when the range of R has finite
codimension.
In Theorem 6.3, with Kai Wang we prove that, under Assumption 1.1, the kernel of
the map R is the closure I¯ of I in L2a(B
m). Hence we have an exact sequence of Hilbert
A-modules
(1) 0 −→ I¯ −→ L2a(B
m) −→ L2a,M(ΩI) −→ 0.
As the last two A-modules in the exact sequence (1) are essentially normal, we obtain the
following theorem. We refer the reader to [18], and [24]–[26] for related results.
Theorem 1.5. (Theorem 4.5) Under Assumption 1.1, both I¯ and the quotient QI :=
L2a(B
m)/I¯ are essentially normal A-modules. Furthermore, QI and L
2
a,M (ΩI) correspond
to the same class in K1(∂ΩI).
Theorem 1.5 confirms the conjecture by Arveson [2] and the first author [16] that the
ideal I¯ is an essentially normal A-module when I satisfies Assumption 1.1. We refer
AN ANALYTIC GROTHENDIECK RIEMANN ROCH THEOREM 5
to Remark 4.6 for the discussion on the p-summability of the modules. This also sug-
gests a good candidate for a fundamental class in K1(∂ΩI ) (and K0(XI)) when ∂ΩI (and
XI = ∂ΩI/S
1) is not smooth. In algebraic geometry, when the zero variety ΩI (and XI)
is not smooth, the Grothendieck-Riemann-Roch theorem usually involves resolutions of
singularities by Hironaka’s famous theorem [29]. Notice that resolutions [29] of a singu-
larity variety are not unique. Therefore, it is hard to talk about a fundamental class on
XI from the algebraic geometric point of view. We observe that the quotient A-module
QI is always well defined without any requirements on ΩI . Theorem 1.5 suggests that
QI = L
2
a(B
m)/I¯ may in general be a fundamental class in K1(∂ΩI).
Remark 1.6. (1) Assumption 1.1 can be weakened. For example, a natural case is
that I is generated by a finite number of holomorphic functions that are defined in
a neighborhood of the closed ball B
m
satisfying Assumption 1.1 . All results in this
article naturally extend to this case. We suggest the reader to compare our results
to [18], where p is required to be a polynomial.
(2) Under Assumption 1.1, the ideal I is radical. The extensions of our results to non
radical ideals will be reported in the near future.
This paper is organized as follows. In Sec. 2, we will review some background knowledge
about resolution of singularities, which is crucial in our proofs. In particular, we will
explain the construction of the Hilbert space L2a,s(ΩI). In Sec. 3, we will present the
construction of the K-homology class DN , and prove Theorem 1.2. In Sec. 4, we will
prove Theorem 1.4 about the restriction map R and Theorem 1.5 about the A-module
structures on the ideal I¯ and the quotient QI . We end this article with two remarks in
Sec. 5. In the Appendix we prove together with Kai Wang that under Assumption 1.1,
the closure I of I in L2a(B
m) agrees with the kernel of the operator R.
Acknowledgments: In the middle of typing up this article, we received the preprint
[20]. We would like to thank Miroslav Engliˇs and Jo¨rg Eschmeier for sending us [20] and
also discussions over emails. The results in [20] are deeply connected to results in this
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for more details. We would like to thank Paul Baum for discussions on the Grothendieck-
Riemann-Roch theorem, and Jerome Kaminker for many discussions on index theory,
and Kunyu Guo for bringing our attention to the issue about the closure of the ideal
I in L2a(B
m). The second author would like to thank John McCarthy for pointing out
Beatrous’ work [7], and suggesting the extension of Beatrous’ work using the results in
[35], and Mohan Kumar for discussions about Assumption 1.1 and the Grothendieck-
Riemann-Roch theorem. All authors are partially supported by NSF. The second author
is also partially supported by NSA.
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2. Integration on the zero variety
In this section, we provide a preliminary review of resolution of singularities and the
construction of the Hilbert space L2a,s(ΩI).
2.1. Resolution of singularities. We recall some useful properties about resolution of
ΩI . Hironaka [29] proved that every algebraic variety V over C has a resolution. We
will use the resolution method to study the zero variety ΩI . More explicitly, there is a
smooth manifold Ω˜I with a proper holomorphic surjection π : Ω˜I → ΩI with the following
properties:
(1) The exceptional set EI := π
−1(ΣI) is a hypersurface in ΩI with (possible) “normal
crossing singularities” only.
(2) The restriction of π : Ω˜I −EI → ΩI − ΣI is a biholomorphism.
The pullback π∗σI is a positive semidefinite metric on Ω˜I degenerated on EI . The pullback
π∗dVI is a volume element on Ω˜I that vanishes on EI . We choose a hermitian metric σ
on Ω˜I . And denote dVσ to be the associated volume element on Ω˜. Define dEI (x) to be
the distance function on Ω˜I from x to the exceptional subset EI . In [22, Eq. (9)], it is
proved that there are positive constant c, C,M such that
(2) cdEI (x)
MdVσ ≤ π
∗dVI ≤ CdVσ, on Ω˜I −EI .
Without loss of generality, we may assume that EI is a divisor with only normal crossing,
i.e. the irreducible components of E are regular and meet complex transversely. As is
explained in [32, Sec. 3], by Eq. (2) there is an effective divisor D of Ω˜I that is supported
on EI such that for (p, q)-forms Ω
p,q on U ,
(3) L2(U, dVσ,Ω
p,q ⊗ L−D) ⊂ L
2(U, π∗dVI ,Ω
p,q) ⊂ L2(U, dVσ,Ω
p,q ⊗ LD),
for U a neighborhood of EI in Ω˜I .
2.2. Weighted Bergman space. Let L2a,s(ΩI) be the space of holomorphic functions on
ΩI − Σ that are square integrable with respect to the measure (−ρ)
sdVI .
Lemma 2.1. L2a,s(ΩI) is a closed subspace of L
2
s(ΩI), and therefore a Hilbert space.
Proof. Let L2s(ΩI) be the s-weighted L
2-space on ΩI with respect to (−ρ)
sdVI . Pull back
the space L2s(ΩI) to the resolution Ω˜I . The pullback map is an isomorphism from L
2
s(ΩI)
to L2s(Ω˜I , π
∗dVI). By the inequality (2) and (3), we have the following inclusion
(4) L2s(Ω˜I , dVσ, L−D) ⊂ L
2
s(Ω˜I , π
∗dVI) ⊂ L
2
s(Ω˜I , dVσ, LD).
Consider the ∂¯-equation ∂¯ϕ = 0 on Ω˜I . Let ker ∂¯|L−D (and ker ∂¯|LD) be the solution
space of the ∂¯-operator in L2s(Ω˜I , dVσ, L−D) (and L
2
s(Ω˜I , dVσ, LD)). Let ker ∂¯|ΩI be the
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solution space of the ∂¯|ΩI operator in L
2
s(ΩI) and therefore L
2
s(Ω˜I , π
∗dVI). The following
inclusion follows directly from (4),
ker ∂¯|L−D ⊂ ker ∂¯|ΩI ⊂ ker ∂¯|LD .
Next consider the the inclusion map
i∗ : ker ∂¯|L−D ⊂ ker ∂¯|LD .
Following the proof of [32, Theorem 3.1], on a pseudoconvex neighborhood W of a con-
nected component of EI , one has the following exact sequence
0 −→ Γ(W,L−D)
i∗|W
−→ Γ(W,LD) −→ Γ(W,Q),
where Q := LD/
(
i∗L−D
)
is a coherent analytic sheaf with compact support in W . As Q
is compactly supported, Γ(W,Q) is of finite dimension. Therefore, i∗|W
(
Γ(W,L−D)
)
is
of finite codimension in Γ(W,LD). Globally, as EI only has finitely many components,
i∗ : ker ∂¯|L−D ⊂ ker ∂¯|LD is of finite codimension.
As ker ∂¯|ΩI is between ker ∂¯|L−D and ker ∂¯|LD , L
2
a,s(ΩI)
∼= L2a,s(Ω˜I , π
∗dVI) is of finite codi-
mension in L2a,s(Ω˜I , dVσ, LD). Therefore, L
2
a,s(ΩI) is a closed subspace of L
2
a,s(Ω˜I , dVσ, LD)
of finite codimension. As L2a,s(Ω˜I , dVσ, LD) is closed in L
2
s(Ω˜I , dVσ, LD), we conclude that
L2a,s(ΩI) is a closed subspace of L
2
s(ΩI) = L
2
s(Ω˜, π
∗dVI) from Eq. (4), and therefore a
Hilbert space. 
Remark 2.2. Similar arguments to the proof of Lemma 2.1 confirm that Lpa,s(ΩI) is a
Banach space for p ≥ 1, s ≥ −1.
3. An odd index theorem for analytic space with isolated singularity
In this section, we explain the construction of the operatorDN on Ω
0
I with the Neumann
boundary condition and present the proof of Theorem 1.2.
In [9], Boutet de Monvel proved an index theorem for Toeplitz operators on a complex
manifold with strongly pseudoconvex boundary. Our result can be viewed as an extension
of Boutet de Monvel’s theorem to complex manifolds with isolated singularities. Such an
extension was hinted by Boutet de Monvel [9] and an approach was explained to the second
author [10]. In the following development, we will take a different route by following the
relative K-homology theory developed by Baum-Douglas-Taylor [4]. For simplicity, we
will present our proofs below with the standard volume dVI on ΩI . The same results also
hold true for the weighted volume element (−ρ)sdVI (s ≥ 0) with similar arguments. We
also point out that although we have used the notation ΩI , the results in this section hold
true for more general complex analytic spaces (See Remark 3.3).
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3.1. The ∂¯-equation on Ω0I . Let Ω
0
I denote ΩI − ΣI . Let ∧
p,qT ∗Ω0I be the degree (p, q)
subbundle of ∧p+qT ∗Ω0I . Recall that σI is the subspace metric on Ω
0
I ⊂ B
m. Denote
Lp,q(Ω0I) to be the L
2-space on Ω0I associated to the metric σI . Consider the ∂¯p,q-operator
on Lp,q(Ω0I)
∂¯p,q : L
p,q(Ω0I)→ L
p,q+1(Ω0I),
and its adjoint operator
∂¯∗p,q : L
p,q+1(Ω0I)→ L
p,q(Ω0I).
Let r be a real valued function smooth in a neighborhood of ∂ΩI satisfying r = 0 on
∂ΩI and dr 6= 0 on ∂ΩI . Define the ∂¯-Neumann boundary condition by
Dp,q := {ξ ∈ Γ(∧p,qT ∗(ΩI − ΣI) : (∂¯r)yξ = 0 on ∂ΩI}.
When q = 0, the ∂¯-Neumann boundary condition is trivial. Let ∂¯Np,q denote the closure of
∂¯p,q restricted to D
p,q. Consider the Laplace operator by
✷
N
p,q = ∂¯
N
p,q−1(∂¯
N
p,q−1)
∗ + (∂¯Np,q)
∗∂¯Np,q : L
p,q(Ω0I) −→ L
p,q(Ω0I).
Since ∂ΩI is strongly pseudoconvex, the Laplace operator ✷
N
0,q (q ≥ 1) with the ∂¯-
Neumann boundary condition has compact resolvent on the resolution Ω˜I . Hence, [32,
Theorem 1.1] implies that for q ≥ 1,
✷
N
0,q : L
0,q(Ω0I)→ L
0,q(Ω0I)
has compact resolvent.
We remark that when the dimension of ΩI is greater than or equal to 2, under As-
sumption 1.1 the Hartogs principle [27, Ch.III, Ex.3.5] implies that every function in
ker ∂¯N0,0 = L
2
a(ΩI) is holomorphic on the whole ΩI .
3.2. A Hilbert module. In this section, following [4], we construct a K-homology class
DN in K0(ΩI , ∂ΩI).
Let H0(Ω
0
I) = ⊕q≥0L
0,2q(Ω0I) (and H1(Ω
0
I) = ⊕q≥0L
0,2q+1(Ω0I)) be the Hilbert space of
(0, even) (and (0, odd)) forms on Ω0I . We consider the differential operator
DN := ∂¯
N + (∂¯N )∗ : H0(Ω
0
I) −→ H1(Ω
0
I).
The operator DN is a first order differential operator on ΩI . Denote σDN (x, ξ) to be the
symbol of DN . Let D(DN) denote the domain of DN in H0(Ω
0
I).
Let C(ΩI) be the C
∗-algebra of continuous functions on the closure ΩI . Consider the
multiplication of C(ΩI) on H0 and H1. Denote the corresponding ∗-representations by
σ0 : C(ΩI)→ L(H0) and σ1 : C(ΩI)→ L(H1).
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Proposition 3.1. The graded Hilbert space H := H0 ⊕H1, and the representation
σ := σ0 ⊕ σ1 : C(ΩI) −→ L(H),
and the operator
A =
(
0 D∗N
DN 0
)
form an unbounded Kasparov module for C(ΩI) and its ideal C0(ΩI) which consists of
functions in C(ΩI) vanishing at the boundary ∂ΩI .
Proof. Let C∞(ΩI) be the space of continuous functions on ΩI whose pullback to the
resolution Ω˜I via the map π is smooth on the closure Ω˜I . Since the singularities on ΩI are
isolated, by a partition of unity, we can easily show that C∞(ΩI) is a dense ∗-subalgebra
of C(ΩI). One quickly checks that for any u ∈ H
1
loc(Ω
0
I ,∧
0,evenT ∗Ω0I)
DNσ0(f)u− σ1(f)DNu = σDN (x, df)u, ∀f ∈ C
∞(ΩI).
As the metric on Ω0I vanishes toward singular points, σDN (x, df) extends to a bounded
linear operator from H0 to H1. From [4, Prop. 1.3], we can conclude that for every
f ∈ C∞(ΩI), σ1(f) preserves the domain of D
∗
N : H1(Ω
0
I) → H0(Ω
0
I), and [σ(f), DN ]
extends to a bounded operator on H0(Ω
0
I)⊕H1(Ω
0
I). And, therefore [σ(f), DN ] is bounded
for all f ∈ C(ΩI).
As the resolution Ω˜I is a complex manifold with strongly pseudoconvex boundary,
Kohn [31] showed that the ∂¯-laplacian ✷N0,q has a finite dimensional kernel and a compact
solution operator on L0,q(Ω˜I) for all q ≥ 1. By [32, Thm. 1.2], the ∂¯-laplacian ✷
N
0,q also has
a finite dimensional kernel and a compact solution operator on L0,q(Ω0I), for q ≥ 1. From
this, we can derive that ✷N0,q on L
0,q(Ω0I) has a compact resolvent for q ≥ 1. Therefore,
the operator
DND
∗
N : H1(Ω
0
I)→ H0(Ω
0
I)
has a compact resolvent.
For f ∈ C∞0 (ΩI), the operator σ0(f)(D
∗
NDN + 1)
−1 maps L2(Ω0I ,∧
0,evenT ∗Ω0I) to the
Sobolev space H2,20 (Ω
0
I ,∧
0T ∗Ω0I), where H
−,2
0 is the L
2-Sobolev space of sections that van-
ishes on ∂ΩI . Hence the operator σ0(f)(D
∗
NDN +1)
−1 is compact on L2(Ω0I ,∧
0,evenT ∗Ω0I)
by the Rellich1 compact embedding theorem. Analogously, the operator σ1(f)(DND
∗
N +
1)−1 is compact on L2(Ω0I ,∧
0,oddT ∗Ω0I).
By [4, Prop. 1.1, 1.39, Prop. 3.1], we conclude (H, σ,A) is an unbounded Kasparov
module. 
1Recall that the volume element on Ω0I vanishes at the singular points of a certain order, i.e. Eq. (2).
Using this fact, one can prove a Rellich compact embedding theorem for H2,2
0
(−) →֒ L2(−) in the same
way as [21].
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Besides the ∂¯-Neumann boundary condition, we can consider other boundary condi-
tions. For example, denote Dmax and Dmin to be the maximal and minimal extension of
the first order differential operator D = ∂¯ + ∂¯∗ on C∞c (Ω
0
I ,∧
0,evenT ∗Ω0I). More explicitly,
the domain D(Dmax) is
{ξ ∈ L2(Ω0I ,∧
0,evenT ∗Ω0I) : Dξ ∈ L
2(Ω0I ,∧
0,oddT ∗Ω0I)}.
Let Dt : C∞c (Ω
0
I)→ C
∞
c (Ω
0
I) be the formal adjoint of D. We have D
t
max = (Dmin)
∗, and
Dmin ⊂ DN ⊂ Dmax.
Proposition 3.2. The operator Dmax (and Dmin) on (H, σ) defines a K-cycle [Dmax]
(and [Dmin]) for K0(ΩI , ∂ΩI). Furthermore, in K0(ΩI , ∂ΩI)
[Dmax] = [Dmin] = [DN ].
The proof of Proposition 3.2 is a straightforward extension of [4, Prop. 2.1, 3.1, 3.3].
We skip the detail to avoid repetition.
3.3. The boundary map in K-homology. In [3], Baum and the first author developed
a long exact sequence for relative K-homology. In particular, applying the long exact
sequence to our study, we obtain a boundary map ∂ : K0(ΩI , ∂ΩI) −→ K1(∂ΩI). In this
subsection, we study the boundary ∂[DN ] ∈ K1(∂ΩI).
Let ker(DN ) be the space
{ξ ∈ L2(Ω0I ,∧
0,evenT ∗Ω0I) : DN (ξ) = 0}.
By the property that DN has a finite dimensional solution space on L
2(Ω0I ,∧
0,qT ∗Ω0I) for
q ≥ 1, we know that up to a finite dimensional subspace ker(DN) is equal to L
2
a(ΩI), the
space of L2-holomorphic functions on Ω0I . The K-homology class in K1(∂ΩI ) associated
to ker(DN) is equal to the K-homology class associated to L
2
a(ΩI), i.e.
[ker(DN)] = [L
2
a(ΩI)].
As ∂ΩI is a strongly pseudoconvex, the restriction of the complex structure on ΩI to
the boundary defines a CR-structure on ∂ΩI , and therefore a spin
c structure on ∂ΩI . Let
D∂ΩI be the Dirac operator associated to this CR-structure. Then we can conclude from
[4, Prop. 4.5, 4.6] that in K1(∂ΩI )
(5) ∂[DN ] = [kerDN ] = [L
2
a(ΩI)] = [D∂ΩI ].
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3.4. Proof Theorem 1.2 and Corollary 1.3. Theorem 1.2 is a corollary of Proposition
3.1 and Eq. (5). We explain the proof of Corollary 1.3. By Proposition 3.1, 3.2, and Eq.
(5), we conclude that the L2a(ΩI) defines a K-homology class on ∂ΩI . This implies that
L2a(ΩI) is an essentially normal A-module, and confirms Part (i) of Theorem 1.2. Also we
conclude from Eq. (5) that [L2a(ΩI)] is equal to the fundamental class of ∂ΩI associated
to the canonical CR-structure and therefore the contact structure on ∂ΩI , and confirms
Part (ii) of Theorem 1.2.
Remark 3.3. We point out that the proofs of Theorem 1.2 only use the property that ΩI
is a complex analytic space of pure dimension n with the following properties.
(1) ΩI has a strongly pseudoconvex boundary ∂ΩI := ΩI\ΩI .
(2) ΩI may contain isolated singularities away from ∂ΩI .
From these assumptions, we can conclude from [32, Theorem 1.2] that that operator DND
∗
N
has compact resolvents and therefore Proposition 3.1, 3.2, and Theorem 1.2.
When I is a homogeneous ideal of A = C[z1, · · · , zm], the zero variety ZI is invariant
under the multiplication by C∗ = C − {0}. Assume that the origin is the only possible
isolated singular point of ZI . ZI intersects with the unit sphere S
2m−1 transversely, and
therefore the boundary ∂ΩI is a smooth submanifold of S
2m−1. The group S1 as the unit
circle in C∗ acts on the unit sphere S2m−1 freely. As I is a homogeneous ideal, ∂ΩI is
invariant under the S1-action. We easily observe that the K-homology class [DN ] (and
∂[DN ]) is S
1-equivariant and lives in KS
1
0 (ΩI , ∂ΩI) (and in K
S1
1 (∂ΩI)). Furthermore, the
quotient space XI := ∂ΩI/S
1 is an embedded smooth submanifold of CPm−1, which is
the projective variety associated to the ideal I. Let DXI ∈ K0(XI) be the fundamental
class on XI associated to the ∂¯-operator. We explain below the relation between ∂[DN ] ∈
KS11 (∂ΩI) and [DXI ] ∈ K1(XI).
Proposition 3.4. When the ideal I is homogeneous and the origin is the only possible
singular point of ZI , there is a natural isomorphism αI from K
S1
1 (∂ΩI ) to K0(XI) such
that αI
(
∂[DN ]
)
= [DXI ] in K0(XI).
Proof. We observe that as I is homogeneous, the CR-structure on ∂ΩI is S
1-equivariant,
and gives an S1-equivariant spinc structure on ∂ΩI . As dim(∂ΩI ) is odd, the S
1-equivariant
Poincare´ duality gives an isomorphism(
PDS
1
∂ΩI
)−1
: KS
1
1 (∂ΩI )
∼=
−→ K0S1(∂ΩI).
As the S1-action on ∂ΩI is free, K
0
S1(∂ΩI) is naturally isomorphic to K
0(XI). Let βI
denote the isomorphism from K0S1(∂ΩI ) to K
0(XI). XI is a complex manifold with a
canonical spinc structure. The Poincare´ duality gives an isomorphism
PDXI : K
0(XI) −→ K0(XI).
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Define αI : K
S1
1 (∂ΩI) → K0(XI) to be the composition PDXI ◦ βI ◦
(
PDS
1
∂ΩI
)−1
. αI is
obviously an isomorphism as each involved component is.
Theorem 1.2 identifies the class ∂[DN ] with the fundamental class D∂ΩI associated to
the CR-structure on ∂ΩI . Furthermore, it is not hard to trace through the arguments
that this is an identification in KS
1
1 (∂ΩI). The inverse Poincare´ duality map
(
PDS
1
∂ΩI
)−1
maps D∂ΩI to the trivial line bundle C∂ΩI in K
0
S1(∂ΩI). The map βI maps C∂ΩI to the
trivial line bundle CXI in K
0(XI). And the Poincare´ duality map PDXI on XI maps CXI
to the fundamental class DXI in K0(XI). Therefore, we conclude that αI maps ∂[DN ] to
[DXI ] in K0(XI). 
4. Geometrization of the quotient Hilbert module
In this section, we construct a right inverse E of the restriction operator R : L2a(B
m)→
L2a,M(ΩI), and apply it to prove that both the closure I of I in L
2
a(B
m) and the quotient
QI = L
2
a(B
m)/I are essentially normal A-modules. We prove a Toeplitz index theorem
for QI by identifying the K-homology class associated to QI with the fundamental class
on ∂ΩI := ΩI\ΩI .
4.1. Integral representation formula. In [28, Theorem I1], an integral representation
formula was obtained for an analytic space satisfying Assumption 1.1. More precisely, let
α be the volume form on ∂ΩI . There is a kernel function K(z, ζ) on ΩI × ∂ΩI such that
for each ζ ∈ ∂ΩI , the function K(−, ζ) is holomorphic on ΩI . Let f be a holomorphic
function on ΩI . Then f can be represented by the following integral
(6) f(z) =
∫
∂ΩI
f(ζ)
K(z, ζ)
(1−
∑m
i=1 ζ¯izi)
k
α(ζ).
By choosing a cut-off function χ supported in a neighborhood of the boundary ∂ΩI , we
can conclude the following corollary from Equation (6).
Lemma 4.1. Under Assumption 1.1, there is neighborhood MI of ΩI in ZI , and a smooth
differential form ηj(z, ζ) (j = 0, 1, · · · ) on MI × MI of bidegree (k, k) (when j = 0,
(k, k − 1)) in ζ supported away from ΣI , the set of singular points, and (0, 0) in z such
that ηj(−, ζ) is holomorphic on MI for any ζ ∈MI . For any f ∈ L
1
a,s−1(ΩI), the following
integral representations hold,
f(z) =
∫
∂ΩI
f(ζ)η0(z, ζ)
(1−
∑m
i=1 ziζ¯i)
k
, s = 0,
and
f(z) =
∫
ΩI
f(ζ)ηs(z, ζ)(−ρ)
s−1(ζ)
(1−
∑m
i=1 ziζ¯i)
k+s
, s ≥ 1.
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Proof. The proof is a line by line repetition of the proof of [7, Corollary 2.4] from the
representation (6). It is worth pointing out that the cut-off function χ in the proof of
[7, Corollary 2.4] can be chosen to be supported away from the set ΣI of singular points
in ΩI . Therefore, the support of ηj(−, ζ) is also away from ΣI . We remark that the
property that the dimension k of ΩI is at least 2 and Assumption 1.1 assures that the
Hartogs principle [27, Ch.III, Ex.3.5] holds on ΩI . The Hartogs principle assures that any
f ∈ L1a,s(ΩI) is holomorphic on ΩI . Therefore, the singularities in ΩI do not affect any
parts of the proofs in [7]. We leave the detail to the reader. 
4.2. Extension operator. Let C(Bm) (and C(ΩI)) be the space of continuous functions
on Bm (and ΩI). Consider the restriction operator R : C(B
m)→ C(ΩI) defined by
R(f)(z) := f(z), for z ∈ ΩI .
The restriction of R to the subspace O(Bm) of holomorphic functions on Bm takes image
in O(ΩI).
The function η0(−, ζ) can be viewed as a holomorphic function from ΩI to smooth
(k, k−1) forms onMI . By [13, Corollary 12.1], η0(−, ζ) can be extended to a holomorphic
function on Bm with value in smooth (k, k− 1) forms on MI supported away from the set
ΣI of singular points, which will be again denoted by η0(z, ζ). Define a linear operator
E0 : L
1
a,−1(ΩI)→ O(B
m) by
E0(f)(z) =
∫
∂ΩI
f ∗(ζ)η0(z, ζ)
(1−
∑m
i=1 ziζ¯i)
k
,
where f ∗ is the boundary value of f .
Similarly we extend ηj(z, ζ) to a holomorphic function on B
m with value in smooth
(k, k) forms on MI (a neighborhood of ΩI in ZI) supported away from ΣI . Define a linear
operator Ej : L
1
a,j(ΩI)→ O(B
m) by
Ejf(z) =
∫
ΩI
f(ζ)ηj(z, ζ)(−ρ)
j−1(ζ)
(1−
∑m
i=1 ziζ¯i)
k+j
, j ≥ 1.
A direction generalization of [7, Theorem 2.5, Corollary 2.6] proves the following propo-
sition.
Proposition 4.2. (1) For every f ∈ L1a,−1(ΩI), E0(f) ∈ O(B
m
\∂ΩI) and E0(f)|ΩI =
f .
(2) For j ≥ 1, every f ∈ L1a,j−1(ΩI), Ej(f) ∈ O(B
m) and
Ejf |ΩI = f, Ejf = Ekf, k < j.
The following theorem is a strengthened version of Theorem 1.4.
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Theorem 4.3. Under Assumption 1.1, there is a continuous linear operator
E : Lpa,s+M(ΩI) −→ L
p
a,s(B
m), 1 < p <∞,−1 ≤ s,
such that RE = Id. Therefore, the restriction operator R is a surjective bounded linear
operator
R : Lpa,s(B
m) −→ Lpa,s+M(ΩI), 1 < p <∞,−1 ≤ s.
Proof. The proof is a direct generalization of the proof [7, Thm. 1.1]. The key observation
is that with the choice of the cut-off function χ in the construction of Lemma 4.1, ηj(−, ζ)
(j ≥ 0) is zero outside a neighborhood of the boundary ∂ΩI . Therefore, the support of
ηj(z, ζ) is away from singular ζ values in ΩI . Hence, the kernel function
ηj(z,ζ)ρj−1(ζ)
(1−
∑m
i=1 ziζ¯i)
k+j is
bounded on the whole ΩI by
CdVI
(1−
∑m
i=1 ziη¯i)
k+j
for some constant C > 0. This property allows us to use [7, Theorem 4.1] to conclude the
desired statements on the bounds of the operator R. 
4.3. Equivalence of Hilbert modules. We look at the restriction operator
R : L2a(B
m) −→ L2a,M (ΩI).
As R maps all functions in I to the zero function on ΩI , R restricts to a bounded linear
map
RΩI : QI = L
2
a(B
m)/I¯ −→ L2a,M(ΩI).
The extension map E with RE = I implies that RΩI is surjective.
To study the above structure, we prove the following general fact.
Proposition 4.4. Let H1 and H2 be two Hilbert A-modules. Let X : H1 → H2 be an
isomorphism of A-modules. Any two of the following three statements imply the third one.
(1) The A-module H1 is essentially normal.
(2) The A-module H2 is essentially normal.
(3) The operator X∗X : H1 → H1 commutes with the A-module structure up to com-
pact operators.
Therefore, when H1 and H2 are isomorphic essentially normal A-modules, the correspond-
ing extensions associated to H1 and H2 are unitarily equivalent.
Proof. By polar decomposition, we write
X = US,
where S : H1 → H1 is an invertible positive operator, and U : H1 → H2 is a unitary
operator.
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We observe that X satisfies that for any p ∈ A and ξ ∈ H1,
σ2(p)X(ξ) = Xσ1(p)(ξ),
where σi(p) is the representation of p on Hi. By the polar decomposition of X , we can
write
(7) σ2(p) = Xσ1(p)X
−1 = USσ1(p)S
−1U∗.
We compute X∗X by
X∗X = SU∗US = S2.
If X∗X = S2 commutes with σ1 up to compact operators, S commutes with σ1 up to
compact operators too. Equation (7) implies that in the Calkin algebra C(H1),
(8) σ2(p) = USσ1(p)S−1U∗ = (U)(σ1(p))(U)
∗,
where we have used T to denote the image of an operator T in the corresponding Calkin
algebra.
The Equation (8) shows that the unitary operator U is a unitary equivalence between
σ1 and σ2. From this we can conclude that
(1) & (3) =⇒ (2), and (2) & (3) =⇒ (1).
In the following we show that
(1) & (2) =⇒ (3).
By (1) and (2), we can extend σ1 : A → C(H1) and σ2 : A → C(H2) to ∗-algebra
morphisms
σ1 : C(B
m
)→ C(H1), and σ2 : C(B
m
)→ C(H2).
By the Fuglede-Putnam theorem and the assumption that both σ1(p) and σ2(p) are es-
sentially normal for p ∈ A, Equation (7) implies that
σ2(p)
∗ = Xσ1(p)
∗X
−1
,
and therefore
σ2(p
∗) = Xσ1(p
∗)X
−1
.
We conclude that for any a ∈ C(B
m
),
(9) σ2(a) = Xσ1(a)X
−1
= (U)(S)σ¯1(a)(S)
−1(U)∗.
Taking the adjoint of the both sides of Eq. (9), we have
(10) σ2(a
∗) = σ2(a)
∗ = (X
−1
)∗σ1(a)
∗(X)∗ = (U)(S)−1σ1(a
∗)(S)(U)∗, for all a ∈ C(B
m
).
Comparing Eq. (9) and Eq. (10), we obtain the following equality, for all a ∈ C(B
m
)
(S)σ1(a)(S)
−1 = (S)−1σ1(a)(S),
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and
(S)2σ1(a) = σ1(a)(S)
2.
We conclude from the last equality that σ1(a) commutes with S
2 = X∗X up to compact
operators. And therefore σ1 and σ2 are unitarily equivalent by (8). 
Notice that both QI and L
2
a,M(ΩI) are A-modules. Denote σQI and σΩI to be the
corresponding morphisms from C(B
m
) to C(QI) and C(ΩI), where C(QI) and C(ΩI) are
the Calkin algebras on QI and L
2
a,M (ΩI). Next theorem studies the relation between the
two extension classes σQI and σΩI .
Theorem 4.5. Under Assumption 1.1, both I¯ and the quotient QI := L
2
a(B
m)/I¯ are
essentially normal A-modules. Furthermore, QI and L
2
a,M(ΩI) correspond to the same
class in K1(∂ΩI).
Proof. We consider the exact sequence of A-modules,
0 −→ kerRΩI
ι
−→ L2a(B
m)
R
−→ L2a,M (ΩI) −→ 0.
By Theorem 4.3, R is a surjective A-module map. According to Corollary 1.3, L2a,M (ΩI)
is an essentially normal A-module. We conclude from [16, Thm. 1] that the kernel kerR
is an essentially normal A-module as L2a(B
m) is also essentially normal. By Theorem 6.3,
the closure I¯ of I in L2a(B
m) agrees with the kernel kerR. Hence, I¯ is an essentially normal
A-module.
Now consider the following exact sequence
0 −→ I¯ −→ L2a(B
m) −→ QI −→ 0.
By [17, Thm. 1], the essentially normality of the ideal I¯ implies that the quotient module
QI = L
2
a(B
m)/I¯ is essentially normal.
As I = kerR, RΩI : QI → L
2
a,M(ΩI) is an isomorphism of essentially normal A-modules.
Apply Proposition 4.4 to RΩI . We conclude that QI and L
2
a,M(ΩI) give rise to the same
K-homology class in K1(∂ΩI ). 
Remark 4.6. Theorem 4.5 states that QI and L
2
a,M(ΩI) are equivalent K-homology
classes. As is suggested in [4], a sharper estimate of Sobolev norms proves that L2a,s(ΩI)
is a Schatten-p class module for p > k. Our proof of Theorem 4.5 does not show that the
ideal I¯ or the quotient module QI is a Schatten-p class module, though we expect that they
are and QI is equivalent to L
2
a,M as Schatten-p class modules.
Remark 4.7. In Theorem 4.5, we proved that the kernel kerR is an essentially normal
A-module, when ZI is the zero variety of functions f1, · · · , fM that are holomorphic on a
neighborhood of the closed ball B
m
and satisfy Assumption 1.1. This is a variant of the
“Geometric Arveson-Douglas Conjecture” proposed by Englis and Eschmeier [20]. Englis
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and Eschmeier [20] proved that the kernel kerR is an essentially normal A-module when
ZI is a homogeneous variety with the only singularity at the origin O ∈ C
m. This result
and our Theorem 4.5 are independent supporting evidences for the “Geometric Arveson-
Douglas Conjecture.” The two results use different methods. The main tool in [20] is the
Boutet de Monvel-Guillemin theory of generalized Toeplitz operators, while the main tool
in this paper is the Baum-Douglas-Taylor theory of relative K-homology for manifolds
with boundaries.
In [18], the first author and Wang proved that when I is a principal ideal of A =
C[z1, · · · , zm], the quotient Hilbert module QI is essentially normal. Let p be a generator
of I. The zero set of p is a hypersurface ZI of C
m. Assumption 1.1 in this case requires
that the 1-form dp is everywhere nonzero on ∂ΩI and ZI intersects with the sphere ∂B
m
transversely.
Corollary 4.8. For m ≥ 3, when I is generated by p ∈ A and satisfies Assumption 1.1,
the K-homology class of QI is the fundamental class of ∂ΩI .
As a special example of Corollary 4.8, we consider the following polynomial
pk(z1, · · · , z5) = z
2
1 + z
2
2 + z
2
3 + z
3
4 + z
6k−1
5 ∈ C[z1, · · · , z5], k ≥ 1.
The zero variety Zpk of pk has an isolated singularity at the origin, and when ǫ > 0 is
sufficiently small, Zpk intersects with the sphere S
9
ǫ = ∂B
5
ǫ = B
5
ǫ\B
5
ǫ transversely [11], [30],
where B5ǫ is the open ball of radius ǫ around the origin. Hence the conditions of Corollary
4.8 are satisfied on B5ǫ . We conclude that QIk gives the fundamental class of the boundary
∂ΩǫIk = Zpk ∩ ∂B
5
ǫ . The boundary ∂Ω
ǫ
Ik
is a topological 7-sphere S7. When k = 1, · · · , 28,
the differentiable structures on Zpk ∩ ∂B
5
ǫ give all the different differentiable structures on
S7. Corollary 4.8 offers a possibility to use operator algebra tools to study differentiable
topology on S7. We plan to come back to this question in the near future.
5. Concluding remarks
We end this article with a few remarks.
5.1. Assumption 1.1 on complete intersection. Our results in this article rely cru-
cially on Assumption 1.1 that the ideal I is generated by p1, · · · , pM ∈ C[z1, · · · , zm] with
M ≤ m− 2 such that the Jacobian matrix (∂pi/∂zj) is of maximal rank on the boundary
∂ΩI = ZI ∩ ∂B
m and the zero variety Zi intersects ∂B
m transversely.
Using the concept of depth [19, Sec.18.5] in algebraic geometry, we can easily show that
Assumption 1.1 implies that the ideal I is radical. Let ΣI be the set of singular sets in
ΩI . Assumption 1.1 also implies that ΣI is a finite discrete set having no intersection
with the boundary ∂ΩI . Furthermore, Assumption 1.1 implies that A/I is a complete
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intersection ring [19, Sec.18.5], which assures that [27, Ch.3, Ex.3.5] any analytic function
on ΩI − ΣI has an extension to ΩI . This is the key in our proof that the restriction map
R : L2a(B
m)→ L2a,M (ΩI) is surjective.
As is explained in Proposition 4.8, there are many examples satisfying Assumption 1.1.
On the other hand, there are also many interesting examples on which Assumption 1.1
fails to hold. Let 〈z1, z2〉 (and 〈z3, z4〉) be ideals of C[z1, · · · , z4] generated by z1, z2 (and
z3, z4). Consider the ideal I of C[z1, · · · , z4] as the product of 〈z1, z2〉 and 〈z3, z4〉. I
is generated by z1z3, z1z4, z2z3, z2z4. If Assumption 1.1 holds for I, ZI has dimension 0.
But the zero variety of I has dimension 2. This shows that I fails to satisfy Assumption
1.1. In general, the ideal I fails to satisfy the Cohen-Macaulay condition [19, Sec.18.2],
and therefore there are analytic functions on ΩI − ΣI that cannot be extended to ΩI .
Such a failure suggests that the restriction map R : L2a(B
m) → L2a,M (ΩI) cannot be
surjective for the ideal I = 〈z1, z2〉〈z3, z4〉. On the other hand, in this case the range of
the restriction map R still has a finite codimension, which is sufficient for us to conclude
Theorem 4.5. This suggests to generalize our results in this article to include examples
like I = 〈z1, z2〉〈z3, z4〉. We will come back to this in the near future.
5.2. Non-radical ideals. In this article, we have considered only radical ideals. Chen,
the first author, Keshari, and Xu take up the simplest non-radical cases, the ideal Iα
generated by the monomial zα = zα11 · · · z
αm
m for non-negative integers (α1, · · · , αm). They
show that Iα defines a sequence of zero sets Zk ⊆ Zk−1 ⊆ · · ·Z2 ⊆ Z1, where Zi is a
union of hyperplanes intersecting at the origin such that a hyperplane for Zi contains a
hyperplane for Zi+1 or is otherwise distinct from it.
The ideas in this paper can be applied to study non-radical ideals. When I is not
radical, the kernel of the restriction map R : L2a(B
m)→ L2a,M (ΩI) is not the closure of I.
However, by taking the zero variety ZI in the sense of schemes in algebraic geometry, we
expect to enrich the space L2a,M (ΩI) to a bigger Hilbert space L
2
a,M(ΩI). With the bigger
space L2a,M(ΩI), we expect to show that the restriction map R is surjective or has a finite
codimensional range and the kernel ker(R) is the closure of I. With this modification, we
can use the methods developed in this article to study the essentially normal property of
I and QI .
The following example might be useful in understanding this phenomenon. Let m = 2,
and I, J be the principal ideals generated by z1 and z
2
1 , respectively. Then the zero variety
of both I and J is ZI = ZJ = {z1 = 0}. And ΩI = ΩJ is ZI ∩B
2. The kernel kerR of the
usual restriction map RI : L
2
a(B
2) → L2a,1(ΩI) is the closure of I in L
2
a(B
2). Let L2a,1(ΩJ)
be L2a,1(ΩI)⊕ L
2
a,2(ΩI). Define the restriction map RJ : L
2
a(B
2)→ L2a,1(ΩJ ) to be
RJ (f) = f |z1=0 ⊕
∂f
∂z1
|z1=0.
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It is straight forward to check that the kernel kerRJ of the map RJ is the closure of J in
L2a(B
2), and RJ is surjective. Therefore, the results of this paper extend to show that the
closure J and the quotient L2a(B
2)/J are essentially normal A-modules (see also [25]).
6. Appendix: the closure of the ideal I in L2a(B
m)
by R. Douglas, X. Tang, K. Wang2 , and G. Yu
In this appendix, we study the closure of the ideal I in L2a(B
m). We prove that under
Assumption 1.1 if f ∈ L2a(B
m) vanishes on ΩI , then f is contained in the closure I of I in
L2a(B
m). Related results can be found in [1] and [33].
Let O(B
m
) be the algebra of holomorphic functions on the closed ball B
m
. O(B
m
) with
the natural topology is a (topological) unital commutative noetherian ring [23] satisfying
the Hilbert nullstellensatz, i.e. every ideal of O(B
m
) is either dense, or contained in a
maximal ideal M in O(B
m
) such that the M-adic topology is weaker than the topology
on O(B
m
).
Lemma 6.1. Let I be a prime ideal of O(B
m
) and f ∈ O(B
m
). Denote ZI to be the zero
variety of the ideal I. If there is a point z0 ∈ ZI ∩ B
m and an open set U of z0 in B
m,
such that f belongs to the ideal IO(U) generated by I in O(U), the ring of holomorphic
functions on U , then f ∈ I.
Proof. Let Mz0 be the maximal ideal of O(B
m
) generated by analytic functions in O(B
m
)
vanishing at z0. Consider the Mz0-adic completion of I in O(B
m
). As z0 ∈ ZI , I ⊆ Mz0
and I+Mz0 = Mz0 . By Krull’s theorem [14, Sec. 2.1], theMz0-adic closure of I in O(B
m
)
is I. By definition, the Mz0-adic closure of O(B
m
) is⋂
j≥1
[I +M jz0 ].
Consider the function f . We prove that f is in I +M jz0 for every j ≥ 1. On U , as f
belongs to the ideal IO(U), there are p1, · · · , pl ∈ I, and h1, · · · , hl ∈ O(U) such that
f =
l∑
i=1
pihi.
Choose g1, · · · , gl in the polynomial ring A = C[z1, · · · , zm] such that hi − gi vanishes at
z0 of multiplicity j. Observe that
f −
l∑
i=1
pigi =
l∑
i=1
pi(hi − gi)
2School of Mathematical Sciences, Fudan University, Shanghai, 200433, P.R. China, Email:
kwang@fudan.edu.cn
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vanishes at z0 of multiplicity j. Hence, f −
∑l
i=1 pigi is contained in M
j
z0 . Therefore,
we have proved that f belongs to I +M jz0 . Varying j through all natural numbers, we
conclude that f belongs to I =
⋂
j≥1[I +M
j
z0 ]. 
Lemma 6.2. Under Assumption 1.1, if f ∈ O(B
m
) vanishes on ΩI , then f belongs to the
closure 〈I〉 of I in O(B
m
), and therefore in the closure I of I in L2a(B
m).
Proof. We consider O(B
m
) with the topology from H∞(Bm) and the ideal IO(B
m
) in
O(B
m
). Let IO(B
m
) = ∩liIi be the irredundant primary decomposition of IO(B
m
). By
[23, Theorem 1.3], the closure of IO(B
m
) in O(B
m
) is the intersection of those Ii that is
contained in a closed maximal ideal Mzi. It is sufficient to prove that f belongs to all
those Ii that is contained in a closed maximal ideal Mzi .
By Assumption 1.1, ZI is smooth near the boundary ∂B
m and intersects with ∂Bm
transversely. Hence, if there is a point zi ∈ ZIi ∩ ∂B
m, zi is a smooth point of ZI , and
therefore a smooth point of ZIi. We remark that as zi is a smooth point of ZI , there
can not be a different Ii′ such that ZIi and ZIi′ intersect at zi. Since ZI intersects with
the boundary ∂Bm transversely, ZIi must intersect with the boundary ∂B
m transversely
at zi too. So there must be a point z˜i in ZIi ∩ B
m. Furthermore, on a sufficiently small
neighborhood Ui of z˜i in B
m, f vanishes on ZIi ∩ Ui, and therefore f is contained in the
ideal IiO(Ui) generated by Ii in O(Ui). Lemma 6.1 applies to f and Ii with Ui and z˜i.
Therefore, f is contained in Ii for all i such that Ii is contained in a closed maximal ideal
Mzi . Hence, f is in the closure 〈I〉 of I in O(B
m
), and therefore also in the closure I in
L2a(B
m). 
Let R be the restriction operator R : L2a(B)→ L
2
a,M (ΩI).
Theorem 6.3. Under Assumption 1.1, the closure I of the ideal I in L2a(B
m) is equal to
kerR.
Proof. We observe that if f belongs to O(B
m
) ∩ kerR, then Lemma 6.2 implies that f
belongs to the closure I of I in L2a(B
m). In the following, we show that every function in
kerR can be approximated arbitrarily closely by functions in O(B
m
) ∩ kerR.
Let f be a function in the kernel kerR. For 0 < r < 1, define fr to be fr(z) := f(rz).
fr is a holomorphic function on the (open) ball B
m
1/r of radius 1/r in C
m. Furthermore,
we have the following properties of fr on the unit ball B
m.
(1)
lim
r→1
fr(z) = f(z), ∀z ∈ B
m.
(2)
lim
r→1
||fr||L2a(Bm) = ||f ||L2a(Bm).
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From the above two properties, we conclude that fr converges to f in L
2
a(B
m) as r → 1.
Fix ǫ > 0. Since fr converges to f in L
2
a(B
m), there exists a number r1 with 0 <
r1 < 1 such that ||f − fr1 ||L2a(Bm) < ǫ. As R(f) = 0, R(f − fr1) = −R(fr1) ∈ L
2
a,M (ΩI).
Furthermore, as R : L2a(B
m)→ L2a,M (ΩI) is bounded,
||R(fr1)||L2a,M(ΩI ) = ||R(f − fr1)||L2a,M (ΩI) ≤ ||R|| · ||f − fr||L2a(Bm) = ||R||ǫ.
For 0 < s < 1, consider the ball Bm1/s ⊂ C
m of radius 1/s with the boundary ∂Bm1/s =
S
2m−1
1/s . Let Ω
s
I be the intersection of B
m
1/s with ZI . Assumption 1.1 implies that there
is a number S with 0 < S < 1 such that the similar properties as in Assumption 1.1
also hold on the ΩsI and ∂Ω
s
I for all s with S < s < 1. Let L
2
a(B
m
1/s) and L
2
a,M (Ω
s
I)
be the corresponding (weighted) Bergman spaces. Then Theorem 4.3 can be naturally
generalized to produce an extension operator
Es : L
2
a,M (Ω
s
I) −→ L
2
a(B
m
1/s),
and a restriction operator
Rs : L
2
a(B
m
1/s) −→ L
2
a,M(Ω
s
I),
such that RsEs = Id. Furthermore, following the estimates in [7, Lemma 3.10 and
Theorem 4.1], we can obtain that there is a number S ′ with 0 < S ′ < 1 and M > 0 such
that ||Es|| < M for all s satisfying S
′ < s < 1.
When r1 < s < 1, Rs(fr1) is well defined in L
2
a,M (Ω
s
I). As ZI intersects with S
2m−1
1/s
transversely, the defining function ρs(z) for Ω
s
I is continuous with respect to s. When s
goes to 1, ||Rs(fr1)||L2a,M(ΩsI ) converges to ||R(fr1)||L2a,M (ΩI). In particular, there is a number
s1 with r1 < s1 < 1, such that
||Rs1(fr1)||L2a,M(Ω
s1
I )
≤ 2||R(fr1)||L2a,M (ΩI) ≤ 2||R||ǫ.
As the norm of Es is uniformly bounded by M for S < s < 1, we will choose s1 such that
||Es1|| < M . Then ||Es1Rs1(fr1)||L2a(Bm1/s1 )
is bounded by 2M ||R||ǫ.
Observe that both fr1 and Es1Rs1(fr1) are holomorphic on B
m
. Define Fǫ ∈ O(B
m
) by
Fǫ(z) := fr1(z)− Es1Rs1(fr1)(z). Then
R(Fǫ) = R(fr1)− R(Es1Rs1(fr1)) = R(fr1)− R(fr1) = 0.
Hence, Fǫ is inside kerR, and therefore in O(B
m
)∩kerR. We have the following estimate
of the norm ||f − Fǫ||L2a(Bm).
||f − Fǫ||L2a(Bm) = ||f − fr1 + Es1Rs1(fr1)||L2a(Bm) ≤ ||f − fr1 ||L2a(Bm) +
+||Es1Rs1(fr1)||L2a(Bm) ≤ ǫ+ ||Es1Rs1(fr1)||L2a(Bm1/s1 )
≤ (2M ||R||+ 1)ǫ.
Hence we conclude that f can be approximated arbitrarily closely by functions in O(B
m
)∩
kerR, and therefore f is in the closure I of I in L2a(B
m). This shows that kerR is contained
inside I.
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Finally, as I is naturally contained in kerR, we obtain that I = kerR.

The result in Theorem 6.3 was stated in a more general context without Assumption
1.1 in [34, Theorem. 4.1 and Remark 4.4]. But Mihai Putinar and Kunyu Guo explained
to us that there are mistakes in the proofs. We refer the readers to [1] and [33] for more
results along this direction. In general it is an open question if the closure I of the ideal
I in L2a(B
m) is equal to the kernel of R when I is radical.
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