In this paper, we consider orthogonal multiple access coded schemes with correlated sources. The sources are distributedly encoded and their correlation is exploited at the access point (AP). In particular, we assume that each source uses a classical channel code to transmit, through an additive white Gaussian noise (AWGN) channel, its information to the AP. Here component decoders, associated with the source encoders, iteratively exchange soft information by taking into account the source correlation. The key goal of this paper is to investigate the ultimate achievable performance limits in terms of a multidimensional feasible region in the space of channel parameters, deriving insights on the impact of the number of sources. In order to analyze the performance of given coded schemes, we propose an extrinsic information transfer (EXIT)-based approach, which allows to determine the corresponding multi-dimensional feasible regions. On the basis of the proposed analytical framework, the performance of pragmatic schemes, based on serially concatenated convolutional codes (SCCCs) and low-density parity-check (LDPC) codes, is discussed.
I. INTRODUCTION
The efficient transmission of correlated signals, observed at different nodes, to one or more collectors is one of the main challenges in various networking scenarios, e.g., wireless sensor networks [1] . In the case of one collector node, this problem is often referred to as reach-back channel problem [2] - [4] . In its simplest form, it can be summarized as follows: two independent nodes have to transmit correlated sensed data to a collector node by using the minimum possible energy, e.g., by properly exploiting the implicit correlation among the data.
In the case of separated additive white Gaussian noise (AWGN) channels, the separation between source (up to the Slepian-Wolf limit) and channel coding is known to be optimal [2] , [5] . However, implementing a practical system based on separation, i.e., distributed source coding (DSC) followed by channel encoding, is not straightforward [6] - [9] and the design of practically good codes is still an open issue [10] . Alternative approaches are given by cooperative source-channel coding and distributed joint source-channel coding (JSCC). In the JSCC case, no cooperation among nodes is required, each correlated source is encoded by a single code, and the correlation between the sources is exploited at the joint decoder by means of joint channel decoding (JCD) [11] - [16] . In other words, for a given source neither the realization from the other sources nor the correlation model are available at the encoder. Correlation between the sources must instead be assumed to be known at the (common) receiver, which aims at the reconstruction of the information streams transmitted by the sources.
Work dealing with JCD has so far considered classical concatenated or low-density paritycheck (LDPC) coded schemes, where the decoder can exploit the correlation among the sources by performing message passing between the corresponding subdecoders. Although a significant attention has been recently paid to these topics, the problem of designing good codes has been only partially addressed, mainly with concatenated codes. In [16] , the authors state that for two separate channels-which is a case of interest in this paper-the type of concatenated code utilized for the encoding is not critical, and good results can be obtained, provided that powerful codes are employed. In [17] , recursive nonsystematic convolutional encoders are proposed as constituent encoders for heavily biased sources, leading to a signal-to-noise ratio (SNR) penalty between 0.74 dB and 1.17 dB from the Shannon limit. Other approaches to code design for scenarios with two correlated sources proposed in the literature can be mentioned. In [18] , optimized LDPC codes are designed, by means of puncturing and proper iterative decoding schedule at the AP. Extensions to universal codes, i.e., capacity-achieving codes for all possible channel parameters, through spatial coupling is also presented in [19] , [20] .
In this paper, we extend our previous work, appeared in preliminary form for two-source scenarios in [21] , [22] , considering a scenario with a generic number of correlated sources which transmit to a common access point (AP) through orthogonal AWGN channels. The sources do not explicitly use source codes, but only standard channel codes. At the AP, proper iterative receivers are used to exploit the source correlation. This scenario has been also considered in [23] , where practical coding/decoding schemes have been designed in the presence of block faded channels.
In this work, we analyze the multi-dimensional feasible region in the space of channel parameters characterizing an arbitrary number of sources, where error-free communication is allowed. It will be shown that a few characteristic points are sufficient to accurately characterize this feasible region. The limiting behavior, for large values of the number of sources, is investigated. The impacts of the correlation and of the number of sources are also discussed. We then apply our framework to two families of channel codes: serially concatenated convolutional codes (SCCCs) and LDPC codes. By using density evolution, we propose an operational extrinsic information transfer (EXIT)-inspired approach to evaluate the performance, in terms of feasible region, of the considered practical channel coded schemes with iterative decoding at the AP. We remark that our approach leads naturally to optimized channel code design. This paper is structured as follows. In Section II, preliminaries on the scenario of interest are given. In Section III, the multi-dimensional feasible region is introduced together with its information-theoretic characterization for large number of sources. In Section IV, the principle of JCD is concisely recalled. Performance results (for SCCCs and LDPC codes), based on an EXIT approach described in the Appendix, are presented and discussed in Section V. Finally, Section VI concludes the paper.
II. SCENARIO
Consider n spatially distributed sensor nodes which detect (i.e., receive at their inputs) binary
, where k = 1, . . ., n denotes the sensor index and L is the signal length assumed equal for all sources. The information signals are assumed to be independent with P(x 
where {b i } are independent and identically distributed (i.i.d.) binary random variables and {z
corresponds to a scenario where the sources sense the output of a set of binary symmetric channels (BSCs), with cross-over probability ρ, whose input is a common information bit b i .
Obviously, if ρ = 0.5 there is no correlation between the binary information signals {x x x (k) } n k=1 , whereas if ρ = 1 the information signals are identical with probability 1. According to the chosen December 21 , 2013 DRAFT correlation model, the a priori joint probability mass function (pmf) of the information signals at the inputs of the n sources at the i-th epoch, i ∈ {1, . . ., L} can be computed. After standard manipulations, one can show that
where
T is the column vector 1 denoting the bits at the input of the various sensors at time epoch i and n b = n b (x x x i ) is the number of zeros in x x x i .
In Fig. 1 , the overall model for the multiple access scheme of interest is shown: n source nodes communicate directly (and independently of each other) to the AP. The information sequence at the k-th source node is encoded using a binary linear code, denoted as
i ∈ {0, 1}, of length N assumed equal for all source nodes. Therefore, the encoding rate at each source is r = L/N. The goal of the communication system is recovering, at the AP, the information signals {x x x (k) } n k=1 with arbitrarily small probability of error. Assuming that binary phase shift keying (BPSK) is the modulation format, after matched filtering and carrierphase estimation, the real observable at the AP, relative to a transmitted binary information symbol, can be expressed as
where ν 
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In other words, X X X is an n × L matrix whose rows are the information bits at each source.
Similarly, S S S is an n × N matrix whose rows are the codewords transmitted by each source node and Y Y Y is an n × N matrix whose rows are the received vectors at the output of each of the n orthogonal channels. In the following sections, the notation p(A A A) denotes the joint probability density function (pdf) of the elements of matrix A A A.
III. FEASIBLE REGION
In the described scenario, the performance achievable by a DSC scheme followed by channel coding is identical to that achievable if the sources were jointly channel encoded. The SlepianWolf (SW) theorem allows to determine the achievable rate region for the case of separate lossless encoding of correlated sources. Denoting by r s,k the source encoding rate for k-th transmitter, the SW region [24] can be compactly formulated as the intersection of the family of inequalities
where p ∈ {1, . . . , n}, {k 1 , . . . , k p } ⊆ {1, . . . , n}, and
with the conventional assumption that H(0) = 0. The formulation (4) can be derived by straightforward manipulations and can be found, e.g., in [23] . By assuming that source coding is followed by channel coding, the channel code rates {r c,k } n k=1 may be expressed as
where we recall that r = L/N. The channel code rates must satisfy the following Shannon bounds:
where λ k and γ k are the capacity, in bits per channel use, and the SNR at the AP relative to the k-th link, respectively. As anticipated in Section I, compressing each source up to the SW limit and then utilizing independent capacity-achieving channel codes allows to achieve the ultimate performance limits [2] , [5] . Combining (4), (6) , and (7), a feasible region of individual capacity values characterizing the set of orthogonal channels can be identified by the following inequalities to be jointly satisfied by the link capacities {λ k } n k=1 :
for p ∈ {1, . . ., n} and {k 1 , . . . , k p } ⊆ {1, . . ., n}. For brevity, we refer to this region as feasible capacity region. 2 In Fig. 2 , the feasible capacity region is shown in scenarios with (a) n = 2 sources and (b) n = 3 sources. In all cases, ρ = 0.95 and r = 1/2 at each source. In general, the border of the feasible capacity region is given by the intersection of the 2 n − 1 hyperplanes defined by (8) . 2 We remark that our definition of feasible capacity region must not be confused with the definition of capacity of a multiple access channel. In our scenario, in fact, the capacity region refers to a set of capacity values of the individual links for which it is possible, for a given overall rate r, to achieve communication with arbitrarily small probability of error.
A. Characterization
A few characteristic points can be easily identified on the border of the feasible capacity region.
In particular, two characteristic operational regions, denoted as "balanced" and "unbalanced," can be identified. In the balanced case, the characteristic point on the border of the feasible region corresponds to a scenario where all sources are transmitted at the same single channel capacity,
i.e., λ 1 = λ 2 = · · · = λ n . This value, denoted as λ bal , can be determined by considering the hyperplane associated with p = n in (8), thus obtaining
and, therefore,
In the unbalanced case, instead, the considered scenario is characterized by n − 1 sources, e.g., sources from 1 to n − 1, with values of λ i (i = 1, . . . , n − 1) sufficiently large to satisfy the corresponding constraints of type (8) . In this case, λ unb is the smallest value of λ n such that the operational point lies on the border of the feasible region. This corresponds to considering the hyperplane associated with p = 1 and k 1 = n in (8), thus obtaining
Note that λ bal and λ unb are functions of n, i.e., λ bal = λ bal (n) and λ unb = λ unb (n): for the sake of readability, we will not explicitly indicate the dependence on n-the context will eliminate any ambiguity. In Fig. 2 , the characteristic (balanced and unbalanced) points on the border of the feasible capacity region are shown.
We now investigate the behavior of the characteristic points λ bal and λ unb . To this end, the information sequence at the k-th sensor and i-th epoch can be viewed as a stationary stochastic process in the index k (for fixed i). In the remainder of this section, we adopt the notation
Similarly, a portion of the process from index 1 to k will be denoted as
For simplicity, we omit the subscript i denoting the time epoch at which the process is observed. With a slight abuse of notation, (x i ) k 1 will be denoted as x k 1 , whereas the single bit x
will be denoted as x k . Moreover, note that H(x n 1 ) = H(n).
Theorem 1
The characteristic points λ bal and λ unb are non increasing functions of n and, for every value of n, λ bal ≥ λ unb .
Proof: By using the chain rule for the entropy [24] , it follows that
Since the process {x k } is stationary and
Therefore, one can write
where the last equality holds because
Theorem 2 For asymptotically large number of sources
where H is the entropy rate of the stochastic process {x k }.
Proof: From (10), one can write
For a stationary stochastic process, the following limit equality holds [24] lim n→+∞ H(x n |x n−1
Therefore, one obtains
Finally, note that this limit is equal to rH [24] .
Theorem 1 and 2 give insights on the characteristic points of the feasible capacity region. One may therefore investigate what is the limiting behavior of the border of the capacity region, i.e., how the shape of this n-dimensional hypersurface modifies for increasing values of the number of sources.
Theorem 3
The following bounds on the joint entropy of the information sequence hold:
where H b (ρ) is the entropy of a binary random variable with parameter ρ, i.e., can be expressed as
Since b is a uniformly distributed binary random variable, it follows that
Moreover, due to the correlation model (1), it is also possible to obtain
where z n 1 is defined, adopting a notation similar to x n 1 , for the random variables {z
one obtains:
As in (11), it is also possible to write
Since by definition H(b|x n 1 ) ≥ 0, it follows that
Moreover, since conditioning reduces entropy [24] , it also follows that Using this in (12), one obtains:
Combining (13) and (14) concludes the proof.
In Fig. 3 , the sequence entropy is shown, as a function of the number of sources, in a scenario with r = 1/2 and three different values for ρ: (i) 0.9, (ii) 0.95, and (iii) 0.99. For each value of ρ, the lower and the upper bounds in Theorem 3 are also shown. As one can see, the upper and the lower bounds are quite close. Moreover, for sufficiently large values of n (namely, n ≥ 6), H(n) approaches the linear function of n equal to the upper bound 1 + nH b (ρ). In order to better characterize this asymptotic convergence, the following considerations can be useful. Owing to the correlation model (1), assume that an estimate b n of b can be constructed from x n 1 by simply considering a majority logic decision rule. As 0 < 1 − ρ < 1/2, it follows that
In fact, for a sufficiently large value of n, with high probability more than half of the "observations" of b (i.e., x n 1 ) are equal to b itself and, therefore, the common source can be perfectly estimated. The following lemma crystallizes this behavior.
Lemma 1 The following limit holds:
Proof: Since the knowledge of an estimate of b based on x n 1 does not modify the entropy, conditionally on x n 1 , it holds that
Using the estimate with the limiting property (15), the uncertainty on b given its "perfect" estimate goes to zero for sufficiently large values of n, i.e.,
From the proof of Theorem 3, one finally obtains:
We now present another lemma useful to prove a following theorem which characterizes the asymptotic (i.e., for sufficiently large number of sources) shape of the feasible capacity region.
Lemma 2
The asymptotic value λ lim defined in Theorem 2 can be expressed as Proof: From Theorem 3, one can write
In Fig. 4 , λ bal , λ unb , and λ lim are shown, as functions of n, in a scenario with r = 1/2 and three different values of ρ: (i) 0.9, (ii) 0.95, and (iii) 0.99. First, one can observe that, for increasing values of n, λ bal and λ unb are decreasing functions of n, as predicted by Theorem 1. Therefore, the projection of the border of the feasible capacity region on a two-dimensional plane (e.g., the (λ 1 , λ 2 ) plane) enlarges with n. Moreover, it is also verified that λ bal ≥ λ unb ∀n, as predicted by Theorem 1, and that both λ bal and λ unb approach the same limiting value λ lim , as predicted by Theorem 3. We can also observe that in the unbalanced case the convergence is faster. Therefore, the shape of the feasible region tends to be a hyperoctant, as will be shown more clearly in the following theorem.
Theorem 4 For large values of n, the border of the feasible region approaches a hyperoctant
with the same limiting value, equal to λ lim = rH , for each dimension. In other words, ∀ε > 0, ∃ n 0 such that ∀n > n 0 the n-dimensional vector (λ lim + ε, . . . , λ lim + ε) belongs to the feasible region.
Proof: Since we want to prove that the vector (λ lim + ε, . . ., λ lim + ε) belongs to the feasible region, the set of equations (8) have to be satisfied for all values of p:
Using Lemma 2 and (12), the following equalities hold:
From Lemma 1, for some value of n one can choose, as long as p > 0, a sufficiently small δ such that r H(b|x
The term pε + rH(b|x n 1 ) − rH(b|x n−p 1 ) is greater than or equal to zero, and, therefore,
which finally concludes the proof.
Theorem 5
If one of the n channels operates in the unbalanced regime, then the capacities of the remaining n − 1 channels must belong to the feasible region associated with n − 1 sources.
Proof: Let us consider a particular value of n and denote λ n = λ unb (n). The set of inequalities (8) identifying the feasible capacity region can be formulated as
for q ∈ {1, . . . , n−1} and {k 1 , . . ., k q } ⊆ {1, . . ., n−1}. In fact, for a fixed value of q, {λ k 1 , . . ., λ k q } must satisfy the same inequalities in (8) with p = q and an additional inequality with p = q + 1
For any value of q, it can be easily proved that (16) can be rewritten as
Since {λ unb (n)} is a decreasing function of n (see Theorem 1), one obtains
which are the set of inequalities identifying the feasible region with n − 1 sources. Proof: Let us first consider n = 3 and λ 3 = λ unb (3) (i.e., the minimum possible). From
Theorem 5, the (λ 1 , λ 2 ) projection of the border of the feasible capacity region equals the border of the feasible capacity region for n = 2. Therefore, the corollary is verified.
For larger values of n, the corollary can be proved by induction, by observing that from Theorem 5 the dimensionality of the problem can be reduced to n − 1. It is then sufficient to fix the remaining values of λ 3 , . . ., λ n−1 to the minimum possible values according to the fact that λ n = λ unb (n).
In Fig. 5 , the (λ 1 , λ 2 ) projection of the border of the feasible capacity region with n = 2 is compared to those associated with n = 3 and various values of λ 3 . In all cases, r = 1/2 and ρ = 0.95. Observe preliminary from Fig. 5 (a) that, according to Corollary 1, the border of the projection of the feasible capacity region with n = 3 and λ 3 = λ unb (3) corresponds to the border of the feasible region for n = 2. The projection of the feasible region with n = 3, for λ 3 ≥ r, is shown in Fig. 5 (c) . For intermediate values of λ 3 , i.e., λ unb (3) ≤ λ 3 ≤ r, the projection of the feasible region with n = 3 is between the two previous cases: an illustrative example is shown in Fig. 5 (b) .
In Fig. 6 , we show the widest (λ 1 , λ 2 ) projections of the feasible capacity region for various values of n: 2, 3, 4, and ∞. One should observe that the projection of the feasible capacity region is very close to the limiting capacity region predicted by our analytical framework, for n ≥ 3.
This will be confirmed also for practical coding schemes, whose performance are characterized in more detail in Section V, by computing their characteristic points λ bal and λ unb .
B. Discussion
From the characterization of the feasible capacity region carried out in the previous subsection, the following major conclusions can be drawn.
As can be seen from Fig. 5 , increasing the number of sources beyond 3 does not lead to significant performance improvement, as the projection of the feasible capacity region becomes only slightly larger. This means that a good channel code designed for a scenario with n = 2 sources, i.e., with performance close to the theoretical limit in this setting, will likely be a good code also in scenarios with larger values of n.
As can be seen from Fig. 4 and 5, when the number of sources is sufficiently large (e.g., n ≥ 6), the feasible capacity region basically coincides with the limiting (n = ∞) hyperoctant and can be completely characterized by the parameter λ lim = λ unb , which is simpler to be characterized than λ bal , as will be shown in Section V. When the number of sources is smaller, instead, an accurate characterization of the feasible capacity region would require the identification of a few points in the n-dimensional space (see Fig. 2 (b) ).
As the ultimate performance limits (in terms of feasible capacity region) have been characterized, it remains of interest to understand how given (pragmatic) channel coding schemes perform. To this end, in the remainder of this paper we generalize the EXIT chart-based method, introduced in [21] , [22] , to the performance analysis of channel codes in the multiple access scenario of interest.
IV. JCD PRINCIPLE
Using the matrix notation introduced in Section II, the joint maximum a posteriori probability (MAP) decoding rule, given that Y Y Y is received, reads:
where i = 1, . . ., L, k = 1, . . . , n, and the notation X X X ∼ x (k) i denotes that the summation runs over all variables in X X X except x (k) i . From (17), using the Bayes rule one can write:
where the last line uses the fact that the joint pdf of Y Y Y , conditionally on S S S, does not depend on X X X. The probability p (S S S|X X X) is equal to one if s s s (1) , . . . ,s s s (n) are the codewords associated with x x x (1) , . . . ,x x x (n) , respectively, and it is zero otherwise. Since the n information sequences x x x (1) , . . .,x x x (n) are coded independently, it follows that
On the other hand, since the coded signals are sent over orthogonal AWGN channels, one has:
Taking into account the correlation model (1) of the information sequences, one obtains:
where the generic term on the right-hand side of (21) is given by (2) . can be written as the product of factors representing the allowed state transitions [25] . Another situation where equation (18) easily admits a Tanner graph-based representation is when C k are LDPC systematic codes. In this case, p(s s s (k) |x x x (k) ) can be obtained starting from N − L parity check equations, which involve a few parity and systematic bits, and the solution of (18) can be obtained through a graphical approach.
At this point, equation (18) admits a Tanner graph representation and a corresponding belief propagation (BP) solution, provided that p(s s s
Consider n separate Tanner graphs corresponding to the codes {C k } n k=1 . A pictorial description of the global Tanner graph is shown in Fig. 7 , where, for clarity, the variable nodes {x x x i } L i=1 are explicitly shown. Each single variable node x
. ., n) of the Tanner graph of C k is connected to the corresponding node x (ℓ) 
where j = 1, . . . , L, ln denotes the natural logarithm, and
is the column vector denoting the bits at the input of the various sensor nodes, with the exception of the ℓ-th one, at time epoch j. The factors {P(x x x ′ j )} denote the probabilities coming from the other n − 1 decoders (corresponding to the other sources). Assuming these n − 1 outputs as independent, one can write
where LLR
in, j is the LLR associated with the j-th bit coming from the k-th decoder and x
j . Therefore, (22) becomes:
Note that LLR
. . , n; k = ℓ) may be seen as a priori information on the transmitted bits and can thus be easily taken into account by standard soft-input soft-output decoders. The conditional a posteriori probabilities P(x (23) can be computed by observing that, owing to the statistical characterization of the random variables {z
at the beginning of Section II, we have:
where b j has been defined in (1) . The probability P(b j |x x x ′ j ) can be computed as
where, according to (2) , it is possible to write:
being the number of zeros of x x x ′ j . Moreover, from the model in (1), it is straightforward to derive:
Therefore, one can finally write:
In [23] , a simplified sub-optimal version of (24), which takes into account pairwise a priori probabilities only, can be found. It is worth noting that the optimal combination rule (24) and its sub-optimal (pairwise) version in [23] coincide in the case with n = 2. Therefore, (24) reduces to that shown 3 in [22] for the case with n = 2. In Fig. 8 , the LLR transformation (24) is shown for n = 3 sources and ρ = 0.95. Note that the LLR transformation (24) is monotonic with respect to each input variable.
The scheduling of the BP procedure on the overall graph can be serially performed as follows.
We initialize the messages emitted by the function nodes {p(x x x j )} L j=1 to zero and run "internal"
BP iterations within the component Tanner graph C 1 . At the end of these BP iterations, messages 
are fed to the connecting nodes {p(x x x j )} L j=1 which, in turn, emit new LLRs for the other component Tanner graph C 2 . The same operation is repeated for the computation of the LLRs to be fed into C 3 , and so on until C n . The iterations between the n Tanner graphs, through the connection nodes, are referred to as "external." Note that the results in Section V are obtained using this BP scheduling. However, different scheduling can be considered, as in [18] , where the BP procedure is performed on the overall Tanner graph without resorting to internal and external iterations.
V. PERFORMANCE EVALUATION
In the presence of SCCCs, we assume that the transmitters use identical rate-1/2 linear codes, consisting of the cascade of an outer convolutional code (CC), a bit interleaver, and an inner CC [26] . This code structure has been shown to guarantee a very good performance in a classical AWGN scenario [26] - [28] . Moreover, as already observed in [16] , our results confirm that, for balanced channels, the type of turbo-like channel code used at the sources is not critical, since channel codes which perform well in the AWGN case without correlation are also good in the presence of correlation. On the other hand, in the unbalanced case, i.e., when the SNRs in the two channels are different, different channel coding strategies may entail better performance.
Therefore, the design of good channel codes, which allow to approach the theoretical performance limits, is of interest. A possible example of good coding scheme was originally presented in [23] and is specified by the following generators:
It is worth noting that, unlike SCCCs optimized for transmission over a single AWGN channel [26] , this coding scheme requires the use of an outer recursive non-systematic CC. Moreover, note that the inner code has rate 1 and, therefore, no puncturing is needed.
In the presence of LDPC codes, we assume that the transmitters use identical rate-1/2 LDPC codes, each of them characterized by the degree distributions of the variable and check nodes, denoted as λ LDPC (x) and ρ LDPC (x). 4 An example of good LDPC code is that denoted as Irregular 3 in [23] , with the following degree distributions:
Note that this is a possible subset of pragmatic SCCCs and LDPC codes for orthogonal multiple access schemes with correlated sources. For instance, in [18] , [19] the authors find optimized LDPC codes for a two-source scenario. In particular, the code proposed in [19] well in all points of the feasible capacity region and is referred to as "universal." This code has, however, an encoding/decoding complexity larger than that of the codes analyzed in our work.
The performance of the overall joint decoder can be analyzed by means of the exit chart method initially presented in [21] , [22] for the two-source scenario. The extension of this method to the generic scenario with n ≥ 2 sources is detailed in the Appendix. In the following, we present the feasible region for both SCCCs and LDPC codes. An exhaustive analysis of the EXIT curves for both channel codes is presented in [21] , [22] and it is not reported here for conciseness.
In Fig. 9 , λ bal and λ unb of the considered SCCC and LDPC code are shown, as functions on n, for ρ = 0.95. Theoretical limits are also reported as performance benchmarks. As one can see, while in the balanced case (λ 1 = λ 2 = · · · = λ n ) both codes are limited to, for a given value of n, a performance far from the theoretical limit, the optimized SCCC extends significantly the feasible region, with respect to the LDPC, in the unbalanced scenario, i.e., when n − 1 of the n channel SNRs are significantly higher than the remaining one. This is consistent with the results for n = 2 shown in [21] , [22] . Moreover, for the LDPC code, λ bal is very close to λ unb for n = 2 and they coincide for n ≥ 3, i.e., the feasible region is square for n ≥ 3. As λ bal (and λ unb ) remains constant for n ≥ 5, the square feasible region of the LDPC code does not enlarge for increasing values of n. These observations lead to the conclusion that classical LDPC codes are not effective in the considered multiple access scenario and one should resort to more complicated structures, as proposed in [19] . Considering the SCCC, one can observe that the distance from λ bal to λ unb seems to increase from n = 2 to n = 5, and tends to remain constant from n = 5 on. As the SCCC is closer to the theoretical limit, the obtained results confirm the conclusions in Subsection III-B, i.e., the fact that a good code in a two-source scenario is good also in scenarios with larger values of n.
VI. CONCLUDING REMARKS
In this paper, we have considered orthogonal multiple access schemes with a generic number of correlated sources, where the correlation is exploited at the AP. In particular, each source uses a classical channel code to transmit, through an AWGN channel, its information to the AP, where component decoders, associated with the sources, iteratively exchange soft information by taking into account the correlation. In the presence of n sources, we have first characterized the multidimensional feasible capacity region, defined as the ensemble of the channel parameter n-tuples where arbitrarily small probability of error is achievable. Our results show that, for asymptotically large values of the number of sources, the feasible region approaches a hyperoctant. Moreover, increasing the number of sources beyond 3 does not lead to significant performance improvement, as the projection of the feasible capacity region on a bidimensional hyperplane becomes only slightly larger. Therefore, a capacity-achieving channel code for a two-source scenario will likely be a good code also in scenarios with larger values of the number of sources. Then, on the basis of an EXIT-based approach, we have computed the system multi-dimensional feasible region for two representative codes: an SCCC and an LDPC code. Our results with these practical coding schemes confirm the predictions of our information-theoretic framework. In particular, a good code for a two source scenario is expected to be good also in scenarios with larger values of n.
APPENDIX
In order to evaluate the performance of the overall joint decoder, we consider an EXITbased approach. In particular, we refer to the EXIT-based approach proposed in [29] and further analyzed in [21] to characterize the internal behavior of concatenated and LDPC codes, i.e., the evolution of the LLRs within each component decoder. Without loss of generality, we focus on code C i , i = 1, . . . , n, and assume that the corresponding source transmits the all-zero sequence.
Therefore, the LDPC decoder receives, at its input, a sequence of Gaussian observables specified by the channel SNR γ. The channel LLRs are fed to the input of variable nodes. Density consistency is imposed by assuming that each LLR is modeled as a Gaussian random variable with mean µ ch and variance 2µ ch , i.e., with pdf 5
Accordingly, γ = µ 2 ch /2µ ch = µ ch /2. Using this assumption, the EXIT-based approach proposed in [29] allows to evaluate the SNR of the extrinsic information messages at the output of the component decoder.
In Fig. 10 , an illustrative scheme to analyze the evolution of the a priori information through the i-th component decoder (i = 1, . . . , n) is shown. To encompass the presence of a priori information
. . . coming from the other component decoders (either SCCC or LDPC code decoders), let us denote by SNR
entering the set of connection nodes denoted by P(X X X). We assume that also the messages {LLR in . These messages are processed by the set of connection nodes {p(x x x j )} to produce a priori information messages {LLR
for the variable nodes of the Tanner graph of C i .
Denote the pdfs of the messages {LLR
out (z). It is worth noting that an EXIT-based approach requires that all {a (k) (z)} n k=1 are densities of messages corresponding to all-zero transmitted information sequences. Hence, taking into account the correlation model of {x x x (k) } n k=1 introduced in Section II (recall a common virtual originating bit), for analysis purposes it is necessary to introduce two consecutive BSC blocks, each with cross-over probability ρ, for each sequence x x x (i) , i = k: at the output of the first one there is an estimate of the sequence {b i }, whereas at the output of the second block there is an estimate of x x x i . Since a BSC with parameter ρ "flips" a bit at its input with probability ρ, the sign of the corresponding LLR is flipped with the same probability.
The messages at the input of the second BSC (i.e., at the output of the first set of BSCs), denoted as {LLR ′ (k) j }, are then characterized by the following pdfs:
The messages at the input of the set of connection nodes are denoted as {LLR
. Note that this scheme is compliant with that, relative to a scenario with n = 2, proposed in [21] , [22] . In this case, in fact, the cascade of two BSC-like blocks with parameter ρ is equivalent to a unique BSC-like block with parameter
The pdf b
can eventually be computed according to (24) , with input
, by applying well-known results for pdf transformation [30] . Note that, unlike a (k) (z) and Γ out (z) is provided in [22] for n = 2 and can be extended to scenarios with a generic number of n.
After a fixed number of internal message passing decoding operations, 6 the extrinsic information sequence is extracted from the soft-output information sequence at the output of the decoder and the output SNR, denoted as SNR
out , is evaluated. For a fixed value of the channel SNR, the above steps allow to numerically determine the n-dimensional function Z such that:
in , . . . , SNR
where SNR in (SNR (1) in , . . . , SNR As previously shown, the component decoder can now be analyzed through a classical density evolution approach [31] , the only difference being the fact that the messages at the input of the decoder associated with the information bits need to be modified in order to model the presence of a priori information. In particular, in the iterative decoding procedure the a priori information from the other decoder is added to the channel information at the input of the information bits of the decoder. From the message density viewpoint, this corresponds to convolving the a priori message pdf b
out (z) by the Gaussian channel message pdf Γ ch (z):
where ⊗ denotes the convolution operator. However, one should note that this operation is done only in correspondence with the information bits. For instance, in the presence of LDPC decoding the convolution operation (27) is statistically done over a fraction, equal to the code rate r, of the input variable nodes and the remaining variable nodes have, at their inputs, only the pdf Γ ch (z). At this point, the density evolution procedure can be implemented in the classical way, by iterating the concatenated decoder or the sum-product algorithm for a fixed number of iterations. Note that the pdf at the input of the decoder is no longer exactly Gaussian, due to the transformation (24) . However, the shape of m (i) (z) is similar to that of a Gaussian pdf (see, e.g., [22] ) and, therefore, one can conclude that the proposed EXIT approach is still accurate, although not exact. Numerical results, not reported here for lack of space, confirm this statement.
The values of the characteristic points λ bal and λ unb can be obtained from the EXIT surface (26) in the following way. In the unbalanced case, the value of the asymptote of the feasible region can be computed by, first, assuming that the a priori information sequences coming from the other decoders are characterized by sufficiently large SNRs, assumed to be equal, i.e.,
SNR
(k) in = SNR in ≫ 0 (k = 1, . . . , n; k = i), and, then, finding the value of λ (or, equivalently, γ)
for which there is decoding convergence, e.g., SNR out ≫ SNR in .
In the balanced case, the n channels are characterized by the same SNR γ = γ bal (balanced channels). We can thus analyze the joint decoding convergence by drawing, for a given value of γ, the Z hypersurface and its inverse Z −1 . Moreover, since the decoder is working in a region characterized by the same SNR for all channels, it is reasonable to assume the same a priori SNR from all the sources, i.e., SNR (k) in = SNR in (k = 1, . . . , n; k = i). Therefore, the analysis, carried out in [21] , [22] for two sources, can be applied here, by considering the curve Z bal = Z(SNR in , γ)
and characterizing the decoding convergence during external iterations (between the component decoders associated with the n sources): the farther the curves, the faster the joint decoding convergence to (theoretically) zero BER. When the two curves touch each other, then global decoding convergence is not achieved and the BER is bounded away from zero. The value of γ bal (or, equivalently, of λ bal ) is the minimum for which convergence is guaranteed.
