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A hypermap was defined by R. Cori to be a pair of permutations D and 0: 
on a finite set B, such that the group generated by o and CL is transitive on B. 
The genus of a hypermap was defined according to a formula of A. Jacques 
for the genus of a pair of permutations. This paper presents a one-to-one 
correspondence between the set of hypermaps of a given genus and the set of 
2-colored bipartite maps of the same genus. 
1. DEFINITIONS AND MOTIVATIONS 
A hypergraph (X, E) is a finite set X of vertices and a finite family E of 
edges where each ei in E is itself a finite family of members of X. Thus, a 
hypergraph is a generalized graph, where the edges are allowed to be 
incident with more than two vertices. Just as, with a graph, an edge may 
be incident with a vertex twice (in the case of a loop), so, with a hyper- 
graph, an edge may be incident with, i.e., contain, a vertex more than once 
(more precisely, any finite number of times). This is why an edge is calle 
a family instead of a subset of X, as in ]I, p. 3731. In a hypergraph 
N = (X, E), a cycle of Zength q is a sequence (x0, e1 f x1, e, ,-..> e, , x, = x0), 
such that 
(I) x~-~ and xk belong to ek for k = 1, 2,..., q; 
(21 e, ,..., e, belong to E and are all different; 
(3) x0 3.1.) x, belong to X and are all different, except that x0 = .x, . 
An elementary cycle in a graph has a similar definition in ]I], which will be 
replaced by the one given above. 
An ordered pair b = (x, e), where the vertex x belongs to the edge e, 
is called a bit (“brin” in French). If each vertex x belonging to at least one 
edge is identified with the set of bits {(x, e) / e E El, the set X of vertices 
becomes apartition of the set B of bits. The set E of edges may be similarly 
made into a partition of B. A hypergraph with neither isolated vertices 
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nor isolated edges may then be redefined as a finite set B of bits, and 
two independent partitions X and E of B, whose cells are, respectively, 
the vertices and edges of H. 
If a cyclic order is imposed upon the bits in each vertex, the partition X 
becomes a permutation G‘, whose cycles are the vertices. If a cyclic order 
is also imposed upon the bits in each edge, the partition E becomes a 
permutation 01 whose cycles are the edges. Now, if a is constrained to be a 
fixed-point-free involution, the object (B, 0, a) becomes a graph and the 
bits become edge-ends ordered cyclically at each vertex. The graph is 
connected if and only if the group generated by 0 and 01 is transitive on B, 
that is, if Z(U, a) = 1, where z(P, Q,...) means the number of orbits of the 
group generated by the permutations P, Q,... . Such a connected “ordered 
graph” was shown by Edmonds [3] to be equivalent to a map whose faces 
are the cycles of o-l01 (meaning (y. followed by 0-l) on an oriented surface, 
whose genus g is given by the formula 
n - m +f = 2(1 -g> (1) 
of Euler and Poincare, where IZ = z(cr) = the number of vertices, 
m = Z(U) = the number of edges, andf = z(u%) = the number of faces. 
On the basis of this theorem, Jacques [4] and Lehman [6] each defined 
a combinatorial map to be just such a connected “ordered graph.” 
Jacques defined the faces to be the cycles of 01-k, which, being the inverse 
of 601, traces the faces in the opposite direction. And Lehman defined 
them to be the cycles of CXX, which, as the conjugate of 01% by 01, simply 
uses the other end of every edge incident with each face. 
Jacques [5] defined the genus of a pair of permutations G and 01 (for 
general a), and showed that this number is always a nonnegative integer. 
When z((T, a) = 1, his formula reduces to 
z(u) + z(a) - 1 B / + z(c+o) = 2(1 -g), 
where 1 B 1 means the cardinality of the set B, i.e., the number of bits. 
Cori [2] applied this formula to hypergraphs, and defined a hypermap 
to be a finite set B of bits and two permutations u and 01 on B such that 
z((T, a) = 1. The vertices, edges, and faces of the hypermap (B, cr, a) are 
(respectively) the cycles of o’, 01, and &a, and its genus is defined according 
to formula (2). This formula reduces to formula (1) when a is a fixed- 
point-free involution. The underlying hypergraph of the hypermap 
(B, 0, a) is the hypergraph (B, X, E), where the cycles of u are the cells 
of X and the cycles of 01 are the cells of E. The genus of the hypergraph H 
is the minimal genus of a hypermap whose underlying hypergraph is H. 
A hypergraph is called pIanar if there is a cyclic order of the bits in 
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each vertex and in each edge which makes the genus of the resulting 
hypermap 0. In order to show that some equalities found by Las Vergnas 
and Hansen were a consequence of the genus Equation (2), Penaud [7 
proved that a hypergraph with no cycles of length greater than 2 is planar, 
and found the smallest nonplanar hypergraph, the hypergraph of three 
buoys and three strings (see Fig. la). 
a b 
FIGURE 1 
A map, or a graph, is said to be bipartite (or 2-colorable) if its vertices 
can be colored with two colors so that no two vertices joined by an edge 
have the same color. Each such 2-coloring yields a 2-colored bipartite map 
(graph). This paper presents a representation of hypermaps of genus g 
in terms of bipartite maps of the same genus. More precisely, we prove the 
following 
THEQREM. There is a one-to-one correspondence G from the set of 
hypermaps onto the set of 2-colored bipartite maps (where reversing the 
colors of the vertices does not in general yield the same &colored map) on 
orientable surfaces, which maps the vertices, the edges, the bits, aJzd the faces 
of each hypermap M onto (respectively) the vertices of one color, the vertices 
of the other color, the edges, and the faces of the corresponding bipartite 
map G(M). 
It follows from (1) and (2) that the germs of M is equal to the genus of 
(the imbedding surface of) G(M). This reduces the problem of finding the 
genus of a hypermap, and thus of a hypergraph, to the corresponding 
problem for maps and graphs. An application of Kuratowski’s theorem 
then yields an alternate proof of Penaud’s theorem. Finahy, since this 
representation is in fact a one-to-one correspondence, it is a tool for 
counting hypermaps, and a formula of Tutte [g] is used to count rooted 
planar hypermaps: a rooted hypermap is a hypermap with a disting~~§~e~ 
bit. 
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2. DEMONSTRATION OF THE ANNOUNCED RESULTS 
Given a hypergraph H = (B, X, E), consider the 2-colored bipartite 
graph G(H) = (X, E, B), where X is the set of vertices of one color 
(called the s-vertices), E is the set of vertices of the other color (called the 
a-vertices), and B is the set of edges: (x, e) is an edge of G(H) if and only 
if it is a bit in H (see [l, p. 3761, where a similar model is used). The letters s 
and a were chosen because they stand for the French words “sommet,” 
meaning “vertex,” and “a&e,” meaning “edge,” but Francophobes may 
consider them to stand for “scarlet” and “azure” and color the vertices of 
G(H) accordingly. Every edge has two ends, an s-end and an a-end, 
according to the color of the vertex at that end. Clearly, G is a one-to-one 
correspondence between the set of hypergraphs (B, X, E) and the set of 
bipartite graphs (X, E, B) with X and E labeled, which maps the vertices, 
edges, and bits of H onto the s-vertices, a-vertices, and edges of G(H). 
The cycles of length 4 in H are mapped injectively into the elementary 
cycles of length 2g in G(H), and since every cycle in a bipartite graph is of 
even length, every elementary cycle in G(H) has as preimage a cycle of H. 
Similarly, the chains [ 11 of H are mapped onto the chains of G(H); so His 
connected if and only if G(H) is connected. Finally, H satisfies the 
definition of [l, p. 3731 of a hypergraph, where an edge can contain a 
vertex only once, if and only if G(H) is a l-graph. 
LEMMA 1. This one-to-one correspondence extends to a one-to-one 
correspondence between hypermaps and 2-colored bipartite maps. 
Proof. Given a hypermap M = (B, 0, LX), define the following permu- 
tation 6 on the set of edge-ends of the bipartite graph GO, where H is 
the underlying hypergraph of 1M: 
if /3 is the s-end of the edge b, 6(p) is the s-end of u(b); 
if p is the a-end of the edge b, 6:(p) is the a-end of xl(b). 
A fixed-point-free involution B is given by: 
E(p) is the other end of the edge containing /3, for every /3 in B. 
The pair (5, g) of permutations determines a combinatorial map G(M), 
whose underlying graph is G(H). 
Conversely, any bipartite map .i@ with the vertices already colored 
scarlet and azure has a unique preimage under G. The underlying 
(2-colored) graph of Ii?! has a unique preimage H = (B, X, E) under G. 
Then if G is the permutation of the edge-ends of II?, let a(b) be I? acting 
on the s-end of b, and a(b) be 6-l acting on the a-end of b. The hypermap 
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, u, cx) is clearly the unique hypermap which satisfies G(M) = 
This completes the proof of Lemma 1. 
b3vlMh 2. G maps the set of faces of the hypermap M b~ect~ve~y unto 
the set of faces of the bipartite map G(M). 
(The details of the proof depend upon which of the above detinitions of 
“faces” is used. To avoid the exponent -i, we use the cycles of &?A) 
ProuJ Consider the effect of the permutation a-% in M on an a-end 
in G(M). Since u acts only on s-ends, before applying o it is necessary to go 
to @>, an s-end; applying D then leads to &?(/Q another s-end. But 01-l acts 
only on a-ends; so it is now necessary to go to ZZ@), an a-end. A~~ly~~~ 
01-l then leads to &%%%(/3), another a-end, and the process can be repeated. 
So one application of &a in M is equivalent to two applications 
In G(M), beginning with any a-end. This means that each face of 
mapped into a face of even degree of G(M). But every face of G(M) is of 
even degree, and contains s-ends alternating with a-ends. The mapping 
of the faces is uniquely reversible: beginning with an a-end p, (66)2 in 
G(M) is equivalent to &a on the bit b = (p, Z(p)) in M. This ~orn~~etes 
the proof of Lemma 2, and of the theorem. 
COROLLARY 1. The genus of M is equal to the genus of Go 
Proojl Pf A4 has s vertices, a edges, b bits, and J” faces, its genus 
(by formula (2)) is g, where 
s + a - b + .f = 2(1 - g>. (3 
Also, G(M) has s s-vertices, a a-vertices, b edges, and f faces; and since the 
total number of vertices is s + a, a substitution into formula (1) yields the 
same genus for G(M). 
This corollary shows that this representation of hypermaps by bipartite 
maps gives a reasonable topological interpretation for the definition of 
genus given in [5]. 
COROLLARY 2. The genus of a hypergraph I-B is equal to the genus lathe 
bipartite graph G(H). 
Proof. Evident. 
COROLLARY 3. A hypergraph N is planar if arzd only if G(N) has no 
partial subgraph which can be turned into K5 or KS,3 by removing vertices of 
degree 2. 
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Proof. Kuratowski’s theorem. 
COROLLARY 4. A hypergraph with no cycles of length greater than 2 is 
planar (Penaud’s Theorem [7]). 
Proof. If H is not planar, then G(H) has a partial subgraph which 
can be turned into & or KS,8 by removing vertices of degree 2. But KS.3 
has a cycle of length 6. And to turn KS into a bipartite graph by putting 
vertices of degree 2 on some of the edges, it is necessary to turn the 
two cycles of length 5 into cycles of length at least 6. In general, adding 
vertices of degree 2 can only lengthen cycles. So G(H) must have a cycle 
of length at least 6; so H must have a cycle of length at least 3. Thus, 
if H has no cycle of length greater than 2, it must be planar. Q.E.D. 
3. EXAMPLES 
The hypergraph of three buoys and three strings can be represented 
by H = (B, X, E), where B = {1,2, 3,4, 5, 6, 7, 8, 9}, X = (1,2, 31, 
(4, 5, 61, (7, 8,9}, and E = {1,4, 71, (2, 5, 8}, (3, 6, 9}. The genus of H is 1: 
if M = (B, a, CL), where o = (1, 2, 3), (4, 5, 6), (7, 8, 9), and 01 = (1, 4, 7), 
(2, 5, 8), (3, 6, 9), then da = (1, 8, 6), (2, 9,4), (3, 7, 5), and by (2), 
g(M) = 1, and since H is not planar, g(H) = 1. 
Now the image under G of the hypergraph of three buoys and three 
strings is the graph of three houses and three utilites K3,3 . If the s-end of 
every edge in G(M) is considered the positive end, then C? = (1,2, 3), 
(4, 5, 6), (7, 8, 9), (-1, -7, -4), (-2, -8, -5), (-3, -9, -6), and 
Gz = (1, -7, 8, -5, 6, -3), (2, -8, 9, -6, 4, -l), (3, -9,7, -4, 5, -2). 
G(M) is a map on the torus (see Fig. 1 b, where the s-vertices are white, 
the a-vertices are black, and the torus is a rhombus with opposite 
edges identified in pairs). 
2 
A 4 0 3 
1 6 5 
FIGURE 2 
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Another example of a nonplanar hypergraph is the projective plane of 
order 2, where the vertices are the points and the edges are the lines 
(see Fig. 2a). The corresponding bipartite graph may by drawn in the 
torus as the dual of K, (see Fig. 2b, where the s-vertices are numbere 
as in Fig. 2a). The nine chains, shown in double lines, relating each of the 
three circled vertices to each of the three squared vertices, show that this 
hypergraph is not planar (see also [2]). The obvious open question is: 
What is the genus of the projective plane of order PI ? 
4. ENUMERATION 
A one-to-one correspondence cries for an enumeration. To count 
rooted hypermaps, it suffices to count rooted bipartite maps: distinguis~~ 
an end of the distinguished edge has the same effect on the number of 
bipartite maps as selecting the colors for the two sets of vertices-it 
doubles each map on which there is no automorphism [6,9] which 
permutes the ends of the distinguished edge. Now Tutte has ah-eady 
counted planar bipartite maps with labeled faces, each face containing 
a distinguished edge-end. Actually, he couuted planar maps with labeled 
vertices of even degree, each containing a distinguished edge-end [S]. 
If the degree of the vertex labeled i is 2di, then the number of such 
(Eulerian) maps is 
(m-l)! rz 
(m-n+2)!$! (d$fi;,! l)!’ 
where n is the number of vertices, and m = CL, di the number of edges. 
The dual of this object is a planar map with labeled faces of even degree, 
each face containing a distinguished edge-end. 
But, a planar map is bipartite if akzd only q all of its faces are of evelz 
degree. This proposition must have been proved so long ago that it is 
easier to construct a proof than to find the reference. But first we note that 
it does not hold for nonplanar maps: the map on the torus with one vertex 
and one face is not bipartite even though its face is of degree 4. 
Proof. Any bipartite map must have all its cycles, and, therefore, all its 
faces, of even degree. Conversely, in a pZanav map, an elementary cycle C 
divides the plane into two regions, and every face is entirely inside one or 
the other of these regions. Select one of these regions R, and consider the 
sum N of the degrees of the faces inside R. If all the faces are of eve 
degree, N must be even. We recall that the degree of a face f is equal to 
162 T. R. S. WALSH 
the sum, over every edge e, of the number of times e touchesJ: But every 
edge interior to R touches a face interior to R on both sides, while an 
edge of C touches an interior face on only one side. Thus, if Nis calculated 
by adding, over each edge, the number of times it touches an interior face, 
the interior edges will each contribute 2 to N, and the edges of C, 1. Thus, 
the number of edges of C must be even; and so the map is bipartite. 
Q.E.D. 
It follows that (4) counts planar bipartite maps with labeled faces, 
each containing a distinguished edge-end, such that the degree of the face 
labeled i is 2di . But to each bit b in a face of a hypermap M, there corre- 
sponds one u-end in the corresponding face of G(M); the s-ends which 
alternate with them in their cycle of &S have no preimage in the corre- 
sponding cycle of LX-%. If b is the distinguished bit of thefirst face of M, 
the choice of whether to distinguish /3, the a-end of b, in the first face of 
G(M), or S@), is enumeratively equivalent to coloring all the vertices. 
Once this is done, the analogous choice for all the other faces multiplies 
the number of bipartite maps by 2. Thus, the number of planar hypermaps 
with n labeledfaces qf degrees (dI , dZ ,..., d,), each containing a distinguished 
bit, is formula (4) divided by 2”-l, where m is now the number of bits. 
By (2), the sum of the number of edges and vertices is 2 + m - n. 
‘From formula (4), the number of rooted planar Eulerian maps with 
m edges and it vertices has been calculated [9]: 
Mm !>/{n! Cm - ~1 + 2) !>I cm,, (5) 
where c,,, is the coefficient of a? in {[(l - 4x)-1/z - 1]/2)“, unless m = 0 
and n = 1, in which case this number is 1. 
Formula (5) can be simplified. Let y = [l - (1 - 4~)l/~]/2x. Then 
y = 1 + xy2, and [(l - 4x)-1/z - 1]/2 = ( y - 1)/(2 - y). So, by 
Lagrange’s expansion formula [IO], c,,, is the coefficient of zm+ in 
n(1 + z)2~/m(l - z) n+l; and (5) becomes 
2(m - l)! 
tn ( + - l)!(m - n + 2)! i.O m -ZY - i r+“) i ’ (6) 
This, then, is also the number qf rooted planar hypermaps with m bits 
and IZ faces. The sum of the number of vertices and edges is, as before, 
2 + m - n. The number of rooted planer Eulerian maps, with m > 1 
edges and thus of rooted planer hypermaps with m bits, are found by 
summing (5) for m = I,..., II, and using Lagrange’s expansion formula, 
and are 
3 X 2”-l X (2m) ! 
m!(m+2)!-’ (3 
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But it would be interesting to count planar rooted hypermaps with a 
given number of edges and a given number of vertices, as well as bits and 
faces, and/or to generalize to higher genus. 
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