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Abstract
In earlier papers on the loop variable approach to gauge invariant
interactions in string theory, a “wave functional” with some specific
properties was invoked. It had the purpose of converting the general-
ized momenta to space time fields. In this paper we describe this object
in detail and give some explicit examples. We also work out the inter-
acting equations of the massive mode of the bosonic string, interact-
ing with electromagnetism, and discuss in detail the gauge invariance.
This is naturally described in this approach as a massless spin two
field interacting with a massless spin one field in a higher dimension.
Dimensional reduction gives the massive system. We also show that
in addition to describing fields perturbatively, as is required for repro-
ducing the perturbative equations, the wave functional can be chosen
to reproduce the Born-Infeld equations, which are non-perturbative in
field strengths. This makes contact with the sigma model approach.
1
1 Introduction
One of the outstanding issues in string theory is that of understanding the
fundamental symmetry principle underlying it. These symmetries are partly
manifested in the gauge invariance of the theory and also in the duality sym-
metries such as T-duality and S-duality. A formulation that manifests some
of these symmetries would be invaluable. The BRST formulation of string
field theory solves the technical problem of constructing a gauge invariant
action [1]-[3]. Nevertheless a space-time interpretation is obscured by the
heavy reliance on world sheet BRST properties. The sigma model approach
[4]-[11]is somewhat more geometrical, but the issue of understanding gauge
invariance or of going off-shell is rife with difficulty. Some progress on this
has been recently achieved [12, 13]. The loop variable approach motivated
by the sigma model was used to obtain the free equations of motion in a
simple manner [14]. It had the added advantage that the gauge transforma-
tions had a simple space-time interpretation of being scale transformations.
Speculations on the symmetry principle of string theory are also contained
in [14]. More recently, in papers [15, 16] (hereafter I and II respectively) we
had discussed a loop variable approach to gauge invariant string interactions.
In this paper we describe some concrete applications of this method.
The basic idea of the loop variable approach is to describe the space
time fields in string theory, using a generalized Fourier transform, in terms
of a “wave functional” Ψ[k(s)]. On mode expanding, the wave functional
becomes a function Ψ[k1, k2, ...kn, ...], where n runs over all natural numbers.
Thus
Φ[X(z + s)] =
∫
Dk(s)ei
∮
c
dsX(z+s)k(s)Ψ[k(s)] (1.0.1)
The free equations of motion are obtained by working with the the loop
variable ei
∮
c
dsX(z+s)k(s). Actually the modified loop variable eia
∫
c
k(s)∂zX(z+as)ds+ik0X(z)
was used earlier and is more appropriate for our purposes [14]. The gauge
transformation is given by [14]
k(s)→ k(s)λ(s). (1.0.2)
The interacting equation was obtained by broadening the loop to a band
whose width is parametrized by t, so that k1’s at different t correspond to
different strings and at the same t would correspond to the same string. The
loop variable thus takes the form:
ei
∫
dt
∫
c
k(s,t)∂zX(z+s,t)ds+i
∫
dtk0(t)X(t)
2
and Ψ[k(s, t)] is the form of the wave functional. Now the fully interacting
gauge transformation is [15, 16]
k(t, s)→
∫
dt′λ(t′, s)k(t, s). (1.0.3)
An important feature is that this symmetry does not depend on world
sheet properties and holds even when there is a short distance cutoff on the
world sheet.
On mode expanding the wave functional qq becomes Ψ[k1(t), k2(t), ...kn(t), ...].
This is described in detail in I and II. The wave functional Ψ was assumed
to have certain properties defined below, but beyond that, was not discussed
at all. In Sec 2 of this paper we discuss Ψ. We give an explicit expression for
Ψ. A wave functional with these properties can describe the perturbative
equations of motion. In Section 3 and Section 4 we work out the equation
for the first massive mode of the string interacting with electromagnetism.
This equation is valid off the free mass shell also. The full equation has
an infinite number of terms involving all the massive modes. We keep only
the massless and first massive modes. We also show the gauge invariance
to leading order in momenta and explain the role of the higher modes in
preserving gauge invariance in higher orders.
However if one wants to describe non perturbative equations with some
specific functional form for the fields, other forms of Ψ are required. An
example is the Born-Infeld equation, describing uniform field strengths [17,
18]. In Section 5 we give a construction of Ψ for this situation as well. In this
approach, z, the position of the vertex operator, is also labelled by t, i.e. z(t).
Since z is real for an open string, it is possible to let z(t) = t. This is done
in this paper and one makes more direct contact with the open string sigma-
model or boundary string field theory approaches [18, 17, 20, 27, 28, 29].
2 Ψ for Perturbation Theory
Let us recollect the basic properties required of Ψ.∫
[
∏
n>0
Dkn(t)]Ψ[k0(t), kn(t)] =
∏
t
δ(k0(t))
In position space this equation would read:∫
[
∏
n>0
Dkn(t)]Ψ[X(t), kn(t)] =
∫
[
∏
n≥0
Dkn(t)]e
i
∫
dtk0(t)X(t)Ψ[k0(t), kn(t)] = 1
3
∫
[
∏
n>0
Dkn(t)]k
µ
1 (t1)Ψ[k0(t), kn(t)] = A
µ(k0(t1))
∏
t6=t1
δ(k0(t))
In position space:∫
[
∏
n>0
Dkn(t)]k
µ
1 (t1)Ψ[X(t), kn(t)] = A
µ(X(t1)),
∫
[
∏
n>0
Dkn(t)]k
µ
1 (t1)k
ν
1 (t2)Ψ[k0(t), kn(t)] = A
µ(k0(t1))A
ν(k0(t2))
∏
t6=t1,t2
δ(k0(t))
+ δ(t1 − t2)S
µν
1,1(k0(t1))
∏
t6=t1
δ(k0(t)). (2.0.1)
In position space:∫
[
∏
n>0
Dkn(t)]k
µ
1 (t1)k
ν
1 (t2)Ψ[X(t), kn(t)] = A
µ(X(t1))A
ν(X(t2))
+ δ(t1 − t2)S
µν
1,1(X(t1)). (2.0.2)
A word on the notation used in these equations: k0(t) refers to the
momentum of the vertex operator located at the point z(t)(= t in this
paper). t is only a label. Thus while X(t) is a non-trivial function of t, k0(t)
is not. Further in the end all momenta are integrated over. Thus k0(t) is
only an integration variable:
∫
dk0(t)φ(k0(t))e
ik0(t)X = φ(X). It also follows
that φ(k0(t)) is not explicitly or implicitly a function of t.
We can easily construct a wave functional, Ψ, with these properties. Let
us first set Sµν1,1 = 0. Then the solution is very simple:
Ψ[X(t), kn(t)] =
∏
t,µ
δ[kµ1 (t)−A
µ(X(t))]
∏
t,n>0,µ
δ[kµn(t)] (2.0.3)
In momentum space one can write
Ψ[k0(t), kn(t)] =
∫
DX(t)e−i
∫
dtk0(t)X(t)
∏
t,µ
δ[kµ1 (t)−A
µ(X(t))]
∏
t,n>0,µ
δ[kµn(t)]
(2.0.4)
The generalization, to include the massive modes, Sµn , n > 1 is obvious.
4
One can easily check that Ψ satisfies (2.0.2). To make sense of the
product over t, one has to regularise. This is done below.
Let us introduce Sµν1,1. This can be done by broadening the delta func-
tion to include a non-trivial two-point function. Let us first discretise the
parameter t and set t = na where n ∈ Z and a is a regulator. Then the
wave functional
Ψ[k1(t), km(t),X(t)] = lim
N→∞
[
N/2∏
n=−N/2
∏
m>0 δ[km(n)]√
2πS1,1(X(n))
a
]e
−
∑N/2
n=−N/2
[k1(n)−A1(X(n))]
2a
2S1,1(X(n))
(2.0.5)
This satisfies
〈k1(n1)〉 = A(X(n1))
〈k1(n1)k1(n2)〉 − 〈k1(n1)〉〈k1(n2)〉 = S1,1(X(n1))
δn1,n2
a
(2.0.6)
where 〈...〉 =
∫
[
∏
n>0Dkn]...Ψ[kn(t),X(t)].
We can Fourier transform X(n) and write down the momentum space
wave functional
Ψ[k1(t), km(t), k0(t)] =
lim
N→∞
[
N/2∏
n=−N/2
dX(n)e−iak0(n)X(n)
∏
m>0 δ[km(n)]√
2πS1,1(X(n))
a
]e
−
∑N/2
n=−N/2
[k1(n)−A1(X(n))]
2a
2S1,1(X(n))
(2.0.7)
From (2.0.7) it is clear that the momentum variable conjugate to X(n)
is ak0(n) and thus in the inverse Fourier transform, the measure Dk0(t) is
to be interpreted as
∏
n(a dk0(n)). Let us call ak0 = k¯0
If we define in the usual way∫
dXe−ikXA(X) = A(k)
Then ∫
dXe−iakXA(X) = A(ak) = A(k¯0)
The wave functional (2.0.7) satisfies
〈kµ1 (n1)k
ν
0 (n2)〉 = A
µ(k¯0(n1))k¯0
ν
(n1)
δn1,n2
a
∏
n 6=n1
δ[k¯0(n)].
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Here k¯0 is the (physical) momentum conjugate to the position. Since the
measure of integration is also dk¯0 this overall factor of a is not important.
Note also that in momentum space,
〈1〉 =
∏
n
δ[k¯0(n)],
This is the regularized version of the first equation in (2.0.1), which is the
statement that the vacuum is translationally invariant. 1
We can also include the gauge transformations of the loop variable by
incorporating λ1(t), λ2(t)...into the wave functional. Let us consider (2.0.3).
Ψ[X(t), kn(t)] =
∏
t,µ
δ[kµ1 (t)−A
µ(X(t))]
∏
t,n>0,µ
δ[kµn(t)]
One can incorporate λ1(t) by adding a delta function
Ψ[X(t), kn(t), λ1(t)] =
∏
t,µ
δ[kµ1 (t)−A
µ(X(t))]
∏
t
δ[λ1(t)−Λ(X(t))] (2.0.8)
In momentum space
Ψ[k0(t), kn(t), λ1(t)] =
∫
DX(t)e−i
∫
dtk0(t)X(t)Ψ[X(t), kn(t), λ1(t)]
Regularization is understood and has not been explicitly shown.
The above wave functional satisfies
〈λ1(n1)〉 = Λ(k¯0(n1))
〈λ1(n1)k
µ
0 (n2)〉 = Λ(k¯0(n1))k¯0
µ
(n2)
δn1,n2
a
∏
n 6=n1
δ[k¯0(n)].
as required. λn , n > 2, can also similarly be included.
3 Gauge Transformations of Space-Time Fields
In this section we show that gauge transformations can be consistently de-
fined for space-time fields.
1We have set the tachyon field to zero in this paper
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In II, a scheme was described for defining gauge transformations on
space-time fields. The basic idea was to first move all vertex operators
to one location and then use these vertex operators to define combinations
of fields (and loop variables) whose gauge transformations are then worked
out.
Thus
ei
∑
n
kn(z1)Y˜n(z1) = ei
∑
n
Kn(z1,z−z1)Y˜n(z)
This equation defines the Kn. The precise expressions for Kn(z1, z− z1) are
given in II. All the zi dependence is thus made explicit. Then we consider
combinations of the form
N∏
i=1
Kni(zi, z − zi)Y˜ni(z).
This is used to define the transformation laws for the highest level field
〈kn1kn2 ...knN 〉 = Sn1,n2,...nN in terms of the gauge transformation of lower
fields. In this way gauge transformation laws for all fields can be recursively
defined.
The crucial point in this construction is that we are using a regularized
greens function that has no short distance singularity. This is what allows us
to move all vertex operators to one point, and also allows us to contract them
if necessary. Furthermore we will also integrate the location of the vertex
operator over some (finite) range - this is the usual Koba-Nielsen integration.
In the examples considered in [16] the z-dependence somehow dropped out
and it wasn’t necessary to do the integrals. In general, the z-dependence will
not drop out (indeed, they are essential) and only the integrated equation
makes sense. The combination of operators used here for defining the gauge
transformations are precisely the combinations that occur in any equation of
motion - along with contractions of the Y˜ ’s. Since this contraction does not
affect the consistency of this procedure it follows that there is a well defined
map from loop variables and their gauge transformation to space-time fields
and their gauge transformation. Thus gauge invariance at the level of loop
variables implies gauge invariance of the field equations.
Below we discuss the gauge invariance of the Y2 equation of [15]. We
will demonstrate the leading order gauge invariance explicitly. For the non-
leading term we will show how massive modes contribute in a crucial way by
providing the types of terms required for gauge invariance. Explicit calcu-
lations of numerical coefficients is rather tedious and will not be attempted.
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We will include the contributions of some of the massive modes and will
go some way in proving the gauge invariance of that equation - far enough
to make the pattern clear.
We use ln (ǫ2+(z1−z2)
2) as the two point function 〈X(z1)X(z2)〉. If we
use this, the equation of motion corresponding to Y2 from [15] (combining
equations (5.3.39),(5.3.40), (5.3.45), (5.3.50) , (5.3.51) and (5.3.54)) becomes
the sum of various terms listed below:
−A(p).(p + q)iAµ(q)|
(z − w)2
ǫ2
+ 1|p.q(ǫ)(p+q)
2
Y µ2 e
i(p+q)Y (3.0.1)
− Sµν1,1k
ν
0 iY
µ
2 e
ik0Y (ǫ)k
2
0 (3.0.2)
− (ǫ)k
2
0S2(k0).k0ik
µ
0Y
µ
2 e
ik0Y (3.0.3)
(ǫ)(p+q)
2
|
(z − w)2
ǫ2
+ 1|p.qA(p).A(q)i(p + q)µY µ2 e
ik0Y (3.0.4)
(ǫ)k
2
0Sν1,1ν(k0)ik
µ
0Y
µ
2 e
ik0Y (3.0.5)
(ǫ)k
2
0k20iS
µ
2 (k0)Y
µ
2 e
ik0Y (3.0.6)
The notation is that of I and II. The reader need only note that after
obtaining the equations of motion one can set xn = 0 (again in the notation
of I and II) and after that Y2 ≡ Y˜2 ≡ ∂
2
zX and Y ≡ X.
The gauge transformations of the fields are (according to the method
defined above and in [16]) :
δSµν1,1(k)e
ik0Y = [Λ
(µ
1,1(k)k
ν)
0 + δintS
µν
1,1(k)]e
ik0Y
δAµ1 (p)e
ip0Y = pµΛ1(p)e
ip0Y (3.0.7)
and
δintS
µν
1,1(k) =
∫
dpdqδ(p + q − k)[Λ1(p)q
(νA
µ)
1 (q)] (3.0.8)
δSµ2 (k0) = Λ2(k0)k
µ
0 + Λ
µ
1,1(k0) + δintS
µ
2 (k0) (3.0.9)
with
δintS
µ
2 (k0) =
∫
dpdqδ(p + q − k0)Λ1(p)A
ν
1(q) (3.0.10)
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Let us write down the contribution of the various terms:
δ(3.0.1) =
(−p.(p+ q)Λ(p)iAµ(q)−A(p).(p + q)iqµΛ(q))[1 + (z−w)
2
ǫ2 ]
p.qǫ(p+q)
2
(3.0.11)
δ(3.0.2) =
−Λ
(µ
1,1k
ν)
0 k
ν
0 iǫ
k20 − Λ1(p)q
(νA
µ)
1 (q)(p + q)
νiǫ(p+q)
2
(3.0.12)
δ(3.0.3) =
−Λ2(k0)k
2
0ik
µ
0 ǫ
k20 − Λ1,1(k0).k0ik
µ
0 ǫ
k20 − Λ1(p)A1(q).(p + q)i(p + q)
µǫ(p+q)
2
(3.0.13)
δ(3.0.4) =
2p.A(q)Λ(p)i(p + q)µ[1 + (z−w)
2
ǫ2 ]
p.qǫ(p+q)
2
(3.0.14)
δ(3.0.5) =
2Λ1,1(k0).k0ik
µ
0 ǫ
k20 + 2Λ1(p)q.A1(q)i(p + q)
µǫ(p+q)
2
(3.0.15)
δ(3.0.6) =
k20iΛ2(k0)k
µ
0 ǫ
k20 + iΛµ1,1(k0)k
2
0ǫ
k20 + iΛ(p)Aµ1 (q)(p+ q)
2ǫ(p+q)
2
(3.0.16)
In the above expressions, integration over momenta p, q with momentum
conserving delta function, and the Koba-Nielsen variables w, z with suitable
regularization, are understood.
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Terms involving Λ2 and Λ1,1 can easily be seen to add up to zero. We
are left with
A(p).(p + q)Λ1(q)[−iq
µ[1 +
(z −w)2
ǫ2
]p.q − ipµ − i(p + q)µ]
+A(p).pΛ1(q)2i(p+ q)
µ +A(p).qΛ1(q)2i(p+ q)
µ[1 +
(z − w)2
ǫ2
]p.q (3.0.17)
and
iAµ(q)Λ1(p)[−p.(p + q)[1 +
(z − w)2
ǫ2
]p.q − q.(p+ q) + (p+ q)2] (3.0.18)
If one expands [1 + (z−w)
2
ǫ2
]p.q ≈ 1 + p.q (z−w)
2
ǫ2
+ ...O((z − w)4) in the
above expressions, it is easy to see that the leading terms cancel leaving
uncancelled terms of order (z − w)2.
Where does one find contributions to cancel these terms? The answer
is that they come from the variations of higher modes such as Sµνρ1,1,2. These
higher modes do contribute to the Y2 equation through the following terms
in the loop variable
∫ ∫ ∫ ∫
dt1dt2dt3dt4k1(t1).k1(t2)
∂2[Σ˜ + G˜](t1, t2)
∂x1(t1)∂x1(t2)
k2(t3).k0(t4)
∂[Σ˜ + G˜](t3, t4)
∂x2(t3)
e
∫
dt
∫
dt′k0(t).k0(t′)[Σ˜+G˜](t,t′)ei
∫
k0Y (3.0.19)
and also ∫ ∫
dt1dt2k1(t1).k1(t2)
∂2[Σ˜ + G˜](t1, t2)
∂x1(t1)∂x1(t2)∫
dt3e
∫
dt
∫
dt′k0(t).k0(t′)[Σ˜+G˜](t,t′)ikν2 (t3)Y
µ
2 (t3)e
i
∫
k0Y (3.0.20)
using ∂
2Σ˜(t1,t2)
∂x1(t1)∂x1(t2)
|xn(t1)=xn(t2)≈
1
2(
∂2
∂x21
− ∂∂x2 )Σ ,
∂
∂x2(σ1)
Σ˜ |xn(t1)=xn(t2)≈
1
2
∂
∂x2
Σ, ∂∂x2 G˜ |t1=t2,xn=0=
1
ǫ2 , and
∂2G˜(t1,t2)
∂x1(t1)∂x1(t2)
|xn=0)= −
1
ǫ2 we get on
varying Σ in (3.0.19) and taking expectation of the loop variable,
3
2ǫ2
〈k1.k1k2.k0ik
µ
0 〉Y
µ
2 ≈
3
2ǫ2
Sρρν1,1,2(k0)k
ν
0 ik
µ
0Y
µ
2 (3.0.21)
where we have kept only the S112 “contact” term in the expectation value.
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The second term, (3.0.20), gives analogously
−
1
ǫ2
〈k1.k1k
2
0ik
ν
2 〉Y
µ
2 ≈ −
1
ǫ2
k20S
ρρµ
1,1,2(k0)Y
µ
2 (3.0.22)
There are also terms of the form k1.k2k1.k0, k1.k2k
µ
1 that can contribute
to the Y2 equation. Since we are only interested in showing that these terms
contribute O(z2) terms to the equation of motion, and not in the precise
coefficient, we will not worry about it here.
Let us now turn to the scheme of [16] to evaluate δSµνρ1,1,2.
Let us start with Kµ1 (z1, z − z1)K
ν
1 (z2, z − z2)Y˜
µ
1 (z)Y˜
ν
1 (z).∫
dz1
∫
dz2〈K
µ
1 (z1, z − z1)K
ν
1 (z2, z − z2)〉
=
∫
dz1
∫
dz2〈(k
µ
1 (z1) + (z1 − z)k
µ
0 )(k
ν
1 (z2) + (z2 − z)k
ν
0 )〉
=
∫
dz1
∫
dz2S
µν
1,1(k0(z1))δ(z1 − z2) +A
µ
1 (k0(z1))A
ν
1(k0(z2))
+(z1 − z)k
µ
0 (z1)A
ν
1(k0(z2))δ(z1 − z2) + (z2 − z)k
ν
0 (z2)A
µ
1 (k0(z1))δ(z1 − z2)
=
∫
dz1S
µν
1,1(k0(z1)) +
∫
dz1
∫
dz2A
µ
1 (k0(z1))A
ν
1(k0(z2))
+
∫
dz1(z1 − z)k
(µ
0 (z1)A
ν)
1 (k0(z1)) (3.0.23)
We remind the reader about the following two points. First, k0(z) refers
to a momentum of a field associated with a particular vertex operator located
at z. k0 is not a function of z. In the same way S1,1(k0(z)) is a field with
momentum k0(z) - it is not a function, implicitly or explicitly, of z. The z-
dependence in this approach is all explicitly there in the equations because
we have extracted all the z-dependences by Taylor expanding the vertex
operators. Second, integration of zi over some suitable range is understood
in all these equations.2
We now consider the variation of both sides.
δ
∫
dz1
∫
dz2〈(k
µ
1 (z1) + (z1 − z)k
µ
0 )(k
ν
1 (z2) + (z2 − z)k
ν
0 )〉
2Thus
∫
dz1 ≡
∫ R
a
dz1 for some a,R that we will leave unspecified. If we are working
on a unit disk then z1 has a range of 2pi. If on the upper half plane, z1 ranges from −∞
to +∞. In the context of the proper time formalism, z would range from 0 to R. This
scheme dependence is expected in any off shell description.
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=∫
dz′
∫
dz1
∫
dz2〈λ1(z
′)(kµ0 (z1)(k
ν
1 (z2)+(z2−z)k
ν
0 )+(k
µ
1 (z1)+(z1−z)k
µ
0 )k
ν
0 (z2))〉
(3.0.24)
Thus variation of the space-time fields gives:
δ{
∫
dz1S
µν
1,1(k0(z1)) +
∫
dz1
∫
dz2A
µ
1 (k0(z1))A
ν
1(k0(z2))
+
∫
dz1(z1 − z)k
(µ
0 (z1)A
ν)
1 (k0(z1))}
=
∫
dz1[δS
µν
1,1(k0(z1))] +
∫
dz1
∫
dz2[Λ1(k0(z1))k
(µ
0 (z1)A
ν)
1 (k0(z2))]
+
∫
dz1[(z1 − z)k
(µ
0 (z1)Λ1(k0(z1))k
ν)
0 (z1)]. (3.0.25)
Whereas variation of the loop variable momenta yields∫
dz′Λ(ν1,1(k0(z
′))kµ)0 (z
′) +
∫
dz′dz′′Λ1(k0(z′))A
(ν
1 (k0(z
′))[k0(z′) + k0(z′′)]µ)
+
∫
dz′2Λ1(k0(z′))k
µ
0 (z
′)kν0 (z
′)(z′ − z) (3.0.26)
Comparison of the two equations gives:∫
dz1δS
µν
1,1(k0(z1)) =
∫
dz′Λ(ν1,1(k0(z
′))kµ)0 (z
′) +
∫
dz1dz2Λ1(k0(z1))A
(ν
1 (k0(z2))k
µ)
0 (z2) (3.0.27)
One can extract from this δSµν1,1(p) if one uses the fact that the integral
over z′ in the LHS of (3.0.27) gives simply range of z′ × δSµν1,1.
As pointed out in [16] earlier, there are no z-dependent terms in this
variation. However when we turn to S1,1,2 this will not be true.
Let us turn to S1,1,2:
We start with∫
dz1
∫
dz2
∫
dz3〈K
µ
1 (z1, z − z1)K
ν
1 (z2, z − z2)K
ρ
2 (z3, z − z3)〉
= 〈(kµ1 (z1)+(z1−z)k
µ
0 (z1))(k
ν
1 (z2)+(z2−z)k
ν
0 (z2))(k
ρ
2(z3)+(z3−z)k
ρ
1+
(z3 − z)
2
2
kρ0)〉
We will focus our attention on the O(z2) terms, which are:
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〈kµ1 (z1)k
ν
1 (z2)k
ρ
0(z3)
(z3 − z)
2
2
+ kµ0 (z1)k
ν
0 (z2)k
ρ
2(z3)(z1 − z)(z2 − z)+
kµ0 (z1)k
ν
1 (z2)k
ρ
1(z3)(z1 − z)(z3 − z) + k
µ
1 (z1)k
ν
0 (z2)k
ρ
1(z3)(z3 − z)(z2 − z)〉
(3.0.28)
Taking the expectation value one gets (Integration over zi is understood):
Sµν1,1(k0(z1))k
ρ
0(z1)
(z1 − z)
2
2
+
Aµ1 (k0(z1))A
ν
1(k0(z2))[k
ρ
0(z1)
(z1 − z)
2
2
+ kρ0(z2)
(z2 − z)
2
2
]+
{Sνρ1,1(k0(z1))k
µ
0 (z1)(z1 − z)
2+
Aν1(k0(z2))A
ρ
1(k0(z3))[k
µ
0 (z2)(z2 − z) + k
µ
0 (z3)(z3 − z)](z3 − z)+
+µ↔ ν}+
Sρ2(z2)k
µ
0 (z3)k
ν
0 (z3)(z3 − z)
2 (3.0.29)
For clarity we will rewrite this expression with momenta p.q. This gives
Sµν1,1(p)p
ρ (z1 − z)
2
2
+
Aµ1 (p)A
ν
1(q)[p
ρ (z1 − z)
2
2
+ qρ
(z2 − z)
2
2
]+
{Sνρ1,1(p)p
µ(z1 − z)
2+
Aν1(q)A
ρ
1(p)[q
µ(z2 − z) + p
µ(z3 − z)](z3 − z)+
+µ↔ ν}+
Sρ2(p)p
µpν(z3 − z)
2 (3.0.30)
We have to compare the gauge transformation of this expression (using
the previously determined variations of the fields), and compare with what
one gets on varying the loop variable expression directly. If they are not
equal, the difference will be assigned to the gauge transformation of S1,1,2.
Let us focus on terms having the structure Aν1(q)Λ1(p)p
µqρ.
Note that in (3.0.30) there are two contributions that have this structure:
One is multiplied by (z3 − z)
2 and the other by (z2− z)
2, which is the same
since zi are integration variables.
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Now we vary the ki in (3.0.28) and look at the terms that can give A
ν
i .
These are: ∫
dz′〈λ1(z′)(k
µ
0 (z1)k
ν
1 (z2)k
ρ
0(z3)
(z3 − z)
2
2
+
kµ0 (z1)k
ν
1 (z2)k
ρ
0(z3)(z1 − z)(z3 − z))〉
The second term gives a contribution proportional to Λ1(p)p
µAν1(q)q
ρ(z1 −
z)(z2 − z). which is clearly different from anything obtained from (3.0.30).
This term has thus to be assigned to δSµνρ1,1,2. Thus we have shown that
there are O(z2) terms in the gauge variation of S1,1,2 contribution to the Y2
equation of motion.
The above calculation gives us a picture of how the contributions from
the higher modes to a given equation of motion add up to reproduce ex-
pressions of the form
∫
dz
∫
dw(z − w)2p.q. As mentioned in [16] , the fact
that the equations are gauge invariant follows from the gauge invariance of
the loop variable expression and the fact that the above map - from loop
variables to space-time fields and their respective gauge transformations - is
well defined. Furthermore the space-time gauge invariance does not depend
on any world sheet properties such as BRST invariance, so this is possible.
This also allows one to go off-shell without violating gauge invariance.
4 Dimensional Reduction
We can dimensionally reduce the above equations to obtain equations for
the massive modes with masses equal to that in string theory. This is where
we make contact with string theory. The prescription was given in [16]. We
start with the loop variable:
exp{
∫
dσ1
∫
dσ2
∑
n,m≥0
(kn(σ1).km(σ2)
∂2[G˜+ Σ˜](σ1, σ2)
∂xn(σ1)∂xm(σ2)
+
kn,V (σ1)km,V (σ2)
∂2Σ˜(σ1, σ2)
∂xn(σ1)∂xm(σ2)
)} : exp{i
∫
dσ
∑
n≥0
knYn(z(σ)} : .
(4.0.1)
The extra dimension (27th in the bosonic string, or 11th in the super-
string) is denoted by V in the above equation. In [16] we set kV0 =
√
P−1
N
where N is the number of fields in a particular term in the equation of mo-
tion. (Thus N = 1 for the free theory, N = 2 in the quadratic term of an
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equation of motion, etc.) and P is the engineering dimension of the vertex
operator for which the equation is being written. Thus P = 0 for eikX ,
P = 1 for ∂zXe
ikX , etc. Note that if some of the Y ’s are contracted then
we get powers of ǫ, and P must count these powers also as contributing to
the engineering dimension. Furthermore we will let
〈kVn 〉 = S
V
n
The factor 1N in k
V
0 can also be thought of as being equivalent to the
imposition of momentum conservation in the extra dimension so that the
total momentum of each term in an equation adds up to the same value as
for the linear term, where it is set equal to the mass of the field.
Let us apply this to the first massive level equation of the last section.
This has P = 2.
First we have to establish the gauge transformation laws for the fields
AV1 , S
V V
1,1 , S
µV
1,1 , and S
V
2 . We start with
〈KV1 (z1, z − z1)〉Y
V
1 = 〈(k
V
1 (z1) + (z1 − z)k
V
0 )〉Y
V
1
= AV1 (k0(z1))Y
V
1 (4.0.2)
δ〈KV1 (z1, z − z1)〉Y
V
1 =
∫
dz′〈λ1(z′)kV0 (z1)〉Y
V
1 (4.0.3)
Since P = 1, kV0 = 0 in the above equation. So,
δAV1 (k0) = 0 (4.0.4)
This is just as well, since for making contact with string theory, we will
set this field to zero. Note also, that if Y V1 in (4.0.3) is contracted with Y
V
in eik
V
0 Y
V
we get (Using 〈Y V1 (z)Y
V (z)〉 = ǫ1 ≈
1
ǫ )
δ〈
∫
dzKV1 (z1, z − z1)k
V
0 (z)〉ǫ1 =
∫
dz′〈
∫
dzλ1(z
′)kV0 (z1)k
V
0 (z)〉ǫ1 = 0
since (P − 1)ǫ1 = 0. Thus the above procedure is consisitent with contrac-
tions.
We now turn to∫
dz1
∫
dz2〈K
V
1 (z1, z − z1)K
V
1 (z2, z − z2)〉Y
V
1 Y
V
1
=
∫
dz1
∫
dz2〈(k
V
1 (z1) + (z1 − z)k
V
0 )(k
V
1 (z2) + (z2 − z)k
V
0 )〉Y
V
1 Y
V
1
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= [
∫
dz1
∫
dz2S
V V
1,1 (k0(z1))δ(z1 − z2) +A
V
1 (k0(z1))A
V
1 (k0(z2))
+(z1−z)k
V
0 (z1)A
V
1 (k0(z2))δ(z1−z2)+(z2−z)k
V
0 (z2)A
V
1 (k0(z1))δ(z1−z2)]Y
V
1 Y
V
1
Since AV1 = 0 we have
=
∫
dz1S
V V
1,1 (k0(z1))Y
V
1 Y
V
1 (4.0.5)
We turn to the variations.
δ〈KV1 K
V
1 〉Y
V
1 Y
V
1 =
∫
dz′
∫
dz1
∫
dz2〈λ(z
′)(kV0 (z1)k
V
1 (z2)+k
V
1 (z1)k
V
0 (z2)+2k
V
0 (z1)k
V
0 (z2)(z2−z))〉Y
V
1 Y
V
1
= 2
∫
dz2Λ
V
1,1(z2)Y
V
1 Y
V
1 + 2
∫
dz′ kV0 (z
′)︸ ︷︷ ︸
1
kV0 (z
′)︸ ︷︷ ︸
1
(z′ − z)Λ1(z′)Y V1 Y
V
1
= 2
∫
dz2[Λ
V
1,1(z2) + (z2 − z)Λ1(z2)]Y
V
1 Y
V
1 (4.0.6)
Again we have set AV1 = 0.
Thus we get
δ
∫
dz2S
V V
1,1 = 2
∫
dz2[Λ
V
1,1(z2) + (z2 − z)Λ1(z2)] (4.0.7)
We now turn to∫
dz1
∫
dz2〈K
V
1 (z1, z − z1)K
µ
1 (z2, z − z2)〉Y
V
1 Y
µ
1
=
∫
dz1
∫
dz2〈(k
V
1 (z1) + (z2 − z)k
V
0 (z1))(k
µ
1 (z2) + (z1 − z)k
µ
0 (z2))〉Y
V
1 Y
µ
1
= [
∫
dz1S
µV
1,1 (k0(z1)) +
∫
dz2(z2 − z)A
µ
1 (k0(z2))]Y
µ
1 Y
V
1
Consider the variations of both sides.
δ〈KV1 K
µ
1 〉Y
V
1 Y
µ
1
=
∫
dz′
∫
dz1
∫
dz2〈λ(z
′)(kV0 (z1)k
µ
1 (z2)+k
V
1 (z1)k
µ
0 (z2)+2k
V
0 (z1)k
µ
0 (z2)(z2−z))〉Y
V
1 Y
µ
1
= [
∫
dz′(Λµ1,1 + Λ
V
1,1(z
′)kµ0 + 2Λ1(z
′)(z′ − z)kµ0 )+
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∫
dz′
∫
dz1Λ1(z
′)Aµ1 (z1) [k
V
0 (z
′) + kV0 (z1)]︸ ︷︷ ︸
1
Y V1 Y
µ
1
We also have∫
dz2δA
µ
1 (k0)(z2 − z) =
∫
dz2Λ1k
µ
0 (z2 − z)
Thus, comparing as before, the gauge variations of both sides, we find∫
dz2δS
V µ
1,1 (k0) =
∫
dz2[Λ
µ
1,1(k0)+Λ
V
1,1(k0)k
µ
0+Λ1A
µ
1+Λ1k
µ
0 (z2−z)] (4.0.8)
Finally, consider
〈KV2 (z1, z − z1)〉Y
V
2 = S
V
2 Y
V
2
Varying we get
δ〈KV2 Y
V
2 〉 =
∫
dz′〈[λ1(z′)[kV1 (z1) + (z1 − z)k
V
0 (z1)] + λ2(z
′)kV0 (z1)〉Y
V
2
=
∫
dz1[Λ
V
1,1(z1) + (z1 − z)Λ1(z1) + Λ2(z1)]Y
V
2
Comparing gauge variations on both sides gives:∫
dz1δS
V
2 =
∫
dz1[Λ
V
1,1 + Λ2 + (z1 − z)Λ1] (4.0.9)
At this point one can make the following observation: If we set∫
dz′[ΛV1,1 + (z
′ − z)Λ1] =
∫
dz′Λ2
we see that
δSV µ1,1 = δS
µ
2
δSV V1,1 = δS
V
2
Thus as discussed in [2, 14] for the free theory, we can reduce the number
of degrees of freedom in this theory to match that of critical string theory
by setting 〈kV1 〉 = A
V
1 = 0, S
V V
1,1 = S
V
2 and S
V µ
1,1 = S
µ
2 consistently.
These identifications follow from the identification at the loop variable
level:
K1(z1, z − z1)
V λ1(z2) = λ2(z1)
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and
kV1 k
µ
1 = k
ν
2
and
kV1 k
V
1 = k
V
2
This is very similar to what was done at the free level in [14].
We go back to the loop variable equation for Y µ2 from [15] ((5.3.39),(5.3.40),
(5.3.45), (5.3.50) , (5.3.51) and (5.3.54)) We consider the terms that involve
a contraction of the ‘V ’ index. These are
〈−e
∫ ∫
k0(z3).k0(z4)G˜
∫
dz1
∫
dz2k1(z1).k0(z2)i
∫
dzkµ1Y
µ
2 e
i
∫
k0Y 〉
=
∫
[−iAV1 (p)A
µ
1 (q)(z1 − z2)
2p.qei(p+q)Y ǫ(p+q)
2
− iSV µ1,1 e
ikY ǫk
2
]Y µ2
= −iSV µ1,1
∫
eikY ǫk
2
Y µ2 (4.0.10)
where we have set AV1 = 0.
〈−e
∫ ∫
k0(z3).k0(z4)G˜
∫
dz1
∫
dz2k2(z1)
vkV0 (z2)ik
µ
0
∫
Y µ2 e
i
∫
k0Y 〉
= −SV2 ik
µ
0 ǫ
k2
∫
eikY Y µ2 (4.0.11)
〈−e
∫ ∫
k0(z3).k0(z4)G˜
∫
dz1
∫
dz2k1(z1)
V kV1 (z2)ik
µ
0
∫
Y µ2 e
i
∫
k0Y 〉
=
∫
[ǫk
2
SV V1,1 (k)ık
µ
0 + ǫ
(p+q)2AV1 (p)A
V
1 (q)i(p + q)
µei(p+q)Y (z − w)2p.q]Y µ2
= ǫk
2
SV V1,1 (k)ik
µ
0
∫
Y µ2 e
ikY (4.0.12)
〈−e
∫ ∫
k0(z3).k0(z4)G˜kV0 k
V
0 ik
ν
2
∫
ei
∫
k0Y Y µ2 〉
= ǫk
2
iSµ2
∫
eik0Y Y µ2 (4.0.13)
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When we apply the variations (4.0.4),(4.0.7),(4.0.9),(4.0.8) to (4.0.10),(4.0.11),(4.0.12)
and (4.0.13), we find that they add up to zero. 3 Thus the full (tree level)
equations of string theory for the vertex operator Y µ2 e
ikY are the sum of
the terms in the last section (with indices running 26 dimensions) plus the
terms calculated in this section.
This illustrates the dimensional reduction and compatibility with gauge
invariance. As explained earlier the contribution of all the infinite number
of fields have to be included in order for the cancellation to be exact.
5 Uniform electromagnetic field: Born-Infeld Ac-
tion
We discuss, in this section, the loop variable approach in a non-perturbative
setting. This is the situation of a uniform electromagnetic field. In the sigma
model approach this can be done to all orders in the field strength. This gives
the Born-Infeld action. More precisely, it gives the β -function, which, as
emphasised in [19, 17, 20, 21], is only proportional to the equation of motion.
The proportionality constant is the Zamolodchikov metric [22]. We will show
in this section how this is done in the loop variable approach. As in the
perturbative case it involves writing down a suitable wave functional. The
main purpose of this section is to reproduce, using loop variables, the results
in the literature that have been obtained using the sigma model or more
precisely boundary conformal field theory techniques. Gauge invariance is
not an issue here since only the field strength enters the equation of motion.
The loop variable approach involves writing down (we set xn = 0 since
we are not concerned with gauge invariance) the following object:∫ ∫
Dkµ0 (t)Dk
µ
1 (t)e
−i
∫
dt[kµ0 (t)X
µ(t)+kµ1 (t)∂tX
µ(t)]
e
1
2
∫ ∫
dtdt′[
∑
n,m=0,1
kµm(t)Gµνm,n(t,t′)kνn(t′)]Ψ[k0(t), k1(t)]. (5.0.14)
3Note also that they add upto zero, (to leading order in z − w) even if we don’t work
with the reduced set of fields, i.e. even without setting AV1 = 0 or making any of the other
identifications, the equations are gauge invariant. One can speculate that this describes
some version of a non critical string theory.
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Here G is the matrix 

G 0 ∂t′G 0
0 G 0 ∂t′G
∂tG 0 ∂t∂t′G 0
0 ∂tG 0 ∂t∂t′G

 (5.0.15)
where the row vector, kµm, (µ is the Lorentz index and m is the mode in-
dex) multiplying the matrix, is written in the following order: (k00 k
1
0 k
0
1 k
1
1).
G(t, t′) = 〈X(t)X(t′)〉 where t, t′ are points on the boundary of the string
world sheet. This could be a disk or the upper half plane. G satisfies the
identity
∫
dt′′∂tG(t, t′′)∂t′′G(t′′, t′) = 1 [17, 18].
The wave functional in this case is
Ψ[k0(t), k1(t)] =
∫
DX(t)e−i
∫
dt[kµ0 (t)X
µ(t)]
∏
µt
δ[kµ1 (t)−A
µ(X(t)] (5.0.16)
where Aµ = 1/2FµνXν . For simplicity we take the two dimensional case,
where µ = 0, 1. Thus the delta function becomes
∏
t
δ[X1(t)−
2k01(t)
F
]δ[X0(t) +
2k10(t)
F
]
1
F 2
Here F = F 01 = −F 10.
Doing the the integral gives
Ψ[k0(t), k1(t)] = e
2i
F
∫
dt[k00(t)k
1
1(t)−k10(t)k01(t)]
∏
t
1
F 2
When we substitute this expression in (5.0.14), we get
∫
Dk0(t)Dk1(t)e
1
2
∫ ∫
dtdt′[
∑
n,m=0,1
kµm(t)GµνF,m,n(t,t′)kνn(t′)]e−i
∫
dt[kµ0 (t)X
µ(t)+kµ1 (t)∂tX
µ(t)]
(5.0.17)
where GF is the matrix

G 0 ∂t′G
2i
F
0 G −2iF ∂t′G
∂tG −
2i
F ∂t∂t′G 0
2i
F ∂tG 0 ∂t∂t′G


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The Gaussian integral can easily be done and using the identity obeyed
by G we get
e
1
2
∫ ∫
dtdt′XT G−1F XDet−1/2[F−2(1 + F−2)δ(t − t′)] =
e
1
2
∫ ∫
dtdt′XTG−1F XDet[F 2(1 + F 2)−1/2δ(t− t′)]
Here X = (X0, X1, ∂tX
0, ∂tX
1)
Combining the 1F 2 in the wave functional we get
e
1
2
∫ ∫
dtdt′XT G−1F XDet[1 + F 2]−1/2δ(t− t′)
Using zeta function regularization (as explained in [18]) the determinant
gives [1 + F 2]+1/2. Thus the final answer is
Z[X] = e
1
2
∫ ∫
dtdt′XT G−1
F
X[1 + F 2]+1/2. (5.0.18)
Z[0] is the Born Infeld Lagrangian. The precise connection between the
sigma model “partition function” and the actual space-time effective action
of the fields of the string is not clear to us, although in this particular
example they seem to coincide. What we do know is that the β-function
gives the equation of motion upto the Zamolodchikov metric prefactor. 4
The equations obtained in the loop variable approach are the equivalent
of the β-function. They are a gauge invariant generalization obtained by
making the cutoff depend on the world sheet location.
One can obtain the equation for the photon by looking at the coefficient
of ∂tX
µ in the conformal variation of the above “generating functional with
sources X”, (5.0.18). In the loop variable approach this was done by replac-
ing G by G + Σ and the coefficient of Σ gave the equation of motion.5 It
is clear here that there are no terms linear in X and the equation is triv-
ial. In order to get a non-trivial equation one has to include a perturbation
describing the non-uniformity of F .
Thus we change the expression for A into:
Aµ(X) =
1
2
FµνXν +
1
3
∂ρF
µνXρXν (5.0.19)
4It was also shown in [21] that the proper-time equation gives the full equation.
5We remind the reader that all the xn variables used in the loop variable approach
have been set to zero, as we are not concerned with gauge invariance related issues.
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The delta function in (5.0.16) changes to
∏
t
δ[kµ1 (t)−
1
2
FµνXν(t) +
1
3
∂ρF
µνXρ(t)Xν(t)]
= (1 +
∫
dt′
1
3
∂ρF
µνXρ(t′)Xν(t′)]
δ
δkµ1 (t
′)
)
∏
t
δ[kµ1 (t)−
1
2
FµνXν(t)]
If we insert this into (5.0.16) we get for the modified wave functional,
Ψ[k0(t), k1(t)] =
∫
DX(t)e−i
∫
dt[kµ0 (t)X
µ(t)]
(1 +
∫
dt′
1
3
∂ρF
µνXρ(t′)Xν(t′)]
δ
δkµ1 (t
′)
)
∏
µt
δ[kµ1 (t)−A
µ(X(t)]
= (1−
∫
dt′
1
3
∂ρF
µνi
δ
δkρ0(t
′)
i
δ
δkν0 (t
′)
)
δ
δkµ1 (t
′)
)Ψ[k0(t), k1(t)] (5.0.20)
We insert the modified wave functional into (5.0.14), integrate by parts
on k1, k0 and pick the piece proportional to X˙:∫ ∫
Dkµ0 (t)Dk
µ
1 (t)
∫
dt′
1
3
∂ρF
µνi∂t′X
µ(t′)[G0ρ,0ν(t′, t′) + (Gk)0ρ(Gk)0ν ]
e−i
∫
dt[kµ0 (t)X
µ(t)+kµ1 (t)∂tX
µ(t)]
e
1
2
∫ ∫
dtdt′[
∑
n,m=0,1
kµm(t)Gµνm,n(t,t′)kνn(t′)]Ψ[k0(t), k1(t)]. (5.0.21)
Replacing kµ0 by i
δ
δXµ(t′) we get and k
µ
1 by i
δ
δX˙µ(t′)
, (We let Xα represent
Xµ, X˙µ) ∫
dt′
1
3
∂ρF
µνi∂t′X
µ(t′)
[G0ρ,0ν(t′, t′) +
∫
dt′′
∫
dt′′′(G(t′, t′′)0ρ,αi
δ
δXα(t′′)
(G0ν,β(t′, t′′′)i
δ
δXβ(t′′′)
]
e
1
2
∫ ∫
dtdt′XT G−1
F
X[1 + F 2]+1/2.
=
∫
dt′
1
3
∂ρF
µνi∂t′X
µ(t′)
[G0ρ,0ν(t′, t′)− (GG−1F G)
0ρ,0ν(t′, t′)]Z[X]
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One can easily evaluate the expression multiplying Z[X]. It is the matrix(
G(t,t′)
1+F 2
∫
dt′′iFG(t, t′′)∂t′′G(t′′, t′)
−
∫
dt′′iFG(t, t′′)∂t′′G(t′′, t′)
G(t,t′)
1+F 2
)
(5.0.22)
multiplied by δ(t′ − t).
The off diagonal elements are antisymmetric in t, t′ and therefore vanish
when t = t′. Thus we get
δρν
∫
dt
G(t, t′)
1 + F 2
δ(t − t′)
When we make a conformal transformation the change in G is Σ so we
get a term
1
3
∂ρF
µνi∂t′X
µ(t′)δρν
∫
dt
Σ(t, t′)
1 + F 2
δ(t− t′) =
1
3
∂ρF
µνi∂t′X
µ(t′)δρν
Σ(t′, t′)
1 + F 2
(5.0.23)
The coefficient of Σ in the above expression is one contribution to the β-
function. Variation of δ(t−t′) gives terms proportional to delta function and
it’s derivatives (times the parameter of conformal transformation). Multi-
plying G this is singular and introduces further powers of the cutoff. These
are equivalent to (ln a)2 divergences and do not contribute to the β-function.
Thus the coefficient of Σ in (5.0.23) is the full expression for the β-function.
As explained in [21] one can get the full equation of motion (= β-function
× Zamolodchikov metric) if one uses the proper time equation. But the
method here gives only the β-function. That this answer is correct can be
seen by consulting [17].
6 Conclusions
In this paper we have given some examples of loop variable calculations.
We have tried to make concrete, some of the ideas described in [15, 16].
We have given examples of the wave functional that is ubiquitous in these
two papers. We have also worked out in detail the equations of a massive
mode interacting with electromagnetism. Most importantly while a formal
argument of the gauge invariance was given in [16], there was not a detailed
understanding of how the infinite tower of massive modes contribute in the
gauge invariance of any one equation. This understanding has now been
obtained, as described in Section 3.
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Before dimensional reduction, all the modes are massless and we are not
describing critical string theory - at least not in any recognizable way. Thus
dimensional reduction is crucial for making contact with string theory. This
was described in a general way in [16]. Here we have worked out all the
details in this particular example. We have also shown how the truncation
of fields necessary for making contact with string theory works.
Finally, by reproducing the Born -Infeld equations, we make contact with
the open string sigma model (or boundary conformal field theory) approach.
This was useful in explaining the ideas of [15, 16] in more conventional terms.
It is tempting to speculate that the higher dimensional massless theory
is some more “symmetric” phase of string theory. The idea that the inter-
actions emerge naturally by broadening the string to a band is reminiscent
of membranes. All this points to M-theory. But we do not see any way of
making a connection.
As another interesting test one could try to reproduce the results on
the tachyon that have been obtained in the literature using other techniques
such as String Field Theory or Background Independent String Field Theory
[23, 24, 25, 26, 27, 28, 29].
References
[1] W. Siegel, Phys. Lett B149, 157; 162 (1984);B151 391;396 (1985).
[2] W. Siegel and B. Zwiebach, Nucl. Phys. B263,105 91986).
[3] E. Witten, Nucl. Phys B268, (1986) 513.
[4] C. Lovelace, Phys. Lett. B135,75 (1984).
[5] C. Callan, D. Friedan, E. Martinec and M. Perry, Nucl. Phys. B262,593
(1985).
[6] A. Sen, Phys. Rev. D32,2102 (1985).
[7] E. Fradkin and A.A. Tseytlin, Phys. Lett. B151,316 (1985).
[8] C. Callan and Z. Gan, Nucl. Phys. B272, 647 (1987)
[9] S. Das and B. Sathiapalan, Phys. Rev. Lett. B183,65 (1985).
[10] J. Hughes,J. Liu and J. Polchinski, Nucl. Phys. B316 (1989).
24
[11] T. Banks and E. Martinec, Nucl. Phys. B294, 733 (9187).
[12] V.A. Kostelecky, M.J. Perry, and R. Potting, hepth/9912243.
[13] I.L. Buchbinder, O.M.Gitman,V.A. Krykhtin and Y.D. Pershin,
hepth/9910188, Nucl. Phys. B584 (2000) 615.
[14] B. Sathiapalan, Nucl. Phys. B326, 376 (1989).
[15] B. Sathiapalan, hepth/0002139, Int. Jour. Mod. Phys.A15 (2000)4761.
[16] B. Sathiapalan, hepth/0008005.
[17] C. Callan, A. Abouelsaood, C.R. Nappi, S.A. Yost, Nucl. Phys.
B280[FS18]1987,599.
[18] E. Fradkin, A. A. Tseytlin, Phys. Lett. 163B, (1985) 123.
[19] A. Polyakov, Gauge Fields and Strings (Harwood Academic Publishers,
1987)
[20] B. Sathiapalan, Nucl. Phys. B294,747 (1987).
[21] B. Sathiapalan, Int. Jour. Mod. Phys. A11, (1996) 2887.
[22] A. B. Zamolodchikov, JETP Lett. 43, 730 (1986).
[23] V. A. Kostelecky and S. Samuel, Phys. Lett. 207B (1988) 169.
[24] A. Sen, hepth /9805170.
[25] A. Sen and B. Zwiebach, hepth/9912249.
[26] D. Ghoshal and A. Sen, hepth/0003278.
[27] E. Witten, Phys. Rev D46 (1992) 5467 - hepth/9208027; Phys. Rev D47
(1993) 3405 - hepth/9210065.
[28] E. Witten and K. Li, Phys. Rev D 48 (1993) 860.
[29] S. Shatashvili, Phys. Lett B 311 (1993)83- hepth /9303143;
hepth/0009103.
25
