The traveling salesman problem is one of the most famous combinatorial optimization problems, and has been intensively studied in the last decades. Many extensions to the basic problem have been also proposed, with the aim of making the resulting mathematical models as much realistic as possible.
Introduction
Given the cost of travel between each pair of a finite number of cities, the traveling salesman problem (TSP) is to find the cheapest tour passing through all of the cities and returning to the point of departure. Many variants and generalizations of the problems have been deeply studied along the years, starting from the pioneer work presented by Dantzig et al. [5] in 1954. Here we consider a variation -motivated by the intrinsic difficulty in estimating travel times exactly in the reality -of the most classic, and most studied, version of the problem, namely the symmetric traveling salesman problem, where the cost 
Problem description
The robust deviation symmetric traveling salesman problem with interval data is defined on an undirected graph G = {V, E}, where V is a set of vertices, with vertex 0 associated with the depot, and vertices 1, . . . , |V | representing the cities to be visited, and E is the set of edges of the graph. All the problems considered in this paper are based on complete graphs: ∀i, j ∈ V ∃{i, j} ∈ E. In the paper we will refer to an edge either as e or as {i, j}, depending on the the context, choosing the second notation when the two nodes of the edge have a role within the description. An interval [l ij , u ij ], with 0 ≤ l ij ≤ u ij , is associated with each edge {i, j} ∈ E. An example of undirected graph with interval costs is given in Figure 1 .
The objective of the optimization is to find a Hamiltonian circuit (indicated as tour in the remainder of the paper) with the minimum cost, according to the cost function associated with the chosen notion of robustness. Two main notions of robustness are considered by Kouvelis and Yu [9] , each of them defining a different robust optimization problem. The application of the first of them, the absolute robustness criterion, would bring to a classic traveling salesman problem where each cost c ij is given by u ij , the upper bound of the respective interval. Therefore we do not consider this criterion here. It is however easy to see that this notion of robustness is heavily overconservative. In this paper we adopt the second criterion discussed in Kouvelis and Yu [9] , namely the robust deviation criterion.
In order to formally describe the robust deviation traveling salesman problem, we need the following definitions. 
Definition 2. The robust deviation of a tour t in scenario R is the difference between the cost of t in scenario R and the cost of a shortest tour in R.
In the remainder of the paper we will refer to the robust deviation of tour t on scenario R as dev (R, t) , and to the shortest tour in scenario R as St(R).
Definition 3. A tour t is said to be a robust tour if it has the smallest (among all possible tours) maximum (among all possible scenarios) robust deviation.
A scenario can be seen as a snapshot representing the real network situation, and a robust deviation tour can be seen as a path that should guarantee rea-sonably good performance (compared to optimal solutions) under any possible edge costs configuration.
Mathematical formulation
In this section we introduce a mathematical formulation for the robust traveling salesman problem. This formulation is based on an important theoretical result that we will first introduce. The formulation, like all the exact algorithms we will describe in Section 4, is heavily based on this theoretical result.
The following theorem establishes a criterion that makes the robust traveling salesman problem much more tractable from a combinatorial point of view. It is inspired by analogous results for the robust counterpart of other combinatorial optimization problems (see, for example, Daniels and Kouvelis [4] , Karaşan et al. [8] and Yaman et al. [18] 
Proof. Here and in the remainder of the paper we will refer to the scenario induced by tour t described above as Ind(t). Let R be a generic scenario. We want to prove that dev(R, t) ≤ dev(Ind(t), t), i.e. scenario Ind(t) produces the maximal deviation of tour t over all possible scenarios R. According to the definitions of robust deviation we have that
Since, by definition of Ind(t), we have that c Theorem 1 states that the induced scenario Ind(t) produces the maximal robust deviation of tour t. The very important implication is that, given a tour t, we can compute its robustness cost by solving a classic traveling salesman problem on its induced scenario. Figure 2 depicts the scenario induced by the tour t = {{0, 1}, {1, 3}, {3, 2}, {2, 0}} on the graph of Figure 1 .
Since the tour with minimum cost on this scenario is t = {{0, 1}, {1, 2}, {2, 3}, {3, 0}}, the robustness cost of t is (3 + 9 + 4 + 5) We are ready to give a mathematical formulation of the robust traveling salesman problem. Variables x are {0, 1} variables that identify the edges of the robust deviation tour: x ij = 1 if edge {i, j} is on the robust tour; 0 otherwise. Variables y define the shortest tour of the scenario induced by the tour defined by x variables: y ij = 1 if edge {i, j} is on the shortest tour; 0 otherwise. In the formulation we will also refer to the set of all possible tours (Hamiltonian circuits) on graph G as T SP. The problem can be formalized in a compact way as follows:
The result of Theorem 1 has been used to give a closed definition of the shortest tour in the scenario defined by x variables.
The formulation is not yet expressed in terms of mixed integer linear programming, because of the presence of the nested min operator and because of the non linear interaction between x and y variables. We can however easily reduce it to a mixed integer linear program by adding a free variable r, that will contain the regret term now expressed through the nested min operator, and by inserting a new set of linear constraints. What we obtain, after a reorganization of terms, is the following formulation:
Constraint (7) states that x variables must be constrained to form a Hamiltonian circuit. Any feasible mixed integer programming formulation for the classic traveling salesman problem can be used for this purpose. Surveys on these formulations can be found, for example, in Langevin et al [10] and Orman and Williams [16] ). Constraints (6) substitute the nested min operator and incorporate the result of Theorem 1 for the calculation of the maximum robust deviation of the tour defined by x variables. Notice that, in these inequalities, y plays the role of a constant vector representing a tour.
Independently from the formulation chosen to make constraint (7) explicit, the bottleneck of formulation RT SP is represented by constraints (6) , that are in a huge number (in case graph G is complete, all possible permutations of the nodes in V \{0} are feasible tours). The formulation is consequently not suitable to be directly handled as it is, in case of realistic size problems, and dedicated exact algorithms have to be developed.
Exact algorithms
Three different exact approaches for the robust traveling salesman problem are presented. One of them is a classic branch and bound algorithm. It does not use formulation RT SP , introduced in Section 3. A second exact method is a branch and cut algorithm, similar to the branch and bound, but based on formulation RT SP . Finally a decomposition approach based on formulation RT SP is presented. The following sections are devoted to the description of them.
Branch and bound algorithm BB
As a first approach to solve the robust traveling salesman problem, we implemented a branch and bound (BB) method (inspired by those presented in Montemanni and Gambardella [13] and Montemanni et al. [15] for the robust counterparts of the minimum spanning tree and shortest path problems).
Method BB builds and visits a search-tree, and each search-tree node d can be identified by the following elements:
list of all edges that any tour associated with the search-subtree routed at d must contain.
• out(d): list of all edges forbidden for any tour associated with the searchsubtree routed at d.
• • lb(d): lower bound for the robustness cost of all tours associated with the nodes of the search-subtree routed at d. The calculation of lb(d) will be described in Section 4.1.3.
Algorithm BB can be summarized as follows, where ub is the cost of the best solution (in terms of robustness) encountered so far, Q is the set of search-tree nodes to be visited, and RobCost(t) is used to indicate the robustness cost, i.e. the maximum robust deviation (according to Theorem 1) of a given tour t:
Set ub := +∞.
Generate the root of the search-tree and insert it into the set of search-tree nodes to be visited: in(r) := ∅; out(r) := ∅; lb(r) = 0 and Q := {r}.
• Step 1:
If Q = ∅, the optimal solution is the one associated with the upper bound ub. Stop.
Select the search-tree node d with the smallest lower bound:
Calculate the tour t(d) as described in Section 4.1.2, and in case the lower bound lb(d) as described in Section 4.1.3.
If no feasible t(d) exists, or lb(d)
≥ ub, the search-subtree routed at node d is dominated (or infeasible). Set Q := Q \ {d} and goto step 1.
If t(d) = in(d) a leaf of the search-tree has been reached. Calculate the robustness cost RobCost(t(d)) of t(d) (using Theorem 1). If RobCost(t(d)) < ub update the upper bound and delete dominated nodes from Q: ub
• Step 2:
Branching phase.
Select edge e according to the branching strategy described in Section 4.1.1 and generate, from d, two new search-tree nodes d and d .
Update search-tree nodes set Q:
Goto step 1.
Notice that any exact algorithm for the classic symmetric traveling salesman problem can be used to solve the problems faced during the calculation of upper and lower bounds (see Section 4.1.3) and, with some expedient (see Section 4.1.2), for the calculation of tour t(d), associated with a given search-tree node d.
The branching strategy
Each time an edge has to be selected in order to split the search-tree node under investigation into two (more specified) new nodes, we select the edge e = {i, j} such that e ∈ t(d) \ in (d) , and e has a common vertex with an edge
. Edge e is, among the (maximum two) edges with these characteristics, the one that maximizes the difference u e − l e .
The simple branching strategy we propose is based on the idea that in(d) builds up as a chain of connected edges. This strategy is suitable for the application of the following rule, that considerably reduces the number of visited nodes in the search-tree.
Proposition 1. Every edge f / ∈ in(d) incident to a node that is common to two edges of the set in(d) (i.e. f is incident to an internal node of the chain defined by the set in(d)) can be added to the set out(d).
Proof. The result holds since each internal node of the chain defined by the set in(d) has already two incident edges, and a node has exactly two incident edges in any feasible tour.
The result of Proposition 1 is used in our implementation of algorithm BB. It contributes to improve the quality of the lower bound lb(d) (see Section 4.1.3)
Efficient calculation of tour t(d)
To efficiently compute the tour t(d), i.e. the tour with minimum cost on scenario U that respects the limitations imposed by sets in(d) and out(d), we choose to create an artificial (classic) traveling salesman problem, in order to be in a position to run the extremely efficient tools available for the classic TSP solvers on it.
The following notation will be used. Given a scenario R and a tour t, we will refer to the cost (in terms of classic TSP) of t in R as ClCost(R, t). Given a search-tree node d, the set of all tours in G that respect the restriction imposed by sets in(d) and out(d) will be referred to as T (d). Set T (d) contains then all tours associated with the search-subtree routed at d.
The artificial problem is created as follows, by means of the following artificial scenario W (d): the cost of the edges contained in set out(d) are set to the arbitrarily large value L, such that each unfeasible tour at search-tree node d will have a cost larger than L. The cost of all the edges not contained in sets in(d) and out(d) is raised by an appropriate constant l, able to guarantee that all the edges contained in set in(d) are forced to be in the tour with minimum cost in the artificial scenario W (d). The cost of each remaining edge {i, j} is set to the highest possible value. Formally we have: c
where the values of constants l and L are defined according to the following considerations.
Constants l and L must guarantee the following condition:
The worst feasible tour on W (d) must be shorter than the best unfeasible tour (in terms of sets in(d) and out(d)). In this way, the shortest tour St(W (d)) will automatically be also a shortest tour on scenario U satisfying also the restrictions imposed by set in(d). An appropriate value for parameter l can be derived using the following considerations. Let m and M be the minimal and maximal edge costs on scenario U , respectively. Since any feasible tour has (|V | − |in(d)|) edges not contained in in(d) and therefore with costs augmented by l, we have:
On the other hand, any tour t 2 that does not satisfy the conditions imposed
and consequently with a cost augmented by l. Therefore we have:
By imposing the following condition, we can obtain a suitable value for constant l:
Consequently, if we choose l such that l = |V | · (M − m) + 1, condition (9) holds and the shortest tour St(W (d)) (if such a tour exists) will satisfy the constraints imposed by set in(d). As already mentioned, if L is large enough, e.g. if L = |V | · (M + l) + 1, we are able to classify the optimal tour t(d) := St(W (d)) in one of the following three categories:
is feasible for the search-tree node d.
•
violates constraints imposed by set in(d) and consequently no feasible tour exists at search-tree node d.
• 
Calculation of lower bound lb(d)
In order to formally describe the lower bound lb(d), we need to introduce the following notation. For a given search-tree node d, let S(d) be the scenario where the costs of the edges contained in out(d) are set to the lower possible value, and the costs of the remaining edges are set to the highest possible value: c
We are now ready to prove the following preliminary result: Lemma 1. The following inequality holds:
Proof. By definition of Ind(t) and S(d), and since t ∈ T (d) and t ⊆ E \ out(t),
we know that c
The thesis is directly implied by inequality (14) .
Lemma 1 allows us to define a lower bound for the robustness cost of the tours associated with the search-subtree T (d).
Theorem 2. The following inequality holds:
Proof. By definition of the tour t(d) associated with a search-tree node d, and since set out(d) is never reduced when new branching operations are carried out, the following inequality holds:
Coupling the result of Lemma 1 with inequality (16), we obtain inequality (15):
The lower bound defined by Theorem 2 allows us to cut dominated nodes in the search-tree. However, the lower bound can be further refined according to the result we will describe in the remainder of this section.
The idea is to make the estimate provided by inequality (15) tighter by improving the accuracy of its last term. We are therefore looking for an appropriate numeric term δ(t), based on some intrinsic properties of the problem and of the original estimate, that can be added to the original bound.
According to Theorem 1, each scenario of interest (i.e. those scenarios where at least a tour maximizes its deviation) has exactly |V | edges with costs at the maximum possible value (the edges of the tour under investigation), while the remaining costs are at their lowest possible value.
We now define 
with
We are ready to define the lower bound lb(d) used within algorithm BB: It is interesting to observe that a result similar to that of Theorem 3, could have been derived and applied also to the branch and bound algorithm developed in Montemanni and Gambardella [13] for the robust spanning tree problem with interval data.
Branch and cut algorithm BC
The second algorithm we present is a branch and cut (BC) algorithm based on formulation RT SP . The algorithm has many common elements with algorithm BB, presented in Section 4.1.
The first step into the description of algorithm BC, is to express constraints (7) for formulation RT SP in terms of (mixed integer) linear programming. It is convenient (from a computational point of view) to describe T SP through the following formulation, originally given in Dantzig et al. [5] :
where constraints (20) state that exactly two edges, among those incident to a given node, must be active in a feasible solution. Inequalities (21), where E S is the set of edges with both endpoints in S ⊂ G, limit the number of active edges in each possible subgraph S, in order to avoid cycles, and consequently disconnected solutions. Constraints (22) state that x variables are binary variables.
The drawback of formulation CT SP is that subtour elimination constraints (21) are in a huge number, notwithstanding only a few of them will be saturated at optimality. Common practice is then to solve the formulation in an iterative fashion, dynamically adding at each iteration those subtour elimination constraints that are violated in the last available solution (see, for example, Lawler et al. [11] ). We will adopt a similar strategy.
Method BC, like algorithm BB, builds and visits a search-tree, and each search-tree node can be identified by some of the elements already adopted in Section 4.1 for the description of search-tree nodes of algorithm BB. Namely, search-tree node d is fully defined by a set of compulsory edges in(d), a set of forbidden edges out(d), and a lower bound lb(d) for the robustness cost of all the tours associated with the search-subtree routed at d. What is different from algorithm BB is the strategy used to calculate the lower bound lb(d).
In algorithm BC, also a linear program RT SP (d) is somehow associated with the search-tree node d. It is a (strongly relaxed) version of RT SP reinforced with some cuts originated by sets in(d) and out (d) , that are added at each search-tree node d. More precisely, at each search-tree node d:
• Constraints (22) are substituted by their linear relaxation:
• Branch and bound constraints derived by in(d) are added:
• Branch and bound constraints derived by out(d) are added:
• Only a subset of robustness constraints (6) is taken into account. Formally, the following constraints substitute the original set of inequalities (6):
with T SP ⊆ T SP.
• Only a subset of subtour elimination constraints (21) is taken into account. Formally, the following constraints substitute the original set of inequalities 21:
with SE ⊆ {S ⊂ G | |S| ≥ 2}.
What makes our approach somehow unusual is the way inequalities (26) and (27) are associated with RT SP (d), given a search-tree node d. They do not depend on the depth of node d in the search-tree. Sets T SP and SE are empty at the beginning of the computation, and are incremented each time a new search-tree node is visited. Consequently the number of constraints available for the search-tree node d only depend on the position of d in the sequence of visit.
Notice that at the first iteration of such an approach, when no constraint of type (6) is present, we need to constrain variable r to be bounded, otherwise it would generate an unbounded solution of problem RT SP . For this purpose, we can add the following constraint to formulation RT SP :
At each search-tree node d, the lower bound lb(d) is given by the optimal solution of RT SP (d). Moreover, in case the optimal solution of RT SP (d) is integer, no violated subtour elimination constraint (21) exists, and no violated robustness constraint (7) exists, lb(d) also provides an upper bound for the optimal solution, that could improve ub. In case one of these conditions is not matched, we execute a branching operation (see Section 4.2.1 for details) and two new search-tree nodes are generated and take the place of d. The algorithm stops when all the unvisited nodes have a lower bound greater than or equal to the current upper bound ub, that is consequently the cost of the optimal solution. Set Q contains the search-tree nodes to be visited.
In our implementation, parameter ncuts regulates the maximum number of robustness inequalities (26) added at each search-tree node. Algorithm BC can be summarized as follows:
Set T SP := ∅; SE := ∅ and ub := +∞.
If Q = ∅, the optimal solution is that associated with ub. Stop.
Select the search-tree node d with the smallest lower bound: d := arg min g∈Q {lb(g)}.
Initialize the counter for the new cuts added at node d: count := 0.
• Step 2:
Build RT SP (d) as previously described.
Solve RT SP (d) and let (x d , r d ) be its optimal solution.
If lb(d) ≥ ub, the search-subtree routed at node d is dominated. Set Q := Q \ {d} and goto step 1.
If solution x d is fractional goto step 4.
• Step 3:
If x d is integer and a violated subtour elimination constraint (21) se exists, we add it to SE: SE := SE ∪ {se}. Goto step 2.
• Step 4:
If solution x d is not integer and count >= ncuts, we execute the branching routine. Goto step 5.
Check whether a violated robustness constraint (7) exists. According to Theorem 1, such a violated constraint can be identified by solving the following auxiliary problem AU X(
is a classic traveling salesman problem where y is the vector of the variables and costs c are defined as follows, based on the value of x d :
Notice that x d acts here as a vector of constants (not variables).
If a violated robustness constraint (7) tsp exists, we add it to T SP: T SP := T SP ∪ {tsp}.
Set count := count + 1 and Goto step 2.
Otherwise we have reached a leaf of the search-tree and x d is a tour with robustness cost lb(d). If lb(d) < ub we update the upper bound and we delete dominated nodes from Q: ub := lb(d); ∀g ∈ Q such that lb(g) ≥ ub; q := Q \ {g}. Goto step 1.
• Step 5:
Select edge e according to the branching strategy described in Section 4.2.1 and generate, from d, two new search-tree nodes d and d .
Update search-tree nodes set Q: Q := Q ∪ {d , d } \ {d}.
Goto step 1.
Preliminary computational experiments indicated that the algorithm clearly performs better, in terms of computation times, when parameter ncuts is set to 1. We will therefore use this setting for all the experiments reported in Section 5. Notice that any exact algorithm for the classic symmetric traveling salesman problem can be used to solve the auxiliary problem AU X(x d ). A violated subtour elimination constraint can be finally identified by inspecting the current solution x d .
Branching strategy
Branching edge e is of course an edge with a non integer value in the solution x d of the problem RT SP (d), associated with the search-tree node d, under investigation by the algorithm.
To select the branching edge we first check whether it exists an edge e such that x d e has a fractional value and e has a common vertex with an edge of set in (d) . In case such an edge e exists, we select it for the branching, in order to profit of the results of Proposition 1.
If such an edge e does not exist, we select a random edge with fractional value in solution x d . More complex branching strategies have been tested, but in all the cases preliminary results clearly suggested that the (eventual) gain in the number of visited search-tree nodes, was dominated by the computational effort spent to select branching edges, resulting in longer computation times.
Benders decomposition algorithm BD
As observed in Section 3, formulation RT SP has a huge number of constraints (6) . One strategy to handle it, is then to decompose the problem in a Benders Decomposition (BD) fashion.
Benders partitioning method was originally proposed in 1962 in Benders [3] (see also Geoffrion [6] ). Applications of this approach to robust optimization problems can be found, for example, in Kouvelis and Yu [9] , Montemanni [12] and Montemanni and Gambardella [14] .
The key idea of Benders decomposition is that only a few constraints of type (6) -in our case -will be active at optimality, and therefore these constraints are generated in an iterative fashion only when violated.
We then start with no constraint of type (6) and we iteratively solve a relaxed version of RT SP and seek for the most violated constraint of type (6), based on the last available solution of the relaxed RT SP . Also in this case constraint (28) has to be added to RT SP in order to avoid unbounded solutions during the first iteration of the method.
Let now ψ represent the iteration number and let T SP ψ represent the restricted set of tours of T SP available at iteration ψ. Algorithm BD can be summarized as follows:
Set ψ := 1 and T SP 1 := ∅.
Solve the following mixed integer problem, RT SP ψ , which is the relaxed version of RT SP (the so-called master problem) obtained by considering the tours available at iteration ψ only.
Formally the mixed integer program RT SP
ψ is obtained by changing constraints (6) with the following ones:
Let now (x ψ , r ψ ) be an optimal solution of RT SP ψ , and let z ψ be the cost of this solution.
Solve the auxiliary problem AU X(x ψ ) (see Section 4.2), i.e. a classic traveling salesman problem on the scenario induced by the tour defined by the x ψ variables.
We refer to the optimal tour of the classic traveling salesman problem AU X(x ψ ) as y (i.e. y ij = 1 if edge {i, j} is on the optimal tour, 0 otherwise). We also define:
According to Benders [3] , it is possible to observe that w ψ and z ψ are respectively an upper bound and a lower bound for the optimal cost of the original problem RT SP .
If min ν∈{1,2,...,ψ} w ν ≤ z ψ then the optimal solution of RT SP has been found, stop.
Otherwise set RT SP
ψ+1 := RT SP ψ ∪ {y ψ }; ψ := ψ + 1 and repeat step 1.
What remains to be specified is the formulation used to make the original constraint (7) explicit. Evidence suggested that, also in this case, the best choice is to use formulation CT SP (see Section 4.2), originally described in Dantzig et al. [5] .
In the context of algorithm BD, a sequence of (relaxed) problems of type (RT SP ) has to be solved. It is consequently convenient, from a computational point of view, to consider at each iteration ψ all the constraints (21) already generated at previous iterations 0, . . . , ψ − 1. This prevents us from generating the same constraints in different (similar) problems.
Any exact algorithm for the classic symmetric traveling salesman problem can finally be used to solve the auxiliary problem.
Computational experiments
In this section the algorithms presented in Section 4 are compared from an experimental point of view. Characteristics of the instances adopted for the tests are described in Section 5.1, while the comparison among the methods we propose can be found in Section 5.2.
All the algorithms have been coded in ANSI C and ILOG CPLEX 9.0 (http://www.ilog.com/products/cplex) together with ILOG Concert Technology 2.0 (http://www.ilog.com/products/optimization/tech/concert.cfm) has been used to handle and solve mixed integer programs. In our implementation of the methods we propose, we also used the callable libraries based on algorithms LKH 1.3 (http://www.akira.ruc.dk/˜keld/research/LKH) and Concorde 03.12.19 (http://www.tsp.gatech.edu/concorde), that represent the state of the art of heuristic and exact algorithms for the classic symmetric traveling salesman problem, respectively.
In all our algorithms, each time a classic traveling salesman problem has to be solved to optimality, we use the following strategy: heuristic algorithm LKH is run (with standard settings). It returns a tour (heuristic solution) together with the cost of this tour and an optimality flag, set to 1 in case a lower bound with the same cost of the heuristic solution has been produced, 0 otherwise. If optimality is not guaranteed, we run the exact algorithm Concorde (with standard settings). Preliminary experiments on the instances considered in this paper highlighted a strong improvement in computation times (compared to the use of algorithm Concorde only) when this strategy is implemented. A more accurate setting of Concorde's parameter might lead to different results, but these refinements are beyond the scope of our work.
All the tests we present have been carried out on a Intel Pentium 4 1.5 GHz / 256 MB machine.
Description of the test problems
No benchmark problem is available from the literature for the robust traveling salesman problem with interval data. Consequently we had to generate a new benchmark set. We created two families of problems.
Problems with the same characteristics of those of all the families considered can be easily reproduced. Moreover, all the instances considered in this paper are available as a zip archive (http://www.idsia.ch/˜roberto/RTSPinst.zip).
Random instances
The first family is a set of non-euclidian random instances, generated according to the following schema: a problem of type R-N -M has N nodes (|V | = N ) and ∀i, j ∈ V cost u ij is picked up at random from the set {0, 1, . . . , M }, while l ij is selected again at random from the set {0, 1, . . . , u ij }.
TSPLIB instances
The second family of problems is generated from some classic traveling salesman problems available at the web-site TSPLIB (http://www.iwr.uniheidelberg.de/groups/comopt/software/TSPLIB95). All the problems considered in this paper for this second family are euclidian problems. Given a problem Prob from TSPLIB, each new instance named Prob-β (with β ∈ [0, 1]) will have the same vertices of the original instance Prob, while interval costs will be generated at random, in such a way that ∀i, j ∈ V , l ij is selected at random as an integer number from the interval (1 − β)c 
Computational results
The results obtained by the exact algorithms described in Section 4 are presented in Tables 1, 2 and 3. The same 10 instances of each problem are considered for each algorithm, and a maximum computation time of 3600 seconds has been set for each instance. In case an algorithm is able to solve to optimality all the 10 instances of a give problem within the time limit, average and standard deviation for the number of iterations and the time required, are reported. In case some of the instances are not solved to optimality, information about the optimality gap are summarized. The optimality gap is given by 100 · ub−lb ub , where lb and ub are the lower and upper bound provided by the algorithm at the end of the computation time.
Our current implementation of algorithm BB privileges speed with respect to memory usage, and consequently it is not able to handle the biggest problems considered. The corresponding entries of Table 1 are marked with the label "out of memory". Tables 1, 2 and 3 clearly suggest that algorithm BD, based on Benders decomposition, is the best method of the pool for the optimization problem considered. A strict correlation between the number of iterations required by the each method and the respective computation time is also highlighted, as could have been expected.
Standard deviations for computation times, optimality gaps and number of iterations, are high for all the methods presented. This suggests that the difficulty of instances is strongly related to the conformation of each uncertainty interval, with respect to the others. This aspect would deserve a more detailed study, and could be the topic of a future work.
Methods BB and BC could, in principle, be combined together in order to enhance the quality of lower bounds. Preliminary results suggested however to abandon this idea, since the gain in the quality of the lower bounds available was clearly dominated by the increasing in the computation time.
It is finally interesting to observe that many of the theoretical results developed to better describe the polytope associated with the classic traveling salesman problem (see, for example, Lawler et al. [11] ), could be easily integrated in methods BC and BD, considerably speeding up the solving process of the (relaxed) mixed integer program RT SP . Since the bottleneck of both the methods is represented by this formulation, that is solved many times, the algorithms themselves would for sure perform much faster. This optimization is however beyond the scope of this paper.
Conclusion
The robust traveling salesman problem with interval data where uncertainty about edge costs is taken into account, has been introduced and studied in this paper.
A mixed integer programming formulation, based on a property of the problem we identified, has been presented. Some exact algorithms have been discussed and compared from a computational point of view.
The methodological approach presented can be easily extended to the interval data counterpart of many other classic NP-hard combinatorial optimization problems. 
