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A GENERALIZATION OF THE BIRTHDAY PROBLEM
SUKHADA FADNAVIS
Abstract. The birthday paradox states that there is at least a 50% chance that some two
out of twenty-three randomly chosen people will share the same birth date. The calculation
for this problem assumes that all birth dates are equally likely. We consider the following two
modifications of this question. If the distribution of birthdays is non-uniform, does that increase
or decrease the probability of matching birth dates? Further, what if we focus on birthdays shared
by some particular pairs rather than any two people. Does a non-uniform distribution on birth
dates increase or decrease the probability of a matching pair? In this paper we present our results
in this generalized setting. We use some results and methods due to Sokal [17] concerning bounds
on the roots of chromatic polynomials to prove our results.
1. Introduction
The Birthday problem is a classical and well-studied problem in elementary probability. There is a
vast literature on this problem and it’s generalizations and their applications; for example see [12],
[19], [5], [7], [8], [11]. The birthday problem asks for the minimum number n of birthdays that we
need to sample independently so that the probability that all of them are distinct is small (say less
than 50%). The well known answer to this question is 23. To see this, suppose we have n people
each having one of q possible birthdays distributed uniformly and independently. The probability
that everybody has a distinct birthday is:
(1)
n−1∏
i=1
(
1−
i
q
)
.
For q = 365 this probability goes below 0.5 for the first time when n = 23.
One wonders though if it is accurate to assume that all birthdays occur with equal probability.
There are more induced births during the weekdays than on weekends because of ready availability
of staff. There may be fluctuations in birthrates during different seasons. Does this affect the
probability of two students sharing the same birthday? If so, does the probability increase or
decrease? It is known (for example, see [6], [1], [14]) that the probability of matching birthdays
increases if the distribution of birthdays is not uniform. To see this, let p = (p1, . . . , pq) be the
distribution on the q birth dates and let Pn(p1, . . . , pq) denote the probability that no two people
share the same birthday under this distribution. Then,
(2) Pn(p1, . . . , pq) = n!
∑
i1<...<in
(pi1 . . . pin).
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By a classical theorem of Muirhead [13] this is a concave symmetric function of the p′is. Hence,
(3) Pn(p1, . . . , pq) ≤ Pn
(
1
q
, . . .
1
q
)
.
Thus, in this case the uniform distribution is the worst case distribution i.e. the probability of all
distinct birth dates is maximixed when the birthdates are uniformly distributed.
Further generalizing the situation, what happens if instead of all distinct birth dates we just want all
pairs of friends to have distinct birth dates? We construct a friendship graph G as follows: there is
a vertex corresponding to each person and an edge between two if and only if they are friends. Now
replacing birth dates by q colors we get the following graph theory problem. Consider a graph G
on n vertices. Suppose the vertices are colored at random with q colors occurring with probabilities
p1 · · · pq. We say that a coloring of a graph is a proper coloring if no edge is monochromatic. Let
PG(p1, . . . , pq) denote the probability that the random coloring thus obtained is a proper coloring.
In this setting the Birthday Problem asks for the smallest n such that,
(4) PKn
(
1
q
, . . . ,
1
q
)
≤
1
2
.
In the general setting the distribution p = (p1, . . . , pq) need not be uniform. Also G can be any
underlying graph which we call the friendship graph. Equation (3) tells us that PKn(p1, . . . , pq) is
maximized if all the colors occur with probability pi = 1/n, where Kn denotes the complete graph
on n vertices. A natural question to ask is if this is true for all underlying graphs G, i.e.
(5) Is PG(1/q, . . . , 1/q) ≥ PG(p1, . . . , pq) for all graphs G?
The answer to this question is negative as shown by the following example due to Geir Hel-
leloid:
Example (Geir Helleloid): Consider the ‘star graph’ K1,4 colored with two colors c1, c2 with
respective probabilities p1, p2. Here P (
1
2 ,
1
2 ) =
1
24 . On the other hand P (
1
5 ,
4
5 ) =
44
55 +
4
55 >
1
24 . In
general if G = K1,n for n ≥ 4, then,
(6) PG
(
1
2
,
1
2
)
< PG
(
1
n+ 1
,
n
n+ 1
)
.
Note that as we increase q the situation changes. In fact we will show in Section 2 that for star graphs
G = K1,n the probability PG is indeed maximized by the uniform distribution when q ≥ n.
Figure 1. Four star and it’s two proper colorings with two colors.
In this paper we show that such counterexamples can exist only for ‘small’ values of q. If q is large
in terms of the maximum degree of the graph, then the answer to question 5 is positive. More
precisely, we have the following theorem:
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Figure 2. Above is a plot of PK1,4(p1, 1−p1) against p1. We see that PK1,4(p1, 1−
p1) is maximized at 1/5 and 4/5.
Theorem 1.1. If G = (V,E) is a graph with maximum degree ∆, then for q > 4× 104∆4 we have,
(7) PG
(
1
q
, . . . ,
1
q
)
≥ PG(p1, . . . , pq),
for any distribution p = (p1, . . . , pq) on the colors.
The following special cases were studied in [10]:
Theorem 1.2 ([10]). If G is claw-free then PG(p1, . . . pq) is maximized when p1 = · · · = pq = 1/q.
In fact PG is Schur-concave on the set of probability distributions p = (p1, . . . , pq).
Theorem 1.3 ([10]). If G = (V,E) is a graph with maximum degree ∆, then for q > 36∆3/2 we
have,
(8) P
(
1
q − 1
, . . . ,
1
q − 1
)
≤ P
(
1
q
, . . . ,
1
q
)
The remaining paper is organized as follows: In section 2 we prove a stronger result for the special
case of G being a star graph. The proof of Theorem 1.1 is provided in the section 3. The proof
uses some results and methods due to Sokal [17] concerning bounds on the roots of chromatic poly-
nomials.
Before we conclude the introduction, we would like to point out how the chromatic polynomial is
related to this problem:
1.1. Graph coloring and chromatic polynomials
Throughout this paper we will assume that G = (V,E) is a finite simple graph on n vertices with
maximum degree ∆. We say that a function α : V → {1, . . . , q} is a q-coloring of G if for each edge
(u, v) of G we have α(u) 6= α(v). Let χG(q) be the number of q-colorings of G. In general given
a graph G it is difficult to say whether it has a q-coloring or not, and hence it is also difficult to
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count the exact number of q-colorings of G. Using inclusion exclusion we see that PG is in fact a
polynomial known as the chromatic polynomial :
(9) χG(q) =
∑
E′⊂E
(q)C(E
′)(−1)|E
′|,
where C(E′) denotes the number of connected components in E′.
We note that PG(p1, . . . , pq) can also be written as a polynomial of p1, . . . , pq in a similar man-
ner:
(10) PG(p1, . . . , pq) =
∑
E′⊆E
(−1)|E
′|
∏
γ⊂E′
γ connected.
(p
|γ|
1 + . . .+ p
|γ|
q ),
where the sum goes over all subsets E′ of the edge set E, and the product is over all connected
components of (V,E′). By |γ| we denote the number of vertices in γ. Note that the two polynomials
are related to each other by the following equality:
(11) PG
(
1
q
, . . . ,
1
q
)
=
χG(q)
qn
.
Due to this similarity the study of PG(p1, . . . , pq) is similar to the study of the chromatic polynomial
χG(q). This is useful because the chromatic polynomial is a very well-studied object. The literature
on chromatic polynomials is vast and we refer the reader to [16], [9] for excellent surveys. For the
purposes of this paper we will be interested in the study of the roots of the chromatic polynomial
[4], [3], [17], [2].
2. Star graphs
Before we proceed with the proof in the general case, let us first consider the case of the star graph.
In this case we have the following result:
Theorem 2.1. For the star graph G = K1,n and q > n we have,
(12) PG(p1, . . . , pq) ≤ PG
(
1
q
, . . . ,
1
q
)
.
Proof. Given the star graph and colors as above, the probability that a random coloring gives rise
to a proper coloring is:
(13) PG(p1, . . . , pq) =
q∑
i=1
pi(1− pi)
n.
Note that the function f(x) = x(1−x)n is unimodal for 0 ≤ x ≤ 1. In fact, it is concave on [0, 2n+1 ]
and convex on [ 2n+1 , 1]. The function has a unique maxima at
1
n+1 on the interval [0, 1]. Let
Ω = {x1 . . . xq|xi ≥ 0, x1 + . . . xq = 1}.
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Figure 3. This is a plot of f(x) = x(1−x)4 against x. We see that f is maximized
at 0.2 and is concave on [0, 0.4].
We wish to show that PG has a maximum at (
1
q , . . . ,
1
q ), on Ω. Let
Θ = {(x1, . . . , xq) ∈ Ω|xi ≤
2
n+ 1
for all i}.
Then by the unimodality and concavity of x(1−x)n on [0, 2n+1 ], it follows that PG has a maxima at
(1q , . . . ,
1
q ), on Θ. Now suppose (x1, . . . , xq) ∈ Ω is such that xi >
2
n+1 for some i. Then there is also
an xj such that xj <
1
n+1 . Then replacing xi by xi + xj −
1
n+1 and xj by
1
n+1 increases the value
of PG. Continuing thus, we can get to a point in Θ where the value of PG will be strictly greater
than the value of PG at the point outside Θ where we started. This together with the earlier fact
proves that PG has a maximum at (
1
q , . . . ,
1
q ), on Ω. 
3. Proof for general graphs (Proof of Theorem 1.1)
Proof. As in the case of the star graph, the proof in the general case has two steps. The first step
is to show that if any pi is much larger than 1/q then, PG(1/q, . . . , 1/q) ≥ PG(p1, . . . , pq). More
precisely,
Theorem 3.1. (Proved in 3.1) If pi ≥ 2
√
∆
q
for some i, then P (p1, . . . , pq) ≤ P (1/q, . . . , 1/q).
The next step is to show that when all the p′is are close to 1/q then PG is log-concave for large
enough q:
Theorem 3.2. (Proved in 3.2) If q > 4×104∆4, then PG(p1, . . . , pq) is maximized at (1/q, . . . , 1/q)
in the region
Ω =

(p1, . . . , pq) ∈ Rq+ : pm1 + . . .+ pmq ≤
(
2
√
∆
q
)m−1
∀m ∈ Z+


We note one small lemma before completing the proof the theorem.
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Lemma 3.3. Let,
(14) Ω1 =
{
(p1, . . . , pq) : pi ≥ 0, p1 + . . .+ pq = 1, pi ≤ 2
√
∆
q
}
and,
(15) Ω =

(p1, . . . , pq) ∈ Rq+ : pm1 + . . .+ pmq ≤
(
2
√
∆
q
)m−1
∀m ∈ Z+

 ,
as above. Then, Ω1 ⊂ Ω.
Proof. Let,
(16)
⌊√
q
4∆
⌋
= k and a = 1− 2k
√
∆
q
≤ 2
√
∆
q
.
Since Ω1 is a symmetric convex polytope and p
m
1 + . . . + p
m
q is a symmetric convex function it
is maximized on the endpoints. Thus, pm1 + . . . + p
m
q ≤ k
(
2
√
∆
q
)m
+ am ≤
(
2
√
∆
q
)m−1
since
am ≤ abm−1 for all b ≥ a ≥ 0. 
Theorem 3.1, Theorem 3.2 and Lemma 3.3 together prove Theorem 1.1. We prove Theorems 3.1
and 3.2 in the following sections. 
3.1. Proof of Theorem 3.1
Proof. Let N = χG(q) be the number of proper colorings of G using q colors. Suppose the vertices
of G have degrees d1, . . . , dn respectively. Then 2|E| =
n∑
i=1
di. Note that for q > ∆,
(17)
N
qn
≥
∏
i≤n
(
q − di
q
)
≥
(
q −∆
q
)(∑ di)/∆
=
(
1−
∆
q
)2|E|/∆
.
The first inequality follows by coloring vertices in a fixed order. Vertex i can have any of q − ni ≥
q − di colors, where ni is the number neighbors of vertex i that have already been colored. To see
the second inequality, note that for 1 ≥ a ≥ b ≥ 0 and ǫ ≥ 0 one has,
(18) (1− a− ǫ)(1− b+ ǫ) = 1− a− b+ ab− ǫ(a− b)− ǫ2 ≤ (1 − a)(1− b).
This implies that log(
∏
i≤n(1− xi)) is schur-concave. Thus,
(19)
∏
i≤n
(
1−
di
q
)∆
≥
(
1−
∆
q
)2|E|
× 1n∆−2|E|,
since (d1, . . . , d1, . . . , dn, . . . , dn)  (∆, . . . ,∆, 0, . . . , 0) where the first vector has ∆ co-ordinates
that are di for each i and the second vector has 2|E| co-ordinates that are ∆ and the rest are 0’s.
This gives the second inequality in 17.
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Hence,
(20) P (1/q, . . . , 1/q) =
N
qn
≥
(
1−
∆
q
)2|E|/∆
.
Now since the maximum degree is ∆ we can find a set U ⊂ E of ⌈|E|/2∆⌉ disjoint edges in G.
Hence,
(21) P (p1, . . . , pq) ≤ (1 −
∑
p2i )
|E|/2∆
So now it suffices to prove that
(22) (1−
∑
p2i )
|E|/2∆ ≤
(
1−
∆
q
)2|E|/∆
,
that is,
(23) (1 −
∑
p2i ) ≤
(
1−
∆
q
)4
.
Or, since
(24) 1−
4∆
q
≤
(
1−
∆
q
)4
,
it suffices to prove that
(1−
∑
p2i ) ≤ 1−
4∆
q
i.e.
4∆
q
≤
∑
p2i .
(25)
This is true by the hypothesis and hence completes the proof. 
3.2. Proof of Theorem 3.2
For the proof of Theorem 3.2 we will make extensive use of ideas and theorems due to A. Sokal
[17] and C.Borgs [2]. The first hurdle is to get a nice combinatorial, inductive formula for PG. As
stated earlier, inclusion-exclusion gives:
(26) PG(p1, . . . , pq) =
∑
E′⊆E
(−1)|E
′|
∏
γ∈C(E′)
(p
|γ|
1 + . . .+ p
|γ|
q ),
where C(E′) denotes the set of all connected components γ of (V,E′) and by |γ| we denote the
number of vertices in γ. Also note that the summand is 1 when E′ = ∅. To see this, recall that if
A = A1 ∪ . . . ∪ Ak is a union of events then inclusion exclusion gives:
(27) Prob(A) =
∑
i≤k
Prob(Ai)−
∑
1≤i<j≤k
Prob(Ai ∩ Aj) + . . .+ (−1)
k+1Prob(A1 ∩ . . . ∩ Ak).
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So, let A be the event that the coloring is not a proper coloring and let Ai denote the event that
edge i is monochromatic (i.e. both end points have the same color). Then since A = A1∪ . . .∪A|E|,
and PG(p1, . . . , pq) = 1− Prob(A), we get,
PG(p1, . . . , pq) = 1−
∑
∅6=E′⊆E
(−1)|E
′|+1
∏
γ∈C(E′)
(p
|γ|
1 + . . .+ p
|γ|
q )
=
∑
E′⊆E
(−1)|E
′|
∏
γ∈C(E′)
(p
|γ|
1 + . . .+ p
|γ|
q ).
(28)
Thus, we can think of PG as a complex multivariate polynomial PG(z1, . . . , zq). Now PG can be
rewritten by collecting together subsets E′ of E that lead to connected components on the same set
of vertices. Let G = (V , E) denote the graph whose set of vertices is given by the set of connected
subsets S of V such that |S| ≥ 2. There is an edge between S1 and S2 if S1 ∩ S2 6= ∅. Then, PG
can be rewritten as:
PG(z1, . . . , zq) =
∑
W⊆V
W independent
∏
Si∈S
w(Si)
where w(S) = (z
|S|
1 + . . .+ z
|S|
q )
∑
γ⊆E,
(S,γ) connected
(−1)|γ|,
(29)
where the summand is 1 when W = ∅.
One advantage of writing P in this form is that it can be decomposed nicely. Let U ⊆ V . We
define:
(30) PU =
∑
W⊆U
W independent
∏
Si∈S
w(Si).
Let η ∈ V , and let V ′ = V \{η}. Further let, V0 = V \N [{η}], where N [x] denotes the set containing
x and it’s neighbors in G. Then,
(31) PV = PV′ + w(η)PV0 .
Such a decomposition is useful for proving statements inductively. For example, it is used to prove
Dobrushin’s theorem which gives conditions under which functions, which can be decomposed as
above, are non-zero. Applying a version of Dobrushin’s theorem (as explained in section 3.2.1) gives
us the following result:
Theorem 3.4 (Proved in 3.2.1). Let ∆ be the maximum degree of G and let K = 7.963907 be a
constant. If q > K2∆3 then | logPG(z1, . . . , zq)| ≤ 4|E|/5 in the region
Ω0 =

(z1, . . . , zq) ∈ Cq : |zm1 + . . .+ zmq | ≤
(
2
√
∆
q
)m−1
∀m ∈ Z+

 .
The above theorem tells us that the Taylor expansion of logPG(z1, . . . , zq) converges in the region
Ω0. The next theorem provides bounds on the the coefficients of this Taylor expansion.
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Theorem 3.5 (Proved in 3.2.1). In the above setup logPG(p1, . . . , pq) can be expressed as the power
series of νz(m)
′s where
νz(m) = z
m
1 + . . .+ z
m
q .
The expansion has the form,
(32) logPG(z1, . . . , zq) = −|E|(z
2
1 + . . .+ z
2
q) +
∞∑
M=3
∑
α=(α1≤...,≤αs):∑
αi=M, αi≥2
Cα
s∏
1
νz(αi),
where Cα are constants. The series converges in Ω0. The first couple of coefficients are given by,
(33) C(2,2) = −
∑
i
(
di
2
)
and C(3) ≤
∑
i
(
di
2
)
.
The remaining coefficients in the expansion are bounded above as follows,
(34) |Cα| ≤
4
5
|E| ×
(
K∆
2
)M−s
, when α1 + . . .+ αs =M.
Finally, we need a small lemma before we complete the proof of Theorem 3.2
Lemma 3.6. Let Θ = {(a1, . . . , aq) :
∑
ai = 1}. Let f be a function on Θ. If
g(a1, . . . , aq) = f(a1, . . . , aq)− (a
s+r
1 + . . .+ a
s+r
q )
is minimized on Θ at (1/q, . . . , 1/q) then so is
h(a1, . . . , aq) = f(a1, . . . , aq)− (a
s+1
1 + . . .+ a
s+1
q )(a
r
1 + . . .+ a
r
q).
Proof. Note that,
h(a1, . . . , aq) = g(a1, . . . , aq)− (a
s+1
1 + . . .+ a
s+1
q )(a
r
1 + . . .+ a
r
q) + (a
s+r
1 + . . .+ a
s+r
q ).
Now, since g is minimized at (1/q, . . . , 1/q), it suffices to prove that
w(a1, . . . , aq) = −(a
s+1
1 + . . .+ a
s+1
q )(a
r
1 + . . .+ a
r
q) + (a
s+r
1 + . . .+ a
s+r
q )
is minimized at (1/q, . . . , 1/q). This is true since w(1/q, . . . , 1/q) = 0 and in general w(a1, . . . , aq) ≥
0. To see this, note that,
w(a1, . . . , aq) =− (a
s+1
1 + . . .+ a
s+1
q )(a
r
1 + . . .+ a
r
q)
+ (as+r1 + . . .+ a
s+r
q )(a1 + . . .+ aq)
=
∑
i6=j
(a1i a
s+r
j + a
1
ja
s+r
i − a
s+1
i a
r
j − a
s+1
j a
r
i ) ≥ 0 by AM-GM .
(35)
This completes the proof.

Finally, in the proof of Theorem 3.2 we use corollary 3.5 to show that when q is large enough (as
stated in the theorems) the first term of the Mayer expansion dominates which further implies the
result.
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Proof. As observed above,
logPG(p1, . . . , pq) = −|E|(p
2
1 + . . .+ p
2
q) + C(3)(p
3
1 + . . .+ p
3
q)−
n∑
i=1
(
di
2
)
(p21 + . . .+ p
2
q)
2
+
∞∑
M=5
∑
α=(α1≤...≤αs):
partition of M
αi≥2
Cα
∏
i≤s
(pαi1 + . . .+ p
αi
q )
(36)
and,
Cα ≤
4|E|
5
(
K∆
2
)M
, for α a partition of M,
C(3) ≤
n∑
i=1
(
di
2
)
.
(37)
Now, by Theorem 3.6 it suffices to show that P˜G(p1, . . . , pq) is maximized when p1 = . . . = pq,
where,
P˜G(p1, . . . , pq) = −|E|(p
2
1 + . . .+ p
2
q) + C(3)(p
3
1 + . . .+ p
3
q)
+
∞∑
M=5
∑
α=(α1≤...≤αs):
partition of M
αi≥2
4|E|
5
|V |
(
K∆
2
)M
(pM−s+11 + . . .+ p
M−s+1
q )
= C(3)(p
3
1 + . . .+ p
3
q)− |E|(p
2
1 + . . .+ p
2
q)
+
∞∑
k=3
A(k) ×
4|E|
5
(
K∆
2
)k
(pk+11 + . . .+ p
k+1
q ),
(38)
where, A(k) denotes the number of ordered partitions of k. The second equality follows since
for every partition α = (α1 ≤ . . . ≤ αs) of M such that αi ≥ 2, we get a unique partition
β = (α1− 1 ≤ . . . ≤ αq− 1) of M − s. Note, A(k) ≤ 2k. The Hessian of P˜G(p1, . . . , pq) is a diagonal
matrix with i’th diagonal entry given by,
Hii = −2|E|+ 6C(3)pi +
4|E|
5
∞∑
k=3
A(k)×
(
K∆
2
)k
k(k + 1)pk−1i
≤ −2|E|+ 6
n∑
i=1
(
di
2
)
pi +
4|E|
5
∞∑
k=3
A(k)×
(
K∆
2
)k
k(k + 1)pk−1i
(39)
Since
∑
i di = 2|E| and di ≤ ∆, we have,
(40)
∑
i
(
di
2
)
≤
1
2
∑
i
d2i ≤ |E|∆.
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Using above inequality and A(k) ≤ 2k gives,
Hii ≤ −2|E|+ 6∆|E|pi +
4|E|
5
∞∑
k=3
2kk(k + 1)
(
K∆
2
)k
pk−1i
≤ −|E|

2− 6∆pi − 4
5
∑
k≥3
k(k + 1)(K∆)kpk−1i

(41)
Using pi ≤
(
4∆
q
)1/2
we get,
(42) Hii ≤ −|E|

1− 6∆(4∆
q
)1/2
+ 1−
4
5
∑
k≥3
k(k + 1)(K∆)k
(
4∆
q
) k−1
2


Let x = K∆
(
4∆
q
)1/2
< 1. Then,
(43) Hii ≤ −|E|
(
1− 6∆
(
4∆
q
)1/2
+ 1−
4
5
K∆
2x2(3x2 − 8x+ 6)
(1− x)3
)
Recall that 7 < K < 8 and ∆ ≥ 1. Thus, choosing
x <
0.1
∆1/2
that is, q > 4× 104∆3
gives that Hii < 0. Further Hii < 0 implies that P˜ is log-concave. Also, P˜ is symmetric in the
pi’s, hence log-concavity implies that it is minimized at (1/q, . . . , 1/q). This completes the proof of
Theorem 1.1.

3.2.1. Proof of theorem 3.4
In this section we will prove Theorem 3.4. We will need the following theorems due to A. Sokal
[17] and C.Borgs [2]. First we explain some notation and then state three equivalent versions of
Dobrushin’s theorem, which we will use in the proof.
Let X be a set (called a ‘single particle state space’) with relation ∼ on X×X and and w : X → C
a complex function called the fugacity vector.
We say X ′ ⊆ X is independent if x ∼ y for all x, y ∈ X ′.
Let,
(44) ZX(w) =
∑
X′⊆X
X′ independent
∏
x∈X′
wx.
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Theorem 3.7 (Dobrushin’s theorem as stated in [2]). In the above setup ZX is non-zero in the
region |wx| ≤ Rx, if there exist constants cx ≥ 0 such that,
(45) Rx ≤ (e
cx − 1) exp
(
−
∑
y≁x
cy
)
.
Further,
(46)
∣∣∣∣log
{
ZX
ZX′
}∣∣∣∣ ≤ ∑
x∈X\X′
cx, for all X
′ ⊆ X.
Hence, in particular,
(47) | logZX | ≤
∑
x∈X
cx.
From Dobrushin’s theorem follows the Kotecky-Preiss condition:
Theorem 3.8 (Kotecky-Preiss condition). In the above setup ZX is non-zero in the region |wx| ≤
Rx, if there exist constants cx ≥ 0 such that,
(48) Rx ≤ cx exp
(
−
∑
y≁x
cy
)
We will use the following consequence of the Kotecky-Preiss condition as stated by Sokal [17],
Theorem 3.9 (Proposition 3.2 of [17]). Let Rx ≥ 0 for all x ∈ X. Suppose that X =
⋃∞
n=1Xn is
a disjoint union such that there exist constants {An}∞n=1 and α such that,
(1)
∑
y∈Xn:y≁x
Ry ≤ Anm , for all m,n and all x ∈ Xm.
(2)
∞∑
n=1
eαnAn ≤ α.
Then the Kotecky-Preiss condition holds with the choice cx = e
αnRx for all x ∈ Xn.
Corollary 3.10. Assume the hypothesis of Theorem 3.9. Further let F ⊆ X2 be such that for all
y ∈ Xn there is a v ∈ F such that y ≁ v. Then,
(49) | logZX | ≤
∑
x∈X
cx ≤ |F |α.
Proof. By choosing m = 2 in part 1 of Theorem 3.9 we have,
(50)
∑
y∈Xn:y≁v
eαnRy ≤ 2e
αnAn for all v ∈ F.
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Thus,
(51)
∑
x∈X
cx ≤
∑
n≥1
∑
v∈F
∑
y∈Xn
y≁v
eαnRy ≤
∑
n≥1
∑
v∈F
2eαnAn ≤
∑
v∈F
∑
n≥1
2eαnAn ≤ 2|F |α.
The last inequality follows from condition 2 of Theorem 3.9. 
Next, we state four theorems that were used in [17] to prove a bound on the roots of the chromatic
polynomial. We will use these results in a very similar fashion in our proof.
Theorem 3.11 (Penrose’s Theorem [15]). Let G = (V,E) be a finite graph on n vertices. Then,
(52)
∣∣∣∣∣∣∣∣
∑
E′⊆E
(V,E′)connected
(−1)|E
′|
∣∣∣∣∣∣∣∣
≤ Tn(G),
where Tn(G) denotes the number of spanning trees of G.
Theorem 3.12 (Special case of Proposition 4.2 in [17]). Let H be a graph degree ∆ and let x be a
fixed vertex in H. Then,
(53)
∑
S∋x,|S|=k
GS connected
Tk(GS) ≤ t
∆
k ,
where, GS is the graph induced on S by G and,
(54) t∆k = ∆
[(∆− 1)(k + 1)]!
k![(∆− 2)k +∆]!
.
Theorem 3.13 (A.Sokal [17]). Let Q be the smallest number such that,
(55) inf
α>0
1
α
∞∑
n=2
eαnQ−(n−1)t(∆)n ≤ 1.
Then the choice α = 2/5 and Q = K∆ = 7.963907∆ satisfies the above inequality. Hence it follows
that Q ≤ K∆ = 7.963907∆.
Now we are ready to complete the proof of Theorem 3.4.
Proof. Let G = (V,E) be a graph of maximum degree ∆. Let G = (V , E) denote the graph whose
set of vertices is given by the set of connected subsets S of V such that |S| ≥ 2 and there is an
edge between S1 and S2 if S1 ∩ S2 6= ∅. Let Xi denote the set of connected subsets of V of size i.
Now we apply the above theorem for X = V =
⊔|V |
i=2Xi and relation x ∼ y denoting that x, y are
disjoint in G.
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The generalized chromatic polynomial can be written as follows:
PG(z1, . . . , zq) =
∑
W⊆V
W independent
∏
Si∈S
w(Si)
where w(S) = (z
|S|
1 + . . .+ z
|S|
q )
∑
γ⊆E,
(S,γ) connected
(−1)|γ|.
(56)
Now we will imitate the proof of Theorem 5.1 of [17]. We apply Theorem 3.9 with the choices,
(57) RS = |w(S)|,
and,
(58) Ak = max
x∈V
∑
S∋x,|S|=k
GS connected
|w(S)|.
This choice of An implies that condition 1 of Theorem 3.9 is satisfied.
By the definition of Ω we have,
|z
|S|
1 + . . .+ z
|S|
q | ≤
(
2
√
∆
q
)|S|−1
.(59)
Thus,
(60) RS = |w(S)| ≤
(
2
√
∆
q
)|S|−1 ∑
γ⊆E,
(S,γ) connected
(−1)|γ| ≤
(
2
√
∆
q
)|S|−1
Tk(GS),
where k = |S| and GS is the graph induced by G on S, and TK(GS) denotes the number of spanning
trees of GS . This last inequality follows from Theorem 3.11. Thus,
Ak = max
x∈V
∑
S∋x,|S|=k
S connected
|w(S)| ≤ max
x∈V
∑
S∋x,|S|=k
S connected
(
2
√
∆
q
)|S|−1
Tk(GS)
≤
(
2
√
∆
q
)k−1
max
x∈V
∑
S∋x,|S|=k
GS connected
Tk(GS) ≤
(
2
√
∆
q
)k−1
t∆k .
(61)
The last inequality follows from Theorem 3.12. Thus,
(62)
∞∑
k=1
eαkAk ≤
∞∑
k=1
eαk
(
2
√
∆
q
)k−1
t∆k
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Let Q be the smallest number such that,
(63) inf
α>0
1
α
∞∑
k=2
eαnQ−(k−1)t∆k ≤ 1.
Then choosing q such that,
(64)
(√
q
4∆
)
≥ Q,
gives us that,
(65)
∞∑
k=1
eαkAk ≤ α.
This gives us condition 2 of Theorem 3.9, thus proving that PG 6= 0 when
(√
q
4∆
)
≥ Q. By Theorem
3.13 we have Q ≤ K∆. Thus, PG 6= 0 when q > 4K2∆3.
Further, by corollary 3.10 (with F being the set of edges in G) and Theorem 3.13 (choosing α = 2/5)
we also have that,
(66) | logPG(p1, . . . , pq)| ≤ 2|F |α = 4|E|/5.

3.2.2. Taylor expansion and co-efficient bounds
In this section we prove the bounds on the coefficients on the Taylor expansion as station in Theorem
3.5. Using inclusion-exclusion we obtained equation (29) for PG. The following combinatorial
identity is used to rewrite the equation. Let S1, . . . , SN be connected subsets of V and let F (X,Y ) =
0 if X,Y are disjoint and -1 otherwise. Then,
(67)
∑
H∈GN
∏
<ij>∈H
F (Si, Sj) =
{
0 if S1, . . . , SN are disjoint,
1 otherwise,
where GN is the set of all graphs on N vertices. To see this, note that the sum can be interpreted
at (1−1)k where k is the number of pairs (Si, Sj) that are not disjoint. An intersecting pair (Si, Sj)
contributes 1 to the product if < ij > is not an edge in H else it contributes -1. A disjoint pair
(Si, Sj) contributes 0 to the sum. This gives the above identity.
Thus equation (29) can be re-written as,
(68) PG(z1, . . . , zq) =
∞∑
N=0
1
N !
∑
S1,...,SN∈V
N∏
i
w(Si)
∑
H∈GN
∏
<ij>∈H
F (Si, Sj).
The term when N = 0 is defined to be 1.
Using the exponential formula ([18])one gets the Mayer expansion,
(69) logPG(z1, . . . , zq) =
∞∑
N=1
1
N !
∑
S1,...,SN∈V
N∏
i
w(Si)
∑
H∈CN
∏
<ij>∈H
F (Si, Sj).
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Here CN is the set of all connected graphs on N vertices.
Let νz(m) = z
m
1 + . . . + z
m
q for 2 ≤ m ≤ n. The Mayer expansion is a power series of w(Si),
and hence also of νz(m) and the coefficients are independent of q. Theorem 3.4 tells us that
| logPG| ≤ 4|E|/5 on the polydisc defined by |νz(m)| ≤
(
2
√
∆
q
)m−1
whenever q > K2∆3. This
implies the convergence of the Mayer expansion of PG in this region. Using this we prove the bounds
on the coefficients of PG as stated in Theorem 3.5.
Proof. Let, r = (r1, . . . , rs) be a vector with ri ≥ 0. Define,
(70) Mr(f(νz(α1), . . . , νz(αs))) =
1
(2π)s
∫
{(θ1,...,θs):0≤|θi|≤2pi}
f(r1e
iθ1 , . . . , rse
iθs)dθ1 . . . dθs.
Note that,
(71) Mr
(
νz(β1) . . . νz(βt)
νz(α1) . . . νz(αs)
)
= 0, for β 6= α.
Hence,
(72) Mr
(
logPG
νz(α1) . . . νz(αs)
)
= Cα.
Also,
(73) Mr
(
logPG∏s
1 νz(αi)
)
≤
4|E|
5|
∏s
1 νz(αi)|
≤
4|E|
5
∏
i≤s ri
By Theorem 3.4 we know that logPG converges when q ≥ K
2∆3 and νz(αi) ≤
(
2
√
∆
q
)αi−1
. Thus,
the above inequality holds when q = K2∆3 and νz(αi) ≤
(
2
K∆
)αi−1
. Hence, using ri =
(
2
K∆
)αi−1
we get,
(74) Cα ≤
4|E|
5
∏
i≤s
(
2
K∆
)αi−1 .
Thus,
(75) Cα ≤
4
5
|E|
(
K∆
2
)(M−s)
, for α = (α1 ≤ . . . ≤ αs) a partition ofM.
Finally, we know C(2,2) and C(3) using the Mayer expansion.. Suppose vertex i in G has degree di.
Then it can be checked from equation 69 that,
(76) C(2,2) = −
∑
i
(
di
2
)
and C(3) ≤
∑
i
(
di
2
)
.

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