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Abstract:
The full field non contact measurement of objects undergoing testing is one of
interest for manufacturers of parts which are graded on their longevity. Unfortunately,
for homogenous small parts with irregular geometries, such as bearing cages, the
solution for testing is typically to use only a FEA model and compliment the testing of
the model with simply cyclically loading the sample until failure. To better understand
the stresses and behavior of a small object Thermoelasticity can be employed in order
to see in a full field technique what stress patterns exist and their correlation to a FEA
model.
The FEA model was measured separately from a real bearing cage and simulated
in Commercial Ansys™. Two cases of the FEA simulation were used in order to first
calibrate the thermoelastic constant to the stresses in a simple case which included no
weld seam in both experimental and simulation and then in a more complex case with a
weld seam compare the calibrated data with simulation data.
The loading for the samples involves the utilization of a MTS machine with a
cyclic sinusoidal loading scheme of 10 Hz, while the samples are loaded in 20lbf
increments from 20-140 lbf with an initial load of 10 lbf. These tests are carried out for
two separate cases, the first for the thermoelastic constant calibration is carried out in a
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simple case with the weld seam of the bearing cage at a 9pm position, outside the
region of maximum stress, the second is a more detailed test with the weld seam
located inside the field of view at the 6pm position.
The preprocessing method utilizes software correction for uniformity in the
picture adjusting for emissivity, while the post processing adjusts the thermoelastic
constant as well as shifting within the image during captures and spatial averaging to
reduce noise. The hardware setup shown has a stress resolution of 25 MPa and is able
to resolve stresses under real time loading condition. The resulting stresses can be
shown as a 3D stress map across the imaged plane and compared to the simulation
data.
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Chapter I
1 Introduction
The accurate measure of stress levels in welded structures, in measuring stresses
the conventional method simply via attaching a strain gauge and loading a structure.
This method however, only produces a measurement at the area the strain gauge is
attached to, because of the size of the strain gauge a limit is imposed on the size of the
area which can be measured. Additionally, the strain gauge only provides a point
measurement which makes spotting contours and stress clusters difficult on loaded
objects.
Thermoelasticity can be used to quantify the stresses and stress patterns in a full
field scheme on a homogenous solid. By detecting the temperature changes in an
object which responds linearly in temperature to compression and tension, it is possible
to map the corresponding changes in stress the object undergoes. Additionally, the
introduction of portable, high resolution, low noise (.025K NETD), high speed infrared
cameras has made the observation of objects under loading considerably more flexible.
Other, full field techniques involve intense preparation of the objects; photoelasticity
involves attaching a plastic coating with an adhesive to the surface which may have
problems in uniformity, as well as adhering to smaller parts. Moiré inferometry in
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addition to its intensive time consuming surface preparations also has problems with
vibration levels, which while under a stable loading condition is acceptable, is unusable
under a cyclic loading condition found in most MTS machines.
Thermoelasticity has been used frequently in the determination of the crack tips
and crack propagation in flat samples. This may be either a adiabatic or non adiabatic
form of heating over the sample during loading, adiabatic loading, the process is not
working the part irreversibly, so the average temperature stays constant and the loading
frequency corresponds directly with the temperature transformation, however in non
adiabatic processes, the stress patterns evolve over time and additionally, the average
temperature increases over time due to the irreversible working of the part. Papers on
both these forms of testing are shown in the literature review.
Brustenga (2003) previously performed thermoelasticity using a similar but much
larger bearing housing than used in this series of tests. This involved a setup without the
use of an MTS machine as the area of interest was the support legs under loads through
rotation of the bearing. Though this is a relevant procedure dealing with a similar
geometry, it does not include quantitative measurements under different loads.
This research addresses the quantitative stress measurement and mapping for
the weld seam of a bearing cage under typical loading conditions in a testing
environment in real time under a number of loading conditions. This assists in
predicting stresses for loading conditions and the observation of the real failure stress
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for the heat affected zone at the weld seam, additionally, the research helps in checking
the validity of simulation data generated by FEA simulations. This paper first discusses
previous applications of themoelasticity and the themoelastic equations basis and
derivation. Also the current system implementation is described fully in the
experimental section, which shows the assumptions taken with the themoelastic
equations, implementation of both the pre and post processing techniques and the
resulting stress values along with comparison to the FEA simulation data. Finally the
conclusion summarizes the findings and notes improvements to the setup and methods
for future research.
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Chapter II
2 Literature Review
2.1 History
Mountain (1978) used the first application of the thermoelasticity method to
demonstrate changing stresses successfully in a radar antennae column subjected to a
bending load, using a radiometer which incorporated oscillating mirrors to scan an
object. Since then, CMT detector arrays have been introduce, followed by their
successor indium antimony InSb detectors which offer greater accuracy and speed in
detection, allowing for faster loading conditions and greater precision. Many
improvements have been made to Indium Antimony (InSb) arrays, such as lower noise,
decreased pixel sizes finer resolution, and increased array sizes which have made the
study and application of thermoelasticity possible on a variety of objects under cyclic
loading conditions.
2.2 Infrared Detectors
Infrared detectors have been improved by key features that have reduced noise
in the focal point array, better cooling systems, increased capture rates and increased
the signal to the detector. Camera performance is determined by its capture rate, as
well as its NETD value (Noise Equivalent Temperature Difference) which shows the
camera’s precision against a blackbody source. Additionally, a recent improvement in
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cooling systems of high performance infrared detectors, the closed sterling cycle cooler
as opposed to the previous requirement of a source of liquid nitrogen, has allowed for a
smaller transportable and more versatile cameras allowing for more diverse types of
samples.
Camera noise is a key factor in the performance in infrared photodetectors, as
derived by Schneider (2007). The total power emitted ideally from a blackbody source
on an object can be shown as Equation (1.1)
𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐴𝐴𝐴𝐴𝐴𝐴𝑇𝑇 4

(1.1)

However, taking in to account the camera lens gives Equation (1.2):

𝑑𝑑𝑃𝑃𝑣𝑣,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝐴𝐴

1

2𝜋𝜋ℎ𝜈𝜈 3 𝑑𝑑𝑑𝑑

4𝐹𝐹#2 +1 𝑐𝑐 2 (exp � ℎ 𝜈𝜈 �−1)
𝑘𝑘 𝑇𝑇

(1.2)

𝐵𝐵

Where 𝑃𝑃𝑣𝑣,𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 is the power incident onto the lens, 𝐴𝐴 is the detector area, 𝐹𝐹# , is the Focal

number, ℎ is the Planck constant, 𝜈𝜈 is the detector volume, and c is the speed of light

This shows the effect of the lens on the detector’s power, and is used later in the noise
on the focal point array.
Shot noise is the lowest possible noise a camera can achieve and is caused by the

statistical fluxuation of photons over time, as even though photons should be generated
consistently, they don’t arrive at the same time to the same point. Shot noise follows a
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Poisson distribution and is dependent on the bandwidth being used for the detector,
integration time of the detector, as well as the current in the focal point array,
represented by equations (1.3), (1.4) and (1.5)
Shot noise is measured through a filter with a mean bandwidth of Δ𝑓𝑓
Δ𝑓𝑓 = 1/2𝜏𝜏𝑖𝑖𝑖𝑖𝑖𝑖

(1.3)

𝐼𝐼 ̅ the time averaged current is calculated by 𝐼𝐼 ̅ = 𝑒𝑒𝑛𝑛
���/𝜏𝜏
𝑥𝑥 𝑖𝑖𝑖𝑖𝑖𝑖

(1.4)

2
̅ 𝑓𝑓
𝑖𝑖𝑛𝑛,𝑠𝑠
= 2𝑒𝑒𝐼𝐼 Δ

(1.5)

Where 𝜏𝜏𝑖𝑖𝑖𝑖𝑖𝑖 is the integration time

𝑛𝑛𝑥𝑥 is the average number of electrons in the internal circuit, 𝑒𝑒 is the elementary charge
���

General recombination noise, caused by optically or thermally generated

electrons or carriers additionally affects the detector. This equation can take on
different forms, for example an ideal photoconductor can be represented simply by
equations (1.6) and (1.7)
With the photoconductive gain 𝑔𝑔𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜
𝑔𝑔𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜 = ���/𝑛𝑛
𝑛𝑛𝑥𝑥 ������
𝑑𝑑𝑑𝑑𝑑𝑑

(1.6)

2
̅ 𝑓𝑓
𝑖𝑖𝑛𝑛,𝑔𝑔𝑔𝑔
= 4𝑒𝑒𝑔𝑔𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜 𝐼𝐼 Δ

(1.7)

And the general recombination noise represented by:
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A third type of noise also exists on focal point arrays, the dark current noise,
which is generated by thermal excitation due to the internal resistance of the focal point
array, the key difference between this and general recombination noise is that this type
of noise occurs on the detector, and it produces white noise as opposed to the Poisson
distribution of shot noise. Dark current noise can be represented by equation (1.8)
𝐼𝐼𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 𝑒𝑒𝑒𝑒𝐺𝐺𝑡𝑡ℎ 𝒱𝒱

(1.8)

Where 𝐺𝐺𝑡𝑡ℎ is the thermal generation on the detector volume, 𝑔𝑔 is the gain, and 𝒱𝒱 is the
detector volume

The detection is typically limited to the maximum value of one of the noises and
can be either signal limited, dark limited, or background limited (applies to dark current
noise). Background limited applies to dark current noise, Shot noise and G-R noise
applies to signal limited cases and background limited cases. The measure of
performance is the value of NETD which is obtained from the Noise Equivalent Power
(NEP), which is determined from the case, dark limited, signal limited, or background
limited. Noise equivalent power can be represented by the equation (1.9)
𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑖𝑖𝑛𝑛 /ℛ

(1.9)

This can be combined with the previously derived equations in the case of a photodiode
which is the case in InSb arrays:
Signal limited case:
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𝑁𝑁𝑁𝑁𝑁𝑁𝑆𝑆𝑆𝑆 =

2ℎ𝜈𝜈∆𝑓𝑓

(1.10)

𝜂𝜂

Background limited case:
2ℎ𝜈𝜈∆𝑓𝑓𝑃𝑃𝐵𝐵

𝑁𝑁𝑁𝑁𝑁𝑁𝐵𝐵𝐵𝐵 = �

𝜂𝜂

(1.11)

Dark limited case:

𝑁𝑁𝑁𝑁𝑁𝑁𝐷𝐷𝐷𝐷 =

ℎ𝜈𝜈
𝜂𝜂

4𝐺𝐺𝑡𝑡ℎ 𝒱𝒱∆𝑓𝑓

�

𝜏𝜏 𝑖𝑖𝑖𝑖𝑖𝑖

(1.12)

With this, the value of NETD can be calculated with equation (1.13):
𝑁𝑁𝑁𝑁𝑁𝑁

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 = 𝑑𝑑𝑃𝑃

𝐵𝐵 /𝑑𝑑𝑑𝑑

(1.13)

With these equations, we can clearly see some of the internal factors of focal point
arrays which affect the ability of the array to respond to incoming radiation, the
quantum efficiency of the array as well as the area of the pixels both affect the
responsivity, as well as the effective bandwidth and integration time.
Each focal point array material typically has different dopings which allow the
array to focus on a single bandwidth at a resonant frequency, this means that that
statistically, the majority of the signal lies with the bandwidth of interest, the detector
array still picks up all of the bandwidths up to the resonant frequency, which is a
disadvantage of LWIR focal point arrays.
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Lenses for Thermography as shown above have a large affect on the power
incident on the focal point array, simply increasing the lens diameter has a exponential
effect in the power it captures through its image plane, the materials for lenses for
infrared are of a higher degree of performance as well due to antireflective coatings and
a shift in materials available due to the different wavelength. Lens materials for infrared
are limited by both cost and durability. Monochromatic transmission is a desired
characteristic of infrared lenses for cameras, as chromatic aberrations occur if the index
of refraction changes over the transmission wavelength. A low index of refraction (N) is
desired, as transmission goes up as it approaches the value of air N=1. Germanium is
commonly used in lenses for infrared as it can be made for a variety of cameras with the
same configuration 3-14 bands, but its low transmission requires the use of
antireflective coatings. NaCl or table salt, can also be made into a lens, but like most
salts its relative weakness and water solubility makes it difficult to keep for an extended
period of time. Sapphire is a good material for lens material with a high transmission
rates it does not require an antireflective coating, but its cost is extremely high for
growing and manufacture into a lens. Silicon can also be used as an infrared lens, but
only in the 1-5 region of infrared, which is used in MWIR cameras, but still requires an
antireflective coating to increase its response.
The antireflective coating is an important part of a camera’s lens, the coating
works through destructive interference on the reflected light. AR coatings are applied at
an integer multiple of a quarter of the effective wavelength to provide destructive
10

interference against reflecting rays. Some progress has been made in finding higher
performance AR coatings Dobrowolski (1982) observed the effects of a series of
coatings. Coating performance varies, depending on the uniformity of the coating
surface, and also the angle of incidence of the light on the camera and since the angle of
the light changes but the coating thickness is constant across the surface of the lens AR
coatings can result in an effect called vignetting in some cases.
2.3 Thermoelasticity theory
Thermoelasticity is affected by two main factors in testing, namely thermomechanical dissipation which is irreversible and thermo-elastic effect which is reversible
and plastic dissipation which happens through irreversible work done on the sample
through its loading and is open for interpretation through a variety of methods to
determine fatigue and strain. Other factors such as surface coatings, can affect the
thermoelastic signal through heat transfer as well as increase the signal through
increased emissivity. Additionally, there is an inherent amount of movement in samples
under thermoelastic testing as a cyclic load is always applied, some methods have been
developed such as code to track the individual pixels as well as shifting the frames to
account for the shifting the sample or camera.
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2.4 Derivation of Thermoelasticity
Thermoelasticity is the coupling of temperature and strain fields which has been
transformed into a workable theory. The derivation of thermoelasticity involves small
displacements within a medium which can be translated into a change in entropy of a
system and small temperature changes. Nowacki (1972) outlined the process for the
derivation of thermoelastic equations which were expanded on as a irreversible
thermodynamic problem by Biot(1956). The equations exist in a more simplified form in
Boley (1991) which showed a process for coupling the deformation of an object with the
heat generation within the particles. The deformation is given by a small strain tensor
1

𝜖𝜖𝑖𝑖,𝑗𝑗 = 2 (𝑢𝑢𝑖𝑖,𝑗𝑗 + 𝑢𝑢𝑗𝑗 ,𝑖𝑖 )

(2.1)

The velocity vector
𝜐𝜐𝑖𝑖 (𝑥𝑥1 , 𝑥𝑥2 , 𝑥𝑥3 ) = 𝑢𝑢̇ 𝑖𝑖 (𝑥𝑥1 , 𝑥𝑥2 , 𝑥𝑥3 )

(2.2)

The rotation tensor for small rotations that occur in an element under deformation.
1

𝜔𝜔𝑖𝑖𝑖𝑖 = 2 (𝑢𝑢𝑖𝑖,𝑗𝑗 − 𝑢𝑢𝑗𝑗 ,𝑖𝑖 )

(2.3)

Which gives
𝜔𝜔𝑖𝑖𝑖𝑖 = −𝜔𝜔𝑗𝑗𝑗𝑗

(2.4)

Because the tensor is antisymmetric we use a three component vector:
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1

(2.5)

𝜔𝜔𝑘𝑘 = 2 𝛾𝛾𝑘𝑘𝑘𝑘𝑘𝑘 𝜔𝜔𝑖𝑖𝑖𝑖
Where:
𝜔𝜔1 = 𝜔𝜔32 = −𝜔𝜔23

Equations of motion are used over a closed space 𝐷𝐷 + 𝐵𝐵 with 𝐵𝐵 as the boundary which
has points 𝑃𝑃 each with a surface traction of (𝑛𝑛)
where (𝑛𝑛) shows the force to be
𝑆𝑆
𝑖𝑖

outward normal to 𝐵𝐵 point 𝑃𝑃 where each force is also under force 𝑓𝑓𝑖𝑖 giving equations
(2.6) and (2.7)

∫𝐷𝐷 𝜌𝜌𝑓𝑓𝑖𝑖 𝑑𝑑𝑑𝑑 + ∫B

(𝑛𝑛)
𝑆𝑆 𝑖𝑖

(2.6)

𝑑𝑑𝑑𝑑 = 0

∫𝐷𝐷 𝜌𝜌𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖 𝜌𝜌𝑓𝑓𝑖𝑖 𝑥𝑥𝑘𝑘 𝑑𝑑𝑑𝑑 + ∫𝐵𝐵 𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖

(𝑛𝑛)
𝑆𝑆 𝑖𝑖

𝑥𝑥𝑘𝑘 𝑑𝑑𝑑𝑑 = 0

(2.7)

𝜌𝜌 = 𝜌𝜌(𝑥𝑥1 , 𝑥𝑥2 , 𝑥𝑥3 ) is the density at each individual point

With (𝑛𝑛)
defined as the force per unit area we can write equation (2.8)
𝑆𝑆
𝑖𝑖

(𝑛𝑛)
𝑆𝑆 𝑖𝑖

= 𝜎𝜎𝑖𝑖𝑖𝑖 𝑛𝑛𝑗𝑗

(2.8)

And substitute into equation (2.8) to give equation (2.9)
∫𝐷𝐷 𝜌𝜌𝑓𝑓𝑖𝑖 𝑑𝑑𝑑𝑑 + ∫𝐵𝐵 𝜎𝜎𝑖𝑖𝑖𝑖 𝑛𝑛𝑗𝑗 𝑑𝑑𝑑𝑑 = 0

(2.9)

The divergence theorem can be applied and the surface integral is transformed to a
volume integral over 𝐷𝐷 giving equation (2.10)
13

∫𝐷𝐷 �𝜎𝜎𝑖𝑖𝑖𝑖 ,𝑗𝑗 + 𝜌𝜌𝑓𝑓𝑖𝑖 �𝑑𝑑𝑑𝑑 = 0

(2.10)

𝜎𝜎𝑖𝑖𝑖𝑖 ,𝑗𝑗 + 𝜌𝜌𝑓𝑓𝑖𝑖 = 0

(2.11)

𝐷𝐷is any position on the material and whenever the integrand is continuous

Also substitution of equation (2.8) into (2.7) and applying the divergence theorem gives
equation (2.12)
∫𝐵𝐵 𝜌𝜌𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖 𝑓𝑓𝑖𝑖 𝑥𝑥𝑘𝑘 𝑑𝑑𝑑𝑑 = ∫𝐵𝐵 𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖 𝜎𝜎𝑗𝑗𝑗𝑗 ,𝑚𝑚 𝑛𝑛𝑚𝑚 𝑥𝑥𝑘𝑘 + 𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖 𝜎𝜎𝑗𝑗𝑗𝑗 𝛿𝛿𝑘𝑘𝑘𝑘 𝑑𝑑𝑑𝑑

(2.12)

𝛿𝛿𝑘𝑘𝑘𝑘 is kronecker delta defined as
= 1 if 𝑘𝑘 = 𝑚𝑚
𝛿𝛿𝑘𝑘𝑘𝑘 �
= 0 if 𝑘𝑘 ≠ 𝑚𝑚

(2.13)

Now substituting (2.12) into (2.10) with consideration to (2.11) gives equation (2.14)
∫𝐷𝐷 𝛾𝛾𝑖𝑖𝑖𝑖𝑖𝑖 𝜎𝜎𝑗𝑗𝑗𝑗 𝑑𝑑𝑑𝑑 = 0

(2.14)

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝜎𝜎𝑗𝑗𝑗𝑗

(2.15)

𝑓𝑓𝑖𝑖 = 𝐹𝐹𝑖𝑖 − 𝑢𝑢̈ 𝑖𝑖

(2.17)

Also since this equation applies to the interior region:

Accounting for other body forces on each unit volume leads to equation (2.16)

Which can then be incorporated into equation (2.11) to yield equation (2.18)
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(2.18)

𝜎𝜎𝑖𝑖𝑖𝑖 ,𝑗𝑗 + 𝜌𝜌𝐹𝐹𝑖𝑖 = 𝜌𝜌𝑢𝑢̈ 𝑖𝑖

The system of particles is under work due to surface tractions, an equation representing
this can be shown as:
(𝑃𝑃𝐵𝐵 , 𝑡𝑡)𝑢𝑢̇ 𝑖𝑖 (𝑃𝑃𝐵𝐵 , 𝑡𝑡)� 𝑑𝑑𝑑𝑑
𝑊𝑊̇ (𝑡𝑡) = ∫𝐷𝐷 𝜌𝜌�𝐹𝐹𝑖𝑖̇ (𝑃𝑃, 𝑡𝑡)𝑢𝑢̇ 𝑖𝑖 (𝑃𝑃, 𝑡𝑡)�𝑑𝑑𝑑𝑑 + ∫𝐵𝐵 �(𝑛𝑛)
𝑆𝑆
𝑖𝑖

(2.19)

Which can be differentiated and given the case of zero body forces with an external
uniform hydrostatic pressure giving (𝑛𝑛𝑆𝑆 ) (𝑃𝑃𝐵𝐵 , ̇ 𝑡𝑡)𝑢𝑢𝑖𝑖 = −𝑝𝑝𝑛𝑛𝑖𝑖 and rewritten as:
𝑖𝑖

𝑊𝑊̇ = −𝑝𝑝 ∫𝐵𝐵 𝑛𝑛𝑖𝑖 𝑢𝑢̇ 𝑖𝑖 (𝑃𝑃𝐵𝐵 , 𝑡𝑡)𝑑𝑑𝑑𝑑 = −𝑝𝑝𝑉𝑉̇ (2.20)

Internal energy in nonuniform systems is now considered, this involves introducing
several new terms, take a volume element C in region D + B where 𝜀𝜀(𝑃𝑃, 𝑡𝑡) is the internal
energy density at time t, 𝜐𝜐𝑖𝑖 (𝑃𝑃, 𝑡𝑡) is the velocity components of a particle at (P,t) and is

acted on by body forces 𝐹𝐹𝑖𝑖 (𝑃𝑃, 𝑡𝑡), the kinetic energy of C at time t is then represented by

equation (2.21)
1

𝐾𝐾𝐾𝐾 = 2 ∫𝐷𝐷 𝜌𝜌𝜐𝜐𝑖𝑖 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑

(2.21)

Internal energy U can be shown as (2.22ii)
𝑈𝑈 = ∫𝐷𝐷 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌

(2.22)

15

With 𝜎𝜎𝑖𝑖𝑖𝑖 (𝑃𝑃, 𝑡𝑡) as the stress tensor the work due to surface traction on volume C can be

shown as

∫𝐵𝐵 𝜎𝜎𝑖𝑖𝑖𝑖 𝑛𝑛𝑖𝑖 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑

(2.23)

∫𝐷𝐷 𝜌𝜌𝐹𝐹𝑖𝑖 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑

(2.24)

The work done by the body forces can be shown as (2.24)

And heat transfer across surfaces of volume C is at a rate of – 𝑞𝑞(𝑃𝑃𝐵𝐵 , 𝑡𝑡) leading to
equation (2.25)

(2.25)

− ∫𝐵𝐵 𝑞𝑞𝑞𝑞𝑞𝑞

The focus is shifted towards the conservation of energy equation (2.26)
𝑑𝑑

1

∫𝐵𝐵 𝜎𝜎𝑖𝑖,𝑗𝑗 𝑛𝑛𝑗𝑗 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑 + ∫𝐷𝐷 𝜌𝜌𝐹𝐹𝑖𝑖 𝜐𝜐𝑖𝑖 − ∫𝐵𝐵 𝑞𝑞𝑞𝑞𝑞𝑞 = 𝑑𝑑𝑑𝑑 �2 ∫𝐷𝐷 𝜌𝜌𝜐𝜐𝑖𝑖 𝜐𝜐𝑗𝑗 𝑑𝑑𝑑𝑑 + ∫𝐷𝐷 𝜌𝜌𝜌𝜌 𝑑𝑑𝑑𝑑�

(2.26)

The first surface integral can be transformed by a divergence theorem to:
∫𝐵𝐵 𝜎𝜎𝑖𝑖,𝑗𝑗 𝑛𝑛𝑗𝑗 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑 = ∫ �𝜎𝜎𝑖𝑖𝑖𝑖 𝜐𝜐𝑖𝑖 �𝑖𝑖 𝑑𝑑𝑑𝑑

(2.27)

Allowing for equation (2.26b) to be rewritten as:
𝑑𝑑

𝑑𝑑𝑑𝑑

1

�2 ∫𝐷𝐷 𝜌𝜌𝜐𝜐𝑖𝑖 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑 + ∫𝐷𝐷 𝜌𝜌𝜌𝜌 𝑑𝑑𝑑𝑑� = ∫𝐷𝐷 𝜌𝜌𝜐𝜐̇ 𝑖𝑖 𝜐𝜐𝑖𝑖 𝑑𝑑𝑑𝑑 + ∫𝐷𝐷 𝜌𝜌𝜀𝜀̇ 𝑑𝑑𝑑𝑑

(2.28)

We also show the heat flux vector 𝑞𝑞𝑖𝑖 across any surface the equation
16

𝑞𝑞 = 𝑞𝑞𝑖𝑖 𝑛𝑛𝑖𝑖

(2.29)

∫𝐵𝐵 𝑞𝑞 𝑑𝑑𝑑𝑑 = ∫𝐵𝐵 𝑞𝑞𝑖𝑖 𝑛𝑛𝑖𝑖 𝑑𝑑𝑑𝑑 = ∫𝐷𝐷 𝑞𝑞𝑖𝑖,𝑖𝑖 𝑑𝑑𝑑𝑑

(2.30)

∫𝐷𝐷 �𝜎𝜎𝑖𝑖𝑖𝑖 ,𝑗𝑗 + 𝜌𝜌𝐹𝐹𝑖𝑖 − 𝜌𝜌𝜐𝜐̇ 𝑖𝑖 � 𝑑𝑑𝑑𝑑 + ∫𝐷𝐷 �𝜎𝜎𝑖𝑖𝑖𝑖 𝜐𝜐𝑖𝑖,𝑗𝑗 + 𝑞𝑞𝑖𝑖,𝑖𝑖 − 𝜌𝜌𝜀𝜀̇� 𝑑𝑑𝑑𝑑 = 0

(2.31)

Which can be expanded across the area to

Equation (2.28c) with this can be rewritten as

The first term becomes zero being at rest, the second term as the point on the body is
small can also be written as zero where continuous becoming equation (2.32)
(2.32)

𝜎𝜎𝑖𝑖𝑖𝑖 𝜐𝜐𝑖𝑖,𝑗𝑗 + 𝑞𝑞𝑖𝑖,𝑖𝑖 = 𝜌𝜌𝜀𝜀̇

𝜐𝜐 can be expanded to:
1

1

𝜐𝜐𝑖𝑖,𝑗𝑗 = 2 �𝜐𝜐𝑖𝑖,𝑗𝑗 + 𝜐𝜐𝑗𝑗 ,𝑖𝑖 � + 2 �𝜐𝜐𝑖𝑖,𝑗𝑗 − 𝜐𝜐𝑗𝑗 ,𝑖𝑖 � = 𝜖𝜖̇𝑖𝑖𝑖𝑖 + 𝜔𝜔̇ 𝑖𝑖𝑖𝑖

(2.33)

with
1

𝜖𝜖̇𝑖𝑖𝑖𝑖 = 2 �𝑢𝑢̇ 𝑖𝑖,𝑗𝑗 + 𝑢𝑢̇ 𝑗𝑗 ,𝑖𝑖 �
1

𝜔𝜔̇ 𝑖𝑖𝑖𝑖 = 2 �𝑢𝑢̇ 𝑖𝑖,𝑗𝑗 − 𝑢𝑢̇ 𝑗𝑗 ,𝑖𝑖 �

(2.34)

(2.35)

Equation (2.32) can be rewritten as (2.36)
𝜎𝜎𝑖𝑖𝑖𝑖 𝜖𝜖̇𝑖𝑖𝑖𝑖 − 𝑞𝑞𝑖𝑖,𝑖𝑖 = 𝜌𝜌𝜀𝜀̇

(2.36)
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From here the free energy function 𝜑𝜑�𝜖𝜖𝑖𝑖𝑖𝑖 , 𝑇𝑇� is used to give equation (2.37)
𝜑𝜑�𝜖𝜖𝑖𝑖𝑖𝑖 , 𝑇𝑇� = ε�ϵij , T� − Tη(ϵij , T)

(2.37)

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�𝜎𝜎𝑖𝑖𝑖𝑖 − 𝜌𝜌 𝜕𝜕𝜖𝜖 � 𝜖𝜖̇𝑖𝑖𝑖𝑖 − 𝜌𝜌 �𝜂𝜂 + 𝜕𝜕𝜕𝜕 � 𝑇𝑇̇ = 0

(2.38)

Equation (2.37e) can be substituted into (2.36f) which gives

𝑖𝑖𝑖𝑖

We can also use the identity of 𝜑𝜑 as a mathematical function of the nine components
ofϵij which gives equation (2.39)
𝜕𝜕𝜕𝜕

𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖

𝜕𝜕𝜕𝜕

= 𝜕𝜕𝜖𝜖

(2.39)

𝑗𝑗𝑗𝑗

Using this identity and the symmetry of the stress tensor 𝜎𝜎𝑖𝑖𝑖𝑖 the following two relations
can be obtained
𝜕𝜕𝜕𝜕

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝜌𝜌 𝜕𝜕𝜖𝜖

𝑖𝑖𝑖𝑖

𝜕𝜕𝜕𝜕

𝜂𝜂 = − 𝜕𝜕𝜕𝜕

(2.40)

(2.41)

Second rank symmetric tensors in a three dimensional space are given by three principal
values 𝜃𝜃1 , 𝜃𝜃2 , 𝜃𝜃3 as well as three angles which show the orientation of each principle

direction, the three principal values in addition are determined by three invariants 𝐼𝐼𝜖𝜖 ,
𝐼𝐼𝐼𝐼𝜖𝜖, , 𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 , with this we can show the free energy equation as equation(2.42)

𝜑𝜑�𝜖𝜖𝑖𝑖𝑖𝑖 , 𝑇𝑇� = 𝜑𝜑�𝐼𝐼𝜖𝜖 , 𝐼𝐼𝐼𝐼𝜖𝜖, , 𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 , 𝜃𝜃1 , 𝜃𝜃2 , 𝜃𝜃3 , 𝑇𝑇�

(2.42)
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However, in the case of an isotropic elastic solid the angle is independent or the angles
so the equation can be written as
(2.43)

𝜑𝜑�𝜖𝜖𝑖𝑖𝑖𝑖 , 𝑇𝑇� = 𝜑𝜑�𝐼𝐼𝜖𝜖 , 𝐼𝐼𝐼𝐼𝜖𝜖, , 𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 , 𝑇𝑇�

From equation (2.40) we can write equation (2.44)
𝜕𝜕𝜑𝜑 𝜕𝜕𝜕𝜕𝜖𝜖

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝜌𝜌 �𝜕𝜕𝜕𝜕

𝜖𝜖

𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖

𝜕𝜕𝜑𝜑 𝜕𝜕𝐼𝐼𝐼𝐼𝜖𝜖

+ 𝜕𝜕𝐼𝐼𝐼𝐼

𝜖𝜖

𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖

𝜕𝜕𝜑𝜑 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 𝜖𝜖

+ 𝜕𝜕𝐼𝐼𝐼𝐼𝐼𝐼

𝜖𝜖

𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖

�

(2.44)

With the three invariants defined as:
𝐼𝐼𝜖𝜖 = 𝜖𝜖𝑖𝑖𝑖𝑖
1

(2.45)
𝑖𝑖𝑖𝑖

𝐼𝐼𝐼𝐼𝜖𝜖 = 2! 𝛿𝛿𝑙𝑙𝑙𝑙 𝜖𝜖𝑖𝑖𝑖𝑖 𝜖𝜖𝑗𝑗𝑗𝑗
1

𝑖𝑖𝑖𝑖𝑖𝑖

𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 = 3! 𝛿𝛿𝑙𝑙𝑙𝑙𝑙𝑙 𝜖𝜖𝑖𝑖𝑖𝑖 𝜖𝜖𝑗𝑗𝑗𝑗 𝜖𝜖𝑘𝑘𝑘𝑘
𝑖𝑖𝑖𝑖

(2.46)

(2.47)

𝑖𝑖𝑖𝑖𝑖𝑖

𝛿𝛿𝑙𝑙𝑙𝑙 and 𝛿𝛿𝑙𝑙𝑙𝑙𝑙𝑙 are generalized kronecker deltas defined as
𝑖𝑖𝑖𝑖

𝛿𝛿𝑙𝑙𝑙𝑙 = +1 if 𝑙𝑙 and 𝑚𝑚 are distinct integers (from 1 to 3) and 𝑖𝑖, 𝑗𝑗 are an even permutation of
the same integers,
𝑖𝑖𝑖𝑖

𝛿𝛿𝑙𝑙𝑙𝑙 = -1 if 𝑙𝑙 and 𝑚𝑚 are distinct integers and 𝑖𝑖, 𝑗𝑗are an odd permutation of the same
integers
𝑖𝑖𝑖𝑖

𝛿𝛿𝑙𝑙𝑙𝑙 =0 in all other cases
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𝑖𝑖𝑖𝑖𝑖𝑖

With an analogous definition for 𝛿𝛿𝑙𝑙𝑙𝑙𝑙𝑙

Additionally, differentiating the equations for the invariant tensors gives
𝜕𝜕𝐼𝐼𝜖𝜖

= 𝛿𝛿𝑖𝑖𝑖𝑖

(2.48)

𝜕𝜕𝐼𝐼𝐼𝐼𝜖𝜖

= 𝛿𝛿𝑖𝑖𝑖𝑖 𝐼𝐼𝜖𝜖 − 𝜖𝜖𝑖𝑖𝑖𝑖

(2.49)

= 𝜖𝜖𝑖𝑖𝑖𝑖 𝜖𝜖𝑗𝑗𝑗𝑗 − 𝜖𝜖𝑖𝑖𝑖𝑖 𝐼𝐼𝜖𝜖 + 𝛿𝛿𝑖𝑖𝑖𝑖 𝐼𝐼𝐼𝐼𝜖𝜖

(2.50)

𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖
𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖

𝜕𝜕𝜕𝜕𝜕𝜕 𝐼𝐼𝜖𝜖
𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖

A reference temperature is assumed next at a temperature 𝑇𝑇 = 𝑇𝑇𝑜𝑜 where the material is
free from any loads and stresses, the free energy function is then expanded in a power
series in arguments 𝐼𝐼𝜖𝜖 , 𝐼𝐼𝜖𝜖 , 𝐼𝐼𝜖𝜖 , 𝑇𝑇′ where
𝑇𝑇 ′ = (𝑇𝑇 − 𝑇𝑇𝑜𝑜 )/𝑇𝑇𝑜𝑜

(2.51)

The free energy function is now expressed as equation (2.52)
1

𝜑𝜑�𝐼𝐼𝜖𝜖 , 𝐼𝐼𝐼𝐼𝜖𝜖, , 𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 , 𝑇𝑇′� = 𝜌𝜌 �𝑎𝑎0 + 𝑎𝑎1 𝐼𝐼𝜖𝜖 + 𝑎𝑎2 𝐼𝐼𝐼𝐼𝜖𝜖 + 𝑎𝑎3 𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 + 𝑎𝑎4 𝑇𝑇 ′ + 𝐼𝐼𝜖𝜖 2 + 𝑎𝑎6 𝐼𝐼𝐼𝐼𝜖𝜖, 2 + 𝑎𝑎6 +
𝑎𝑎7 𝐼𝐼𝐼𝐼𝐼𝐼𝜖𝜖 2 + 𝑎𝑎8 𝑇𝑇 ′𝐼𝐼𝜖𝜖 + ⋯ �
(2.52)

Where 𝑎𝑎𝑛𝑛 ’s are constants,

A linear theory is desired however from this equation, so attention is limited to cases
where 𝜖𝜖𝑖𝑖𝑖𝑖 and 𝑇𝑇′ are small enough to be neglected along with products.
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A stress strain relation can now be obtained through the previous two equations
resulting in the equations (2.53) and (2.54)
𝜎𝜎𝑖𝑖𝑖𝑖 = 𝑎𝑎1 𝛿𝛿𝑖𝑖𝑖𝑖 + 𝑎𝑎2 �𝛿𝛿𝑖𝑖𝑖𝑖 𝜖𝜖𝑘𝑘𝑘𝑘 − 𝜖𝜖𝑖𝑖𝑖𝑖 � + 2𝑎𝑎5 𝛿𝛿𝑖𝑖𝑖𝑖 𝜖𝜖𝑘𝑘𝑘𝑘 + 𝑎𝑎8 𝛿𝛿𝑖𝑖𝑖𝑖 𝑇𝑇′

(2.53)

𝜎𝜎𝑖𝑖𝑖𝑖 = 𝑎𝑎2 �𝛿𝛿𝑖𝑖𝑖𝑖 𝜖𝜖𝑘𝑘𝑘𝑘 − 𝜖𝜖𝑖𝑖𝑖𝑖 � + 2𝑎𝑎5 𝛿𝛿𝑖𝑖𝑖𝑖 𝜖𝜖𝑘𝑘𝑘𝑘 + 𝑎𝑎8 𝛿𝛿𝑖𝑖𝑖𝑖 𝑇𝑇′

(2.54)

𝑎𝑎1 is zero in the reference state resulting in

Next, 𝑎𝑎2 , 𝑎𝑎5 , and 𝑎𝑎8 are renamed in Lame’s constants 𝜆𝜆 and 𝜇𝜇 and the coefficient of

linear thermal expansion 𝛼𝛼
𝑎𝑎2 = −2𝜇𝜇

𝑎𝑎5 = (𝜆𝜆 + 2𝜇𝜇)/2

𝑎𝑎8 = −(3𝜆𝜆 + 2𝜇𝜇)𝛼𝛼𝑇𝑇0

These can assume the linear thermoelastic stress strain relation Equation (2.55)
𝜎𝜎𝑖𝑖𝑖𝑖 = 𝜆𝜆𝛿𝛿𝑖𝑖𝑖𝑖 𝜖𝜖𝑖𝑖𝑖𝑖 + 2𝜇𝜇𝜖𝜖𝑖𝑖𝑖𝑖 − (3𝜆𝜆 + 2𝜇𝜇)𝛿𝛿𝑖𝑖𝑖𝑖 𝛼𝛼(𝑇𝑇 − 𝑇𝑇0 )

(2.55)

Positive entropy generation is employed to determine the heat conduction in an
isotropic elastic solid, the relation between 𝑞𝑞𝑖𝑖 and 𝑇𝑇,𝑖𝑖 is written as

𝑞𝑞𝑖𝑖 = 𝑎𝑎𝑇𝑇,𝑖𝑖 + 𝑏𝑏,𝑗𝑗 𝑇𝑇,𝑗𝑗

(2.56)

Which becomes the more familiar equation (2.57) for Fourier heat conduction
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(2.57)

𝑞𝑞𝑖𝑖 = −𝑘𝑘𝑇𝑇,𝑖𝑖

Where 𝑘𝑘 is the thermal conductivity of a solid, which is positive. The energy equation
can be rewritten as equations (2.58) or (2.59)
𝜕𝜕𝜂𝜂

𝜕𝜕𝜂𝜂

−𝑞𝑞𝑖𝑖,𝑖𝑖 = 𝜌𝜌𝜌𝜌𝜂𝜂̇ = 𝜌𝜌𝜌𝜌 �𝜕𝜕𝜖𝜖 𝜖𝜖𝑖𝑖𝑖𝑖 + 𝜕𝜕𝑇𝑇 𝑇𝑇̇�
𝑖𝑖𝑖𝑖

𝜕𝜕 2 𝜑𝜑

−𝑞𝑞𝑖𝑖,𝑖𝑖 = 𝜌𝜌𝜌𝜌𝜂𝜂̇ = 𝜌𝜌𝜌𝜌 �𝜕𝜕𝜖𝜖

𝑖𝑖𝑖𝑖

𝜕𝜕 2 𝜑𝜑

𝜖𝜖 + 𝜕𝜕𝑇𝑇 2 𝑇𝑇̇�
𝜕𝜕𝑇𝑇 𝑖𝑖𝑖𝑖

(2.58)

(2.59)

A quantity 𝑐𝑐𝐸𝐸 is introduced such that 𝜖𝜖̇𝑖𝑖𝑖𝑖 = 0, 𝑖𝑖, 𝑗𝑗 = 1, 2, 3

−𝑞𝑞𝑖𝑖,𝑖𝑖 = 𝜌𝜌𝑐𝑐𝐸𝐸 𝑇𝑇̇

(2.60)

Where 𝑐𝑐𝐸𝐸 is the specific heat at constant deformation of the elastic solid
Also, from the previous equations (2.40) and (2.57)

𝜕𝜕 2 𝜑𝜑

𝑐𝑐𝐸𝐸 = − 𝜕𝜕𝜕𝜕 2 𝑇𝑇

(2.60)

Also from equation (2.40) that
𝜕𝜕 2 𝜑𝜑

𝜕𝜕𝜖𝜖 𝑖𝑖𝑖𝑖 𝜕𝜕𝜕𝜕

=

1 𝜕𝜕𝜎𝜎 𝑖𝑖𝑖𝑖
𝜌𝜌 𝜕𝜕𝜕𝜕

(2.61)

Equation (2.59) takes the form
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𝜕𝜕𝜎𝜎𝑖𝑖𝑖𝑖
−𝑞𝑞𝑖𝑖,𝑖𝑖 = 𝜌𝜌𝑐𝑐𝐸𝐸 𝑇𝑇̇ − 𝑇𝑇 𝜕𝜕𝜕𝜕 𝜖𝜖̇𝑖𝑖𝑖𝑖

(2.62)

Which can determine the change in temperature from the stresses in an object for a
linear theory.
2.5 Thermo-Mechanical Plastic Dissipation
Thermo-mechanical plastic dissipation is one of two effects possible when a bulk
medium undergoes under a strain and happens when a non-negligible irreversible
amount of work is done to a sample through the cyclic loading process. This effect has
been investigated by Chrysochoos (2000) with samples being loaded in tension and by
Boulanger (2004) for the properties of fatiguing steels under loading . Though adiabatic

conditions are typically required in thermoelasticity, some improvements have been
made in the detection of stress levels for non-adiabatic conditions. Offerman (1996)
proposed a method of tracking areas of high stress gradients through the heat transfer
generated by the cyclic loading process, resulting in a restoration of the stress map.
Ummenhofer (2009) used thermography in detecting the working in fatigue
processes in welded samples. This involved first welding samples, creating a heat
affected zone, then testing the samples without any heat treatment process being
performed on the sample. The captures were processed first to eliminate any vibration
that existed due to the close proximity to the MTS machine. Data was then processed
looking for nonlinearities in the thermal map evolution over time such those existing in
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figure (1), which would indicate irreversible work being performed on the sample. This
testing only lasted for a period of short captures of 2000 frames each as opposed to a
single capture over the entire loading period and did not include quantitative analysis
over multiple loads.

Figure 1 Ummenhofer (2009)

left material behavior, right temperature evolution for
elastic and plastic conditions under cyclic loading
Quinn (2002) described a scheme for detecting the sources of non adiabatic
behavior in a sample by using the ratio of adiabatic to non adiabatic temperature
changes by the equations
∆𝑇𝑇𝑚𝑚

∆𝑇𝑇𝑎𝑎𝑎𝑎

𝜔𝜔

= √𝜔𝜔 2

+𝜘𝜘 2

(2.63)

Where ∆𝑇𝑇𝑚𝑚 is the measured temperature change, ∆𝑇𝑇𝑎𝑎𝑎𝑎 is the adiabatic temperature
change 𝜔𝜔 is the loading frequency and ϰ is the attenuation parameter, and

𝜘𝜘 =

𝛾𝛾𝛾𝛾 (𝑎𝑎 2 +𝑏𝑏 2 +𝑐𝑐 2 )
4ℓ2

(2.64)
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a, b and c are the frequencies of heat generation in the x, y and z directions, 𝛾𝛾 is the
thermal diffusivity and 4ℓ is the width of an infinitely long plate.

This scheme additionally can reconstruct the image removing the heat done through
work in the part and produce a more true image of the stresses generated.
Crack propagation is another viable use of Thermo-mechanical plastic dissipation
though objects under loading. Dı´az (2004), outlined some improvements available for
analyzing fatigue cracks through thermoelasticity, noting that the work done around a
crack not only includes the work due to crack formation, but the friction between the
contact at the crack tip as well. Work due to the straining of a material and split
formation is also present due to the plastic dissipation effect during stamping Zhou
(2008) can also be monitored and used to locate splits in parts.
The failure of friction stir welded joints is also evaluated in Cavaliere (2009), stir
welded joint were produced under six different stir welding techniques and measured
under a finite number of cycles and the maximum stress was measured through
thermography to show the highest stress needed to cause failure in the joint. The
process however primarily observed the residual stresses existing from the stir welding
process, not allowing for a more realistic normalization with heat treating for a welded
joint.
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2.6 Thermo-Elastic Behavior
Under adiabatic conditions, thermo-elastic behavior can be achieved, allowing
for the direct measurement of stress levels through the change in temperature between
two different loading conditions on a sample while its mean temperature stays
constant. The variance in temperature can be of equation (2.65) is described by
Harwood (1991). A complete derivation of equation (2.65) can be described by Stanley
(1985).
𝛼𝛼

∆𝑇𝑇 = 𝜌𝜌𝑐𝑐 𝑇𝑇∆𝜎𝜎
𝑝𝑝

(2.65)

Where ∆𝑇𝑇 is the temperature change of the object, 𝑇𝑇 is the base temperature of the
object

𝛼𝛼 is the coefficient of thermal expansion, ∆𝜎𝜎 is the change in stress, 𝑐𝑐𝑝𝑝 is the specific

heat and ρ is the density.

Alternatively, the equation (2.66)
∆𝑇𝑇 = 𝐶𝐶𝐶𝐶 ∙ 𝑆𝑆

(2.66)

Where S is the detector signal and CF is the calibration factor
can be used provided there is a source to calibrate against as demonstrated by Silva
(2000).
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Detecting hidden cracks is an application of thermo elastic effect Silva (1999)
applied the SPATE technique (Stress Pattern Analysis by Thermal Emission) to a flat
sample with a hidden through crack. This paper looked at hidden through cracks in a
sample at varying depths to see how the stress could be detected on the front of the
sample. The camera was calibrated using a strain gauge which the sample could
accommodate and a complimentary FEA model with hyperbolic meshing was applied
near the crack area to provide adequate results for study, with the major findings being
that they could detect a through crack one third of the way through the sample.

2.7 Calibration for Thermoelasticity
Calibration for thermoelasticity is typically done in two step process, the camera
non uniformity correction is performed through a 2-point correction process with a
slightly defocused lens, using the same uniformly heated object at two different
temperatures, this eliminates bad pixels as well as correcting the signal on different
areas of the focal point array caused by vignetting and other defects. The camera is
then calibrated on for temperature vs the raw signal counts Flir™’s measure for
irradiance, transforming the raw camera signal into a measure of temperature. A strain
gauge is then attached, but alternative methods exist for the implementation of a strain
gauge on a sample.
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Stanley (1996) outlined a number of different strain gauges that can be used for
thermoelastic testing, coupon, rod and strip gauges and their relative characteristics.
Coupon gauges are fairly large roughly the size of a stamp, and are adhesively bonded to
the sample surface strains can then be read directly from the strain gauge in two
directions, longitudinal and transverse, compressive and tensile stresses can be read
easily, but the size of the gauge is problematic for smaller samples, as well as the need
for the stress gradient to be relatively constant across the strain area as it reads only a
single longitudinal and transverse strain across its sampling region. Rod gauges are a
rectangular shaped gauge bonded along the length of the gauge, because of the
bonding locations, stress is only transmitted parallel to the rod instead of
perpendicularly, allowing for stress to be read in simply one direction, multiple rods can
be attached if multiple stress directions are desired. The strip gauge, similarly to the rod
gauge, provides a known thermoelastic signal to the camera, which can be separated
into strains into two directions if necessary by using additional strips.
Calibration techniques exist which are full field for the thermoelastic effect,
Greene (2007) outlined a method combining both photoelasticity and thermoelasticity.
Photoelasticity is a similar technique to thermoelasticity in that it is full field, however it
involves adding a plastic surface to the material, the combined technique uses a visible,
infrared beam splitter and mirrors for each camera respectively, which limits the focal
length to both cameras significantly. The coating then acts as both a thermoelastic
strain witness as well as a photoelastic strain witness, and can be used for the
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calibration of the thermoelastic signal as well. This also requires the use of a strain
gauge to calibrate the photoelastic signal.
For orthotropic materials, as outlined by Dulieu-Barton (1998) was one of the
first papers using a new model InSb array only 128x128 pixels, and involved taking first a
preliminary scan of the signal from the camera creating a temperature map of the
object. Using equation (2.64) as a reference
𝐷𝐷𝐷𝐷𝐷𝐷

(2.67)

∆�𝜎𝜎𝑥𝑥 + 𝜎𝜎𝑦𝑦 � = � 𝑇𝑇𝑇𝑇𝑇𝑇 � 𝑆𝑆
𝐷𝐷𝐷𝐷𝐷𝐷

Where the bracketed term � 𝑇𝑇𝑇𝑇𝑇𝑇 � is referred to as the calibration factor, and 𝑆𝑆 is the
detector signal

It was noted that the bracketed term quantities are experimental and can lead to
systematic error, the alternative method of using equation (2.68) was proposed with
data collected from a strain gauge while attaching gauges to areas of low stress
gradients as the signal should not vary over the strain gauge area
𝐸𝐸

1

𝐴𝐴 = 1−𝜈𝜈 Δ(𝜀𝜀𝑥𝑥 + 𝜀𝜀𝑦𝑦 ) 𝑠𝑠

(2.68)

Where 𝜀𝜀𝑥𝑥 and 𝜀𝜀𝑦𝑦 are the combined strains 𝐸𝐸 is young’s modulus and 𝜈𝜈 poisson’s ratio,

and 𝐴𝐴 is the calibration constant

For orthotropic materials, stresses are measured separately in different

directions, so separation of stresses in necessary, the remaining procedure involves
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loading the sample and using separate coefficients of linear thermal expansion, Stanley
(1988) examined composite materials to find the combined stresses through thermal
imaging on a Brazilian disk specimen figure (2) which was used to calibrate coefficients
using equations (2.69) and (2.70)
𝑇𝑇

∆𝑇𝑇 = − 𝜌𝜌𝐶𝐶 𝛼𝛼Δ(𝜎𝜎11 + 𝜎𝜎22 )

(2.69)

𝑆𝑆 = Δ(𝜎𝜎11 + 𝜎𝜎22 )/𝐴𝐴

(2.70)

𝑝𝑝

Figure 2 Stanley and Chan(1988) Brazilian disk specimen containing fibers oriented in specific directions

for later use in a composite cylinder Figure (3). In this fashion, stresses can be
proportioned from their previous ratio, due to the angle of the fibers within the
composite, separated and measured in two directions instead of a summation.
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Figure 3 Stanley and Chan (1998) Composite Cylinder sample

2.8 Full field methods
The correction of the full field temperature field is also a concern for
thermoelasticity. Dulieu-Barton (2006) proposed a technique to decouple the stresses
and thermal readings for quantitative analysis. The procedure for full field calibration
involved uniformly increasing the sample’s temperature, the calibration involved finding
individual coefficients for the change in signal in each pixel for the identical
temperature, in this fashion, the thermal signal from the sample at each location during
testing could be processed reliably. The following processing scheme was then used to
process the thermoelastic signal figure (4)
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Figure 4 Dulieu-Barton et al (2006) Processing Scheme

2.9 Emissivity Effects for Thermoelasticity
Surface emissivity is a significant aspect of thermoelasticity as the imagers used
depend directly on the magnitude of the signal from the sample in testing. To
demonstrate this effect directly Wien’s displacement law equation (2.71) can be used to
show the surface emittance transformed into temperature.
𝑄𝑄 = 𝑘𝑘𝑘𝑘(𝜆𝜆) ∙ 𝑇𝑇 𝑛𝑛

(2.71)

𝑘𝑘 is a constant

𝑄𝑄 is the emmitance

𝜖𝜖(𝜆𝜆) is the emmisivity dependant on wavelength

𝑛𝑛 is a factor dependent on the radiometer wavelength 𝑛𝑛 ≈

5𝜆𝜆 𝑚𝑚𝑚𝑚𝑚𝑚
𝜆𝜆

where 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 is the wavelength at the peak of plank’s emission curves and λ is the
wavelength of the radiometer
Differentiating equation (4.1) for 𝑄𝑄 and simplifying gives equation (2.72)
∆𝑇𝑇 = −

𝑇𝑇∆𝜖𝜖(𝜆𝜆)
𝑛𝑛𝑛𝑛 (𝜆𝜆)

(2.72)
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Equation (2.72) directly shows a variation in temperature due to a change in surface
emissivity.

2.10 Coatings for Thermoelasticity
Signal magnitude in thermoelasticity is directly related to the surface properties
of the material being measured, a surface which is uniform and highly responsive to
small changes in temperature is necessary. Thermoelasticity only produces minute
changes in surface temperature, with this assumption a highly emissive surface coating
is typically applied to objects being measured for increased signal to the detector. The
emissivity of a material is a ratio between ideal emissivity (blackbody 𝜖𝜖 = 1) and the
actual emmisivity of the surface material measured. Additionally, the surfaces of

samples typically have problems in uniformity, with blemishes due to polishing defects.
The polished samples also have significant problems with reflection due to outside
sources which can contaminate the signal which may be observed as a moving heat
source. Plastics with a high surface emissivity are not always in need of a coating, due
to the low surface emissivity of smooth metals, typically found in samples; Aluminum
.05, Steel .07 a surface coating is necessary.
A variety of surface coatings have been applied in order to increase both uniformity
as well as surface emission to a multitude of effects. The primary goal being to raise the
signal from the surface of the sample as it is cyclically loaded at a frequency best suited
for its testing. The thickness of the coating, thermal conductivity, and being
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thermoelastically inert to the sample in question are all factors which affect coating
performance.
Coating thickness is a critical factor as the coating acts as an insulator to the
signal produced by the sample. Barone (1998) Described progressive signal loss due to
the insulating layer of a coating from increased frequency and increasing the coating
surface thickness.
Plastic coatings have also been used to the same effect; however these coatings
not only have the problem of thickness, but are prone to having the thermoelastic effect
upon themselves which degrades the signal from the sample in loading. Alternatively
this effect has been exploited by Barone (2003) using a relatively thicker surface coating
to completely cover the thermoelastic effect from the sample and simply using the
thermoelastic effect from the coating.
Black paint has been used primarily on metallic samples due to its high
emissivity, this however as a paint has some problems as a spray applied surface being
non uniform to some degree, as well as acting as an insulating layer due to its inherent
thickness.
Combined Moiré Speckle inferometry also is a new development in
thermography, Sakagami (2008) introduced a new technique which allowed for the lack
of a strain gauge in thermoelasticity/plasticity testing. The sample was prepared
applying a speckle coating which was additionally highly emissive Figure (5).
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Figure 5 Sakagami et al (2008) Moiré speckle pattern

The individual spots were then tracked by the thermal camera, and the resulting
stresses could be taken from both the thermal response from thermoelasticity as well as
the shifting of the spots. This technique is relatively new however and experimental
error can occur over half the width of a pixel, as moiré inferometry depends on the
accuracy of the spot position.
2.11 Processing Techniques
Though camera noise limits the amount of useful data that can be extracted by
direct processing in directly applying a calibration factor to the detector signal, some
statistical techniques have been developed in determining the real signal variance that
may exist within camera noise. Offerman (1998) offered a statistical technique of
analyzing thermal data. Captures of data are first taken both at rest and under
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excitation, these tend to fall under a Gaussian distribution, the variance can then be
extracted from the temporal data of by first using the following equation (2.73) to
calculate the variance
1

𝑖𝑖=𝑛𝑛
(𝑥𝑥𝑖𝑖 − 𝑥𝑥̅ )2
𝑆𝑆 2 = 𝑛𝑛 ∑𝑖𝑖=1

(2.73)

For both excited and rest states, then using equation (2.74)
2
2
𝑆𝑆 2 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
+𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑆𝑆𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛

(2.74)

The variance for each pixel can be calculated individually and an amplitude map can be
generated with accurate variances, rather than simply assuming the camera noise is the
same value across each pixel.

2.12 Numerical Methods Paired with Thermoelasticity
The pairing of thermoelasticity with simulation data is frequently used to confirm
and improve numerical models. Typically as outlined by Greene (2003) a strain gauge is
attached to the sample surface, under a cyclic loading the surface shows both a change
in infrared flux as well as a correlating stress value, the corresponding stress and flux
values can be correlated in the equation (2.75)
∆(𝜎𝜎1 + 𝜎𝜎2 ) = 𝐶𝐶𝐶𝐶 ∙ 𝑆𝑆

(2.75)
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Where 𝜎𝜎1 and 𝜎𝜎2 are principal stresses
𝐶𝐶𝐶𝐶 is the correlation factor

𝑆𝑆 is the detector signal

The compared results showed a good correlation between experimental and numerical
simulations, but there was some difference around the edges of the object in question,
which the camera had trouble reading.

2.13 FEA Simulation
Finite element analysis as outlined by Liu (2003) irregular geometries require the
use of p-type elements as not to reach a case where infinite stresses are seen over a
corner type geometry.

Additionally after models are constructed and loaded for

simulation a convergence criteria is usually performed over the model by looking at the
displacements of each element with each decrease in element size. Convergence can be
checked by the following taylor series expansion dependent on the order of the p-type
elements

𝝏𝝏𝝏𝝏

𝟏𝟏 𝝏𝝏𝟐𝟐 𝒖𝒖

𝟏𝟏 𝝏𝝏𝒑𝒑 𝒖𝒖

𝒖𝒖 = 𝒖𝒖𝒊𝒊 + 𝝏𝝏𝝏𝝏� (𝒙𝒙 − 𝒙𝒙𝒊𝒊 ) + 𝟐𝟐! 𝝏𝝏𝝏𝝏𝟐𝟐 � (𝒙𝒙 − 𝒙𝒙𝒊𝒊 )𝟐𝟐 + ⋯ + 𝒑𝒑! 𝝏𝝏𝝏𝝏𝒑𝒑 � (𝒙𝒙 − 𝒙𝒙𝒊𝒊 )𝒑𝒑 + 𝑶𝑶(𝒑𝒑+𝟏𝟏
𝒉𝒉 )
𝒊𝒊

𝒊𝒊

𝒊𝒊

(2.76)

𝑂𝑂(ℎ𝑝𝑝+1 ) is the order of the rate of convergence and 𝑢𝑢 is the displacement
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This equation when the solution is converged gives the as the elements decrease in size
by one half, the displacement should decrease by one quarter.
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Chapter III
3 Experimental procedure
3.1 Testing Objectives
Thermoelastic theory was applied directly to help confirm FEA results obtained
with commercial Ansys ™ on a small bearing cage. The bearing cage has a small size
target focusing on the weld seam with a complicated geometry that will not
accommodate a strain gauge due to its size and large stress gradients over the areas the
strain gauges would be applied. The requirement for the testing is a real time
observation of the stresses under cyclic loading conditions through a MTS machine.
The samples were coated to increase their responsivity to cyclic loading and the
corresponding emissivity was calibrated to temperature measurements using Rtools ™.
The samples were loaded with the camera field of view in two locations during separate
test cases, one on the side of the inner flange, and the second with the camera focused
on the inside wall of the flange.
3.2 Sample Information
The sample, a bearing housing for a set of needle bearings Figure (6), is a mild
steel (1012) properties can be found in table(1), with a weld spot from the joining
process the bearings undergo during manufacture.
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Table 1: AISI 1012 Steel properties
AISI 1012

Cold Drawn

Density

Specific Heat

Coefficient of Thermal

(g/cc)

(J/Kg . K)

Expansion (cm/K) 10

7.87

476

-6
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Source: www.matweb.com

Figure 6 Bearing Cage

Typically, the
weld is ground off as it decreases the bearing quality and results have been confirmed
through cyclically loading that the weld is the source of failure when directly loaded,
however, FEA results showed some uncertainty as when the weld was left on the cage,
the stresses around the weld area were considerably high (over 2000Mpa) when under
100lbf loads. The bearing housings uncoated, fell under the category of a highly
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polished steel, which limited the emissivity response to the camera and also had the
quality of reflecting the surroundings which would impact the results significantly
considering that the sample itself would be deflecting and consequently changing the
reflection passed to the imager. With the problems of reflection, a phosphate coated
sample 𝜖𝜖 ≈ .9 was used in thermoelastic testing. The phosphate coating was applied

evenly across the surface of the bearing which allowed for less reflection and higher
emissivity of the surface of the bearing under cyclic loading.

The bearing housing additionally had the problem of being an irregularly shaped
object, since the focal range of the camera is extremely short to provide good
magnification. However, because of this, a small change in the distance from the
camera lens can cause the image to defocus, this limits the effective area covered by the
camera. Defocusing of an image is not correctable through processing reliably, the
background becomes blurred with the object image plane, to account for this effect the
frame size was limited to a smaller one.
Two separate loading conditions were used, first for the calibration of the
bearing housings using the thermoelastic signal the weld seam was rotated out of the
region of maximum stress in Ansys™ with the corresponding setup under experimental
conditions with the joining section not visible to the thermal detector, and secondly for
comparison for the thermoelastic signal in a more complex case in which the weld seam
was visible in the thermal imager. Figure(7) shows the loading conditions for the weld
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rotated at 9 pm and 6 pm
positions.

Figure 7 Loading conditions for 9pm (left) and 6pm (right)

3.3 Calibration
Calibration of the emissivity to its corresponding temperature values was done
though the Rtools ™ package. The sample was first placed in an area similar to the
testing environment to assure the same background irradiance was present to avoid the
need to recalibrate in the testing lab. A thermocouple was attached to the object and
heat was applied via a convective heat source with a constant temperature.
Temperatures and their corresponding irradiances to the imager next to the
thermocouple were taken using Rtools™, the range of the temperatures and irradiances
was determined by using the expected base temperature of the sample (room
temperature 22C) to the range that was expected during the experiment, 10 degrees
over room temperature to 10 degrees below room temperature, taken in 1 degree
increments to avoid effects due to the base precision of the thermocouple, resolution .1
C.
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The Rtools™ package processes the acquired radiation counts into irradiance and
the corresponding irradiance is fit to the measured temperature with the attached
thermocouple. This produces a corresponding temperature to radiation counts curve
which is checked for linearity later, and is represented by the polynomial equation (3.1)
with g as the gray level that ranges from 0-14 bits
𝑇𝑇 = 𝐴𝐴0 + 𝐴𝐴1 𝑔𝑔 + 𝐴𝐴2 𝑔𝑔2 + 𝐴𝐴3 𝑔𝑔3

(3.1)

where 𝐴𝐴𝑛𝑛 are the calibration coefficients

A 2 point correction non uniformity correction is done with the hardware to eliminate
bad pixels via substitution with nearby pixels and adjust the thermal detectors bias and
gain over the entire active focal point array.
The camera used was a phoenix DTS with multiple integration time settings for
different sensitivities to incoming infrared radiation, this required multiple runs for
calibration to determine the optimal sensitivity as well as determining whether the
calibration was a linear ratio. The integration time setting allowed for an increase to
achieve higher sensitivity to lower irradiances, but with more noise due to the increased
signal time, while decreasing the integration time allowed for greater sensitivity in
higher infrared irradiance and lower noise. The effect is relatively straightforward in
that the objects in view are in lower or higher contrast, however, the goal of the
calibration is to achieve a linear transform between the counts (Flir™’s measure of signal
on the focal point array) provided by the camera and the corresponding temperature
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transform. Several integration times were used in the mentioned calibration procedure
and a linear sensitive calibration was chosen.
Calibration results were then checked again using a blackbody source 𝜖𝜖 ≈ .99

while using the Rtools™ package with an emissivity correction, bringing the source

emissivity to .9, the two results were found to be very close, however the blackbody
source lacked the ability to decrease below room temperature which limited the
comparison.
The resulting calibration curves were used for direct calibration with the
equation (2.65) for thermoelasticity.
𝛼𝛼

∆𝑇𝑇 = 𝜌𝜌𝑐𝑐 𝑇𝑇∆𝜎𝜎
𝑝𝑝

(2.65)

The resulting stress values tested in a simple case, one without a weld in the area of
maximum stress, where the weld line was moved to the 9 o’clock position, effectively
removing stress clusters from the field of view. The resulting stress values were found
to be close (within 80% of expected values); however, some fine tuning of the stress
values was needed to correlate the values. For this a technique shown by Silva (1999) of
adding a correlation factor was used.
The camera setup for the experiments consisted of using the Phoenix DTS
(640x512 frame size with NETD = .025 K), the camera records in 14-bit .sfmov format
with separate files for non uniformity, gain, and calibration, which allows for

44

recalibration if necessary to different temperature curves after testing, additionally, the
camera’s sub frame mode allows for decreasing the frame size to increase the frame
rate (up to 20khz in sub frame mode). It was known that the testing would be
conducted at 10 Hz, so the frame size was reduced to increase the frame rate so the
camera would not only pick up on the curves of the cyclic load, but more notably the
peaks when the object was in full rest or full compression. A microscopic lens was also
used for finer resolution (resolution here) this lens inverts the image which was later
corrected in processing for better interpretation. The active pixels for the field of view
additionally were centered in the focal point array to avoid the effects of vignetting due
to the antireflective coating. Non uniformity correction was performed before each
round of testing to ensure correct bad pixels and adjust the bias as well as the gain. The
integration time was set to 1.6ms which was found to have suitable attributes for the
temperature range of the bearing housing at room temperature.
The MTS machine used for testing is a servo-hydraulic (MTS 858 Table-Top
system); capable of providing 5-25 kN loads with a dynamic stroke of up to 50mm. The
frequency of the loading as well as the preset loading and deformation of the samples is
monitored via an attached computer. During startup the MTS machine’s stroke is
matched to the computer’s control signal, during testing the signals converge within 30
seconds which is accounted for by a later acquisition time by the camera.
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The setups for cyclic loading consisted of mounting the bearing cages on the MTS
machine platform and applying an appropriate cyclic load with the area of interest. The
samples were first mounted in the 9’oclock position for the testing of the calibration
factor for use in equation (3.4). The mounting platform for the MTS machine itself has
a very low amount of traction to the bearing cage, in order to counter this effect, soft
clay was fixed to the sides of the bearing cage, away from the region of interest as not
to affect the stressed area of the cage. Cyclic loads of 10 and 15 Hz were tried initially
to determine effects of changing the frequency on the sample response, 10 Hz was
chosen noting the ability to capture more frames in between the cycles and decrease
signal attenuation due to possible coating thickness effects. A picture of this setup is
found in Figure (7)
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Figure 8 ) Experimental Setup with MTS machine and cooled camera

3.4 FEA Simulation
FEA simulations were compiled with commercial Ansys™ under two different
scenarios, one with the weld in the 6 o’clock position which examined the stresses
around the weld, the second simulation positioned the weld at 9 o’clock which was used
later in the calculation of the calibration factor. The mesh for the bearing housing
Figure(8) was made using p-type tetrahedral elements, refined at the areas near the
regions of interest and irregular geometries near the weld and flange edges to more
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accurately show the stress clusters and their magnitude. The FEA simulations carried
out at multiple loads 50, 100 and 150 lbf showed a linear relationship between the load
and stress values around the cage.
A convergence study for the Ansys™ simulation would aid in improving the
results from the FEA simulation. This would be accomplished by looking for a
decreasing change in the numerical values associated with the elements of the
simulation data as outlined in detail by Liu (2003) which implied by use of a polynomial
equation that as the element size is decreased by one half, the displacement values
would be lessened by a factor of one quarter at convergence.

Figure 9 Ansys™ Meshing Scheme
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Figure 10 FEA stress distribution across weld seam

3.5 Experimental Setup
The infrared imager was setup on a tripod next to the bearing housing mounted
on the MTS machine. The bearing housing provided some physical limitations to the
field of view, typically, flat samples are used in a MTS machine which allows for the
camera lens to be placed within 1-2 cm from the sample, however, due to the circular
form, small size and the need to image on the inner wall of the bearing cage, it was
necessary to angle the camera downwards and at a greater distance (4cm). This meant
that the minimum resolution the camera could achieve was .05mm, slightly greater than
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the minimum mesh size of the FEA results (.025mm). Additionally, the irregular
geometry only allowed for focus on a thin strip of the bearing housing, this was
accounted for by ensuring the focus was between the edges of the flange.
3.6 Captures
Captures were taken from the imager in 30 second intervals to observe possible
non adiabatic conditions as well as the loaded and unloaded thermal images, new
samples were exchanged for each set of tests for post measurement. The images were
then observed placing regions of interest over the most stressed regions and checked
for adiabaticity Figure (10).

Figure 11 ROI used for checking adiabaticity
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Figure 12 checking for adiabaticity over Region of Interest 0 (ROI) in Figure (10)
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Figure 13 Checking for frequency of temperature vs loading frequency

The regions of interest took measurements of averaged thermal signals and were
plotted over the entire duration of the capture, if non adiabatic conditions occurred, the
likely response would be an increase in overall temperature near the areas being
worked irreversibly and additionally a clear difference between the response of the
temperature and the loading frequency (10Hz) Figure (13). Additionally, this allowed for
the frame numbers of the stress peaks to be noted and used later in processing. The
images were divided into two categories, at rest, and under excitation Figure (14)

Figure 14 (a), object under load, (b) object at rest, coloring scheme: yellow hot to black cold

The object as expected comes to an equilibrium state as the objects in tension pull in
heat from their surroundings; the resulting equilibrium state is a warmer object around
areas of previous tension at a rest state.
3.7 Processing
Results were first imported to Microsoft Excel via exporting the temperature grid
of the thermal image. However, for more in depth analysis, Matlab™ was used for the
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kernel processing and location of the maximum stress location. The thermal grid was
exported to a Matlab ™ readable format, comma delimited (.csv), this allowed for
processing of the individual frames and locating the regions of maximum stress.
The processing of the individual frames was done through exporting the entire
thermal image, as not to exclude areas of potentially higher stress outside a single
region of interest drawn onto the thermal image. The images were divided into two
categories, the image when the sample was at rest, and the image in its loaded state.
Thermal images were first imported into Matlab™, image subtraction was used to
determine the temperature change between different positions on the cage. Kernel
processing was performed to help eliminate noise from the image, 9x9 kernels were
used to average the signal across each individual pixel. The resulting temperature
changes were then changed into changes in the resulting stress with equation (1) for
each load case. The two cases with the weld in the 6 o’clock position and 9 o’clock
position were then available for calibration and analysis later.
Though it would be possible to find a correlation factor using a more traditional
method such as a strain gauge, some factors weighed against using the bearing housing
at 6 o’clock for calibration. First, the bearing housing did not have any areas suitable for
a strain gauge to be attached. Additionally, the microscopic lens had a very small field
of view, even if a strain gauge was attached, it would be a stress averaged over a large
area of the viewing area with a hard to determine area of sampling. This left few
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options without a strain gauge, the FEA simulation with the weld at 6 o’clock provided
significant data off of the weld, but the exact location of those stresses in the
experimental data was hard to determine, the stress values in FEA were mapped in 3d
coordinate, but experimental data is rarely as precise without a stereo vision type setup,
with this in mind an alternative setup using a different loading condition with FEA and
the same cage in the 6 o’clock position is proposed.
To calibrate the correlation factor in equation (3.4) the simple case from FEA
simulation was first computed earlier and the experimental data was available for
correlation. The area of maximum stress was found in the bearing cage experimental
data through a search function in the Matlab™ program, the program additionally marks
the area of maximum stress on a compiled image from the temperature map to confirm
its position near the housing edge, as well as giving the stresses around the resulting
area of maximum stress for confirmation that the point is not an outlier in the thermal
image. The resulting maximum stress is then compared to the FEA computed stress and
a correlation factor can easily be applied to equation (3.4). This allows for the use of the
correlation factor later on in the case of the weld at 6 o’clock without the use of a strain
gauge or problems with determining the location of a lesser stress value away from the
weld.
After processing, showing a stress map in three dimensions becomes possible
with the stress on the z-axis and the individual pixels present on the x and y axis. The
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maximum stress after processing can be located again by searching through the map.
The code was designed to first output the values of the stresses around the point of
maximum stress, including the point. Secondly, an image was compiled from the
temperature map which included the actual marked position of the maximum stress,
which could be used in the study of the area outside the weld Figure (15).

Figure 15 Stress map, 10-80lbf weld at 6pm
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Figure 16 Subtracted temperature map, crosshairs marking point of maximum stress on bearing cage

Figure 17 weld position 9pm 10-100 lbf load
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Figure 18 Crosshairs from subtracted image on 10-100 lbf load weld position 9pm

This process was repeated for two cases, one focusing on the inner edge of the
flange, the second focusing on the inner wall. The resulting stress images showed the
stress increasing up to the weld area, the weld itself appeared to reduce the stress at its
location, but the results from simulation showed a sharper increase in stress. This was
one probable outcome as the heat affected zone in mild steel is expectedly small
through the joining process. The results were limited most likely by the resolution of
the camera, as the bearings were known to fail continually at the weld seam Figure (19).
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Figure 19 breaking of bearing cage under higher loads 10-140lbf

With the data processed, in both the weld seam positioned at both the 6pm and
9pm locations, application of a correlation factor becomes possible, first applying in the
9pm case for a close fit via a trendline added to the experimental data, then taking the
results for application in the case of a weld seam at 6pm orientation Figures(20,21). The
stress resolution corresponds to the value of the noise equivalent temperature
difference of the camera of .025K which translates into ~25 MPa.
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Figure 20 weld positioned at 9pm CF found for later use
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Chapter IV
4 Conclusions

The goal of this project was to use thermoelasticity as a complimentary method
to FEA results obtained for a small bearing cage. FEA results were first completed for
bearing cages in different orientations under varying loads assuming a linear
relationship between stress and applied load. Experimental data was then collected
with the use of a thermal camera and used in thermoelasticity calculations focusing on
the rest and excited frames of the loading cycle. The camera was corrected for
uniformity and a correct response for the radiation counts vs temperature was found
through a direct calibration method. A new calibration method was implemented for
the thermoelastic response due to the lack of a strain gauge in the current setup which
would ordinarily provide the reference signal for the thermoelastic response. After data
was collected for a simple case, an averaging scheme was employed to reduce noise
across the image and initial 3D stress maps could then be generated to spot and extract
initial thermoelastic response data for calibration. Stress maps now with corrected
thermoelastic constant could now be generated with the more complicated geometry of
the weld in the image plane with a stress resolution corresponding of ~25 MPa for each
of the 20 lbf loading increments.
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After collecting and processing data however, it was seen that the thermoelastic
data and FEA data were in good agreement except for the actual weld seam area at the
6pm weld seam orientation. This could likely be due to a difference in resolution
between the camera which has a resolution of .05 mm2 vs. the FEA minimum

resolution near the weld of .025 mm2 , or due to some of the geometry in the FEA

simulation model used, there is some increase in the stress levels near the weld area,
but not of the same magnitude that the FEA model shows which may indicate a much
smaller more concentrated stress area. Additionally, on close observation of the FEA
mesh, it was noted that the meshing scheme was sufficient for spotting the presence of
the stress cluster at the weld seam, for closer study however, a finer mesh would likely
be a better candidate for showing the exact size of the stress clusters at the weld area.
Future work includes improving the system responsivity and spatial resolution as well as
testing the FEA model in a convergence study and using the thermoelastic response to
extract the thermoelastic constant coupled with strain gauges or FEA simulation data.
4.1 Future Work
A closer observation on the FEA simulation is needed to help confirm results in
the experimental setup. Additionally, the image needs an increased resolution to be
able to offer a compliment to the FEA model, the introduction of a greater magnification
lens would assist in this regard. Also, though this process is relatively simple for a single
sample, the process of extracting and processing frames is extremely time consuming, it
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may be possible to incorporate a more efficient file reader and processor to extract the
data in a turnkey operation rather than a manual process.
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