Abstract-An auditory perception model for noise-robust speech feature extraction is presented. The model assumes continuous-time filtering and rectification, amenable to real-time, low-power analog VLSI implementation. A 3mmx3mm CMOS chip in 0.5pm CMOS technology implements the general form of the model with digitally programmable filter parameters. Experiments on the TI-DIGIT database demonstrate consistent robustness of the new features to noise of various statistics, yielding significant improvements in digit recognition accuracy over models identically trained using Mel-scale frequency cepstral coefficient (MFCC) features.
INTRODUCTION
Despite the success of speech recognition systems for clean speech in controlled environments, their performance degrades severely when they are subjected to noise in natural environments [I] . One remedy to this problem has been to reduce the mismatch by training or retraining the recognition system under noisy conditions representative of the application environment. Elaborate techniques to reduce this mismatch have been proposed in the literature [21, [3] . Rather than attempting to model exact physiological detail, our goal in silicon implementation of auditory perception for robust speech recognition is to focus on effective signal processing in the human ear. A simple model abstraction of the auditory system is proposed, that leads to efficient implementation in analog VLSI while offering sufficient flexibility in tuning recognition performance by adjusting system parameters in the architecture. The architecture comprises analog continuous-time filters with digitally programmable coefficients, integrated on a single VLSI chip.
Section I1 introduces the auditory perception model, and its architecture. Analog circuit implementation of the front end of the model is described and characterized in Section 111. Section IV presents results from speech recognition experiments using the model, and Section V provides concluding remarks, discussions and future directions.
AUDITORY PERCEPTION MODEL
The key to noise robustness in auditory perception is a scheme to filter out noise while retaining components of the Figure 1 .
The pre-emphasis stage is based on the observation that the human ear is insensitive to signals of frequency lower than [IO] . The frequency response of the filterbank is shown in Figure 2 .
Full wave rectification extracts amplitude magnitude envelope information in each frequency band, modeling the response of hair cells transduction in the human auditory system. The rectified output is lowpass filtered with a cutoff frequency at 1 kHz.
Two versions of the compression stage are considered in the model, shown in Figure I : one linear, and one with an additional log static non-linearity prior to the bandpass filtering. The log compression sewes a purpose similar to that in MFCC, providing outputs that are less sensitive to spectral 0-7803-8359-1/04/%20.00 02004 IEEE shaping due to the acoustics of the environment (reverberation, resonances etc.)
The absence of log compression in the linear version further simplifies the implementation in Figure I The resulting model is similar to RASTA processing of speech [6] , in that it performs critical band analysis followed by low-frequency bandpass filtering. RASTA includes log static compression of the amplitude spectra prior to bandpass filtering. Hence, the noise robustness of the log-compressed version of the present model can be expected to be comparable to that of RASTA. However, the linear version is easier to implement in VLSI, and gives comparable results as shown in the experiments section below. 
ANALOG VLSI IMPLEMENTATION
To illustrate the feasibility of implementing the model in massively parallel VLSI hardware, a general-purpose analog front-end chip is presented.
The 0.5fim CMOS chip contains 32 programmable analog continuous-time filter channels, which can be configured in parallel or cascade filterbank topologies. Each channel includes two bandpass or lowpass second-order filters, a fullwave rectifier, and a first-order lowpass filter. Hence it offers the full functionality of the simplified linear model of Figure 1 (b) . The center frequency, bandwidth and gain of all filters are individually digitally programmable. As in [ 1 I], Level-crossing event detection is also provided to implement other auditory front-end models, e.g., [51.
Advantages of the analog implementation include high integration density and low power consumption in comparison with digital implementation, and the continuous-time signal representation which avoids the need to sample and dealias the speech signal. Continuous-time analog filters are conveniently implemented using transconductance amplifiers and capacitors, and achieve higher energetic efficiency than switched-capacitor filters which require excess bandwidth and thus higher power in the amplifiers.
A fully differential signal representation is adopted in the implementation, carrying the signal along with its complement throughout all stages of the architecture. While the fully differential signal format implies a doubling of circuit complexity in the implementation, it offers several advantages in maintaining high precision over single-ended implementation: doubling of the signal-to-noise ratio (SNR); high immunity to power supply noise; and elimination of all even-order distortion products (harmonics). The differential signal representation provides for elegant implementation of the full-wave rectifier, using a single comparator and a cross-bar switch that either passes or inverts the polarity of the differential signal.
Although not implemented on the present chip, logarithmic compression in the model variant of Figure I (a) can be accomplished by linear OTA voltage-to-current conversion, followed by logarithmic current-to-voltage conversion on a diode, or a diode connected bipolar junction transistor or subthreshold MOS transistor.
The photomicrograph of the fabricated front-end processor is shown in Figure 4 . The chip measures 3mm x 3mm in 0.5 p n CMOS technology. Table I summarizes the specification and measured performance figures of a single OTA. The frequency response of second-order bandpass filters programmed at different center frequencies is shown in Figure 5 .
Further details on circuits, measurements and characterization are presented in [12].
Iv. RECOGNITION EXPERIMENTS WITH AUDITORY
PERCEPTION MODEL To compare the recognition performance of the proposed auditory perception model with that obtained using MFCC features, we chose as benchmark the standard TI-DIGIT isolated digit recognition dataset, with a vocabulary size of 11 (zero to nine plus '0'). During recognition, the acoustic signal from the TI-DIGIT was subjected to additive noise from the NOISEX database, described further below. Parameters of the simulated auditory model are as follows. The quality factor of the second stage bandpass filters is Q = 4, and that of the compression stage Q = 0.7. Without loss of generality it has been assumed that the input signal is rescaled such that 5[n] 5 1, Vn. After all stages of auditory front-end processing, the resulting data were down sampled to I 0 0 Hz rate, and DCT (discrete cosine transfer) was applied. Only the first 12 DCT features are retained to reduce the feature dimension.
For comparison, MFCC features were generated by applying a Hamming window of size 25 ms and overlap 15 ms to the same pre-emphasized 24-channel Mel-scale filterbank. The cepstral features were obtained from DCT of log-energy over the 24 frequency channels. Figure 6 shows a sample comparison between auditory features and corresponding MFCC features for digit five obtained before DCT operation, at different SNR levels. The degradation of spectral features for MFCC in the presence of white noise is evident, whereas auditory features prevail at As in [13] , the training set contained two utterances of isolated digits each from 35 male speakers comprising a total of 770 utterances, and the test set contained isolated digits from 20 other male speakers for a total of 440 utterances. A recognition system was developed using the Hidden Markov Toolkit HTK, implementing a 14-state left-to-right transition model for each digit where the probability distribution on each state was modeled as a four-mixture Gaussian. Noise samples for the experiments were obtained from the N O I S E X database and were added to clean speech to obtain test data. We considered four types of noise common in application The following can be inferred from the tabulated results: I ) For clean speech the performance of MFCC and auditory systems are comparable. For contaminated speech, the auditory models show superior performance for all noise types at all SNR levels, but one entry in the table (log auditory at 20 dB SNR).
2) For all noise types at low noise level (30 dB SNR), the auditory models do not degrade in performance.
3) For car noise, the auditory models maintain constant performance down to I O dB SNR level. 4) For white noise and factory noise, auditory features demonstrate significantly better performance than MFCC. The improvement is most significant with the logarithmic auditory features. 5 ) For babble noise. improvements by the auditory features are least significant, but still noticeable. Since babble is essentially speech, further advances would require a means to separate multiple speech components in the signal, e.g., using 1141. For other types of noise that overlap minimally with the spectral and temporal structure of speech, the improvements are significant. A higher level of noise robustness (down to 0 dB SNR), at the expense of a higher complexity in implementation, can be achieved using features obtained by growth transformation in reproducing kernel Hilbert space 1131.
V. CONCLUSIONS
A functionally simple, auditory perception model for noiserobust speech recognition was presented. The model maps directly onto parallel VLSI hardware using analog continuoustime filters, for efficient low-power and real-time implementation. To illustrate the filter characteristics achievable from such analog implementation, a prototype CMOS chip was fabricated and analyzed experimentally. Simulations of the model using HMM recognizers trained on the TI-DIGIT database demonstrated the robustness of the auditory features to noise of different statistics, significantly outperforming MFCC features at elevated noise levels, down to 10 dB SNR.
