Despite impressive improvement in the next-generation sequencing technology, reliable detection of indels is still a difficult endeavour. Recognition of true indels is of prime importance in many applications, such as, personalized health care, disease genomics, population genetics etc. Recently, advanced machine learning techniques have been successfully applied to classification problems with large-scale data. In this paper, we present SICaRiO, a gradient boosting classifier for reliable detection of true indels, trained with goldstandard dataset from genome-in-a-bottle (GIAB) consortium. Our filtering scheme significantly improves the performance of each variant calling pipeline used in GIAB and beyond. SICaRiO uses genomic features which can be computed from publicly available resources, hence, we can apply it on any indel callsets not having sequencing pipeline-specific information (e.g., read depth). This study also sheds lights on prior genomic contexts responsible for indel calling error made by sequencing platforms. We have compared prediction difficulty for three indel categories over different sequencing pipelines. We have also ranked genomic features according to their predictivity in determining false indel calls.
Introduction
Reliable detection of short genomic insertion or deletion (Indel) still remains challenging for standard alignment-based variant calling methods (Wala et al. 2018) . Indel detection has recently attained more focus from research community due to the advancement of nextgeneration sequencing (NGS) technologies. Short indels are genomic variants defined by insertion or deletion of one or more base pairs (defined as <50bp in (Alkan et al. 2011) ) at a particular locus within the DNA. Although rarer than SNPs (Single Nucleotide Polymorphisms), they comprised 16% to 25% of all genetic variations, the second most abundant form of polymorphism (Mills et al. 2006; Mullaney et al. 2010 ).
Several genetic disorders are linked to deleterious indels such as cystic fibrosis, fragile X syndrome, trinucleotide repeat disorders, Mendelian disorders and Bloom syndrome (Kanehisa et al. 2015) and NGS has become the standard tool for disease variant discovery (Koboldt et al. 2013; Wang et al. 2013 ). Short indels are also assumed to cause some cancers, e.g., acute myeloid leukaemia, and lung cancer. Besides, indels can also modify promoter structures and affect gene expressions (Cheung and Spielman 2009) . Indels are also used as genetic markers for populations (Vali et al. 2008 ). Due to their importance in population genetics and clinical genomics, accurate indel detection is of prime importance; more so in the case of germline denovo and somatic mutations which are rare but mostly account for aberrant genomic alterations.
NGS technologies (Quail et al. 2012 ) have continued to mature, become cheaper and are gradually getting adopted into clinical applications. Accuracy of SNP detection has reached at the level of 99 th percentile 1 . However, indel detection accuracy is not at the par, despite the advent of a large number of indel calling tools (Hasan et al. 2015) . Highly used indel callers have an accuracy around 60% over whole genome (containing both high confidence and nonhigh confidence regions) (Cornish and Guda 2015; Hasan et al. 2015) , which is in fact validated in this work. Performance studies over only high-confidence regions (regions for which we have a complete map of indels) report high precision. For example, on PrecisionFDA truth challenge 1 , DeepVariant (Poplin et al. 2018 ) reports a precision greater than 99% for indels only from high-confidence regions. When measured over whole genome, its precision drops to 63%. When we have taken concordance among multiple callers into account, performance drops even further. Indel calling error depends on sequencing platform characteristics, aligner and caller attributes as well as genomic context of the region (high vs. non-high confidence regions as mentioned in (Zook et al. 2016) . Variant calling pipelines differ among their employed techniques and error landscapes. The techniques for one platform are hard to adapt across other platforms. The exact model of error distribution is also unknown (Poplin et al. 2018 ).
Over the years, lots of indel detection tools have appeared in the arena of NGS technologies. A comprehensive survey is out of the scope of this paper. Among the mainstreams, there are Samtools (Li 2011) , GATK (McKenna et al. 2010a) , Pindel (Ye et al. 2009 ), SOAPIndel (Li et al. 2013) , VarScan (Koboldt et al. 2009 ), SplazerS (Emde et al. 2012) , Dindel (Albers et al. 2011 ), SVM-M (Yang et al. 2016) , IndelSeek (Au et al. 2017) , Gindel (Chu et al. 2014) , Sclapel (Fang et al. 2016) , VarDict (Lai et al. 2016) , LoFreq (Wilm et al. 2012 ) and more. A performance evaluation for some of them can be found in (Sandmann et al. 2017 ). All of them take aligned sequencing reads and make indel calls. To improve accuracy, ensemble of different methods has also been employed, e.g., HugeSeq [25] and BaySiC [26] . Data-centric approaches have also been explored, such as, SVM2 (Chiara et al. 2012) , ForestSV (Michaelson and Sebat 2012) , (Hwang et al. 2014) and Platypus (Rimmer et al. 2014) . To address more difficult scenarios (e.g., de-novo and somatic indels) there exist tools like DeNovoGear (Ramu et al. 2013 ), SomaticSeq (Fang et al. 2015) , and DNMFilter (Liu et al. 2014 ) among others. To validate these tools, projects have been launched to establish gold-standard datasets, e.g., Genome in a bottle (Zook et al. 2016 (Zook et al. , 2014 (Zook et al. , 2018 as well as SVclassify (Parikh et al. 2016) .
Recently deep learning techniques have made their way into genomic data analysis (Telenti et al. 2018; Zou et al. 2019) , particularly in variant calling, for both short-read data (Illumina, Complete Genomics), e.g., DeepVariant (Poplin et al. 2018) , GARFIELD-NGS (Ravasio et al. 2018 ) and long-read data (Pacific Bioscience, Oxford Nanopore), e.g., Clairvoyante (Luo et al. 2019) .
In this paper, we have shown that, training of machine learning-based variant filters with the gold-standard datasets, using genomic contexts improves the performance of indel callers while retaining high sensitivity. Most, if not all, indel-callers (including above mentioned ones) rely on actual platform specific sequence reads which might be unavailable for large public datasets, e.g., exome aggregation consortium (ExAC) (Lek et al. 2016 ) and haplotype reference consortium (HRC) (McCarthy et al. 2015) . Our filter can post-prune potential false indel calls to deliver a more reliable variant set.
Our specific contributions in this paper are summarized below:
1. We have developed a machine learning-based probabilistic filtering scheme to reliably identify false short indel calls. This improves state-of-the-art indel detection performance significantly, particularly when we consider whole-genome callsets (including non-high confidence regions or NHCR). We plan to make SICaRiO publicly available which can be trained and seamlessly integrated with any variant calling pipeline. For now, we will provide the tool and annotation data on request.
2. We have demonstrated that genomic contexts capture important prior information useful for reliable indel detection. To the best of our knowledge, no indel callers currently use this kind of features, e.g., GERP scores (Davydov et al. 2010) , local DNA structures etc. We have also ranked genomic features according to their predictivity in determining false indel calls.
3. We have shown that different sequencing platforms make analogous calling mistakes albeit with different degree of similarity. This enables us to apply models trained with the callset generated from one platform over the callset generated from another platform. We have further estimated the performance for this cross-platform scenario.
Results

Performance Improvement After Variant Filtering
We have demonstrated the performance of our scheme by comparing the precisions before and after applying the variant filter. In Figure 1 , we have shown precision improvement of five different variant calling pipelines (each consisting a combination of sequenced base caller, read aligner and variant caller) over three different indel categories (see Supplementary Table 3 ). We have also evaluated all indels together, when our training and test data contain all variant categories.
For aperiodic indels, before applying the filter, the maximum base precision of 70.3% is achieved by Complete Genomics (Peters et al. 2012 Since, AUC is a measure of ability to discriminate true and false indel calls, our filtering scheme can be used as an effective classifier. Supplementary Table 7 corroborates this assumption as we can see good F1 scores (harmonic mean of precision and recall) over a range of threshold.
We have used 0.5 as our threshold score which gives the highest F1 score (0.91). We can adjust the threshold according to our preference of precision and recall.
Cross-platform Performance
Our platform-specific filtering scheme can be extended to the cross-platform scenario as well.
We have trained nine different models from training callsets generated from nine different platforms (see Figure 4) . We have evaluated each of these trained models over nine different test callsets generated from the same nine platforms. The resulting matrix is shown as a heatmap in Figure 4 . Our first observation is that a model trained from a callset generated from a platform does not always perform the best on the test callset generated from the same platform. For example, the model trained using callset generated by 10x_Genomics achieves 83% precision over the test callset generated by 10x_Genomics, whereas for the same test callset, model trained from data generated by Illumina (long read) with GATK achieves 86% precision.
On the contrary, the best precision (85%) over Complete Genomics test callset is achieved by the model trained with Complete Genomics training callset.
Our second observation is that there are platforms whose generated callsets are hard to predict unless the model is trained with callsets generated from similar platform, e.g., Illumina (mate pair) with FreeBayes caller. On the other hand, there are platforms, whose generated callsets can be used to train models that can perform well over callsets produced from diverse platforms, e.g., Illumina (long read) with FreeBayes caller. So, these universal filters show the promise to be used in case we don't have information about the data generating platform. An interesting observation is that if the train and test callsets share a common variant caller, e.g. FreeBayes,
GATK, the corresponding model is likely to perform well. The greenish rectangle at the bottomleft corner of the matrix is created due to FreeBayes. Our cross-platform study demonstrates that using filter trained from any model will improve precision. Although some models will perform better than others, it is always better to use a filter than no filter.
Feature Importance
We have grouped our selected genomic features used for classification into 10 feature groups according to their categorical similarities. XGBoost provides a score for each feature which indicates how useful the feature has been in the construction of the boosted decision trees within the model. By dividing each score with the maximum score, we have defined a measure named relative importance. For each group, we have calculated mean and standard deviation of the relative importance from the individual relative importance of member features (see Figure   5 ). Due to the proliferation of next-generation sequencing, we have large repositories of indel calls at our disposals. With a few exceptions, these datasets do not come with detailed publicly available sequencing read information. To extract reliable indel calls from these large-scale data, our sequencing-read-independent filter should be advantageous. Our selected features can be computed from publicly available genome annotations.
Since, we are more interested in filtering false positives from called indels rather than identification of every rare indel call, we have reported precision as our primary performance measurement. However, our training algorithm minimize a loss function for binary logistic regression which does not prioritize precision in any way. We have provided all standard classification performance measures, i.e., recall, F1-score and area under precision-recall curve where appropriate. We have demonstrated that our filtering scheme has done well in all criteria; We have demonstrated the efficacy of GERP scores in recognition of true indel calls. Figure 6 shows a histogram of 1bp downstream GERP score for both true and false indel calls. Indel calls around the region with neutral GERP scores exhibit a strong bias for false indel calls. One possible explanation of this phenomenon is that regions under no selective pressure can easily accumulate repetitive elements (e.g., homopolymer, tandem repeats). Sequencing of these regions are inherently difficult and error-prone.
Our training and validation data consist of gold-standard indel calls from both high and nonhigh confidence region (NHCR). Since we do not have a complete map of NHCR indels for gold-standard samples, most of the performance evaluation tasks reported in the literature have been conducted using only indels from high confidence regions (e.g., PrecisionFDA truth challenge 5 ). In our opinion, this approach has two drawbacks. First, density of false indels calls are much higher (10% of the genome harbours greater than 50% of false indel calls) in NHCR, despite the fact that a fraction of these NHCR indel calls (in our estimate around 3%, see Supplementary Table 9 ) is expected to be true. Second, for a new sample we do not know exactly which portions of the genome are high confidence regions. Thus, discarding NHCR indel calls beforehand is not a feasible option. We argue that the inclusion of NHCR indel calls in our training set improves our model's capability of false indel call detection without putting us in any advantageous situation with respect to precision, our principal performance metric.
Rather our reported precision can be seen as an underestimation of true precision (which could be calculated if we would know the complete NHCR indel map), since our training set is more biased towards type II error (from the viewpoint of statistical hypothesis testing) or false negative (missing true indel calls).
We have observed that the performance of our classifier is consistently better in the context of different train-test sample than in the context of same sample train-test splits. We hypothesize that in case of a different train-test samples, a set of indel calls are common in both samples. In actual scenario, we are most likely to apply the classifier across samples and get that additional performance boost.
One of the current tides in genomic data analysis and in the broader area of machine learning is the extensive application of deep neural network architecture. We have previously mentioned
DeepVariant which shows promising results for variant calling. The biggest downside of deep architectures is the difficulty of model interpretation within the black-box, although researchers are actively working on this issue (Shrikumar et al. 2017) . Unlike other areas, interpretability is very important in biology, as this lay the foundation of the broader understanding about living systems. Another downside is the existence of adversarial examples, a sample with marginal noise which will be disproportionately misclassified by the model. Requirement of large training data (with no clearly reliable techniques for genomic data augmentation), high-end GPU platform, complicated hyperparameter tuning add up to the complexity. In our context, our use of gradient tree boosting directly gives feature importance. Moreover, our annotation data is mostly static (as we don't use read data and model particular error pattern) and will not vary with more samples. Rather, more training data will saturate our understanding about unreliable genomic contexts corresponding to a particular sequencing platform.
A potential limitation of our filter is that it may have less sensitivity towards rare or de-novo variants. Discrimination between a sequencing error and a rare variant is an inherently complicated task and our filter also suffers in this context, more so since we don't use sequencing reads. However, at a bare minimum, it can provide a prior probability of being a true indel to be used with other evidences for a hard to validate indel.
Methods
We have formalized the identification of false indel calls as a supervised binary classification problem. Our basic assumption is that the genomic context of a true indel callset and that of a false indel callset differs from each other. Decision tree is an effective model for classification problems. Ensembles of decision trees are some of the most powerful off-the-shelf classifiers available to data analysts (Friedman et al. 2000) . We have particularly used XGBoost (Chen and Guestrin 2016) , an implementation of decision tree-based gradient boosting classifier.
XGBoost provides a verdict on being a true indel as well as an estimate of uncertainty with a probability score. For training and testing, we have used genome in a bottle (GIAB) data set.
To train a binary classifier we need instances from both classes, i.e., true and false indel calls, annotated with relevant genomic contexts captured within a feature matrix. Our positive instances have come from the indel callset generated by the corresponding platform and supported by GIAB high-quality gold standard dataset. The generated indel callset not present in the gold standard dataset are our negative instances for corresponding platform. We have annotated both positive and negative instances using publicly available genomic features, not related to any specific platform or caller or population.
Dataset
We have used both platform-specific indel calls and the gold-standard indel calls from GIAB (Genome-in-a-bottle) consortium. In our primary evaluation, for training purposes we have used indel callsets of three samples, i.e., HG003, HG004 and HG005, generated from five different sequencing pipelines (see Figure 1) . For some platforms, indel callset of only one training sample (HG001) is available which we have used to evaluate them (see Supplementary   Table 4) . For testing purposes, we have always used sample HG002, as this was sequenced by each platform. To assess the effect of the sample size over performance, for training purposes we have added indel callsets from four samples generated from Complete Genomics, namely, HG005, HG004, HG003 and HG001, in the given order. For annotation purposes, we have used
RepeatMasker (Tempel 2012) for identifying various repeat regions, e.g., tandem, interspersed etc.. To measure the level of conservation, we have used GERP scores (Davydov et al. 2010 ).
All DNA sequence contexts are calculated with hg19 reference genome (Rosenbloom et al. 2015) .
Feature Selection
Extracting representative features is a crucial step for building any machine learning classifier.
Here the goal is to select features which are relevant predictors for sample class, e.g., true vs false calls. We have tried a number of genome annotations as well as their combinations to find a good set of platform-independent genomic features. We have not used any platform or population specific features, such as, read depth, quality, alignment, allele frequency, genotype calls, etc. All of the features can be generated with publicly available genome sequences and annotations.
We have found that functional features, e.g., gene annotation from GENCODE (Harrow et al. 2012 ), open chromatin, binding sites, histone modification etc. from ENCODE (Bernstein et al. 2012 ) are less indicative of indel calling accuracy; instead physical properties (Thomas Abeel 2011), nucleotide composition (distribution of monomer, dimer and trimer), level of conservation (GERP scores) (Davydov et al. 2010 ) and repeat structure of the indel and its surrounding DNA are more suggestive. We have calculated these features for four corresponding contexts of different scales, namely, ±5bp, ±10bp, ±50bp and ±100bp. In total, we have kept 219 features which are found to discriminate true indels from false ones.
The Model
Boosting is an ensemble technique in machine learning that combines several weak learners to build a strong learner (Friedman et al. 2000) . We can formulate boosting using a general class of mathematical model, i.e., the adaptive basis function model. Here, for a given dataset , a target function ( ) is expressed as a linear combination of basis functions as in the following equation:
Here, ( ) is the th basis function, i.e., weak learner/classifier, and is the assigned weight of ( ) in decision making. In gradient tree boosting, each ( ) is a decision tree classifier.
Behind most supervised learning algorithm, the assumption is that optimal model parameters will minimize the risk of misclassification. True risk of misclassification is approximated through the introduction of some specified per-sample loss function ℓ , ( ) for the th sample, where is the true class label. A general stage-wise boosting algorithm defines a recursive relation between the ensemble learner from stage and − 1 for the th sample as follows:
Learning ( , ) can be cast as an optimization problem which tries to minimize the risk according to following equation:
Gradient boosting splits this single step optimization into two parts. First it fits ( ) to a new quantity called pseudo-residuals where,
In fact, is the negative of the gradient of loss function for the th sample with respect to 
Sometimes, instead of Equation 1 we use the following recursive equation:
Here, is called a shrinkage factor which is used to slow down stage wise model building to avoid overfitting.
In our experiments, we have used XGBoost (Chen and Guestrin 2016) , an efficient, scalable, sparsity-aware, cache-oblivious, distributed implementation of gradient tree boosting. It also uses second-order Taylor series approximation of a regularized loss function for fast computation.
Decision tree-based learning models provide a natural framework for feature importance estimation. Gradient tree boosting extends the framework for an ensemble of decision trees.
Since the importance of each feature is calculated separately without being entangled with other features, we can sort the relative importance of features and provide a global ranking. At every non-leaf node of a decision tree, a feature with an appropriate value (splitting point) is selected which will reduce the node impurity (mixture of samples from different classes) maximally.
For each feature, the total weighted reduction across all the nodes represent its importance for corresponding decision tree. For an ensemble of trees, we can estimate the actual feature importance by averaging the feature importance from individual decision trees (Friedman 2001) . We have used the feature score provided by XGBoost (Friedman et al. 2000) to assess the relative importance of used features.
Performance Evaluation
The stakes associated with decision errors by classifiers are not always symmetric across possible class labels. Using our tool, later we have plan to build a repository of high quality indels enriched with true positives (TP). To achieve this, we have been more interested on the reduction of false positive (FP) calls than that of false negative (FN) calls. Thus, we have reported precision or positive predictive value (PPV) as our main performance metric which is defined as follows: = For every sequencing pipeline of a particular platform, an aligner and a variant caller mentioned in Supplementary Table 1 , we have calculated a base precision, intersection (using RTG tools (Cleary et al. 2015) ) between indel callset generated by the sequencing pipeline and the gold standard GIAB indel callset. We have applied our classifier in two different settings. First, the classifier is trained using the gold standard indel calls (all or only platform generated) from one sample and tested on the indel callset of another sample produced by that particular pipeline.
Unless otherwise specified, this is the default settings. Second, we have also performed traintest split using the pipeline generated indel callsets for each sample to discard the effect of common instances between the training and test samples. This was only done (c.f., the analysis of Figure 2 ) to understand the classifier performance under completely randomized and controlled scenario. But this is not likely to be an actual application scenario.
Tuning Hyperparameters
We have performed a grid search in the hyperparameters' space for the fine tuning of our classifier. Three most important hyperparameters are:
1. Number of trees: this is the number of boosting rounds.
2. Tree depth: the maximum number of conditions checking from the root to a leaf 3. Learning rates: shrinkage factor for a new tree Number of trees or boosting rounds for our gradient boosting machine is one of the most important predefined hyperparameters. Supplementary Figure 2 shows the effect of increasing number of trees over performance. Evidently, initial boosting rounds improve performance drastically whereas later rounds show performance saturation.
Other two significant hyperparameters are learning rate and tree depth. Supplementary Figure   3 explores their mutual effect over performance. Increasing tree depth generally boosts performance. But similar to number of trees, the performance increment saturates with increasing tree depth. Supplementary Figure 3 shows that influence of learning rates and tree depth on performance is intertwined. Low learning rates slow down the performance saturation.
So, attaining a high-performance mark becomes possible. Higher learning rates tend to saturate performance quickly.
Chosen values for our experiments are as follows, boosting round = 200, tree depth = 16 and learning rate = 0.25.
Conclusions
Our findings in this paper should help researchers to identify a more reliable set of indels. This study also sheds lights on the genomic contexts likely to be responsible for interesting mutation events. We have future plans to use our variant filter to extract more complicated class of variants, e.g., multi-allelic indels. This study should also help to elucidate mutation history. 
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