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THE λ-COSINE TRANSFORMS, DIFFERENTIAL
OPERATORS, AND FUNK TRANSFORMS ON
STIEFEL AND GRASSMANN MANIFOLDS
B. RUBIN
Abstract. We introduce a new family of invariant differential
operators associated with λ-cosine and Funk-Radon transforms on
Stiefel and Grassmann manifolds. These operators reduce the or-
der of the λ-cosine transforms and yield new inversion formulas.
Intermediate Funk-cosine transforms corresponding to integration
over matrices of lower rank are studied. The main tools are polar
decomposition and Fourier analysis on matrix space.
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1. Introduction
In the present paper we introduce new invariant differential operators
that can be used in the study of λ-cosine, λ-sine, and Funk transforms
on Stiefel and Grassmann manifolds. These operators are generaliza-
tions of polynomials of the Beltrami-Laplace operator in the inversion
2010 Mathematics Subject Classification. Primary 44A12; Secondary 47G10,
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formulas for the classical Funk transform on the unit sphere. We recall
that the λ-cosine transform of a function f on the unit sphere Sn−1 in
R
n is an integral operator of the form
(Cλf)(u) =
∫
Sn−1
f(v)|u · v|λ d∗v, u ∈ Sn−1, (1.1)
where integration is performed with respect to the rotation invariant
probability Haar measure. The name cosine transform for λ = 1 is due
to Lutwak [30, p. 385] and reflects the fact that |u · v| is the cosine
of the smallest angle between the straight lines along u and v. The
associated operator
(Ff)(u) =
∫
{v∈Sn−1:u·v=0}
f(v) duv (1.2)
is called the Funk transform or a spherical Radon transform of f . An
extensive bibliography related to operators (1.1), (1.2), their general-
izations, and applications can be found in [8, 34, 41].
In recent decades there is an increasing interest to analogues of (1.1)
and (1.2), when the lines along u and v are replaced by higher dimen-
sional linear subspaces. These generalizations lead to integral operators
that take functions on the Grassmannian Gn,m of m-dimensional lin-
ear subspaces of Rn to functions on the similar Grassmannian Gn,k.
In place of the Grassmannians, one can take their orthonormal bases
(or frames), which are elements of the Stiefel manifolds Vn,m and Vn,k,
respectively.
Historically the first publications related to higher rank generaliza-
tions of (1.1) and (1.2), were probably short articles by Petrov [37] and
Matheron [31], though close mathematical objects on matrix spaces
were studied before by G˚arding [9], Gindikin [11], and some other au-
thors, in particular, in multivariate statistics. The paper [37] deals with
inversion of Radon transforms on matrices and Grassmannians, while
[31] contains a famous injectivity conjecture for the higher rank cosine
transform with λ = 1. This conjecture was disproved by Goodey and
Howard [14, 15]. More information and further references can be found
in [3, 4, 10, 17, 33, 34, 35, 36, 40, 44, 49, 50].
A great deal has been written about Radon transforms on affine
Grassmann manifolds. This circle of problems lies beyond the scope of
the present paper. Information can be found in [12, 13, 19, 38, 43, 48].
Let us describe the contents of the paper and main results.
1. The following question was asked by Alesker [2]:
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Given a complex number λ, what differential operator D satisfies
D Cλ+2 = Cλ ? (1.3)
The answer is known for the unit sphere [41, p. 285], where D is a
polynomial of the Beltrami-Laplace operator and the reasoning relies
on the spherical harmonic technique. In the Grassmannian set-up,
when the lines along u and v in (1.1) are replaced by linear subspaces,
say ξ ∈ Gn,m and τ ∈ Gn,k, the question was studied by Alesker,
Gourevitch, and Sahi [4] for k = m. The authors used the tools of the
representation theory, in terms of which the operator D looks pretty
complicated.
In the present paper we consider arbitrary k and m and use an
equivalent language of Stiefel manifolds. This setting of the problem
yields a dual pair of λ-cosine transforms, Cλm,k and
∗
C λm,k, which coincide
when k = m; see (4.1), (4.2). For the dual transform
∗
C λm,k we obtain a
generalization of (1.3) having the form
Dℓ
∗
C
λ+2ℓ
m,k =
∗
C
λ
m,k; ℓ = 0, 1, 2, . . . . (1.4)
The operator Dℓ has a simple form; see Theorem 7.3. In the case of the
unit sphere, Dℓ boils down to the known polynomial of the Beltrami-
Laplace operator. We also obtain an analogue of (1.4) for the λ-sine
transforms; see (7.9).
Unlike [4], our method relies on the extension of orthonormal Stiefel
matrices by homogeneity onto the ambient space of real rectangular ma-
trices with subsequent implementation of the Fourier transform tech-
nique. This method was developed in [40] and used in [42] to prove
(1.3) on the unit sphere without spherical harmonics. An analogue of
(1.4) for Cλm,k (without “ ∗ ”) is still an open problem if k 6= m.
2. We also study analytic continuations of properly normalized λ-
cosine transforms, which include Stiefel analogues of the Funk trans-
form (1.2), as well as their intermediate modifications. We call them the
intermediate Funk-cosine transforms and denote F
(j)
m,k; j=0, 1, . . . , m−1.
In the case j = 0, the operator Fm,k ≡ F (0)m,k is a straightforward gen-
eralization of (1.2) and coincides with the latter if m = k = 1. All
these transforms can be written in Grassmannian terms and expressed
as convolutions with positive Radon measures. Convolutions (or dis-
tributions) of similar nature are well known in Analysis and deal with
integration over matrices of lower rank; see, e.g., [7, Chapter VII, Sec-
tion 2], [39, Section 4].
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Intermediate Funk-cosine transforms in the case k = m were con-
sidered by Cross [6], who defined them using the group representation
tools developed by O´lafsson and Pasquale [33]. Our approach, invok-
ing Stiefel manifolds and zeta integrals, is different in principle. It is
straightforward, has simple geometric and group-theoretic interpreta-
tion, and covers all admissible k andm; see formulas (5.1), (5.9), (5.11),
(5.13).
3. We apply (1.4) to inversion of the Funk transforms Fm,k and the
intermediate Funk-cosine transforms F
(j)
m,k; see Section 8. For the sake
of simplicity, the results are formulated in terms of the right O(m)-
invariant functions on the Stiefel manifold Vn,m, but the reader can
easily reformulate them in the Grassmannian language. We obtain
new local inversion formulas and some nonlocal formulas, the structure
of which depends on the parity of dimensions and agrees with known
results for the unit sphere [21, 41, 42]. Some cases, related to nonlocal
inversion formulas, remain open and need new ideas; see Section 9 for
the list of open problems that might be of interest.
It should be noted that nonlocal inversion formulas for the Funk
transform on Grassmannians are known in terms, which differ from
those in the present paper. Such formulas, invoking the Crofton symbol
and the kappa operator, can be found in [10] and are pretty involved.
An alternative approach in terms of G˚arding-Gindikin fractional inte-
grals was suggested in [17] for real Grassmannians and extended in [49]
to complex and quaternionic cases. Unlike these works, our goal in the
present paper is to find simple differential operators that agree with
elegant formulas by Helgason [21, p. 133] and our formulas in [42] for
the unit sphere.
Differential operators with determinantal power weights were studied
by Sahi and Zhang [44] in the general context of real, complex, and
quaternionic matrix spaces. These operators have common features
with Dℓ in (1.4), descend to Grassmannians, and can be used to obtain
local inversion formulas for the Funk transform. The method of [44]
heavily relies on the group representation technique and essentially
differs from ours. In contrast with [44], the core of our approach is the
classical Fourier analysis. It allows us to obtain not only local but also
some nonlocal inversion formulas and covers intermediate Funk-cosine
transforms, that were not considered in [44].
4. A distinctive feature of our paper in comparison with other re-
lated publications (see, e.g., [3, 4, 16, 24, 34, 44]) is that we think of
smooth functions on Stiefel (or Grassmann) manifolds not in terms of
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coordinate charts, but using homogeneous continuation of the relevant
orthonormal frames onto the space of rectangular matrices, where clas-
sical Calculus can be applied. This transition is performed with the
aid of the polar decomposition of matrices. As a result, it becomes
possible to write the desired differential operators in a simple analytic
form.
5. The above approach to the definition of smooth functions entails,
however, some extra work. Specifically, we need to show equivalence
of our definition and the classical one, as, e.g., in the Lie theory, and
carefully justify the C∞ → C∞ action of all operators under consider-
ation1. Information about differentiable structures on Stiefel or Grass-
mann manifolds and related diffeomorphisms is highly scattered and
presented in different sources from different points of view. For con-
venience of the reader, we have written an Appendix, in which this
auxiliary material is organized in a unified consistent form. Most of
the facts, except probably Lemma A.7, are well known; some of them
look folklorish.
In Sections 2-6 we introduce basic objects of our investigation and
study their properties (see Contents). The main results are presented
in Sections 7,8.
2. Preliminaries
2.1. Notation. Let Mn,m be the space of real matrices x = (xi,j) hav-
ing n rows and m columns. We associate Mn,m with the real space R
nm
of nm-tuples
(x1,1, . . . , xn,1, x1,2, . . . , xn,2, . . . , x1,m, . . . , xn,m);
dx =
∏n
i=1
∏m
j=1 dxi,j; x
′ is the transpose of x; |x|m = det(x′x)1/2; Im
is the identity m×m matrix; 0 stands for the zero entries. In the case
n ≥ m, we denote by M˜n,m the set of all matrices x ∈ Mn,m of rank m.
This set is an open subset of Mn,m in the standard topology of R
nm;
GL(n,R) = M˜n,n is the general linear group of R
n. We write
e1 = (1, 0, . . . , 0), e2 = (0, 1, . . . , 0), . . . , en = (0, . . . , 0, 1)
for the coordinate unit vectors in Rn.
The notation L1(M), C(M), C∞(M) for the function spaces of
Lebesgue integrable, continuous, and infinitely differentiable functions
onM is standard. It is assumed thatM is equipped with suitable struc-
ture. If a group H acts on M from the right, then L1(M)H , C(M)H ,
1Such a justification is sometimes skipped in [40], as “obvious”.
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and C∞(M)H denote the corresponding spaces of right H-invariant
functions.
We will be dealing with the compact Stiefel manifold Vn,m = {v ∈
Mn,m : v
′v = Im} of orthonormal m-frames in Rn and the Grassmann
manifold Gn,m of m-dimensional linear subspaces of R
n equipped with
the relevant Haar probability measures. Basic facts about these man-
ifolds are collected in Appendix. If v ∈ Vn,m, then {v} = span(v) ∈
Gn,m is a linear subspace spanned by v; v
⊥ ∈ Gn,n−m is a subspace per-
pendicular to v. If m = n, then Vn,n = O(n) is the group of orthogonal
transformations of Rn. If m = 1, then Vn,1 = S
n−1 is the unit sphere in
R
n.
The Fourier transform of a function ϕ ∈ L1(Mn,m) is defined by
ϕˆ(y) =
∫
Mn,m
etr(iy
′x)ϕ(x) dx, y ∈ Mn,m .
The corresponding Parseval equality has the form
(ϕˆ, ωˆ) = (2π)nm (ϕ, ω), (ϕ, ω) =
∫
Mn,m
ϕ(x)ω(x) dx. (2.1)
If ω belongs to the Schwartz space S(Mn,m) of rapidly decreasing smooth
functions and ϕ ∈ S ′(Mn,m) is a tempered distribution, the equality
(2.1) serves as a definition of the Fourier transform of ϕ.
The Cayley-Laplace operator ∆ on Mn,m is defined by
∆ = det(∂′∂), (2.2)
where ∂ is the n×mmatrix whose entries are partial derivatives ∂/∂xi,j .
In the Fourier transform terms, the action of ∆ represents a multipli-
cation by (−1)m|y|2m. It follows that ∆ is left O(n)-invariant and right
O(m)-invariant, that is,
∆ : f(ρx)→ (∆f)(ρx), f(xγ)→ (∆f)(xγ), (2.3)
for all ρ ∈ O(n), γ ∈ O(m), x ∈ Mn,m. These relations can be eas-
ily checked using the Fourier transform. More information about the
Cayley-Laplace operator can be found in [27, 39].
In the following, Symm ≃ Rm(m+1)/2 is the space of m × m real
symmetric matrices s = (si,j); ds =
∏
i≤j dsi,j; Ωm denotes the cone of
positive definite matrices in Symm. The Siegel gamma function of Ωm
is defined by
Γm(α)=
∫
Ωm
det(s)α−(m+1)/2e−tr(s) ds = πm(m−1)/4
m−1∏
j=0
Γ(α−j/2); (2.4)
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see [7, 9, 11, 47]. This integral is absolutely convergent if Reα >
(m− 1)/2 and extends a meromorphic function of α with the polar set
{(m− 1− j)/2 : j = 0, 1, 2, . . .}.
The abbreviation a.c. mean analytic continuation. Normalized prob-
ability measures will be usually denoted by d∗ followed by the variable
of integration. The letter c (sometimes with subscripts) is used for a
constant that can be different at each occurrence.
2.2. Zeta integrals. Suppose that n ≥ m ≥ 2 and denote
Zn,m(f, λ) =
∫
Mn,m
f(x)|x|λm dx, f ∈ S(Mn,m), λ ∈ C. (2.5)
This expression is called the zeta integral [23, 46] and represents a
meromorphic S ′-distribution.
Lemma 2.1. ( [45, 26], [39, Lemma 4.2]) The integral (2.5) is abso-
lutely convergent if Reλ > m−n− 1 and extends to Reλ ≤ m−n− 1
as a meromorphic function of λ with the only poles m−n−1, m−n−
2, . . . . These poles and their orders are the same as of Γm((λ+ n)/2).
The normalized integral
ζn,m(f, λ) =
Zn,m(f, λ)
Γm((λ+ n)/2)
(2.6)
is an entire function of λ.
If ∆ is the Cayley-Laplace operator (2.2), the following identity of
the Bernstein type holds:
∆ℓ|x|λ+2ℓm = Bℓ,m,n(λ)|x|λm, ℓ = 1, 2, . . . ,
Bℓ,m,n(λ) =
m−1∏
i=0
ℓ−1∏
j=0
(λ+ n− i+ 2j)(λ+ 2 + 2j + i); (2.7)
see [39, p. 565]. It allows us to represent meromorphic continuation of
Z(f, λ) in the form
Zn,m(f, λ)= 1
Bℓ,m,n(λ)
Zn,m(∆ℓf, λ+2ℓ), Re λ > m−n−1−2ℓ. (2.8)
The values
λ = −n, 1− n, . . . , m− n− 1,
for which the corresponding zeta distribution is a positive measure,
deserve special mentioning; cf. [7, Theorem VII.3.1].
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Lemma 2.2. [39, Theorem 4.4, Lemma 4.7] If f ∈ S(Mn,m), then
ζn,m(f, λ)
∣∣
λ=j−n
=
∫
Mn,m
f(x) dνj(x), j = 0, 1, . . . , m− 1,
where νj is a Radon measure supported on the set {x ∈ Mn,m : rank(x) ≤
j}. Specifically, if j = 1, 2, . . . , m− 1, then
ζn,m(f, j − n) = π
(n−j)m/2
Γm(n/2)
∫
O(n)
d∗γ
∫
Mj,m
f
(
γ
[
ω
0
])
dω.
If j = 0, then
ζn,m(f,−n) = π
nm/2
Γm(n/2)
f(0).
2.3. Convolutions. Most of the operators in our paper are expressed
as convolutions on the group O(n). In general, let G be a compact Lie
group, M(G) be the space of Radon measures on G. The convolution
of f ∈ L1(G) with µ ∈M(G) is defined by
(f ∗ µ)(x) =
∫
G
f(xy−1) dµ(y)
and belongs to L1(G).
Proposition 2.3. If f ∈ C∞(G), µ ∈M(G), then f ∗ µ ∈ C∞(G).
Proof. This statement can be found in [18, p. 83] without proof. The
proof was briefly outlined in [20, p. 147] for the special case of Radon
transforms. In the general case it can be proved as follows.
We first note that, by definition of the Lie group, the map
κ : G×G→ G, (x, y)→ xy−1,
is smooth. Hence the function F = f ◦ κ is smooth on G × G, as a
composition of smooth maps. Fix any coordinate chart (U, ϕ) for G
and let B = ϕ(U) be a Euclidean ball in Rd, d = dimG. Consider the
diffeomorphism B ×G→ U ×G, (ξ, y)→ (ϕ−1ξ, y), and let F˜ (ξ, y) =
F (ϕ−1ξ, y). If x ∈ U , the convolution f ∗ µ is locally represented as
(f ∗ µ)(ϕ−1ξ) =
∫
G
F˜ (ξ, y) dµ(y), ξ ∈ B. (2.9)
The function F˜ is smooth on B×G as a composition of smooth maps.
Note also that F˜ (ξ, y) is smooth as a function of two variables if and
only if both “single-variable functions” ξ → F˜ (ξ, y) and y → F˜ (ξ, y) are
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smooth. In particular, if (ξ, y) → F˜ (ξ, y) is smooth, then any partial
derivative (ξ, y)→ ∂ξF˜ (ξ, y) is smooth too. The last observation allows
us to differentiate under the sign of integration in (2.9) infinitely many
times, and we are done. 
3. Funk Transforms on Stiefel and Grassmann Manifolds
Let Vn,k and Vn,m be a pair of Stiefel manifolds; 1 ≤ k,m ≤ n − 1.
We consider Funk-type transforms, which are formally defined by
(Fm,kf)(u) =
∫
{v∈Vn,m:u′v=0}
f(v) duv, u∈Vn,k, (3.1)
(
∗
Fm,kϕ)(v) =
∫
{u∈Vn,k:u′v=0}
ϕ(u) dvu, v∈Vn,m. (3.2)
The condition u′v = 0 means that the subspaces {u} ∈ Gn,k and {v} ∈
Gn,m are mutually orthogonal. Hence, necessarily,
k +m ≤ n.
To give (Fm,kf)(u) and (
∗
Fm,kϕ)(v) precise meaning, we set
u0 =
[
0
Ik
]
∈ Vn,k, v0 =
[
Im
0
]
∈ Vn,m,
and let gu and gv be orthogonal transformations satisfying guu0 = u,
gvv0 = v. Denote fu(v) = f(guv), ϕv(u) = ϕ(gvu). Then (3.1) and
(3.2) can be explicitly written as
(Fm,kf)(u)=
∫
Vn−k,m
fu
([
ϑ
0
])
d∗ϑ=
∫
O(n−k)
fu
([
γ 0
0 Ik
]
v0
)
d∗γ, (3.3)
(
∗
Fm,kϕ)(v)=
∫
Vn−m,k
ϕv
([
0
θ
])
d∗θ=
∫
O(n−m)
ϕv
([
Im 0
0 ρ
]
u0
)
d∗ρ. (3.4)
These expressions are independent of the afore-mentioned choice of gu
and gv and agree with the casem = k = 1 of the unit sphere. Operators
Fm,k and
∗
Fm,k are O(n)-equivariant, the function Fm,kf is right O(k)-
invariant, and
∗
Fm,kϕ is right O(m)-invariant
If k = m we set Fm = Fm,m. In this case, (3.1) and (3.2) essentially
coincide. If k +m = n, then Vn−k,m = O(m), Vn−m,k = O(k), and our
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Funk transforms are averages of the form
(Fm,n−mf)(u)=
∫
O(m)
fu(v0ϑ)d∗ϑ, (
∗
Fm,n−m ϕ)(v)=
∫
O(k)
ϕv(u0θ)d∗θ.
Note also that
Fm,kf = Fm,kfave,
∗
Fm,kϕ =
∗
Fm,kϕave, (3.5)
where
fave(v) =
∫
O(m)
f(vβ) d∗β, ϕave(u) =
∫
O(k)
ϕ(uα) d∗α.
By Proposition A.5, the maps f → fave and ϕ → ϕave act from L1 to
L1 and from C∞ to C∞ on the corresponding Stiefel manifolds. The
functions f , for which fave = 0, belong to the kernel (the null space)
of the operator Fm,k (similarly for
∗
F m,k). Thus, in general, Fm,k and
∗
Fm,k are non-injective.
The Funk transforms Fm,kf and
∗
Fm,kϕ can be thought of as convolu-
tions on the group G = O(n) with delta measures µU and µV associated
with stabilizers
U =
{
g ∈ G : g =
[
γ 0
0 Ik
]
, γ ∈ O(n− k)
}
,
V =
{
g ∈ G : g =
[
Im 0
0 ρ
]
, ρ ∈ O(n−m)
}
of u0 and v0, respectively. These measures are defined by∫
G
ω(g)dµU(g)=
∫
U
ω(g)dUg,
∫
G
ω(g)dµV (g)=
∫
V
ω(g)dV g, ω ∈ C(G),
where dUg and dV g are the relevant Haar probability measures. We
denote
ϕ0(α) = ϕ(αu0), f0(β) = f(βv0); α, β ∈ G.
Then, by (3.3) and (3.4),
(Fm,kf)(αu0)=
∫
G
f0(αg
−1)dµU(g), (3.6)
(
∗
Fm,kϕ)(βv0)=
∫
G
ϕ0(βg
−1)dµV (g). (3.7)
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Lemma 3.1. Let 1 ≤ k,m ≤ n − 1; k +m ≤ n. The operators Fm,k
and
∗
Fm,k act from L
1 to L1 and from C∞ to C∞ on the corresponding
Stiefel manifolds. Moreover,∫
Vn,k
(Fm,kf)(u)ϕ(u) d∗u =
∫
Vn,m
f(v) (
∗
Fm,kϕ)(v) d∗v, (3.8)
provided that at least one of these integrals is finite when f and ϕ are
replaced by |f | and |ϕ|, respectively.
Proof. The first statement follows from (3.6) and (3.7), taking into
account the properties of convolutions on compact Lie groups (use, e.g.,
Propositions A.4 and 2.3). The duality (3.8) agrees with Helgason’s
double fibration scheme [20, p. 144]. A straightforward proof of (3.8)
can be found in [40, Lemma 3.2]; see also (5.10) for the more general
statement. 
There is an obvious relationship between the Funk transforms (3.1)
and (3.2) and Radon type transforms on Grassmannians, defined by
(Rp,qfˇ)(η) =
∫
ξ⊂η
fˇ(ξ) dηξ, (
∗
Rp,q ϕ◦)(ξ) =
∫
η⊃ξ
ϕ◦(η) dξη, (3.9)
ξ ∈ Gn,p, η ∈ Gn,q, 1 ≤ p ≤ q ≤ n− 1,
dηξ and dξη being the relevant probability measures. Specifically, sup-
pose that f is a right O(m)-invariant function on Vn,m, ϕ is a right
O(k)-invariant function on Vn,k, and set p = m, q = n−k. If we define
fˇ on Gn,m and ϕ◦ on Gn,n−k by
fˇ({v}) = f(v), ϕ◦(u⊥) = ϕ(u), (3.10)
then
(Fm,kf)(u)=(Rm,n−kfˇ)(u
⊥), (
∗
Fm,kϕ)(v)=(
∗
Rm,n−k ϕ◦)({v}). (3.11)
In the case p = q, both expressions in (3.9) represent the identity maps.
Lemma 3.2. 1 ≤ p ≤ q ≤ n−1. The operators Rp,q and
∗
Rp,q act from
L1 to L1 and from C∞ to C∞ on the corresponding Grassmannians.
Moreover,∫
Gn,q
(Rp,qfˇ)(η)ϕ◦(η) d∗η =
∫
Gn,p
fˇ(ξ) (
∗
Rp,q ϕ◦)(ξ) d∗ξ, (3.12)
provided that at least one of these integrals is finite when fˇ and ϕ◦ are
replaced by |fˇ | and |ϕ◦|, respectively.
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This well known statement follows from Lemma 3.1 and Remark
A.13. Just as Lemma 3.1, it also falls into the scope of Helgason’s
double fibration theory.
4. The λ-Cosine Transforms
In this section we follow our paper [40], however, the notation for some
parameters has been changed for the sake of consistency with [41, 42].
4.1. Preparations. Let 1 ≤ m, k ≤ n − 1. The non-normalized λ-
cosine transform and its dual are defined by
(Cλm,kf)(u) =
∫
Vn,m
f(v) |u′v|λm d∗v, u ∈ Vn,k, (4.1)
(
∗
C λm,kϕ)(v) =
∫
Vn,k
ϕ(u) |u′v|λm d∗u, v ∈ Vn,m. (4.2)
In the self-adjoint case m = k we set
(Cλmf)(u) = (Cλm,mf)(u) ≡
∫
Vn,m
f(v) |det(u′v)|λ d∗v.
Recall that |u′v|m = det(v′uu′v)1/2, where v′uu′v is a positive semi-
definitem×mmatrix. We restrict our consideration tom ≤ k, because,
otherwise, |u′v|m = 0 for all v ∈ Vn,m and u ∈ Vn,k.
The functions Cλm,kf and
∗
C λm,kϕ are a right O(k)-invariant and right
O(m)-invariant, respectively. Moreover,
Cλm,kf = Cλm,kfave,
∗
C λm,kϕ =
∗
C λm,kϕave, (4.3)
as in (3.5).
Because the quantity |u′v|m is invariant under change of variables
u→ uα, α ∈ O(k), and v → vβ, β ∈ O(m), it is actually a function of
Grassmannian variables
ξ = {v} ∈ Gn,m and τ = {u} ∈ Gn,k.
We denote this function by |Cos(ξ, τ)|, taking into account that if k =
m = 1, then |u′v|m is exactly the cosine of the smallest angle between
the lines ξ and τ . Thus we define
|Cos(ξ, τ)| ≡ |Cos({v}, {u})| = |u′v|m. (4.4)
This definition does not depend on the choice of the orthonormal bases
v in ξ and u in τ . Geometrically, |Cos(ξ, τ)| is the m-volume of the
orthogonal projection onto τ of a generic set of unit volume in ξ.
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Setting
fˇ(ξ) ≡ fˇ({v}) = f(v), ϕˇ(τ) ≡ ϕˇ({u}) = ϕ(u),
(T λm,kfˇ)(τ) ≡ (T λm,kfˇ)({u}) = (Cλm,kf)(u), (4.5)
(
∗
T
λ
m,kϕˇ)(ξ) ≡ (
∗
T
λ
m,kϕˇ)({v}) = (
∗
C λm,kϕ)(v), (4.6)
we can write (4.1) and (4.2) in the Grassmannian language as
(T λm,kfˇ)(τ) =
∫
Gn,m
fˇ(ξ) |Cos(ξ, τ)|λd∗ξ, τ ∈ Gn,k, (4.7)
(
∗
T
λ
m,kϕˇ)(ξ) =
∫
Gn,k
ϕˇ(τ) |Cos(ξ, τ)|λ d∗τ, ξ ∈ Gn,m, (4.8)
and reformulate all our results in these terms. However, for the sake
of convenience (especially in proofs), we prefer the Stiefel terminology.
Note that, unlike (4.1) and (4.2)2, the operators T λm,k and
∗
T λm,k are
GL(n,R)-equivariant, because
|Cos(gξ, gτ)| = |Cos(ξ, τ)| for all g ∈ GL(n,R). (4.9)
The latter can be easily checked if we write g in polar coordinates
g = ωr1/2, where ω ∈ O(n) and r = g′g is a positive definite n × n
matrix. Specifically, if ξ = {v}, then
gξ = g{v} = {gv} = {ωr1/2v}
= ω{r1/2v} = ω{v} = {ωv}
(similarly for gτ). Hence
|Cos(gξ, gτ)| = |Cos({ωv}, {ωu})| = |(ωu)′(ωv)|m
= |u′v|m = |Cos(ξ, τ)|.
Lemma 4.1. Let 1 ≤ m ≤ k ≤ n− 1. If Reλ > m − k − 1, then the
operators Cλm,k,
∗
C λm,k, T λm,k, and
∗
T λm,k act from L
1 to L1 and from C∞
to C∞ on the corresponding Stiefel or Grassmann manifolds.
Proof. We can write (Cλm,kf)(u) and (
∗
C λm,kϕ)(v) as convolutions on the
group G = O(n). Specifically, let
u0=
[
0
Ik
]
∈ Vn,k, v0=
[
Im
0
]
∈ Vn,m; u = αu0, v = βv0.
2Although GL(n,R) does not act directly on Vn,m, one can consider representations
of this group on the spaces of right O(m)-invariant functions on Vn,m; see [34], [40,
Section 7.4.3], and references therein.
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Setting f0(β) = f(βv0), ϕ0(α) = ϕ(αu0), we obtain
(Cλm,kf)(αu0) =
∫
G
f0(αγ
−1) h(γ) d∗γ,
(
∗
C λm,kϕ)(βv0) =
∫
G
ϕ0(βγ
−1) h∗(γ) d∗γ,
where h(γ) = |u′0γ′v0|λm, h∗(γ) = |u′0γv0|λm (recall that γ−1 = γ′). If
Reλ > m−k−1, then h and h∗ are integrable on G. The latter follows
from the equality∫
G
h(γ) d∗γ =
∫
G
h∗(γ) d∗γ
=
∫
Vn,m
|u′0v|λm d∗v =
Γm(n/2) Γm((λ+ k)/2)
Γm(k/2) Γm((λ+ n)/2)
; (4.10)
see [40, formula (A.16)]. Now the L1 action is obvious and the smooth-
ness result holds by Proposition 2.3. The corresponding statements for
T λm,k and
∗
T λm,k then follow from (4.5) and (4.6) by Remark A.13 and
Proposition A.15. 
Remark 4.2. The condition Reλ > m − k − 1 in Lemma 4.1 is sharp
because (Cλm,k1)(u)=(
∗
C λm,k1)(v) coincide with (4.10). If Reλ ≤ m−k−
1, then the gamma function Γm((λ+k)/2) in this expression represents
a divergent integral.
4.2. Connection Between the λ-Cosine Transform and Its Dual.
Given u ∈ Vn,k and v ∈ Vn,m, we denote by u˜ ∈ Vn,n−k and v˜ ∈ Vn,n−m
arbitrary frames, which are orthogonal to the subspaces {u} = span(u)
and {v} = span(v), respectively. By Proposition A.14 there is a one-to-
one correspondence f ≃ f∗ between the right O(m)-invariant functions
f on Vn,m and right O(n−m)-invariant functions f∗ on Vn,n−m (simi-
larly ϕ ≃ ϕ∗). Clearly,∫
Vn,k
ϕ(u) d∗u =
∫
Vn,n−k
ϕ∗(u˜) d∗u˜,
∫
Vn,m
f(v) d∗v =
∫
Vn,n−m
f∗(v˜) d∗v˜,
which follows from (A.9).
Proposition 4.3. Let 1 ≤ m ≤ k ≤ n − 1, Reλ > m − k − 1. If
ϕ ∈ L1(Vn,k)O(k), then
(
∗
C λm,kϕ)(v) = (Cλn−k,n−mϕ∗)(v˜). (4.11)
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Proof. Note that det(v′uu′v) = det(u˜′v˜v˜′u˜). The latter can be proved
using Sylvester’s equality
det(Im − ab) = det(In − ba); a ∈ Mm,n, b ∈ Mn,m.
Indeed,
det(v′uu′v) = det(Im − v′u˜u˜′v) = det(In−k − u˜′vv′u˜) = det(u˜′v˜v˜′u˜).
Hence, by (A.9),
(
∗
C λm,kϕ)(v) =
∫
Vn,k
ϕ(u) |u′v|λm d∗u
=
∫
Vn,n−k
ϕ∗(u˜) |v˜′u˜|λn−k d∗u˜ = (Cλn−k,n−mϕ∗)(v˜).

4.3. Analytic Continuation. Given a frame u ∈ Vn,k, we denote by
gu an orthogonal transformation that takes u0 =
[
0
Ik
]
∈Vn,k to u and
set fu(v) = f(guv), v ∈ Vn,m.
Theorem 4.4. Let 1 ≤ m ≤ k ≤ n − 1. If f ∈ C∞(Vn,m), then the
function
λ 7→ (Cλm,kf)(u), Reλ > m− k − 1,
extends meromorphically to Reλ ≤ m − k − 1. The polar set of the
extended function consists of the poles m − k − 1, m − k − 2, . . . of
Γm((λ+ k)/2). The normalized integral
If (λ, u) =
(Cλm,kf)(u)
Γm((λ+ k)/2)
is an entire function of λ. Moreover, if
m− n ≤ j − k ≤ m− k − 1, j ≥ 0, (4.12)
then
If (j − k, u) ≡ a.c.
λ=j−k
If (λ, u) (4.13)
= cj
∫
O(k)
dγ
∫
Vn−k+j,m
fu
([
In−k 0
0 γ
] [
ω
0
])
d∗ω,
cj =
Γm(n/2)
Γm(k/2) Γm((n− k + j)/2) .
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In particular, if j = 0, n− k ≥ m, then
a.c.
λ=−k
(Cλm,kf)(u)
Γm((λ+ k)/2)
=c0 (Fm,kf)(u), c0=
Γm(n/2)
Γm(k/2) Γm((n−k)/2) ,
(4.14)
where Fm,kf is the Funk transform (3.3). If j − k < m − n, then
If(j − k, u) ≡ 0.
Proof. The reasoning below is a generalization of [40, Subsection 7.1].
By invariance, it suffices to assume u = u0 =
[
0
Ik
]
. Let
F (λ) =
∫
Mn,m
f(x(x′x)−1/2) |u′0x|λm ψ(x′x) e−tr(x
′x) dx, (4.15)
where ψ is a nonnegative C∞ function on the cone Ωm (see Notation)
with compact support away from the boundary of Ωm. The function
ϕ(x) ≡ f(x(x′x)−1/2)ψ(x′x) e−tr(x′x) (4.16)
belongs to S(Mn,m) and is supported away from the surface det(x
′x) =
0. Passing to polar coordinates x = wr1/2, w ∈ Vn,m, r ∈ Ωm (see
Lemma A.6), we obtain
F (λ) = κ(λ) (Cλm,kf)(u0),
κ(λ) = 2−mσn,m
∫
Ωm
det(r)(λ+n−m−1)/2ψ(r) e−tr(r) dr.
Because κ(λ) and its reciprocal are entire functions, the analyticity of
λ → (Cλm,kf)(u0) is equivalent to that of F (λ) and the poles of both
functions are the same and have the same order.
The integral (4.15) can be represented as
F (λ) =
∫
Mn,m
ϕ(x) |u′0x|λm dx =
∫
Mk,m
ϕ˜(y) |y|λm dy = Zk,m(ϕ˜, λ)
(cf. (2.5)), where the function
ϕ˜(y) =
∫
Mn−k,m
ϕ
([
η
y
])
dη (4.17)
belongs to S(Mk,m). Thus,
(Cλm,kf)(u0) = κ(λ)−1Zk,m(ϕ˜, λ) (4.18)
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and
If(λ, u0) =
Zk,m(ϕ˜, λ)
κ(λ) Γm((λ+ k)/2)
=
ζk,m(ϕ˜, λ)
κ(λ)
; (4.19)
cf. (2.6).
Analytic properties of Zk,m(ϕ˜, λ) and ζk,m(ϕ˜, λ) are described in
Lemmas 2.1 and 2.2 (with n replaced by k). In particular, the integral
Zk,m(ϕ˜, λ) converges absolutely if Reλ > m − k − 1 and extends to
Reλ ≤ m−k−1 as a meromorphic function of λ. The polar set of the
extended function is a subset of the set of poles m−k−1, m−k−2, . . .
of Γm((λ+ k)/2). The normalized integral ζk,m(ϕ˜, λ) is an entire func-
tion of λ. Since the left-hand side of (4.19) is independent of the choice
of ψ, the analytic continuation of the right-hand side (in which ψ is
hidden) is independent of ψ too, thanks to the uniqueness property of
analytic functions.
If 0 ≤ j ≤ m− 1, then for λ = j − k ≤ m− k − 1 we have
ζk,m(ϕ˜, j − k) = π
(k−j)m/2
Γm(k/2)
∫
O(k)
dγ
∫
Mj,m
ϕ˜
(
γ
[
ω
0
])
dω. (4.20)
In particular,
ζk,m(ϕ˜,−k) = π
km/2
Γm(k/2)
ϕ˜(0). (4.21)
Combining (4.20) and (4.21) with (4.17) and (4.16), we obtain
If (j−k, u0)= π
(k−j)m/2
Γm(k/2) κ(j−k)
∫
O(k)
dγ
∫
Mn−k+j,m
ϕ
(
γ˜
[
ξ
0
])
dξ,
γ˜ =
[
In−k 0
0 γ
]
∈ O(n),
ϕ
(
γ˜
[
ξ
0
])
= f
(
γ˜
[
ξ
0
]
(ξ′ξ)−1/2
)
ψ(ξ′ξ)e−tr(ξ
′ξ).
If n−k+j ≥ m, that is, m−n ≤ j−k (cf. (4.12)), then, passing to polar
coordinates in Mn−k+j,m (see Lemma A.6), we get If(j−k, u0) = c I1 I2,
where
I1=
∫
O(k)
dγ
∫
Vn−k+j,m
f
(
γ˜
[
ω
0
])
d∗ω,
I2=
∫
Ωm
det(r)(n−k+j−m−1)/2ψ(r) e−tr(r) dr,
c =
π(k−j)m/2 σn−k+j,m
σn,m Γm(k/2) I2
=
Γm(n/2)
Γm(k/2) Γm((n− k + j)/2)
1
I2
.
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Hence, if max(m+ k − n, 0) ≤ j ≤ m− 1, then
If (j − k, u0) = cj
∫
O(k)
dγ
∫
Vn−k+j,m
f
([
In−k 0
0 γ
] [
ω
0
])
d∗ω,
cj =
Γm(n/2)
Γm(k/2) Γm((n− k + j)/2) .
If j = 0 and n − k ≥ m, the expression for If (j − k, u) has a simpler
form
If(−k, u0)=c0
∫
Vn−k,m
f
([
ω
0
])
d∗ω = c0 (Fm,kf)(u0);
cf. (3.3). If j − k < m− n, then the rank of ξ is less than m, ξ′ξ is the
boundary point of the cone Ωm, and therefore, by the definition of ϕ
in (4.16), we have ϕ ≡ 0. This gives If(j − k, u0) ≡ 0. 
Remark 4.5. The function If (λ, u) = (Cλm,kf)(u)/Γm((λ + k)/2) may
have zeros at some λ. For example, if f ≡ 1, then, by (4.10),
If(λ, u) =
Γm(n/2)
Γm(k/2) Γm((λ+ n)/2)
= 0 ∀λ = m−n−1, m−n−2, . . . .
Thus Cλm,kf and Γm((λ+ k)/2) may have poles of different order. 3
Lemma 4.6. Let 1 ≤ m ≤ k ≤ n − 1. If f ∈ C∞(Vn,m), then the
function
u→ a.c. (C
λ
m,kf)(u)
Γm((λ+ k)/2)
, u ∈ Vn,k, (4.22)
is infinitely differentiable for every complex λ.
Proof. Let first Reλ > m−k−1. We replace f in (4.18) by fγ = f ◦γ,
γ ∈ G = O(n), to get
(Cλm,kf)(γu0) = κ(λ)−1 Zk,m(ϕ˜γ, λ),
ϕ˜γ(y)=
∫
Mn−k,m
ϕγ
([
η
y
])
dη, y ∈ Mk,m,
ϕγ(x)=ω(x)f(γv)
∣∣
v=x(x′x)−1/2
, ω(x)=ψ(x′x) e−tr(x
′x)∈ C∞(Mn,m),
where κ(λ) and its reciprocal are entire functions of λ; cf. (4.16), (4.17).
The maps
w : G×Vn,m → Vn,m, (γ, v)→ γv,
σ : M˜n,m → Vn,m, x→ x(x′x)−1/2,
3The converse statement in [40, Theorem 7.1(i)] should be corrected.
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are smooth; see Proposition A.1 and the proof of Lemma A.7. Hence
the function
F (γ, x) ≡ ϕγ(x) = ω(x)f(γv)
∣∣
v=x(x′x)−1/2
= ω(x)(f ◦ w)(γ, σ(x))
is smooth on G× M˜n,m, and therefore
F1(γ, η, y) = ϕγ
([
η
y
])
= F
(
γ,
[
η
y
])
is a smooth function on G × M˜n−k,m × M˜k,m. It follows that ϕ˜γ(y)
is a smooth function of (γ, y) ∈ G × M˜k,m. Using the meromorphic
continuation formula (2.8) for zeta integrals, we obtain
a.c. (Cλm,kf)(γu0) =
1
κ(λ)Bℓ,m,k(λ)
Zk,m(∆ℓϕ˜γ, λ+ 2ℓ)
=
1
κ(λ)Bℓ,m,k(λ)
∫
Mk,m
(∆ℓϕ˜γ)(y) |y|λ+2ℓm dy,
Re λ > m− k − 1− 2ℓ, ℓ = 1, 2, . . . , ,
where Bℓ,m,k(λ) is the Bernstein polynomial (2.7) (with n replaced by
k). By above, ∆ℓϕ˜γ(y) is a smooth function of (γ, y), and therefore,
a.c. (Cλm,kf)(γu0) is a smooth function of γ ∈ G. Now the smoothness
of the normalized function (4.22) follows from Proposition A.4. 
The next statement is an analogue of Theorem 4.4 and Lemma 4.6
for the dual transform
∗
C λm,kϕ.
Theorem 4.7. Let 1 ≤ m ≤ k ≤ n− 1.
(i) If ϕ ∈ C∞(Vn,k), then the function λ 7→ (
∗
C λm,kϕ)(v) extends mero-
morphically to Reλ ≤ m − k − 1 for every v∈ Vn,m. The polar set of
the extended function consists of the poles m − k − 1, m − k − 2, . . .
of Γn−k((λ+ n−m)/2).
(ii) The normalized function
λ→ (
∗
C λm,kϕ)(v)
Γn−k((λ+ n−m)/2)
is an entire function of λ belonging to C∞(Vn,m)
O(m) in the v-variable.
(iii) An alternative normalized function
λ→ (
∗
C λm,kϕ)(v)
Γm((λ+ k)/2)
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extends meromorphically with the only possible poles
−k − 1, −k − 2, . . . .
Proof. By (4.3), it suffices to consider right O(k)-invariant functions ϕ.
The statements (i) and (ii) follow from Theorem 4.4, Propositions 4.6,
4.3, and A.14. To prove (iii), we observe that by (2.4),
Γn−k((λ+ n−m)/2) = c(λ) Γm((λ+ k)/2)), (4.23)
where c(λ) = π(n−k−m)m/2Γn−k−m((λ + n − m)/2) is a meromorphic
function with the polar set {−k − 1, −k − 2, . . . }. 
5. Intermediate Funk-Cosine Transforms
Theorem 4.4 leads to new Radon-like transforms
(F
(j)
m,kf)(u) =
∫
O(k)
d∗γ
∫
Vn−k+j,m
fu
([
In−k 0
0 γ
] [
ω
0
])
d∗ω, (5.1)
which take functions on Vn,m to functions on Vn,k. Following this
theorem, we assume
1 ≤ m ≤ k ≤ n− 1, n− k + j ≥ m, 0 ≤ j ≤ m− 1. (5.2)
Recall that
fu(v)=f(guv), gu ∈ G = O(n), guu0 = u, u0=
[
0
Ik
]
∈ Vn,k.
One can formally write (5.1) as
(F
(j)
m,kf)(u) =
∫
{v∈Vn,m: rank(u′v)≤j}
f(v) du,j(v). (5.3)
The case j = 0 agrees with the usual Funk transform Fm,k. By (4.13),
a.c.
λ=j−k
(Cλm,kf)(u)
Γm((λ+ k)/2)
=cj (F
(j)
m,kf)(u), (5.4)
cj =
Γm(n/2)
Γm(k/2) Γm((n− k + j)/2) . (5.5)
The integral transform (5.1) has a nice geometric interpretation in
the Grassmannian language (3.9). Specifically, suppose first u = u0.
Given a right O(m)-invariant function f on Vn,m, we define the asso-
ciated function fˇ on Gn,m by fˇ({v}) = f(v). Denote
η0=span(e1, . . . , en−k)=R
n−k, ζ0=span(e1, . . . , en−k+j)=R
n−k+j.
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Then the inner integral in (5.1) can be written as∫
{ξ∈Gn,m: ξ⊂γ˜ζ0}
fˇ(ξ) dγ˜ξ=(Rm,n−k+jfˇ)(γ˜ζ0), γ˜=
[
In−k 0
0 γ
]
. (5.6)
Let
Gn,n−k+j(η) = {ζ ∈ Gn,n−k+j : ζ ⊃ η}, η ∈ Gn,n−k.
Integrating (5.6) over γ ∈ O(k), and noting that γ˜ leaves η0 fixed, we
obtain
(F
(j)
m,kf)(u0) =
∫
Gn,n−k+j(η0)
(Rm,n−k+j fˇ)(ζ) d∗ζ
= (
∗
Rn−k,n−k+j Rm,n−k+j fˇ)(η0). (5.7)
Hence, by rotation invariance,
(F
(j)
m,kf)(u) = (
∗
Rn−k,n−k+j Rm,n−k+jfˇ)(η), η = u
⊥. (5.8)
We denote
(R
(j)
m,n−kfˇ)(η) = (
∗
Rn−k,n−k+j Rm,n−k+j fˇ)(η), η ∈ Gn,n−k. (5.9)
This expression is the Grassmannian model of the intermediate Funk-
cosine transform F
(j)
m,k. If j = 0, it boils down to the usual Radon
transform Rm,n−kfˇ , as in (3.9).
The dual intermediate Funk-cosine transform
∗
F
(j)
m,k is naturally de-
fined as an integral operator satisfying∫
Vn,k
(F
(j)
m,kf)(u)ϕ(u) d∗u =
∫
Vn,m
f(v) (
∗
F
(j)
m,kϕ)(v) d∗v. (5.10)
To obtain an explicit formula for
∗
F
(j)
m,kϕ, we set
u0=
[
0
Ik
]
, v0=
[
Im
0
]
,
γ˜ =
[
In−k 0
0 γ
]
, a˜ =
[
a 0
0 Ik−j
]
, b˜ =
[
Im 0
0 b
]
,
where γ ∈ O(k), a ∈ O(n− k + j), b ∈ O(n−m). Then, by (5.1),
(F
(j)
m,kf)(u) =
∫
O(k)
d∗γ
∫
O(n−k+j)
fu(γ˜a˜v0) d∗a
=
∫
O(n−m)
d∗b
∫
O(k)
d∗γ
∫
O(n−k+j)
fu(γ˜a˜b˜v0) d∗a.
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Hence
I =
∫
Vn,k
(F
(j)
m,kf)(u)ϕ(u) d∗u =
∫
O(n)
(F
(j)
m,kf)(gu0)ϕ(gu0) d∗g
=
∫
O(n)
ϕ(gu0) d∗g
∫
O(n−m)
d∗b
∫
O(k)
d∗γ
∫
O(n−k+j)
f(gγ˜a˜b˜v0) d∗a
=
∫
O(n)
f(λv0)d∗λ
∫
O(n−m)
d∗b
∫
O(k)
d∗γ
∫
O(n−k+j)
ϕ(λb˜a˜γ˜u0) d∗a.
Thus we can set
(
∗
F
(j)
m,kϕ)(v) =
∫
O(n−m)
d∗b
∫
O(n−k+j)
d∗a
∫
O(k)
ϕv(b˜a˜γ˜u0) d∗γ,
where ϕv(u) = ϕ(gvu), gv ∈ O(n), gvv0 = v. If ϕ is right O(k)-
invariant, then
(
∗
F
(j)
m,kϕ)(v) =
∫
O(n−m)
d∗b
∫
O(n−k+j)
ϕv(b˜a˜u0) d∗a (5.11)
(note that γ˜u0 = u0γ). If j = 0, the above formula gives the usual dual
Funk transform (3.2).
To obtain a Grassmannian analogue of (5.11), we define a function
ϕ◦ on Gn,n−k by the formula ϕ◦(u
⊥) = ϕ(u), u ∈ Vn,k ( cf. (3.10)), and
set ξ0 = {v0}. Then, as in (5.7),
(
∗
F
(j)
m,kϕ)(v0) = (
∗
R m,n−k+jRn−k,n−k+jϕ◦)(ξ0),
and, by rotation invariance,
(
∗
F
(j)
m,kϕ)(v) = (
∗
R m,n−k+jRn−k,n−k+jϕ◦)({v}). (5.12)
Thus the Grassmannian modification of the dual intermediate Funk-
cosine transform is
(
∗
R
(j)
m,n−kϕ◦)(ξ) = (
∗
R m,n−k+jRn−k,n−k+jϕ◦)(ξ), ξ ∈ Gn,m. (5.13)
Lemma 5.1. If j, k,m, n satisfy (5.2), then the operators F
(j)
m,k,
∗
F
(j)
m,k,
R
(j)
m,n−k, and
∗
R
(j)
m,n−k act from L
1 to L1 and from C∞ to C∞ on the
corresponding Stiefel or Grassmann manifolds.
Proof. The result for R
(j)
m,n−k and
∗
R
(j)
m,n−k follows immediately from
the composition formulas (5.9) and (5.13) according to Lemma 3.2. By
(5.8) and (5.12), these operators are expressed through F
(j)
m,k and
∗
F
(j)
m,k.
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Hence the result for F
(j)
m,k and
∗
F
(j)
m,k follows from Remark A.13 and
Proposition A.15. Alternatively, the result for arbitrary L1 or smooth
functions on the Stiefel manifolds can be obtained if we represent our
operators as convolutions with Radon measures on O(n), as we did in
the proof of Lemma 3.1. 
Proposition 5.2. Let 1 ≤ m ≤ k ≤ n − 1, ϕ ∈ C∞(Vn,k). If j ≥ 0
satisfies m− n ≤ j − k ≤ m− k − 1, then
a.c.
λ=j−k
(
∗
C λm,kϕ)(v)
Γm((λ+ k)/2)
= cj (
∗
F
(j)
m,kϕ)(v), (5.14)
cj being the constant (5.5).
Proof. Denote
Aλ(v) ≡
(
∗
C λm,kϕ)(v)
Γm((λ+ k)/2))
=
c(λ) (
∗
C λm,kϕ)(v)
Γn−k((λ+ n−m)/2) , Re λ > m− k− 1.
By Theorem 4.7 (ii), this function extends analytically to Reλ > −k−1
and the analytic continuation belongs to C∞(Vn,m). Clearly, j − k >
−k − 1, because j ≥ 0. Hence, for any test function w ∈ C∞(Vn,m),
owing to (5.4) and (5.10), we have
( a.c.
λ=j−k
Aλ, w) = a.c.
λ=j−k
(
ϕ,
Cλm,kw
Γm((λ+ k)/2))
)
=
(
ϕ, a.c.
λ=j−k
Cλm,kw
Γm((λ+ k)/2))
)
= cj (ϕ, F
(j)
m,kw) = cj (
∗
F
(j)
m,kϕ,w),
and (5.14) follows.

6. Normalized λ-Cosine and λ-Sine Transforms
6.1. Normalized λ-Cosine Transforms. Let 1≤m ≤k≤n−1. We
introduce the following normalized modifications of the cosine trans-
forms (4.1) and (4.2):
(C λm,kf)(u) = γm,k(λ)
∫
Vn,m
f(v) |u′v|λm d∗v, u ∈ Vn,k, (6.1)
(
∗
C
λ
m,kϕ)(v) = γm,k(λ)
∫
Vn,k
ϕ(u) |u′v|λm d∗u, v ∈ Vn,m; (6.2)
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γm,k(λ) =
Γm(m/2)
Γm(n/2)
Γm(−λ/2)
Γm((λ+ k)/2)
, λ 6= 1−m, 2−m, . . . .
Such a normalization makes our operators consistent with those in
the case m = 1 (cf. [41, 42]) and simplifies many formulas in the
sequel. Excluded values of λ belong to the polar set of Γm(−λ/2).
Both integrals exist in the Lebesgue sense if Reλ > m − k − 1. If
k = m, we set C λmf = C
λ
m,mf .
Theorem 6.1. Let f ∈ C∞(Vn,m), 1 ≤ m ≤ k ≤ n− 1.
(i) The function λ → C λm,kf extends meromorphically with the only
poles λ=1−m, 2−m, . . .. The extended function belongs to C∞(Vn,k)O(k).
(ii) If
m− n ≤ j − k ≤ min(−m,m− k − 1), j ≥ 0, (6.3)
then
a.c.
λ=j−k
C
λ
m,kf = c˜j F
(j)
m,kf, (6.4)
c˜j =
Γm(m/2) Γm((k − j)/2)
Γm(k/2) Γm((n− k + j)/2) . (6.5)
In particular, for j = 0, m+ k ≤ n,
a.c.
λ=−k
C
λ
m,kf = c˜0 Fm,kf, c˜0 =
Γm(m/2)
Γm((n− k)/2) .
Proof. The statement (i) follows from Theorem 4.4 and Proposition
4.6. The restrictions m− n ≤ j − k ≤ m− k − 1, j ≥ 0, are inherited
from (4.12). The inequality j−k ≤ −m means that λ = j−k does not
belong to the polar set {1−m, 2−m, . . .}. The statement (ii) follows
from (5.4). 
Remark 6.2. The inequality m − n ≤ j − k ≤ −m in (6.3) implies
2m ≤ n. The additional restriction j − k ≤ −m is not imposed in the
definition (5.1). The case
m− n ≤ 1−m ≤ j − k ≤ m− k − 1, (6.6)
when F
(j)
m,kf is well defined, but the left-hand side of (6.4) may be
infinite, is not included in Theorem 6.1.
Conjecture 6.3. In the case (6.6), the operator F
(j)
m,k is non-injective
on C∞(Vn,m)
O(m).
For the dual transform
∗
C λm,kϕ, the following result is a consequence
of Theorem 4.7 and Proposition 5.2.
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Theorem 6.4. Let ϕ ∈ C∞(Vn,k),
1 ≤ m ≤ k ≤ n− 1, n− k + j ≥ m, 0 ≤ j ≤ m− 1.
(i) The function λ →
∗
C λm,kϕ extends meromorphically with the only
poles
λ ∈ {−k − 1,−k − 2, . . .} ∪ {1−m, 2−m, . . .}.
The extended function belongs to C∞(Vn,m)
O(m).
(ii) If, moreover, j − k ≤ min(−m,m− k − 1), then
a.c.
λ=j−k
∗
C
λ
m,kϕ = c˜j
∗
F
(j)
m,kϕ, (6.7)
where c˜j is defined by (6.5). In particular, for j = 0, m+ k ≤ n,
a.c.
λ=−k
∗
C
λ
m,kϕ = c˜0
∗
Fm,kϕ, c˜0 =
Γm(m/2)
Γm((n− k)/2) .
6.2. Normalized λ-Sine Transforms. The normalized λ-sine trans-
form is defined by
(Sλmf)(u)=δm(λ)
∫
Vn,m
det(Im−v′uu′v)λ/2f(v) d∗v, u ∈ Vn,m, (6.8)
δm(λ) =
Γm(m/2)
Γm(n/2)
Γm(−λ/2)
Γm((λ+ n−m)/2) , 2m ≤ n; λ+m 6= 1, 2, . . . .
More general sine transforms acting from Vn,m to Vn,k were introduced
in [40, Sections 4,6]. If f ∈ L1(Vn,m), the integral (6.8) is absolutely
convergent provided Reλ > 2m− 1− n.4
Note that∫
Vn,m
det(Im−v′uu′v)λ/2 d∗v = Γm(n/2) Γm((λ+ n−m)/2)
Γm((n−m)/2) Γm((λ+ n)/2) (6.9)
(cf. [40, Remark 4.4]). This formula shows that the restriction Reλ >
2m− 1− n is sharp.
The function Sλmf is right O(m)-invariant and
Sλmf = Sλmfave, fave(v) =
∫
O(m)
f(vγ) d∗γ,
4Here and on, when dealing with the normalized λ-sine transforms, we use the
formula (6.6) from [40], in which α +m − n should be replaced by λ. Similarly,
when dealing with the normalized λ-cosine transforms, we use formulas (6.1)-(6.2)
from [40] in which α− k is replaced by λ.
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for every f ∈ L1(Vn,m). Hence, in many occurrences, when dealing
with Sλmf , it suffices to assume f to be right O(m)-invariant.
If Pr{u} and Pr{u}⊥ stand for the orthogonal projections onto the
subspaces {u} and {u}⊥, then
det(Im−v′uu′v) = det(Im − v′Pr{u}v) = det(v′Pr{u}⊥v)
= det(v′u˜u˜′v),
where u˜ is an (n−m)-frame orthogonal to {u}. It follows that
(Sλmf)(u) = (C λm,n−mf)(u˜), 2m ≤ n. (6.10)
The assumption 2m ≤ n is natural because otherwise,
det(Im−v′uu′v) = det(v′u˜u˜′v) = 0.
The equality (6.10) combined with Proposition A.14 and Theorem
6.1 yields the following result (see [40, Theorem 7.2] for details).
Lemma 6.5. If f ∈ C∞(Vn,m)O(m), then for each u ∈ Vn,m, (Sλmf)(u)
extends meromorphically to all complex λ with the only poles
λ = 1−m, 2−m, . . . ,
so that a.c. (Sλmf)(u) ∈ C∞(Vn,m)O(m) in the u-variable. Moreover,
a.c.
λ=m−n
(Sλmf)(u) = f(u), 2m ≤ n. (6.11)
The following statement establishes remarkable connection between
the sine transforms, cosine transforms, and Funk transforms.
Lemma 6.6. (cf. [40, Theorems 4.5, 4.8]) Let 1 ≤ m ≤ k ≤ n −m,
f ∈ L1(Vn,m). If
Reλ > 2m− 1− n, λ 6= 1−m, 2−m, . . . ,
then
Sλmf= δ˜
∗
C
λ
m,kFm,kf= δ˜
∗
Fm,kC
λ
m,kf, δ˜ =
Γm(k/2)
Γm((n−m)/2) . (6.12)
In particular, if 2m ≤ n− k, then
S−km f=δ0
∗
Fm,kFm,kf, δ0=
Γm(k/2) Γm(m/2)
Γm((n−k)/2) Γm((n−m)/2) . (6.13)
The proof of these formulas is actually an application of Fubini’s
theorem.
Lemma 6.5 implies the following
Corollary 6.7. If f ∈ C∞(Vn,m)O(m), 1 ≤ m ≤ k ≤ n−m, then (6.12)
extends to all complex λ 6= 1 − m, 2 − m, . . . . In particular, analytic
continuations of
∗
C λm,kFm,kf and
∗
Fm,kC
λ
m,kf belong to C
∞(Vn,m)
O(m).
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The next result extends (6.13) to intermediate Funk-cosine trans-
forms.
Corollary 6.8. If f ∈ C∞(Vn,m)O(m), 1 ≤ m ≤ k ≤ n−m,
m− n ≤ j − k ≤ min(−m,m− k − 1), j ≥ 0, (6.14)
then
Sj−km f=δj
∗
F
(j)
m,kFm,kf = δj
∗
Fm,kF
(j)
m,kf, (6.15)
δj =
Γm((k − j)/2) Γm(m/2)
Γm((n− k + j)/2) Γm((n−m)/2) .
This statement follows from (6.4), (6.7), and (6.12). The assumption
(6.14) mimics those in Theorems 6.1 and 6.4.
7. The Fourier Transform and Differential Operators
Now, after we are done with all preparations, we can proceed to
the main topic of the paper. We first introduce an auxiliary integral
operator
(Ak,mϕ)(v)=
∫
Vn−m,k−m
ϕ
(
gv
[
a 0
0 Im
])
d∗a, v∈Vn,m, (7.1)
where 1 ≤ m ≤ k ≤ n − 1, gv
[
0
Im
]
= v, gv ∈ O(n). If k = m, Ak,m
is the identity operator. One can show [40, Lemma 5.2] that Ak,m is a
linear bounded operator from L1(Vn,k) to L
1(Vn,m). Given a function
f on Vn,m, using polar decomposition (A.6), we set
(Eλf)(x) = |x|λmf(x(x′x)−1/2), x ∈ M˜n,m. (7.2)
Theorem 7.1. [40, Corollary 5.5] Let ϕ ∈ L1(Vn,k)O(k), ω ∈ S(Mn,m),
1≤m≤k ≤n−1. Then for every λ ∈ C,
 Eλ ∗C λm,kϕ
Γm((λ+ k)/2)
, ωˆ

 = c (E−λ−nAk,mϕ
Γm(−λ/2) , ω
)
, (7.3)
c =
2m(n+λ) πnm/2 Γm(n/2)
Γm(m/2)
,
where both sides are understood in the sense of analytic continuation.
For the normalized transform
∗
C λm,kϕ, (7.3) yields
(Eλ
∗
C
λ
m,kϕ, ωˆ) = cm,λ (E−λ−nAk,mϕ, ω), (7.4)
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cm,λ=2
m(n+λ) πnm/2, λ 6= 1−m, 2−m, . . . .
We define the following differential operator on Vn,m:
(∆λf)(v)=
(
−1
4
)m
(∆Eλ+2f)(x)
∣∣
x=v
, (7.5)
v ∈ Vn,m, λ ∈ C,
where ∆ is the Cayley-Laplace operator (2.2). If m = 1, then ∆ is the
usual Laplace operator and ∆λ expresses through the Beltrami-Laplace
operator ∆S on the unit sphere as
∆λf = −1
4
[∆Sf + (λ+ 2)(n+ λ)f ].
The latter can be easily checked using the product formula
∆(ϕψ) = ϕ∆ψ + 2 (gradϕ) · (gradψ) + ψ∆ϕ;
cf. [42, Proposition 2.2].
Lemma 7.2. If f is a right O(m)-invariant function on Vn,m, then
∆λf is a right O(m)-invariant function on Vn,m too, and therefore ∆λ
can be viewed as a differential operator on the Grassmannian Gn,m.
Proof. We need to show that (∆λf)(vγ) = (∆λf)(v) for all γ ∈ O(m),
v ∈ Vn,m. Let
F (x) = |x|λ+2m f(x(x′x)−1/2), x ∈ M˜n,m.
Then
(∆λf)(vγ)=
(
−1
4
)m
(∆Eλ+2f)(x)
∣∣
x=vγ
=
(
−1
4
)m
(∆F )(x)
∣∣
x=vγ
.
By (2.3),
(∆F )(x)
∣∣
x=vγ
≡ (∆F )(xγ)∣∣
x=v
= (∆Fγ)(x)
∣∣
x=v
.
Here Fγ(x) = F (xγ) = |xγ|λ+2m f(xγ(γ′x′xγ)−1/2). Using polar decom-
position x = vr1/2, v ∈ Vn,m, r = x′x ∈ Ωm, we write
f(xγ(γ′x′xγ)−1/2) = f(vr1/2γ(γ′rγ)−1/2).
The m ×m matrix r1/2γ can be written in the polar form as r1/2γ =
θs1/2, θ ∈ O(m), s ∈ Ωm. Hence we continue:
f(vr1/2γ(γ′rγ)−1/2) = f(vθs1/2s−1/2) = f(vθ) = f(v),
because f is right O(m)-invariant. Noting that |xγ|m = |x|m, we
obtain F (xγ) = |x|λ+2m f(x(x′x)−1/2), which means that (∆λf)(vγ) =
(∆λf)(v). 
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An analogue of Lemma 7.2 still holds if we replace the Cayley-
Laplace operator ∆ by its power and set
(∆λ,ℓf)(v) =
(
−1
4
)mℓ
(∆ℓEλ+2ℓf)(x)
∣∣∣
x=v
; ℓ = 1, 2, . . . . (7.6)
Theorem 7.3. Let 1 ≤ m ≤ k ≤ n − 1, ϕ ∈ C∞(Vn,k)O(k). Then for
all complex λ,
∆λ,ℓ
∗
C
λ+2ℓ
m,k ϕ =
∗
C
λ
m,kϕ, (7.7)
provided that both sides of this equality are meaningful and smooth.
Proof. Let first ℓ = 1. Suppose ω ∈ S(Mn,m), and let ωˆ(y) be the
Fourier transform of ω. Then, by (7.4),
(Eλ
∗
C
λ
m,kϕ, ωˆ)=cm,λ (E−λ−nAk,mϕ, ω), cm,λ=2
m(n+λ) πnm/2, (7.8)
for all complex λ /∈ {1−m, 2−m, . . .} . Setting ω1(x) = |x|2mω(x) and
using (7.8) repeatedly, we obtain(
∆[Eλ+2
∗
C
λ+2
m,kϕ], ωˆ
)
= (−1)m
(
Eλ+2
∗
C
λ+2
m,kϕ, ωˆ1
)
= (−1)mcm,λ+2 (E−λ−2−nAk,mϕ, ω1)
= (−1)mcm,λ+2 (E−λ−nAk,mϕ, ω)
= (−1)m cm,λ+2
cm,λ
(
Eλ
∗
C
λ
m,kϕ, ωˆ
)
= (−4)m
(
Eλ
∗
C
λ
m,kϕ, ωˆ
)
.
Since
∗
C
λ+2
m,kϕ and
∗
C λm,kϕ are smooth on Vn,m, the functions
∆[Eλ+2
∗
C
λ+2
m,kϕ] and Eλ
∗
C
λ
m,kϕ
are smooth on M˜n,m, and therefore
(∆[Eλ+2
∗
C
λ+2
m,kϕ])(x) = (−4)m(Eλ
∗
C
λ
m,kϕ)(x)
for all x ∈ M˜n,m. Setting x = v ∈ Vn,m, we obtain the result. In the
general case the proof is similar: just set ω1(x) = |x|2ℓm ω(x)) to obtain
(∆ℓEλ+2ℓ
∗
C
λ+2ℓ
m,k ϕ)(x) = (−4)mℓ (Eλ
∗
C
λ
m,kϕ)(x), x ∈ M˜n,m.
This completes the proof. 
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Remark 7.4. By Theorem 6.4 (i), the conditions of Theorem 7.3 are
satisfied if
λ, λ+ 2ℓ /∈ {−k − 1,−k − 2, . . .} ∪ {1−m, 2−m, . . .}.
If, moreover, k ≤ n − m, then, by Corollary 6.7, both
∗
C
λ+2ℓ
m,k ϕ and
∗
C λm,kϕ are smooth for λ+ 2ℓ 6= 1−m, 2−m, . . . provided that ϕ lies in
the range of the Funk transform, i.e., ϕ = Fm,kf , f ∈ C∞(Vn,m).
Combining the formula Sλmf = δ˜
∗
C
λ
m,kFm,kf (see (6.12)) with (7.7),
we obtain
∆λ,ℓ Sλ+2ℓm f = Sλmf, λ ∈ C, λ+ 2ℓ 6= 1−m, 2−m, . . . , (7.9)
where 1 ≤ m ≤ n−m and ∆λ,ℓ is defined by (7.6). Regarding applica-
bility of this reasoning, we recall that whenever 1 ≤ m ≤ k ≤ n −m,
Fm,k acts from C
∞(Vn,m) to C
∞(Vn,k)
O(k) and
∗
C
λ
m,k acts from the
range Fm,k(C
∞(Vn,m)) to C
∞(Vn,m)
O(m) for all λ ∈ C, except poles.
8. Inversion Formulas
As usual in the Radon transform theory, we distinguish the local
inversion formulas and the nonlocal ones, depending on the parity of
dimensions involved. In the case of the Funk-cosine transform F
(j)
m,k,
the formulas of the fist kind correspond to n −m + j − k even, while
the most difficult case, when n−m+ j − k is odd, deals with formulas
of the second kind. For the sake of simplicity and consistency with
the previous text, all inversion formulas in this section are presented
for functions on the Stiefel manifold Vn,m. Because functions on the
Grassmannian Gn,m can be viewed as right O(m)-invariant functions on
Vn,m, the reader can easily reformulate the results in the Grassmannian
terms.
8.1. Local Inversion.
Theorem 8.1. Let ϕ = F
(j)
m,kf , f ∈ C∞(Vn,m)O(m),
1 ≤ m ≤ k ≤ n−m, m−n ≤ j−k ≤ min(−m,m−k−1), j ≥ 0.
If n−m+ j − k is even and ℓ = (n−m+ j − k)/2 ≥ 0, then
f = δj ∆m−n,ℓ ψ, ψ =
∗
Fm,kϕ,
where
δj =
Γm((k − j)/2) Γm(m/2)
Γm((n− k + j)/2) Γm((n−m)/2) ,
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(∆m−n,ℓ ψ)(v) =
(
−1
4
)mℓ
(∆ℓEm−n+2ℓ ψ)(x)
∣∣∣
x=v
, v ∈ Vn,m.
Proof. By (6.11), f = Sm−nm f , where, by (7.9) with λ = m−n, we have
Sm−nm f = ∆m−n,ℓ Sj−km f.
Because Sj−km f = δj
∗
Fm,kF
(j)
m,kf (see (6.15)), the result follows. 
The case j = 0, when ϕ = Fm,kf is the usual Funk transform,
deserves special mentioning. If n −m − k is even, the above theorem
yields
f = δ0∆m−n,ℓ
∗
Fm,kϕ, (8.1)
where
δ0=
Γm(k/2) Γm(m/2)
Γm((n−k)/2) Γm((n−m)/2) , ℓ=
n−m− k
2
≥ 0. (8.2)
In the case m = k = 1, (8.1) agrees with Helgason’s formula in [21,
Theorem 1.17, p. 133] and the corresponding formula in [42]. In the
general case, our formula can be used as a substitute for known local
inversion formulas in [10, 16, 17, 24, 44].
8.2. Nonlocal Inversion of Fm,k in the Case m < k. If n− k −m
is odd, a local inversion formula, like (8.1), is not available. However,
if m < k, the following result for the Funk transform Fm,k (i.e., j = 0)
can be obtained by making use of the intermediate dual Funk-cosine
transform
∗
F
(1)
m,k.
Theorem 8.2. Let ϕ=Fm,kf , f ∈ C∞(Vn,m)O(m), 1 ≤ m < k ≤ n−m.
Suppose that n− k −m is odd. Then
f = c∆m−n,ℓ
∗
F
(1)
m,kϕ,
where
c =
Γm(m/2) Γm((k − 1)/2)
Γm((n−m)/2) Γm((n− k + 1)/2) , ℓ =
n− k −m+ 1
2
.
Proof. By (6.12) and Corollary 6.7 (with λ = 1− k) we have
S1−km f= δ˜
∗
C
1−k
m,kϕ, δ˜ =
Γm(k/2)
Γm((n−m)/2) ,
where, by (6.7),
∗
C
1−k
m,kϕ = c˜1
∗
F
(1)
m,kϕ, c˜1 =
Γm(m/2) Γm((k − 1)/2)
Γm(k/2) Γm((n− k + 1)/2) .
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Hence, by (7.9),
f = Sm−nm f = ∆m−n,ℓ Sm−n+2ℓm f = ∆m−n,ℓ S1−km f
= δ˜∆m−n,ℓ
∗
C
1−k
m,kϕ = δ˜c˜1∆m−n,ℓ
∗
F
(1)
m,kϕ,
which gives the result. 
8.3. The case k = m, j = 0. In this case the dual Funk transform
intertwines the differential operator in the local inversion formula, and,
as a result, we have two different inversion formulas. The proof relies
on the previous formulas for F
(j)
m,kf , according to which the restriction
k = m implies j = 0. It means that our reasoning works only for the
Funk transform Fm acting from C
∞(Vn,m)
O(m) into itself.
Theorem 8.3. Let ϕ = Fmf , f ∈ C∞(Vn,m)O(m), 1 ≤ m ≤ n − m.
Suppose that n is even and ℓ=(n− 2m)/2. If
D = c∆m−n,ℓ, c =
(
Γm(m/2)
Γm((n−m)/2)
)2
,
then
f = DFmϕ = FmDϕ. (8.3)
Proof. In view of Theorem 8.1, it remains to prove the second equality
in (8.3). As above, f = Sm−nm f , where by (6.12) and Corollary 6.7
(with λ = m− n),
Sm−nm f = δ˜FmCm−nm f, δ˜ =
Γm(m/2)
Γm((n−m)/2) .
Using (7.7) and (6.4), we can write
C
m−n
m f = ∆m−n,ℓC
m−n+2ℓ
m f = ∆m−n,ℓC
−m
m f = c˜0∆m−n,ℓFmf,
where c˜0 = δ˜. Hence f = δ˜
2 Fm∆m−n,ℓFmf = FmDϕ. 
Theorem 8.3 agrees with the known case m = 1 for the sphere; see
[42, Theorem 2.6 (i)].
9. Conclusion and Open Problems
In the present paper we introduced a new family of differential oper-
ators on Stiefel (or Grassmann) manifolds and applied these operators
to the study of λ-cosine transforms, Funk transforms, and their inter-
mediate modifications. Our main objective was inversion formulas on
smooth functions. The main tool was the classical Fourier analysis on
matrix space. Of course, many problems are still open. Below we list
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some of them with the hope that the reader will be inspired to make
further progress.
1. A nonlocal inversion formula for the Funk transform Fm = Fm,m
in terms of the differential operator ∆λ,ℓ and a suitable back-projection
operator, when n is odd, 1 ≤ m < n/2.
Theorems 8.1, 8.2, do not cover this case. Nonlocal inversion formu-
las for the Funk transform on Grassmannians are known in different
terms [10, 17, 49].
2. A nonlocal inversion formula for the intermediate Funk-cosine
transform F
(j)
m,k when j > 0 and n−m+ j − k is odd; cf. Theorem 8.1,
where n−m+ j − k is even.
3. An analogue of the equality ∆λ,ℓ
∗
C
λ+2ℓ
m,k ϕ =
∗
C λm,kϕ for C
λ+2ℓ
m,k f and
C
λ
m,kf , k > m; cf. Theorem 7.3.
4. Intertwining formulas for k > m and j > 0, generalizing (8.3).
Formulas of this kind are well known in the Radon transform theory; cf.
Theorems 3.1 and 3.8 in [21, Chapter 1, Section 3] for the hyperplane
Radon transform on Rn.
5. Non-injectivity of Fm,k (on right O(m)-invariant functions) when
m > k or, equivalently, of Rp,q when p+ q > n. Is it possible to give a
relatively simple counterexample?
Note that if k + m ≤ n, then, by (A.1), dimVn,m > dimVn,k if
and only if m > k. Similarly, if p < q, then p + q > n if and only
if rankGn,p > rankGn,q. An outline of the proof, that Rp,q is non-
injective when p + q > n, was communicated by T. Kakehi [25] in
group representation terms.
6. An analogue of Problem 5 for intermediate Funk-cosine trans-
forms and their Grassmannian modifications; see Conjecture 6.3.
This conjecture resembles the known fact that the non-normalized
λ-cosine transform is non-injective, when λ is a positive integer; see
[15, 35, 36].
Appendix. Smooth Functions on Stiefel and Grassmann
Manifolds
Below we present necessary information about Stiefel and Grassmann
manifolds in a consistent way and prove some auxiliary statements.
Our main objective is characterization of smooth functions on these
manifolds. Most of this material is scattered in numerous books and
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papers, according to needs and taste of the authors; see, e.g., [1, 5, 29,
51]. Lemma A.7 is new. We refer to [29] for terminology.
A.1. Stiefel manifolds. Recall that Mn,m, n ≥ m, is the real vector
space of matrices x = (xi,j) having n rows and m columns. We equip
Mn,m with a natural linear manifold structure. A chart of this manifold
is given by a map
Mn,m → Rnm, x→ (x1,1, . . . , xn,1, x1,2, . . . , xn,2, . . . , x1,m, . . . , xn,m),
that stacks the columns of x below one another. Let M˜n,m be the set of
all matrices x ∈ Mn,m of rank m, which is an open subset of Mn,m. We
consider M˜n,m as a smooth manifold with the differentiable structure
inherited from Mn,m.
Let Vn,m = {v ∈ M˜n,m : v′v = Im} be the set of all orthonormal
m-frames in Rn. Because v′v = Im gives m(m + 1)/2 functionally
independent polynomial conditions on the nm entries vi,j of v, Vn,m is
an algebraic variety of dimension
dm = nm−m(m+ 1)/2. (A.1)
It is also a closed subset of the sphere of radius
√
m in Rnm.
The subset Vn,m ⊂ M˜n,m can be regarded as an embedded submani-
fold of M˜n,m. To prove the latter, consider the polynomial map
F : M˜n,m → Mm,m, F (x) = x′x.
The differential of F is given by
DF (x)y = x′y + y′x, y ∈ Mn,m.
It follows that F has full rank; see, e.g., [1, p. 26] for details. Then,
by the inverse function theorem [51, Theorem 1.38], Vn,m = F
−1(Im) is
an embedded submanifold of M˜n,m with unique differentiable structure
inherited from M˜n,m. With this manifold structure, the set Vn,m is
known as the Stiefel manifold. Important particular cases are m = 1
and m = n, when Vn,1 = S
n−1 and Vn,n = O(n).
Proposition A.1. The maps
O(n)× Vn,m → Vn,m, (g, v)→ gv,
Vn,m × O(m)→ Vn,m, (v, γ)→ vγ,
are smooth.
Proof. The statement follows, e.g., from [29, Corollary 8.25], since, by
the above definition, Vn,m is an embedded submanifold of M˜n,m and
the maps
F1, F2 : Vn,m → M˜n,m, F1 : v → gv, F2 : v → vγ,
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are smooth. The smoothness of F1 and F2 is obvious because matrix
entries of gv and vγ depend polynomially on the matrix entries of v. 
The Stiefel manifold Vn,m has several diffeomorphic realizations. The
next one is especially important. Let us fix a unit frame v0 =
[
Im
0
]
∈
Vn,m. The isotropy subgroup of O(n) at v0, that can be identified with
O(n−m), is a closed embedded Lie subgroup of O(n). Hence the left
coset space O(n)/O(n − m) has a unique smooth manifold structure
such that the quotient map
π : O(n)→ O(n)/O(n−m) (A.2)
is a smooth submersion and the map
F : O(n)/O(n−m)→ Vn,m, F (gO(n−m)) = gv0, (A.3)
is an O(n)-equivariant diffeomorphism; see [29, Lemma 9.23 and The-
orems 9.22, 9.24]. Thus we have the following
Proposition A.2. The Stiefel manifold Vn,m is diffeomorphic to the
quotient manifold O(n)/O(n−m).
We will need the following general statement.
Proposition A.3. [29, Proposition 7.17] Suppose M , N , and P are
smooth manifolds, σ : M → N is a surjective submersion, and f : N →
P is any map. Then f is smooth if and only if f ◦ σ is smooth:
M
σ

f◦σ
  
❆
❆
❆
❆
❆
❆
❆
❆
N
f
// P
Proposition A.4. Let v0 =
[
Im
0
]
∈ Vn,m. A function f on Vn,m is
smooth if and only if a function f0 on O(n), defined by f0(g) = f(gv0),
is smooth.
Proof. Let κ : O(n) → Vn,m, κ(g) = gv0. We make use of Proposition
A.3 with M = O(n), N = Vn,m, P = C, and σ = κ. The result will be
proved if we show that κ is a submersion. We have κ = F ◦ π, where π
is the quotient map (A.2) and F is the diffeomorphism (A.3). Because
both π and F are submersions, their composition is a submersion (see,
e.g., [29, Exercise 7.2]), and the proof is complete. 
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We fix the Haar measure dv on Vn,m, which is left O(n)-invariant,
right O(m)-invariant, and normalized by
σn,m ≡
∫
Vn,m
dv =
2mπnm/2
Γm(n/2)
(A.4)
[32, p. 70]. The notation d∗v = σ
−1
n,mdv is used for the corresponding
probability measure. For any v ∈ Vn,m,∫
Vn,m
f(v) d∗v =
∫
O(n)
f(γv) d∗γ, (A.5)
where d∗γ stands for the Haar probability measure on O(n).
Proposition A.5. If f belongs to L1(Vn,m) or C
∞(Vn,m), then the
average fave(v) =
∫
O(m)
f(vα) d∗α belongs to L
1(Vn,m) or C
∞(Vn,m),
respectively.
Proof. The L1 statement holds by Fubini’s theorem. To prove the C∞
statement, we observe that by Proposition A.1, the map ρ : (v, α) →
vα is smooth. Hence f(vα) = (f ◦ ρ)(v, α) is smooth on Vn,m ×O(m),
and therefore fave is a smooth right O(m)-invariant function on Vn,m.

Below we give another characterization of smooth functions on Vn,m,
which is probably new. Recall that in the case m = 1, it is customarily
to define C∞(Sn−1) as the space of restrictions onto Sn−1 of C∞ func-
tions on Rn \ {0}, so that f ∈ C∞(Sn−1) if and only if the extended
function f˜ : x→ f(x/|x|) belongs to C∞(Rn \ {0}). The following the-
orem allows us to proceed in a similar way if m > 1, when the radial
component is an element of the set Ωm of positive definite symmetric
m×m matrices.
Theorem A.6. [7, 22, 32] (Matrix Polar Decomposition) If n ≥ m,
then every matrix x ∈ M˜n,m can be uniquely represented as
x = vr1/2, v ∈ Vn,m, r = x′x ∈ Ωm, (A.6)
and dx = 2−m|r|(n−m−1)/2drdv.
By this theorem, there is a one-to-one correspondence between func-
tions f on Vn,m and their homogeneous extensions
f˜(x) = f(x(x′x)−1/2), x ∈ M˜n,m.
Lemma A.7. The relations f ∈ C∞(Vn,m) and f˜ ∈ C∞(M˜n,m) are
equivalent.
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Proof. We make use of Proposition A.3 with M = M˜n,m, N = Vn,m,
P = C, and σ(x) = x(x′x)−1/2. It suffices to show that σ : M˜n,m → Vn,m
is a surjective submersion. Clearly, σ is smooth and its differential, as a
linear map between tangent spaces at x ∈ M˜n,m and v = σ(x) ∈ Vn,m,
has full rank, which is equal to dimVn,m. Thus σ is a smooth surjective
map of constant rank, and therefore (use, e.g. [29, Theorem 7.15]) it
is a submersion. This completes the proof. 
Remark A.8. By Lemma A.7, we can realize C∞(Vn,m) as the space of
all functions f on Vn,m, for which f˜ ∈ C∞(M˜n,m) in the usual sense, as
on Rnm. This remark plays a key role in the paper because it allows us
to define differential operators on Vn,m via homogeneous continuation.
A.2. Grassmann manifolds. We denote by Gn,m the Grassmann
manifold of m-dimensional linear subspaces of Rn. There exist sev-
eral diffeomorphic realizations of Gn,m. see, e.g., [29, pp. 22, 234, 238
(Problem 9-14)]. The Lie group G = O(n) acts on Gn,m smoothly
and transitively, and therefore Gn,m is a homogeneous G-space. If
ξ0 = span(e1, . . . , em) ∈ Gn,m is the coordinate subspace of Rn, then
G0 = O(n−m) × O(m) is the isotropy group of ξ0, which is a closed
embedded Lie subgroup of G (see, e.g., [29, Lemma 9.23]). Hence The-
orem 9.24 from [29] yields the following
Proposition A.9. The maps
E1 : G/G0 → Gn,m, E2 : G/G0 → Gn,n−m (A.7)
are G-equivariant diffeomorphisms.
By this proposition, Gn,m and Gn,n−m are diffeomorphic and every
function f1 on Gn,m can be identified with a function f2 on Gn,n−m, so
that
f1(ξ) = f2(ξ
⊥), f2(η) = f1(η
⊥); ξ ∈ Gn,m, η ∈ Gn,n−m.
In other words,
f1(ξ) = f2(E2(E
−1
1 ξ), f2(η) = f1(E1(E
−1
2 η).
This reasoning gives the following
Proposition A.10. f1 ∈ C∞(Gn,m) if and only if f2 ∈ C∞(Gn,n−m).
Proposition A.11. Given a function g on Gn,m, let
g0(γ) = g(γξ0), γ ∈ O(n), ξ0 = span(e1, . . . , em).
Then g0 ∈ C∞(O(n)) if and only if g ∈ C∞(Gn,m).
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Proof. Let κ : O(n) → Gn,m, κ(g) = gξ0. We make use of Proposition
A.3 with M = O(n), N = Gn,m, P = C, and σ = κ. The result
will be proved if we show that κ is a submersion. Denote G = O(n),
G0 = O(n −m) × O(m). We have κ = E1 ◦ π, where π : G → G/G0
is the quotient map and E1 is the diffeomorphism from (A.7). Because
both π and E1 are submersions, their composition is a submersion, and
the proof is complete. 
Every subspace ξ ∈ Gn,m is uniquely determined by its orthonormal
basis v ∈ Vn,m. Because all bases of the form vγ, γ ∈ O(m), define the
same subspace, we can realize Gn,m as a quotient space
Gn,m ≃ Vn,m/O(m).
Proposition A.12. The map
E3 : Gn,m → Vn,m/O(m)
is an O(n)-equivariant diffeomorphism.
Proof. Let G = O(n). By Proposition A.9, it suffices to prove this
statement with Gn,m replaced by G/G0, G0 = O(n − m) × O(m).
The manifold Vn,m/O(m) is a homogeneous G-space with the isotropy
subsgroup G0 of the element v0O(m) ∈ Vn,m/O(m), v0 =
[
Im
0
]
∈
Vn,m. Hence, by Theorem 9.24 from [29], there exists a G-equivariant
diffeomorphism between G/G0 and Vn,m/O(m). This completes the
proof. 
Remark A.13. By Proposition A.12, we can identify functions g ∈
C∞(Gn,m) with functions f : v → g({v}) belonging to C∞(Vn,m)O(m).
Thus, in view of Remark A.8, there is a one-to-one correspondence be-
tween smooth functions on the Grassmannian Gn,m and smooth func-
tions on the matrix space M˜n,m.
Owing to diffeomorphisms
Vn,m/O(m)⇐⇒ Gn,m ⇐⇒ Gn,n−m ⇐⇒ Vn,n−m/O(n−m),
we obtain the following statement.
Proposition A.14. There is a one-to-one correspondence
f ≃ f∗ (A.8)
between right O(m)-invariant functions f on Vn,m and right O(n−m)-
invariant functions f∗ on Vn,n−m. Moreover, f ∈ C∞(Vn,m)O(m) if and
only if f∗ ∈ C∞(Vn,n−m)O(n−m).
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The next Proposition, which is a consequence of normalization, char-
acterizes integrability properties of functions f, f ∗, and the relevant
functions on Grassmannians.
Proposition A.15. Given v ∈ Vn,m, let v˜ ∈ Vn,n−m be an arbitrary
frame, which is orthogonal to the subspace ξ = {v}, and let ξ˜ = {v˜}. If
f is a right O(m)-invariant function on Vn,m, f
∗ is defined by (A.8),
and the functions g and g∗ are defined by
f(v) = g({v}), f ∗(v˜) = g∗({v˜}),
then∫
Vn,m
f(v) d∗v=
∫
Vn,n−m
f ∗(v˜) d∗v˜=
∫
Gn,m
g(ξ) d∗ξ=
∫
Gn,n−m
g∗(ξ˜) d∗ξ˜, (A.9)
provided that at least one of these integrals exists in the Lebesgue sense.
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