We propose a new method for probing the time variation of the effective Newton's constant G eff , based on the optimal redshift weighting scheme, and demonstrate the efficacy using the DESI galaxy spectroscopic survey. We find that with the optimal redshift weights, the evolution of G eff (z) can be significantly better measured: the uncertainty of G eff (z) can be reduced by a factor of 2.2 ∼ 12.8 using the DESI BGS sample at z 0.45, and by a factor of 1.3 ∼ 4.4 using the DESI ELG sample covering 0.65 z 1.65.
INTRODUCTION
The cosmic acceleration discovered in 1998 (Riess et al. 1998; Perlmutter et al. 1999 ) may imply that an unknown energy component with a negative pressure, dubbed dark energy (DE), could contribute significantly to the Universe at recent epoch, or that Einstein's general relatively (GR) needs to be extended or altered on cosmological scales.
As dark energy does not cluster below the horizon scale in most dark energy models, the nature of DE is probed by the background expansion history of the Universe (see Weinberg et al. 2013; Copeland et al. 2006 for reviews on DE), using the supernovae type Ia (SN Ia) as "standard candles", and/or the baryonic acoustic oscillations (BAO) scale as a "standard ruler" of the Universe (Peebles & Yu 1970; Eisenstein et al. 2005) . On the other hand, the scenario of modified gravity (MG), which is an alternative to DE as a possible solution to the cosmic acceleration problem, has been investigating extensively from sub-galactic to cosmological scales both theoretically and observationally (see Koyama 2016; Joyce et al. 2015; Clifton et al. 2012 for recent reviews).
In GR, the Newton's constant, G eff , and the gravitational slip, η, which is the ratio between two gravitational potentials, are both unity, but they can be functions of cosmic time and scales in general modified gravity scenarios. Hence a deviation of either G eff or η from unity evidenced by observations can be a smoking gun of MG.
While η is most efficiently probed by the weak gravitational lensing (WL) with galaxy imaging surveys, or by the integrated Sachs-Wolfe (ISW) (Sachs & Wolfe 1967) effect probed by the cosmic microwave background (CMB) experiments, G eff is best measured by galaxy spectroscopic surveys through the redshift-space distortions (RSD) (Kaiser 1987; Peacock et al. 2001) . As G eff determines the growth of cosmic structures on subhorizon scales, it is usually better measured than η, according to a principal component analysis (PCA) on the general G eff and η functions (Zhao et al. 2009; Asaba et al. 2013; Hall et al. 2013; Hojjati et al. 2014 Hojjati et al. , 2016 . In this work, we focus on probing the time evolution of G eff using redshift surveys.
To probe the temporal evolution of G eff , we need tomographic information of the clustering of galaxies on the past lightcone, which can be extracted from galaxy surveys using overlapping redshift slices (Zhao et al. 2017; Wang et al. 2017 Wang et al. , 2018b Zheng et al. 2018) . A more computationally efficient method, which is based on the optimal redshift weighting scheme, has been recently developed and implemented for the measurement of BAO and RSD (Zhu et al. 2015 (Zhu et al. , 2018 Ruggeri et al. 2018; Wang et al. 2018a; Zhao et al. 2019) . In this work, we propose to measure the evolution of G eff using the optimal redshift weighting method, and demonstrate the efficacy using a worked example of the Dark Energy Spectroscopic Instrument (DESI) survey (DESI Collaboration et al. 2016) 1 . We present the methodology in the next section, followed by a demonstration using the DESI galaxy survey in Section 3, before conclusion and discussions in Section 4.
METHODOLOGY
In this section, we develop the methodology to measure the time variation of G eff , after a brief review of the optimal redshift weighting method.
The optimal redshift weighting technique is essentially a data compression scheme based on the KarhunenLoève (K-L) compression method (Tegmark et al. 1997; Heavens et al. 2000) . To illustrate the idea, let us assume that we use N p parameters to parameterize the galaxy power spectra multipoles in redshift space, which are measured at N z redshifts and at N k wavenumbers. The power spectrum vector P is defined as,
The Fisher information matrix F using observables P is then,
where C is the data covariance matrix, and the matrix D stores the derivative of P with respect to the parameters. It can be proved that if the data vector and covariance are compressed by the optimal weighting matrix W, i.e.,
Then the compression is lossless, as the Fisher matrix using the compressed observables has identical information as the uncompressed one, i.e.,
We refer the readers to Zhao et al. (2019) for a proof of Eq. (4), and to Zhu et al. (2015 Zhu et al. ( , 2018 ; Ruggeri et al. (2018); Wang et al. (2018a) ; Zhao et al. (2019) for implications of this method for BAO and RSD measurements using mock or actual galaxy catalogues.
In this work, we derive the optimal redshift weights for the effective Newton's constant G eff , which is a function of redshift z in general, and quantify how much improvement can be obtained with the redshift weights applied, using specifications of DESI to demonstrate.
As we focus on galaxy redshift surveys for this study, we parametrize the time evolution of the power spectrum multipoles as follows,
where b and f are the linear bias and logarithmic growth rate respectively, and P m denotes the linear matter power spectrum. The prime on k and µ denotes the mode distorted by the Alcock-Paczynski (AP) effect (Alcock & Paczynski 1979) , and α ⊥ and α are the dilation parameters for BAO distances, 2 ,
The damping term D quantifies the Fingers of God (FoG) effect, in which quantities k ⊥ ≡ k 1 − µ 2 and k ≡ kµ represent the transverse and radial wavenumber respectively, and
where Σ 0 is a constant calibrated using simulations, and G and f denote the linear growth function and the logarithmic growth rate respectively (Seo & Eisenstein 2007) . The th power spectrum multipole is an integral of P g (k, µ, z) in Eq (5), weighted by the Legendre polynomial L (µ), over µ, i.e.,
Note that in Eq (5), α ⊥ , α , b, f are all functions of redshift 3 , and we parametrize the time evolution of these functions using the following forms, BAO:
where χ f (z) is the comoving distance at redshift z, evaluated in the fiducial cosmology, which is Figure 2 . The 68% CL contour plots for the α and γ parameters. The inner (filled) and outer (unfilled) contours are derived with and without the optimal redshift weights applied. The left two and right two panels are derived from the DESI BGS and ELG samples respectively. The black crosses in the centre denote the fiducial values of the parameters.
taken to be a ΛCDM model favoured by the Planck 2018 measurement (Planck Collaboration et al. 2018) , and z p is the pivot redshift. This is the parametrization proposed in Zhu et al. (2015) for the BAO, and it was shown to be an accurate approximation for general cosmologies within a wide range of redshifts.
RSD:
The parametrization of the logarithmic growth rate is essentially f (z) = Ω definition of α in Eq (6), and the definition of f zp ≡ f (z p ). We parametrize the evolution of γ(z) using a similar expansion in x as that for α ⊥ (z), which is sufficiently general to cover a wide range of γ functions.
bias: We assume that the evolution of linear bias is inversely proportional to the linear growth function D(z), which is normalized to unity at z = 0 (DESI Collaboration et al. 2016), i.e.,
The free parameters in this study are summarized in the set Θ,
where
Ωm,0(1+zp) 3 +(1−Ωm,0) , and b T depends on the kind of tracer T 4 . In this work, we consider the Bright Galaxy Survey (BGS) and Emission Line Galaxies (ELG) samples of DESI observed across 14,000 square degrees of the sky, covering redshift ranges of z 0.45 and 0.65 z 1.65 respectively. The BGS and ELG samples consist of 17 million and 9.8 million galaxies, with the maximal number density reaching 0.04 and 0.001 h 3 Mpc −3 respectively. We assume b BGS = 1.34 and b ELG = 0.84. For more details of the target selection of these DESI tracers, we refer to DESI Collaboration et al. (2016) .
As demonstrated in Zhu et al. (2015) , the pivot redshift z p is a meta-parameter that chosen to be close to the centre of the redshift range of the galaxy sample concerned, to yield the best precision of the parametrizations Eqs (8) and (9) for a range of cosmologies. In this work, we choose z p = 0.23 and z p = 0.80 for the DESI BGS and ELG samples respectively, and we have checked that with this choice, the area of the error band of the reconstructed γ(z) gets minimized for each of the tracers, with the redshift weights applied 5 . The derivatives of the power spectrum multipoles with respective to parameters are given explicitly in the Appendix (Eqs A1 and A2). We model the time evolution of the data covariance matrix C using an analytic method (Taruya et al. 2010) as follows, which has been validated using mock galaxies for the eBOSS quasar sample (Zhao et al. 2019) ,
As the normalization of the redshift weights can be arbitrary, the amplitude of C is irrelevant, as long as the normalization is set the same for all redshifts.
Given Eqs (3), (A1), (A2) and (12), the optimal redshift weights for our parameters can be evaluated. Note that the weights are generally functions of k as well, but we numerically confirm that the scale-dependence is much weaker than the z-dependence on linear scales for the weights considered in this work. Thus we evaluate all the redshift weights at k = 0.05h −1 Mpc without loss of generality.
RESULT
This section is devoted to the main result of this work, including the optimal redshift weights derived from the simulated DESI BGS and ELG samples, and the projected constraint on the cosmological parameters with the redshift weights applied. Table 1 . The uncertainty of the α and γ parameters derived from DESI BGS and ELG samples respectively. The sub-script z denotes the samples with the optimal redshift weights applied.
The optimal redshift weights for parameters considered in this work are shown in the upper panels of Fig.  1 . As shown, the weights for different parameters express a certain level of similarity, which can give rise to redundancy in the data space if we combine the weighted sample for the data analysis. This problem can be solved by finding the orthogonal weights using a singular-value decomposition (SVD), and only keeping the first few "eigen-weights" that are most informative, as proposed in Zhao et al. (2019) . In this work, we follow this approach, and derive eight orthogonal eigen-weights from the original redshift weights, W = UΛV T where W is the data matrix of the original weights. The orthogonal redshift weights can be constructed by projecting W onto V, whose variances are stored in the diagonal matrix Λ. Keeping the first few eigen-weights largely reduce the redundancy with negligible information loss.
For both DESI BGS and ELG samples, we find that keeping six eigen-weights for the monopole, quadrupole and hexadecapole each is sufficient to restore almost all the information in the original weights, and we show these weights in the lower panel of Fig. 1 .
With these weights applied, we derive the constraint on the parameters listed in Eq (11) following the Fisher matrix approach detailed in Sec. 2, and show the 68% CL uncertainty of the α and γ parameters in Table 1 , and the 68% CL contour plots for the α and γ parameters in shaded ellipses in Fig. 2 . For the purpose of comparison, we perform an additional Fisher forecast without the redshift weights. Specifically, we assume that we will be able to split the BGS and ELG samples into N z redshift slices for each tracer, and perform BAO and RSD measurements at corresponding effective redshifts, which are assumed to distribute evenly in redshift. For this comparison, we assume that N z = 3 to get the unweighted constraints, as shown using unfilled contours in Fig. 2 .
As illustrated, the improvement due to the redshift weights on the constraint of α, especially on the γ parameters, is significant. To quantify, we compute the Figure- of-Merit (FoM), which is the square root of the determinant of the 3 × 3 inverse covariance matrix for the α or γ parameter blocks (with other parameters marginalized over), as follows, where the subscript z denotes the samples with the redshift weights applied. While the improvement in the FoM for the BAO parameters is around 2 for both samples, it can be as large as a factor of ten, or forty for the ELG and BGS samples respectively, as shown in Fig. 3 . We also show the FoM for various choices of the number of redshift slices, and we see that the slope of the γ curve is much deeper than the α curve at N zGrants 11720101004, 11673025 and 11711530207. This research used resources of the SCIAMA cluster supported by University of Portsmouth.
