Abstract. We study the maximal mutual information about a random variable Y (representing non-private information) displayed through an additive Gaussian channel when guaranteeing that only ε bits of information is leaked about a random variable X (representing private information) that is correlated with Y . Denoting this quantity by gε(X, Y ), we show that for perfect privacy, i.e., ε = 0, one has g0(X, Y ) = 0 for any pair of absolutely continuous random variables (X, Y ) and then derive a second-order approximation for gε(X, Y ) for small ε. This approximation is shown to be related to the strong data processing inequality for mutual information under suitable conditions on the joint distribution PXY . Next, motivated by an operational interpretation of data privacy, we formulate the privacy-utility tradeoff in the same setup using estimationtheoretic quantities and obtain explicit bounds for this tradeoff when ε is sufficiently small using the approximation formula derived for gε(X, Y ).
Introduction
The ever increasing growth of social networks has brought major challenges in terms of data privacy. This paper focuses on a privacy problem which is relevant for users or designers of social networks: the trade-off between data privacy and customized services performance. On the one hand, users want their private data to remain secret, and on the other hand, they also desire to benefit from customized services that require personal information in order to function properly. In this context, it is reasonable to assume that the user has two kinds of data: private data such as passport numbers, credit cards numbers, etc; and nonprivate data such as gender, age, etc. In general, private and non-private data are correlated. Thus, it is possible that enough non-private data discloses a nonnegligible amount of private data. Therefore, it is necessary to develop techniques to provide/store personal data (user's point of view/designer's point of view) that
This work was supported in part by NSERC of Canada.
arXiv:1608.04001v1 [cs.IT] 13 Aug 2016
yield the best customized services performance without compromising privacy. The goal of these techniques is to provide displayed data that will be used by customized services which contains as much non-private data as possible while revealing as little private data as possible. Also, for security reasons, the displayed data has to be produced using only non-private data. In general, this implies that the displayed data should be a randomized version of the non-private data.
To formulate this problem, we need to specify a privacy function and a utility function that respectively measure the amount of private and non-private data leaked into the displayed data. The authors of this paper recently suggested in [1] to use mutual information as the measure of both utility and privacy. Let X and Y denote the private and non-private data, respectively. The rateprivacy function g dis ε (X, Y ) for discrete random variables X and Y having finite alphabets X and Y, respectively is defined for any ε ≥ 0 as the privacy-utility tradeoff g 
where the auxiliary random variable Z is the privacy-constrained displayed data and X − − Y − − Z denotes that X, Y , and Z form a Markov chain in this order. The channel P Z|Y is called the privacy filter. It is shown in [2] that g dis ε (X, Y ) is in fact a corner point of an outer bound on the achievable region of the "dependence dilution" coding problem which provides an informationtheoretic operational interpretation. It is also shown that if the channel from Y to X displays certain symmetry properties, then g dis ε (X, Y ) can be calculated in closed form. For instance, if P X|Y is a binary symmetric channel (BSC) and Y ∼ Bernoulli(0.5), then g dis ε (X, Y ) = ε I(X;Y ) . As a more practical and operational notion of privacy, estimation-theoretic formulations of privacy are introduced in [3] and [4] . In particular, Calmon et al. [3] studied the case where X = Y and defined the utility by Pr(Ŷ (Z) = Y ) whereŶ : Z → Y is the Bayes decoding map satisfying I(Y ; Z) ≤ ε for discrete Y . Motivated by [5] , which suggested the use of maximal correlation ρ 2 m (X, Z) to measure the privacy level between X and Z, the authors in [4] recently generalized this model to arbitrary discrete X and Y , with the same utility function except that Z is required to satisfy ρ 2 m (X, Z) ≤ ε. It was shown independently in [1] and [6] that if perfect privacy is required, i.e., Z must be statistically independent of X, then Z is also independent of Y unless the probability vectors {P Y |X (·|x) : x ∈ X } are linearly dependent (in which case Y is called weakly independent of X, see [7, Appendix II] ). Hence, if Y is not weakly independent of X, then g dis 0 (X, Y ) = 0. Other formulations for privacy have appeared in [8, 9, 10, 11, 12, 13] .
The setting where (X, Y ) is a pair of absolutely continuous random variables with X = Y = R is studied in [2] with both utility and privacy being measured by mutual information, and in [4] , where both utility and privacy are measured in terms of the minimum mean-squared error (MMSE). In both cases, it is assumed that the privacy filter is an additive Gaussian channel with signal-to-noise ratio
where N G ∼ N (0, 1) is independent of (X, Y ). In particular, the rate-privacy function [2] is defined as
Letting mmse(U |V ) denote the MMSE of estimating U by observing V and letting var denote the variance, the estimation-theoretic privacy-utility tradeoff is defined in [4] by the estimation noise-to-signal ratio (ENSR):
where the minimum is taken over all
has a clear operational interpretation; it is the smallest MMSE associated with estimating Y given Z from which no non-degenerate function f of X can be estimated efficiently. This notion is related to semantic security [14] in cryptography. An encryption mechanism is said to be semantically secure if the adversary's advantage for correctly guessing any function of the private data given an observation of the mechanism's output (i.e., the ciphertext) is required to be negligible. As opposed to the discrete case, perfect privacy is achieved if and only if γ = 0, which gives rise to g 0 (X, Y ) = 0 (or equivalently sENSR 0 (X, Y ) = 1) for any absolutely continuous (X, Y ).
Contributions
In this work, we investigate the "almost" perfect privacy regime, that is, when ε > 0 is close to zero and derive a second-order approximation for g ε (X, Y ) (Corollary 2). We also obtain the first and second derivatives of the mapping ε → g ε (X, Y ) for ε ∈ [0, I(X; Y )) (Theorem 1). For a pair of Gaussian random variables (X, Y ), an expression for g ε (X, Y ) is derived (Example 1) and it is shown that the optimal filter has SNR equal to
for all ε < I(X; Y ) and the SNR is infinity if ε ≥ I(X; Y ). Functional properties of the map ε → g ε (X, Y ) are obtained (Proposition 1); in particular, it is shown than although the map ε → g dis ε (X, Y ) is concave [2] , the map ε → g ε (X, Y ) is neither convex nor concave, and is infinitely differentiable (Corollary 1). Using a recent result on the strong data processing inequality by Anantharam et al. [15] , a lower bound is obtained for g ε (X, Y ). Assuming P Y |X is a convolution with a Gaussian distribution, i.e., Y = aX +M G , where a = 0 and M G ∼ N (0, σ 2 M ) is independent of X, we obtain an inequality relating mmse(Y |Z γ , X) to mmse(Y |Z γ ) from which a stronger version of Anantharam's data processing inequality is derived for our setup (Theorem 2).
One main result of this paper is to connect g ε (X, Y ) with sENSR ε (X, Y ) in the almost perfect privacy regime when X is Gaussian (Theorem 4). This connection allows us to translate the approximation obtained for g ε (X, Y ) to a lower bound for sENSR ε (X, Y ).
Preliminaries
For a given pair of absolutely continuous random variables (U, V ), we interchangeably use P U V to denote the joint probability distribution and also the joint probability density function (pdf). The MMSE of estimating U given V is given by
where
Guo et al. [16] proved the following so-called I-MMSE formula relating the input-output mutual information of the additive Gaussian channel
of X, with the MMSE of the input given the output:
Since X, Y and Z γ form the Markov chain X − − Y − − Z γ , it follows that I(X; Z γ ) = I(Y ; Z γ ) − I(Y ; Z γ |X) and hence two applications of (5) yields [16, Theorem 10] 
The second derivative of I(Y ; Z γ ) and I(X; Z γ ) are also known via the formula
Rényi [18] defined the one-sided maximal correlation between U and V (see also [13, Definition 7.4 
where ρ(·, ·) is the (Pearson) correlation coefficient, the supremum is taken over all measurable functions g, and the equality follows from the Cauchy-Schwarz inequality. The law of total variance implies that
In an attempt of symmetrizing η 2 V (U ), Rényi [18] (see also [19] and [20] ) defined the maximal correlation as
Comparing (8) with (10) reveals that
Clearly, unlike maximal correlation, η X (Y ) is asymmetric, i.e., in general η X (Y ) = η Y (X), and hence according to Rényi's postulates [18] , it is not a "proper" measure of dependence. However, it turns out to be an appropriate measure of separability between private and non-private information in the almost perfect privacy regime (see Corollary 2) . On the other hand, maximal correlation satisfies all the Rényi's postulates [18] . In particular, it is symmetric and for jointly Gaussian random variables U and V with correlation coefficient ρ, we have ρ
Rate-Privacy Function for Additive Privacy Filters
Consider a pair of absolutely continuous random variables (X, Y ) distributed according to P XY . Let X and Y represent the private data and the non-private data, respectively. We think of X as having fixed distribution P X and Y being generated by the channel P Y |X , predefined by nature. Now consider the setting where Alice observes Y and wishes to describe it as accurately as possible to Bob in order to get a utility from him. Due to the correlation between Y and the private data X, Alice needs to provide Bob a noisy version Z of Y , such that Z cannot reveal more than ε bits of information about X. In fact, we assume that Z is obtained via the privacy filter, Z = Z γ defined in (2) . The aim is to pick γ ≥ 0 such that Z γ preserves the maximum amount of the information about Y while satisfying the privacy constraint. The rate-privacy function g ε (X, Y ), defined in (3), quantifies the tradeoff between these conflicting goals [2] . Note that since
γ as the noise variance. Due to the data processing inequality, one can restrict ε to the interval [0, I(X; Y )) in the definition of g ε (X, Y ) and consequently for any ε ≥ I(X; Y ) the optimal noise variance must be zero and hence g ε (X, Y ) = ∞. The case where the displayed data is required to carry no information at all about X, i.e., where ε = 0, is often called perfect privacy.
The maps γ → I(Y ; Z γ ) and γ → I(X; Z γ ) are strictly increasing over Lemmas 16, 17] and hence there exists a unique γ ε ∈ [0, ∞) such that I(X; Z γε ) = ε and g ε (X, Y ) = I(Y ; Z γε ). This observation yields the following proposition. 
is the Kullback-Leibler divergence) with Y G being a Gaussian random variable having the same mean and variance as Y . Then we have
Proof. Parts 1 and 2 can be proved directly from continuity and strict monotonicity of the maps γ → I(Y ; Z γ ) and γ → I(X; Z γ ). The upper bound in part 3 is a direct consequence of the fact that a Gaussian input maximizes the mutual information between input and output of an additive Gaussian channel. The lower bound follows from the entropy power inequality [21, Theorem 17.7.3] which states that 2 2h(Zγ ) ≥ γ2 2h(Y ) + 2πe and hence
from which and the fact that
, the lower bound immediately follows.
In light of Proposition 1, it is clear that, unless X and Y are independent, Z γ is independent of X if and only if γ = 0, which implies g 0 (X, Y ) = 0. As mentioned in the introduction, this is in contrast with the discrete rate-privacy function (1), where g 
and hence for any ε ∈ [0, I(X G ; Y G )) the equation I(X G ; Z γ ) = ε has the unique solution
Thus, we obtain
The graph of g ε (X G , Y G ) is depicted in Fig. 1 for ρ = 0.5 and ρ = 0.8. It is worth noting that
is the mean squared distortion incurred in reconstructing Y given the displayed data Z γ . The next result provides the first derivative g ε (X, Y ) of the function ε → g ε (X, Y ) at any ε < I(X; Y ). Theorem 1. For any absolutely continuous random variables (X, Y ), we have
.
where (a) follows from (5). In order to calculate d dε γ ε , notice that ε = I(X; Z γε ) and hence taking the derivative of both sides of this equation with respect to ε yields
and hence d dε
where (a) follows from (6) . The result then follows by plugging (14) into (13) .
As a simple illustration of Theorem 1, consider jointly Gaussian X G and Y G whose rate-privacy function is computed in Example 1. In particular, (12) gives
On the other hand, since
where a =
which equals (15) . In light of Theorem 1, we can now show that the map ε → g ε (X, Y ) is in fact infinitely differentiable over (0, I(X; Y )). 
< ∞ for almost all x (except for x in a set of zero P X -measure). It therefore follows that γ → mmse(Y |Z γ , X) is also infinitely right differentiable at γ = 0.
We remark that using (7) and Theorem 1, one can easily calculate the second derivative as
The following corollary, which is an immediate consequence of Theorem 1, provides a second-order approximation for g ε (X, Y ) as ε ↓ 0 and thus an approximation to the the rate-privacy function in the almost perfect privacy regime.
Corollary 2. For a given pair of absolutely continuous random variables (X, Y ), we have as ε ↓ 0,
and η 2 X (Y ) is the one-sided maximal correlation between X and Y defined in (8).
Proof. According to Corollary 1, we can use the second-order Taylor expansion to approximate g ε (X, Y ) around ε = 0, resulting in
From Theorem 1 and (16) we have
and g 0 (X, Y ) = 2∆(X, Y ), respectively, from which the corollary follows.
, and therefore Corollary 2 implies that for small ε > 0,
This second-order approximation as well as the first-order approximation are illustrated in Fig. 1 for ρ = 0.5 and ρ = 0.8. Polyanskiy and Wu [22] have recently generalized the strong data processing inequality of Anantharam et al. [15] for the case of continuous random variables X and Y with joint distribution P XY . Their result states that
where P X and P Y are the marginals of P XY and Q X (·) = P X|Y (·|y)Q Y (dy). In addition, it is shown in [22] that the supremum in (18) is achieved by a binary U . Replacing U with Z γ , we can conclude from (18) that
for any γ ≥ 0. Letting γ = γ ε , the above yields that
Clearly, this bound may be expected to be tight only for small ε > 0 since g ε (X, Y ) → ∞ as ε → I(X; Y ), as shown in Proposition 1. Note that Theorem 1 implies lim ε↓0
. On the other hand, it can be easily shown that
, with equality when X and Y are jointly Gaussian and hence the inequality (19) becomes tight for small ε and jointly Gaussian X and Y .
The bound in (19) would be significantly improved if we could show that Y G ) , where X G and Y G are jointly Gaussian having the same means, variances, and correlation coefficient as (X, Y ). This is because in that case we could write
, (20) where (a) and (b) follow from (12) and (11), respectively. However, as shown in Appendix A, the inequality
for some 0 < ε < I(X; Y ). To construct an example, it suffices to construct P XY for which ε → g ε (X, Y ) is locally concave at zero (i.e., g 0 (X, Y ) < 0) and hence its graph lies below the tangent line
This observation is illustrated in Fig. 2 .
As remarked earlier, the map ε → g ε (X, Y ) is in general not convex and thus one cannot conclude that
. However, it can be shown that this implication holds if P XY has more structure. In the next theorem, we assume that Y is a noisy version of X through an additive Gaussian channel.
Theorem 2. For a given X ∼ P X with variance σ 2 X , and
For any a > 0 and ε ∈ [0, I(X; Y )), we have
Furthermore, we have 
where (a) follows from the fact that mmse(U |αU + V ) = 
where (e) holds since X and M G are independent. We can therefore write
where (a) is due to (24) 
for ε ≤ I(X; Y ). Furthermore, according to Theorem 1, the inequality (25) yields (22) . Using the integral representation of mutual information in (5) and (6), we can write for any γ ≥ 0
where the inequality is due to (22) . The equality (23) then follows from (26).
It should be noted that both MMSE and mutual information satisfy the data processing inequality, see, [23] and [15] , that is, mmse(U |V ) ≤ mmse(U |W ), and I(U ; W ) ≤ I(U ; V ) for U − − V − − W . Therefore, (22) can be thought of as a strong version of the data processing inequality for MMSE for the trivial Markov chain Y − − (Z γ , X) − − Z γ . Also, (23) can be viewed as a strong data processing inequality for the mutual information for the Markov chain X − − Y − − Z γ which is slightly stronger than (18) in the special case of an additive Gaussian channel as η
Estimation-Theoretic Formulation
Consider the same scenario as in the previous section: Alice observes Y , which is correlated with the private data X according to a given joint distribution P XY , and wishes to transmit a random variable Z to Bob to receive a utility from
him. An operational measure of privacy is proposed in [4] where Alice generates the displayed data Z via a privacy filter P Z|Y such that Bob cannot efficiently estimate any non-trivial function of X given Z. As before, her goal is to maximize the utility (or equivalently minimize the cost) between Y and the displayed data Z. The next definition formalizes this privacy guarantee. We call a function f of random variable X non-degenerate if f (X) is not almost everywhere constant with respect to the probability measure P X . Also, we assume throughout this section that X and Y have finite second moments.
Definition 1. Given a pair of jointly absolutely continuous random variables (X, Y ) with joint distribution P XY and 0 ≤ ε ≤ 1, we say Z satisfies ε-strong estimation privacy, if there exists a channel P Z|Y that induces a joint distribution
for any non-degenerate Borel function f . Similarly, Z is said to satisfy ε-weak estimation privacy, if (27) is satisfied only for the identity function f (x) = x.
It is shown in [4] that ε-strong estimation privacy is equivalently characterized by the requirement ρ var(Y ) , and hence Alice equivalently aims to minimize the ENSR. Focusing on additive Gaussian privacy filter Z = Z γ , we can formalize the privacy-utility tradeoff as
where C ε (P XY ) is the set of parameters γ corresponding to ε-strong privacy, i.e.,
Similarly,
Note that both the maximal correlation and the one-sided maximal correlation satisfy the data processing inequality, that is, ρ 
2 has a unique solution
,
, which shows that the map γ → mmse(Y G |Z γ ) is strictly decreasing. Hence,
Clearly for jointly Gaussian X G and Y G we have η
Unlike g ε (X, Y ), the quantity sENSR ε (X, Y ) is maximized among all pairs of random variables (X, Y ) with identical means, variances and correlation coefficient when X and Y are jointly Gaussian. Thus, Example 2 yields a sharp upper-bound for sENSR ε (X, Y ). This is stated in the following theorem.
Theorem 3 ([4]). For any given jointly absolutely continuous
where (X G , Y G ) is a pair of Gaussian random variables with the same means, variances, and correlation coefficient as (X, Y ).
Next, we turn our attention to the approximation of sENSR ε (X, Y ) in the almost perfect privacy regime. Unfortunately, there is no known approximation for ρ 2 m (X, Z γ ) and mmse(X|Z γ ) around γ = 0. Nevertheless, we can use the firstorder approximation of g ε (X, Y ) to derive an approximation for sENSR ε (X, Y ) around ε = 0. The next theorem shows this approximation for the special case where P Y |X is an additive noise channel. + , and M is a noise random variable having a density, then for sufficiently small ε
Proof. We start by deriving an inequality relating mmse(Y |Z γ ) and I(Y ; Z γ ) which originates from the Shannon lower bound for the rate-distortion function.
Since the Gaussian distribution maximizes the differential entropy [21, Theorem 8.6 .5], we have h(Y |Z = z) ≤ 1 2 log(2πevar(Y |Z = z)) for any random variable Z. It immediately follows from Jensen's inequality that
and hence
from which we obtain
where D(Y ) is the non-Gaussianness of Y defined in Proposition 1. We note that a similar inequality is proved in [2, Lemma 13] for arbitrary noise distribution provided that Y is Gaussian. Although, inequality (32) provides an operational interpretation of
. However, this implication does not hold in general. Nevertheless, we show in the sequel that this implication holds for Gaussian X in the almost perfect privacy regime when P Y |X is an additive noise channel. First we notice that for jointly Gaussian X G and Y G , we have I(X G ;
On the other hand, specializing the decomposition (37) proved in Appendix A for U = X G and V = Z γ , we can write
where D(V |U ) for a pair of absolutely continuous random variables (U, V ) is defined as
where (U G , V G ) is a pair of Gaussian random variables having the same means, variances and correlation coefficient as (U, V ), and P V G |U G (·|u) and P V |U (·|u) are the conditional densities of V G and V given U G = u and U = u, respectively. As
compared with the exact value of g ε (X, Y ). As a side result, we also showed that this approximation leads to a slightly improved version of the strong data processing inequality under some suitable conditions on P Y |X . We also studied an estimation-theoretic formulation of the privacy-utility tradeoff for the same setup. Let sENSR ε (X, Y ) be the smallest achievable MMSE in estimating Y given Z γ such that MMSE in estimating any function f of X given Z γ is lower bound by (1 − ε)var(f (X)). We then showed that when X is Gaussian and Y is the output of an additive noise channel then
is the non-Gaussianness of Y . The significance of this bound is that it gives an operational interpretation for g ε (X, Y ) in terms of MMSE. Using the approximation obtained for g ε (X, Y ), we derived a lower bound for sENSR ε (X, Y ) for small ε which is linear in ε.
A Connection Between Mutual Information and
Non-Gaussianness
For any pair of random variables (U, V ) with I(U ; V )< ∞, let P V |U (·|u) be the conditional density of V given U = u. Then, we have
where (U G , V G ) is a pair of Gaussian random variable having the same means, variances and correlation coefficient as (U, V ), and P V G |U G (·|u) is the conditional density of V G given U G = u, and the quantity D(V |U ) is defined in (34). Replacing U and V with X and Z γ , respectively, the decomposition (37) allows us to conclude that Proof. Let E be an auxiliary random variable defined as
for some real number M > 0. Note that 
where (a) follows from the fact that h(Z γ |X G = x, E = 0) ≥ h(N G ).
Prelov [24] showed that for any random variable Y such that
for some α > 0, then 
Note that since var(Y )< ∞ and X G has a positive density, var(Y |X G = x)< ∞ for almost all x (except for x in a set of zero Lebesgue measure). Hence, we can choose L sufficiently large such that for any given δ > 0,
Pr(E = 1) ≥ 1 − δ, and var(Y |X G = x, E = 1) ≥ var(Y |X G = x) − δ.
Therefore, invoking the inequality log(1 + u) ≤ u for u > 0, we can write
from which and the fact the δ is arbitrarily small the result follows.
