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Abstract. Using a highly resolved atmospheric general cir-
culation model, the impact of different glacial boundary con-
ditions on precipitation and atmospheric dynamics in the
North Atlantic region is investigated. Six 30-yr time slice ex-
periments of the Last Glacial Maximum at 21 thousand years
before the present (ka BP) and of a less pronounced glacial
state – the Middle Weichselian (65 ka BP) – are compared to
analyse the sensitivity to changes in the ice sheet distribution,
in the radiative forcing and in the prescribed time-varying
sea surface temperature and sea ice, which are taken from a
lower-resolved, but fully coupled atmosphere-ocean general
circulation model.
The strongest differences are found for simulations with
different heights of the Laurentide ice sheet. A high surface
elevation of the Laurentide ice sheet leads to a southward dis-
placement of the jet stream and the storm track in the North
Atlantic region. These changes in the atmospheric dynam-
ics generate a band of increased precipitation in the mid-
latitudes across the Atlantic to southern Europe in winter,
while the precipitation pattern in summer is only marginally
affected. The impact of the radiative forcing differences be-
tween the two glacial periods and of the prescribed time-
varying sea surface temperatures and sea ice are of second
order importance compared to the one of the Laurentide ice
sheet. They affect the atmospheric dynamics and precipita-
tion in a similar but less pronounced manner compared with
the topographic changes.
1 Introduction
The climate in glacial periods is of great interest, as it rep-
resents a state that is fundamentally different compared to
today. Especially the Last Glacial Maximum (LGM) around
21 thousand years before the present (ka BP) has been stud-
ied extensively (e.g. Mix et al., 2001). However, in many ar-
eas proxy data are sparse and even in some well-covered re-
gions such as the Nordic Seas they show contradicting results
(de Vernal et al., 2006). Consequently, the confidence inter-
vals of reconstructed temperature and precipitation are large.
The climate in earlier periods of the last glaciation is less
understood as proxy data availability is further reduced. Sea
level reconstructions indicate changes in the order of several
tens of metres during the last glaciation (e.g. Siddall et al.,
2008) suggesting strong variations of the total ice mass. For
the LGM, the extent and height of the ice sheets are rela-
tively well known (Peltier, 2004), but uncertainties strongly
increase when going further back in time. Thus, for the ear-
lier part of the last glacial period the knowledge not only of
the climate, but also of the lower boundary conditions is lim-
ited due to the lack of proxy data. One way to overcome these
limitations is the use of climate models which enables us to
test different boundary conditions and to investigate their im-
pact on the climate.
Such an approach has already been successfully applied to
the LGM to evaluate models and to deepen our understand-
ing of the climate system (Paleoclimate Model Intercompar-
ison Project; PMIP; Joussaume and Taylor, 1995; Bracon-
not et al., 2007). In agreement with proxy reconstructions
the largest cooling in LGM simulations is found over the ice
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sheets in the Northern Hemisphere while the tropical ocean
shows only weak temperature changes (e.g. Braconnot et al.,
2007; Otto-Bliesner et al., 2009). On a more regional scale,
the results are less consistent, especially in the North Atlantic
and the western Europe region, where proxy data (Peyron
et al., 1998) indicate lower temperatures compared with sim-
ulations (Kageyama et al., 2006). The use of higher resolved
models can reduce this difference, but does not completely
solve the discrepancies (Jost et al., 2005; Ramstein et al.,
2007; Kim et al., 2008). A more recent reconstruction, how-
ever, suggests that part of the difference is related to the re-
construction methods applied to the proxy data (Wu et al.,
2007).
Regarding precipitation PMIP results suggest globally
drier conditions – due to reduced evaporation as the tempera-
ture is lower – except for some mid-latitude areas (Shin et al.,
2003; Braconnot et al., 2007). In the Northern Hemisphere
the precipitation increase especially in winter is related to
changes in the storm tracks which overcompensate the gen-
eral drying (Laine et al., 2009). Previous results for PMIP
indicated an eastward shift of the storm tracks in the Atlantic
and Pacific with model-dependent characteristics linked to
changes in the stationary waves (Kageyama et al., 1999). For
four more recent PMIP simulations Laine et al. (2009) found
a southeastward shift of the storm track in the North Pacific
and a thinning in the western and a southeastward exten-
sion in the eastern part of the North Atlantic. These changes
are related to a similar displacement of the jet stream partly
forced by eddies as a consequence of the changed boundary
conditions.
Precipitation changes are, however, not only a conse-
quence of changed boundary conditions, but can also be a
driver, e.g., precipitation is an important factor for the mass-
balance of glaciers and ice sheets. Kageyama and Valdes
(2000) suggested a coupling between the Laurentide and the
Fennoscandian ice sheets, as the height of the first influ-
ences the precipitation over the latter. Another study pro-
posed that precipitation increases over the North Atlantic due
to an altered height of the Laurentide ice sheet which reduces
the ocean overturning circulation (Eisenman et al., 2009).
Thus, a quantification of precipitation change under differ-
ent glacial boundary conditions is important.
In this study, we extend the LGM case studies to an early
part of the last glacial period, the Middle Weichselian (MW,
65 ka BP which corresponds to a part of Marine Isotope
Stage 4), by utilising a state-of-the-art atmospheric model
forced with prescribed sea surface temperatures (SSTs) and
sea ice fields derived from a lower-resolved, but fully coupled
model. The MW is chosen because it represents a state which
is closer to the beginning of the last glacial period than the
LGM, but nevertheless includes a strong glaciation – as sug-
gested by the low sea level (about 80 m below the present day
level) compared to other periods in the Early/Middle Weich-
selian (Siddall et al., 2008). The aim is to examine the influ-
ence of different glacial boundary conditions on atmospheric
dynamics and on the precipitation pattern in the North At-
lantic region. This incorporates changes of the SST and sea
ice, the radiative forcing and the topography of the ice sheets.
The outline of the study is as follows: the model, the ex-
perimental design and the boundary conditions are briefly ex-
plained in Sect. 2. In Sect. 3 the simulated temperature and
precipitation patterns for present-day and LGM are evalu-
ated against observations and a reconstruction. The analysis
of the temperature and precipitation patterns for the different
glacial simulations is presented in Sect. 4 and the changes
of the atmospheric dynamics are examined in Sect. 5. The
implication of the findings is discussed in Sect. 6.
2 Model description and experiments
2.1 Model
The study is based on simulations with version 3 and 4 of
the Community Climate System Model (CCSM) developed
at the National Center for Atmospheric Research (NCAR).
Both model versions offer components for the atmosphere,
the ocean, the land, the sea ice and a coupler which ex-
changes state information and fluxes.
We use the CCSM3 in its fully coupled mode – with a hor-
izontal resolution of 2.8× 2.8◦ for the atmosphere and land
surface and nominal 1× 1◦ for the ocean and sea ice grid.
A description of the CCSM3 and its components is given in
Collins et al. (2006). Note that this model version has been
widely used for paleo-simulations (e.g. Otto-Bliesner et al.,
2006a, for the LGM).
The CCSM4 is run with 0.9× 1.25◦ resolution for the
atmosphere and land surface with prescribed time-varying
SSTs and sea ice cover. In this study, the CCSM4 consists of
the Community Atmosphere Model version 4 (Neale et al.,
2010) with a finite volume dynamical core and the Commu-
nity Land Model version 4 (Oleson et al., 2010) excluding
the integrated carbon-nitrogen model. The prescribed time-
varying SSTs and sea ice are integrated via a data ocean
model and the Community Ice Code version 4 (Hunke and
Lipscomb, 2008) in its thermodynamic-only mode, respec-
tively.
2.2 Experiments
To investigate the sensitivity of the glacial climate to changes
in the boundary conditions a set of time-slice experiments is
conducted considering four different time periods: present-
day (1990 AD), preindustrial (1850 AD), LGM and MW. An
overview of the simulations is presented in Table 1 and the
values of the major external forcing factors are summarized
in Table 2.
In principle, the simulations are generated as follows:
First, a CCSM3 simulation under respective perpetual ex-
ternal forcing conditions is conducted until a sufficiently
equilibrated state of the coupled atmosphere-ocean system
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Table 1. Overview of the simulations for the two model versions and the ice sheet topographies applied in CCSM4. The monthly mean
SST and sea ice data of the five CCSM3 simulations are used as inputs for the corresponding CCSM4 experiments. The MW simulation for
CCSM3 uses the same topography as the LGM one and its SST and sea ice fields serve as input in all the CCSM4’s MW experiments –
which differ only in their ice sheet topographies (see also Fig. 1 and text). The values for the ice sheet heights indicate how much of Peltier’s
LGM–present-day topography changes are applied for the Fennoscandian, the Laurentide and all other (mainly Greenland and Antarctica)
ice sheets.
Description CCSM3 CCSM4 Ice sheet heights
Label Fennoscandian Laurentide Others
Transient 1971–2000 AD – PDTR 0 % 0 % 0 %
simulation
1990 AD simulation a PDEQ 0 % 0 % 0 %
1850 AD simulation b PIEQ 0 % 0 % 0 %
21 ka BP simulations c LGMMS 100 % 100 % 100 %
d LGMEQ 100 % 100 % 100 %
65 ka BP simulations e MWLGM 100 % 100 % 100 %
MWLIN 67 % 67 % 67 %
MWFS 33 % 76 % 76 %
MWLT 100 % 46 % 100 %
a year 901–930 from the NCAR’s present-day simulation (Otto-Bliesner et al., 2006b); b year 663–692 from the NCAR’s
preindustrial simulation (Otto-Bliesner et al., 2006b); c started from year 250 of the NCAR’s LGM simulation
(Otto-Bliesner et al., 2006a); d year 1766–1795 of the LGM simulation of Brandefelt and Otto-Bliesner (2009); e started
from year 250 of the NCAR’s LGM simulation (Otto-Bliesner et al., 2006a) and run into equilibrium for 340 yr.
Table 2. External forcing level for the four periods investigated in this study. The orbital parameters are calculated according to Berger (1978).
Glacial levels of CO2, CH4 and N2O are estimated from ice cores according to Schilt et al. (2010) and B. Bereiter (personal communication,
2012) for MW and following the PMIP protocol for LGM (http://www-lsce.cea.fr/pmip2/). Note that the external forcing indicated in the
table correspond to the values in the CCSM4 simulations and that they may slightly differ in the CCSM3 simulations, e.g., for 1850 AD the
forcing in the CCSM3 simulation corresponds to 1870 AD.
1990 AD 1850 AD 21 ka BP 65 ka BP
TSI (Wm−2) 1361.77 1360.89 1360.89 1360.89
Eccentricity 0.016708 0.016764 0.018994 0.020713
Obliquity (◦) 23.441 23.459 22.949 22.564
Angular precession (◦) 102.72 100.33 114.43 15.22
CO2 (ppm) 353.9 284.7 185 205
CH4 (ppb) 1693.6 791.6 350 460
N2O (ppb) 310.1 275.7 200 210
is reached so that the trends of the SSTs and sea ice cover are
negligible. The monthly-mean SST and sea ice concentration
fields are then interpolated from the irregular ocean grid in
CCSM3 to a regular 0.9×1.25◦ grid and used as time-varying
lower boundary conditions for the CCSM4 simulation. Sec-
ond, the CCSM4 simulation is conducted for 33 model years
and the analysis is based on the last 30 model years of the
simulation.
This two-model approach is selected to profit from the
results of earlier CCSM3 simulations, which saves com-
putational costs, while still using an up-to-date highly re-
solved atmospheric model in the second step. Pre-existing
equilibrated CCSM3 simulations are available for all periods
(Otto-Bliesner et al., 2006a,b; Brandefelt and Otto-Bliesner,
2009) except for the MW. The MW simulation based on
CCSM3 is initialised from the LGM state (Otto-Bliesner
et al., 2006a). This choice obliges some simplifications in the
set-up of the MW simulation: the bathymetry and topography
are similar to LGM corresponding to no sea level change be-
tween LGM and MW, which could lead to biases in the ocean
surface. However, due to the low resolution the topography
in the CCSM3 simulations is rather crude anyway and the
impact of differences in the prescribed ocean surface for the
CCSM4 simulation is one of the investigated factors in this
study. The MW simulation is conducted for 340 yr until the
ocean surface is sufficiently equilibrated (global mean SST
trend less than 0.1 ◦C per century).
Using CCSM4 the following time-slice experiments are
conducted (Table 1):
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– A present-day simulation with perpetual 1990 AD con-
ditions (hereafter PDEQ), which is used to evaluate the
model’s present-day climate.
– A preindustrial simulation with perpetual 1850 AD con-
ditions (PIEQ) as reference state for the glacial simula-
tions (in agreement with the PMIP protocol).
– Four MW simulations with different ice sheet topogra-
phies (Fig. 1, and Sect. 2.3).
– Two LGM simulations with different ocean surface
forcings that represent a meta-stable state (LGMMS)
and the final equilibrium state (LGMEQ). The ocean
surface forcing differs especially in the North Atlantic
with much lower SSTs and more extensive sea ice cover
in the equilibrium state (Brandefelt and Otto-Bliesner,
2009).
In addition, a present-day CCSM4 simulation using tran-
sient forcings and observational SST and sea ice data for the
period 1971 to 2000 (hereafter PDTR) is conducted (see Hur-
rell et al. (2008) for information on the SST and sea ice data
and Gent et al. (2011) for the external forcing). This simu-
lation is compared with reanalysis data of the same period
(ERA-40; Uppala et al., 2005) to shed light on the biases of
the atmospheric CCSM4 model and with PDEQ to quantify
the impact of the deviating ocean surface conditions (fully
coupled simulated versus observed).
2.3 Boundary conditions
For all glacial experiments the boundary conditions are
equivalent to the PIEQ simulation except for: (i) the Earth’s
orbital parameters, (ii) the concentrations of atmospheric
greenhouse gases, (iii) the topography and the coastlines,
(iv) the vegetation and the soil type, and (v) the prescribed
SST and sea ice fields.
The values for the Earth’s orbital parameters are calcu-
lated according to Berger (1978). The influence of the dif-
ferent orbital parameters between present-day and preindus-
trial is negligible. Compared with today, the solar radiation
for the LGM is reduced in both hemispheres during their
respective summer with the largest values (up to 14 W m−2
lower) found in the high-latitudes. For the MW the anoma-
lies are generally larger (up to 30 W m−2) with lower inso-
lation occurring from March to June (December to April)
in the Northern (Southern) Hemisphere and a nearly global
positive anomaly centred around September/October. The
glacial concentrations of CO2, CH4 and N2O are based on
ice core measurements (Schilt et al., 2010 and B. Bereiter,
personal communication, 2012 for MW; PMIP protocol for
LGM; http://www-lsce.cea.fr/pmip2/). The resulting change
of the total global radiative forcing relative to preindustrial is
−2.89 W m−2 and −2.21 W m−2 for LGM and MW, respec-
tively (estimated according to IPCC (2001, Table 6.2); the
increase from preindustrial to present-day is +1.69 W m−2.
Table 2. External forcing level for the four periods investigated in this study. The orbital parameters are
calculated according to Berger (1978). Glacial levels of CO2, CH4 and N2O are estimated from ice cores
according to Schilt et al. (2010) and B. Bereiter (personal communication, 2012) for MW and following the
PMIP protocol for LGM (http://www-lsce.cea.fr/pmip2/). Note that the external forcing indicated in the table
correspond to the values in the CCSM4 simulations and that they may differ slightly in the CCSM3 simulations,
e.g. for 1850 AD the forcing in the CCSM3 simulation corresponds to 1870 AD.
1990 AD 1850 AD 21 ka BP 65 ka BP
TSI (Wm−2) 1361.77 1360.89 1360.89 1360.89
Eccentricity 0.016708 0.016764 0.018994 0.020713
Obliquity (◦) 23.441 23.459 22.949 22.564
Angular precession (◦) 102.72 100.33 114.43 15.22
CO2 (ppm) 353.9 284.7 185 205
CH4 (ppb) 1693.6 791.6 350 460
N2O (ppb) 310.1 275.7 200 210
Fig. 1. LGM ice sheet extent (color shadings: red and green for the Fennoscandian and Laurentide ice sheet,
respectively, and light blue for Greenland and Antarctica) and thickness (contours, interval 1 km), and additional
land areas in MW (black) and LGM (black and gray). The coastlines and ice sheets for LGM are based on ICE-
5G (Peltier, 2004). The shift of the coastlines (shown as the boundary of 50 % landfraction) corresponds to a
sea-level change of 80 m (MW) and 120 m (LGM) with respect to today.
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Fig. 1. LGM ice sheet extent (colour shadings: red and green for
the Fennoscandian and Laurentide ice sheet, respectively, and light
blue for Greenland and Antarctica) and thickness (contours, interval
1 km), and additional land areas in MW (black) and LGM (black
and gray). The coastlines and ice sheets for LGM are based on
ICE-5G (Peltier, 2004). The shift of the coastlines (shown as the
boundary of 50 % landfraction) corresponds to a sea-level change
of 80 m (MW) and 120 m (LGM) with respect to today.
The topography and the coastlines for all glacial simula-
tions are based on the ICE-5G reconstruction (Peltier, 2004)
and are illustrated in Fig. 1. For the LGM the topography is
calculated as the model’s present day topography, plus the
spatially smoothed difference of Peltier’s present day and
LGM values. The sea level is lowered by about 120 m with
respect to the modern level except for the Caspian Sea which
is kept at its present-day extent and the coastal line is adjusted
accordingly.
For the MW, the ice sheet extent and even more so its
thickness are much more uncertain and, therefore, due to a
lack of better data, the ICE-5G is used as a starting point for
the construction of the ice sheet and the topography. In the
four MW simulations, the sea level is lowered by 80 m (Sid-
dall et al., 2008) and the spatial extent of the LGM ice sheet
is maintained, while the thickness is adapted individually.
In MWLGM, which is used as a sensitivity experiment for
the orbital and greenhouse gases (GHGs) forcings, the orig-
inal LGM ice sheet height is applied. In the other three MW
simulations, the total ice volume is increased by only 2/3 of
the LGM change with the following spatial distributions (see
Table 1 for the exact numbers): (i) in MWLIN all ice sheet
heights are increased linearly, (ii) in MWFS the Fennoscan-
dian ice sheet is set at 1/3 of its LGM height with more in-
crease elsewhere, and (iii) in MWLT the Laurentide ice sheet
has a much lower surface elevation compared with LGM.
The vegetation and the soil type in the glacial simulation
are prescribed to the preindustrial distribution except for the
additional land areas and the regions that are covered by the
grown ice sheet. In the additional land cells vegetation and
soil types are set to the mean values of nearby cells and in
the ice covered regions the model’s standard value for such
conditions are used.
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3 Evaluation
Here, the model’s ability to generate a reasonable climate
state both in the past and present is investigated. To do so we
briefly compare the present-day simulations with reanalysis
data and the LGM simulations with proxy reconstructions for
Europe (Wu et al., 2007). This allows identifying biases that
have to be considered in the interpretation of the results of
the sensitivity experiments.
3.1 Present-day climate state
We focus on the surface air temperature (SAT) and precipita-
tion in the two present-day simulations which are compared
to the monthly mean output of the years 1971–2000 of the
ERA-40 reanalysis data (Uppala et al., 2005) interpolated to
the 0.9× 1.25◦ resolution of the CCSM4 output.
The global mean SAT in PDTR resembles the ERA-40 data
with respect to the seasonal cycle and the interannual vari-
ability, but it shows a negative bias of 0.3 ◦C. In the North At-
lantic and European region, which is of interest in this study,
the SAT exhibits positive biases over most of Europe, south-
western Russia and Northern Greenland and negative biases
over Scandinavia, Northern Africa and around the Hudson
Bay, which generally do not exceed ±3 ◦C (not shown). In
the PDEQ simulation, the global mean SAT is−0.6 ◦C colder
than in ERA-40 due to the too low SST introduced through
the fully coupled CCSM3 simulation (Large and Danaba-
soglu, 2006). Over the continents the SAT pattern in PDEQ
is similar to the one in PDTR.
The global mean precipitation in PDTR and PDEQ is about
10 % less than in ERA-40. However, the precipitation in
ERA-40 is known to be excessive especially over the trop-
ical oceans (Uppala et al., 2005, and references therein). In
the North Atlantic region, both simulations exhibit similar
patterns with mostly positive anomalies in arid regions and
negative anomalies in humid areas, and a slight positive pre-
cipitation bias (up to 1 mm day−1) in Northern Europe (not
shown).
Overall, SAT and precipitation are simulated reasonably
well and the SST biases introduced through CCSM3 do not
seem to have a dominant impact on the present-day European
precipitation.
3.2 LGM climate state
Before evaluating the two LGM simulations, we investigate
our reference simulation (PIEQ) with respect to the PDEQ
simulation. The global mean temperature is 1.3 ◦C lower
with stronger reductions at high-latitudes. It is not surprising
that the global mean SAT difference between PIEQ and PDEQ
is much larger than that derived from observations, as the two
simulations represent equilibrated states and the transient cli-
mate is not in equilibrium. In contrast to the temperature,
the global mean precipitation in PIEQ is close to its value in
PDEQ and the precipitation pattern is not significantly altered
except for a weak decrease polewards of 60◦ N.
The SAT differences between PIEQ and LGMMS and
LGMEQ are consistent with other models regarding the
global means (4.5 ◦C for LGMMS and 5.6 ◦C for LGMEQ)
and the large-scale patterns (Braconnot et al., 2007). Note,
however, that the SAT changes in the northern North Atlantic
are 5–10 ◦C larger for LGMEQ (and with reduced amplitude
also for LGMMS) than suggested by the multi-model mean
of Braconnot et al. (2007), presumably due to low SSTs and
the very extended sea ice cover (Otto-Bliesner et al., 2006a;
Brandefelt and Otto-Bliesner, 2009).
In agreement with the overall lower mean temperatures,
the global mean precipitation is reduced by 10 % for LGMMS
and 12 % for LGMEQ compared with PIEQ. The large-scale
precipitation anomaly patterns are similar in both simulations
and consistent with the multi-model mean of Braconnot et al.
(2007).
For a more detailed evaluation in Europe the simulated
LGM climate is compared to the proxy reconstruction from
Wu et al. (2007) which is based on an inverse vegetation
modelling approach using pollen data. The reconstruction
offers temperature and precipitation anomalies with respect
to the 1970s for the coldest (January) and warmest (July)
month and for the annual mean. 32 sites in the European re-
gion are selected and compared with the simulated patterns
of LGMMS–PDEQ and LGMEQ–PDEQ.
For the coldest month, the cooling is underestimated for
most of the southern locations, while it is overestimated for
the northern part (Fig. 2a and b). Nevertheless, the tempera-
ture difference between the simulations and the reconstruc-
tion is less than 5 ◦C for the majority of the proxy sites and
only at a few locations the simulated temperature is outside
the 90 % confidence interval of the reconstruction. In con-
trast, the simulated SATs for the warmest month are not con-
sistent with the reconstructed ones at most locations (Fig. 2c
and d); so the simulations’ results for summer should be in-
terpreted with caution. For the annual mean SAT, the simu-
lations are close to the reconstruction in the Mediterranean
region, but overestimate the temperature change in the far
northeast (Fig. 2e and f). Note that in both seasons and for the
annual mean strong temperature differences at nearby proxy
sites, which are likely related to locale impact factors, have
no correspondence in the simulated pattern.
The reconstructed precipitation indicates a tendency to-
wards drier conditions over Europe for the annual mean, as
well as the coldest and warmest month, while the simulations
exhibit a more heterogeneous pattern with a band between
35◦ to 50◦ N of increased precipitation in January and one
between 50◦ to 60◦ N in July (Fig. 3). Due to the large uncer-
tainties, the simulated precipitation anomalies are consistent
with the reconstruction at most locations. Note, however, that
the strongly increased winter precipitation in Spain has no
analogue in the reconstruction.
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Fig. 2. SAT anomalies with respect to PDEQ for LGMEQ (left) and LGMMS (right) for the coldest month
(January, a and b), the warmest month (July, c and d), and the annual mean (e and f). The colored circles are
estimated temperature anomalies based on proxy data (Wu et al., 2007) with a red (green) border indicating
significantly stronger (weaker) negative anomalies than at the closest grid cell of the model (outside the 90 %
confidence interval of Wu et al., 2007).
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Fig. 2. SAT anomalies with respect to PDEQ for LGMEQ (left)
and LGMMS (right) for the coldest month (January, a and b), the
warmest month (July, c a , the a nual mean (e and f).
The coloured circles are estimated temperature anomalies based on
proxy data (Wu et al., 2007) with a red (green) border indicating
significantly stronger (weaker) negative anomalies than at the clos-
est grid cell of the model (outside the 90 % confidence interval of
Wu et al., 2007).
Overall, no evidence is found that one of the two LGM
simulations leads to a much better agreement with the recon-
struction, as the SATs agree better in LGMMS while precipi-
tation agrees more in LGMEQ.
4 Impact on temperature and precipitation
The impacts of the glacial boundary conditions on temper-
ature and precipitation in the North Atlantic region are pre-
sented using three subsets of the simulations. First, the topo-
graphic effect, which is the most important one, is investi-
gated based on the four MW simulations. Second, the impact
of the prescribed SSTs and sea ice is analysed by comparing
LGMMS and LGMEQ. Third, the influence of the radiative
forcing is investigated using the MWLGM and the equilib-
rium LGM simulation.
Fig. 3. As Fig. 2, but for precipitation.
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Fig. 3. As Fig. 2, but for precipitation.
4.1 Sensitivity to ice sheet height
The global mean SAT reduction from the PIEQ to the MW
simulations is in the range of 4.7–4.8 ◦C. The large-scale
temperature anomalies are similar in all simulations and re-
semble the ones that are found for the LGM. Significant (at
the 5 % level) SAT differences between the MW simulations
occur over the ice sheets, in continental regions downstream
of the ice sheets (especially in winter), and – only in win-
ter – between 40◦ and 50◦ N across the North Atlantic (not
shown). Over the ice sheets, they are a direct effect of the
changed altitude (lapse rate feedback), while the other dif-
ferences are expected to be a consequence of changed atmo-
spheric dynamics.
The global mean precipitation is virtually identical in all
MW simulations. Regarding winter precipitation, however,
a strong impact of the height of the Laurentide ice sheet
is evident in the North Atlantic region. In contrast to the
generally drier conditions, positive precipitation anomalies
are found in the mid-latitudes that are more pronounced in
the simulations with a stronger elevated Laurentide ice sheet
(Fig. 4a–d). In MWLT (Laurentide ice sheet height at 46 %
of the LGM value) significant (at the 5 % level) positive
precipitation anomalies are found in the western North At-
lantic between 30◦ N to 40◦ N and 40◦ W to 70◦ W and a
few small patches around Spain. In MWLIN (height at 67 %)
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Fig. 4. Winter (DJF, upper half) and summer (JJA, lower half) precipitation anomalies with respect to PIEQ (a–d and h–k) and to MWLIN
(e–g and l–n) for all MW simulations. Only values that are statistically significant at the 5 % level based on the two-sided Student’s t-test are
coloured.
the anomalies are spatially more extended and in MWFS
(height at 76 %) they form a continuous band from the east-
ern coast of North America to southeastern Europe, which is
even more pronounced in MWLGM (height at 100 %). Note
that positive winter precipitation anomalies in southwestern
Europe and the adjacent Atlantic are a common feature of
LGM simulations (ice sheet heights as in MWLGM) of differ-
ent models (Laine et al., 2009) and are also found in CCSM3
(Strandberg et al., 2011).
Additionally, precipitation anomalies in other areas con-
sistently change with the height of the Laurentide ice sheet.
A lower altitude of the Laurentide ice sheet corresponds to
a precipitation increase over the eastern part of its slope, in
the Labrador Sea, in the North Atlantic at 20◦ N and north
of Great Britain (Fig. 4e–g). The impact of the Fennoscan-
dian ice sheet is less pronounced and mainly affects the pre-
cipitation at its southeastern slope (increased precipitation in
simulations with a lower altitude of this ice sheet).
For summer, the precipitation differences between the four
simulations are much smaller and not significant for most
regions (Fig. 4h–n). The few significant changes point to a
similar, but much weaker impact of the Laurentide ice sheet
as in winter.
4.2 Sensitivity to the sea surface temperature and
sea ice
As expected from the prescribed ocean surface forcing, the
strongest discrepancies between the two LGM simulations
occur in the North Atlantic region for the winter SATs. In
LGMEQ the winter sea ice extends as far south as 40◦ N and
the Nordic Seas are widely covered by ice leading to a strong
regional decrease of SATs compared to PIEQ. In contrast, the
less extensive southward sea ice extent in LGMMS leads to a
much less pronounced cooling, so that the two LGM simu-
lations differ by up to 30 ◦C over the ocean especially in the
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Fig. 5. Winter (DJF, a) and summer (JJA, b) SAT difference between LGMEQ and LGMMS. Only values that are statistically significant at
the 5 % level based on the two-sided Student’s t-test are coloured.
Nordic Seas (Fig. 5a). As a further consequence, the cooling
in Europe which lies downstream of the strong anomaly is
less pronounced in LGMMS. For JJA the temperature differ-
ences are much weaker (generally less than 5 ◦C), but they
are still statistically significant at the 5 % level (Fig. 5b).
The precipitation anomaly patterns share the main charac-
teristics in the North Atlantic region and strongly resemble
the ones for MWLGM – both in summer and winter (Fig. 6a–
d). The strongest differences between the two simulations oc-
cur during winter in the northern North Atlantic and in the
Nordic Seas and can be related to the reduced evaporation
due to the changed ocean surface conditions (Fig. 6e). The
DJF precipitation in LGMLGM is also slightly decreased over
parts of the Mediterranean, while an increase is found at the
lee side of the Fennoscandian ice sheet. In summer, most of
the differences are not significant (at the 5 % level) except
for the area from the eastern coast of Greenland to central
and eastern Europe where in LGMEQ slightly drier condi-
tions prevail (Fig. 6f).
Overall, the different ocean surface forcings for LGMMS
and LGMEQ do not fundamentally alter the large-scale pre-
cipitation anomaly patterns compared to PIEQ, even though
the impact on winter SATs is strong. The main difference
between the simulations is a modulation of the amplitude in
several regions, e.g., in the Nordic Seas.
4.3 Sensitivity to the radiative forcing
The global mean SAT in MWLGM is 0.8 ◦C higher than in
LGMEQ and the strongest differences are found in the North
Atlantic region during winter. The prescribed sea ice is spa-
tially less extended in MWLGM, which results in a SAT dif-
ference pattern that is similar to the one between the two
LGM simulations, but with reduced amplitude especially
around Newfoundland (not shown). Due to the strong ocean
surface differences north of 40◦ N, which represent the forc-
ing impacts in CCSM3, it is impossible to estimate the di-
rect effect of the orbital and GHGs changes on the CCSM4
atmosphere in this region. Elsewhere the changes correspond
to the forcing, i.e., the Southern Hemisphere is slightly cooler
in MWLGM due to a strong reduction of solar insolation that
overcompensates the increased GHGs forcing. For JJA, the
SATs are globally higher in MWLGM in agreement with the
higher insolation and the increased GHG concentrations.
Regarding precipitation, the pattern LGMEQ–MWLGM re-
sembles LGMEQ–LGMMS in winter (with less pronounced
differences around Newfoundland as for SAT), while for JJA
especially the tropics show major differences (Fig. 6g and h).
Thus, the effect of the changed radiative forcing in MWLGM
globally affects SATs and also the precipitation in the trop-
ics, but it is not possible to directly address its impact on the
precipitation in the North Atlantic region as the major dif-
ferences seen in this region can be at least partly related to
changes in the prescribed SSTs and sea ice.
5 Importance of the atmospheric dynamics
Other studies have shown that the DJF precipitation anoma-
lies in the LGM simulations are related to changes in the
storminess (Laine et al., 2009) and for CCSM3 the increased
mid-latitude LGM precipitation is associated with a south-
ward shift of the Atlantic storm track (Otto-Bliesner et al.,
2006a; Strandberg et al., 2011). To investigate the impact
of the boundary conditions on the synoptic scale variabil-
ity in our simulations, two different methods are considered:
an Eulerian measure, which is defined as the bandpass fil-
tered (2.5–6 days) standard deviation of the 500 hPa geopo-
tential height (Blackmon, 1976) and a Lagrangian method,
where the storminess is estimated based on the trajecto-
ries of low-pressure systems at 1000 hPa geopotential height
(Blender et al., 1997). Both methods are applied to 6-hourly
data. For the Lagrangian approach only low-pressure sys-
tems are considered that have a life-time of at least one day
and whose mean gradients around the minimum (radius of
1000 km) exceed 100 gpm per 1000 km during the life cycle.
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Fig. 6. Winter (DJF, left) and summer (JJA, right) precipitation anomalies for LGMEQ (a and b) and LGMMS (c and d) with respect to
PIEQ, and the differences between LGMEQ and LGMMS (e and f) and LGMEQ and MWLGM (g and h). Only the values that are statistically
significant at the 5 % level based on the two-sided Student’s t-test are coloured.
Additionally, cyclones in regions where the terrain height is
above 1000 m are excluded due to potential extrapolation er-
rors in the 1000 hPa geopotential height field.
For PIEQ the storm track and the cyclone center density
patterns are similar to the ones found for present-day ob-
servations (Fig. 7a; e.g. Raible et al., 2008). The Eulerian
measure exhibits a maximum over Newfoundland extending
eastwards to the ocean and the cyclone center density is high
in the region from the northwestern North Atlantic to the
south of Greenland, around Iceland and in the Nordic Seas.
In the glacial simulations the anomalies for both measures
indicate a southward shift with a decrease in the north and
northwestern part and an increase in the south (Fig. 7b–h).
For the Eulerian measure the anomalies form a dipole like
structure with the minimum located around the southern tip
of Greenland and the maximum lying west of Spain while the
cyclone center density indicate a similar pattern, but shifted
to the north. Generally, the anomalies are strongest when us-
ing the full LGM ice sheet height and decrease with a lower
Laurentide ice sheet.
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Fig. 7. Synoptic activity in winter (DJF) using two different measures, namely cyclone center density (colours, only values where the altitude
is below 1000 m) and band-pass filtered (2.5 to 6 days) standard deviation of the 500 hPa geopotential height (contours). The mean value
for PIEQ are shown in (a) while in (b–g) the anomalies of the different glacial simulations with respect to PIEQ are presented. The contour
interval is every 10 gpm, negative contours are dashed and the zero contour line is omitted.
Some differences between the LGMMS, LGMEQ and
MWLGM simulations are notable suggesting an influence of
the ocean surface forcing. In LGMEQ – and to a lesser de-
gree in MWLGM – the amplitudes of the anomalies over the
North Atlantic are increased compared to LGMMS. Such a
behaviour is expected as a consequence of the stronger SAT
reduction in the northern part which increases the merid-
ional temperature gradient at the surface leading to enhanced
lower-level baroclinicity.
In the case of a lower Laurentide ice sheet the anoma-
lies are not only weaker, but also changed in their structure
(Fig. 7e–g). The dipole like pattern of the bandpass filtered
standard deviation of the 500 hPa geopotential height is re-
duced in MWFS and MWLIN and nearly vanishes in MWLT.
For the latter, the remaining anomalies over the Atlantic are
located more to the north. Similarly, the positive anomalies
of the cyclone center density are shifted to the north and re-
duced to patches in the western Atlantic at 35◦ N and the
region around the Iceland-Scotland ridge (again more so in
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MWLT than in MWLIN and MWFS). In contrast, a clear im-
pact of the Fennoscandian ice sheet is only evident in the very
eastern (30–60◦ E) mid-latitudes where the anomalies mostly
vanish for MWFS.
To complete the analysis of the atmospheric dynamics, the
changes in the upper troposphere are investigated. To do so
the zonal wind at 200 hPa – the height of the jet stream maxi-
mum – is examined. In PIEQ the jet develops two branches
in the North Atlantic the so-called eddy driven jet which
extends from the eastern coast of North America to Great
Britain and the subtropical jet which is located at 20◦ to
30◦ N across the entire sector with the maximum wind speed
in its eastern part (Fig. 8a). In the glacial simulations this
pattern strongly changes with increasing height of the Lau-
rentide ice sheet: the southern part of the jet is weakened
while the wind speed in the central North Atlantic is strongly
increased (Fig. 8b–g). This corresponds to a strengthening
and southward extension of the eddy-driven jet and – espe-
cially in LGMMS, LGMEQ and MWLGM – to an interruption
of the subtropical jet over the Atlantic. As for the storm and
cyclone tracks the changes are amplified by the increased
meridional temperature gradient in LGMEQ. In simulations
with a lower Laurentide ice sheet the anomalies are not only
weaker, but also shifted to the north. Over the Fennoscandian
ice sheet we see an enhanced zonal wind in MWLT, which is
most pronounced in spring and autumn (not shown). Given
the available simulations it is, however, not possible to de-
termine whether this is a feature of the interplay between the
two ice sheets or only related to the Fennoscandian one.
The atmospheric dynamics in summer is also changed, but
not as strong as in winter. Both measures for the storminess
indicate a tendency towards increased synoptic activity in the
south and a decrease in the northwest which are stronger in
the simulations with a high Laurentide ice sheet, but the jet
stream is not displaced (not shown).
6 Discussion and conclusions
Using the ocean surface conditions of simulations with a
fully coupled atmosphere-ocean general circulation model
(CCSM3) as input to a higher resolved atmospheric gen-
eral circulation model (CCSM4), we investigated the im-
pact of different glacial boundary conditions on the temper-
ature, precipitation and atmospheric dynamics in the North
Atlantic region. This two-model approach is selected as it is
a computationally effective way to investigate the problem,
especially because equilibrium simulations for the present-
day, the preindustrial period and the LGM conducted with
CCSM3 were already available (Otto-Bliesner et al., 2006a;
Brandefelt and Otto-Bliesner, 2009).
However, the approach imposes new uncertainties as bi-
ases and shortcomings in the low-resolution simulations are
introduced in the high-resolution CCSM4 and the ocean re-
sponse to the applied atmospheric forcing within CCSM4
is neglected. Fortunately, the analysis has shown that even
the strong differences between the ocean surface forcing in
LGMMS and LGMEQ do not fundamentally alter the resulting
large-scale patterns, but mainly affect the regional climate.
Therefore, we conclude that the approach used in this study
is reasonable even though the ocean surface in the CCSM4
simulations has potential deficiencies.
Before the differences between the glacial simulations are
investigated, the model’s ability to simulate present-day and
LGM climates is evaluated. Even though in many regions
temperature and precipitation in the model significantly dif-
fer from the reanalysis data for present-day (which is, how-
ever, partially attributed to problems in the reanalysis data,
Uppala et al., 2005), these biases are much weaker than
the anomalies between the recent past and the glacial states
for the North Atlantic region. Therefore, we are confident
that the glacial differences are not caused by biases that are
already present in the present-day simulations. The glacial
anomalies for summer should, however, be interpreted with
caution as the amplitudes are generally smaller and – more
importantly – the simulated July SATs for LGM are outside
the confidence intervals of the reconstruction of Wu et al.
(2007) at most locations. For winter, the LGM simulations
mostly lie within the confidence intervals of the reconstruc-
tion with one exception over southwestern Europe. Note that
the proxy data has a large confidence interval and that other
models – including a regional one with higher resolution –
find also a precipitation increase over this region (Braconnot
et al., 2007; Strandberg et al., 2011).
Even though the LGM simulations widely agree with the
reconstruction, it is important to note that they include sub-
stantial uncertainties: the extent and altitude of the ice sheets
are only approximations and several forcing factors are miss-
ing, e.g., changes of the vegetation cover and dust. Other
studies have shown that for the LGM changed vegetation and
dust can alter global SATs in the order of several tenth of
a degree Celsius each (Jahn et al., 2005; Mahowald et al.,
2006). An additional source of uncertainties is introduced
through the prescribed ocean surface conditions which have
several biases compared to reconstructions (Otto-Bliesner
et al., 2006a; Brandefelt and Otto-Bliesner, 2009). The ocean
surface biases are expected to be worse in the MW simu-
lations, as the CCSM3 simulation for MW uses the LGM
bathymetry and topography that do not represent the MW
conditions correctly. However, the preferential intent of this
study is not to simulate the climate for MW with the high-
est accuracy possible, but to investigate the sensitivity of the
climate to different glacial boundary conditions. Thus, all of
the MW simulations have to be understood as sensitivity ex-
periments based on the MW state more than as accurate rep-
resentations of the MW climate.
Our glacial experiments have shown that especially in win-
ter the climate in the North Atlantic region is strongly in-
fluenced by the altitude of the Laurentide ice sheet. A high
ice sheet (as in LGM) leads to a southward shift of the
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Fig. 9. Zonal wind at 200 hPa for DJF. The mean value for PIEQ are shown in (a) while in (b)–(g) the anomalies
of the different glacial simulations with respect to PIEQ are presented. For the anomalies only values that are
statistically significant at the 5 % level based on the two-sided Student’s t test are colored.
26
Fig. 8. Zonal wind at 200 hPa for DJF. The mean value for PIEQ are shown in (a) while in (b–g) the anomalies of the different glacial
simulations with respect to PIEQ are presented. For the anomalies only values that are statistically significant at the 5 % level based on the
two-sided Student’s t-test are coloured.
eddy-driven jet stream and of the storm and cyclone center,
which is more pronounced in the astern part of the Nor h
Atlantic. This resembles findings of other PMIP simulations
that exhibit a southeastward extension of the winter storm
track (Kageyama et al., 1999; Laine et al., 2009). In our sim-
ulations, we find a direct relationship between changes in the
storm track and precipitation anomalies in the North Atlantic
region. However, our study is based on only one model and
the results of Laine et al. (2009) suggest that such a relation-
ship could be model-dependent. Note also that a meridional
shift of the North Atlantic storm track in winter is not only
found in simulations where the Laurentide ice sheet height
is altered, but also wh n the top graphy of Greenland is
changed – even though the mechanism is different (Dethloff
et al., 2004; Petersen et al., 2004; Junge et al., 2005).
The analysis of the two LGM simulations with different
ocean surface forcings shows that the observed atmospheric
changes for a high Laurentide ice sheet are amplified when
the meridional temperature gradient in the North Atlantic
is increased. This result is consistent with Toracinta et al.
(2004) who used a lower resolved atmospheric model forced
either by the CLIMAP SST fields or by artificially adapted
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CLIMAP SST fields with a lower meridional temperature
gradient. An analogue behaviour, namely a southward shift
of the storm track in the North Atlantic, is also reported
for a modelling study comparing the Little Ice Age (1550–
1850 AD) with present-day which shows an increased merid-
ional temperature gradient (Raible et al., 2007).
The impact of the radiative forcing difference between
LGM and MW in the time slice experiments is dominated
by the lower boundary conditions introduced by the fully-
coupled CCSM3. Thus, the impacts on atmospheric dynam-
ics and precipitation as well as the mechanism are similar to
the ones for the ocean surface forcing.
This study contributes to the long history of scientific lit-
erature that investigates the impact of glacial topographic
changes on the atmosphere (e.g. Manabe and Broccoli, 1985;
Kutzbach and Guetter, 1986; Felzer et al., 1996; Kageyama
and Valdes, 2000; Justino and Peltier, 2005; Pausata et al.,
2011) by directly comparing the effects to the influence of
other boundary conditions using a highly-resolved atmo-
spheric general circulation model. Recently, a similar ap-
proach has been applied using a coupled atmosphere-ocean
general circulation model, which also identified topographic
changes as the dominant impact factor (Pausata et al., 2011).
However, their study only considers LGM conditions, is
based on a lower resolved atmosphere (horizontal resolution
of 2.5×3.75◦ compared to 0.9×1.25◦ in this work), and does
not address the impacts on precipitation.
In contrast to the results of Kageyama and Valdes (2000),
the winter precipitation over the Fennoscandian ice sheet is
not strongly changed by the height of the Laurentide ice sheet
in our simulations. However, it is difficult to directly com-
pare the results of the two studies. First, the Laurentide ice
sheet is not completely removed in our simulations as it is in
Kageyama and Valdes (2000) and, second, the height of the
Fennoscandian ice sheet is also altered.
The positive precipitation anomaly over southern Europe
that occurs in the simulations with a strongly elevated Lau-
rentide ice sheet needs further discussion, as the regions af-
fected also include the glaciers in the Pyrenees and the south-
ern part of the Alps. Enhanced winter precipitation increases
the accumulation of these glaciers and, thus, a high accumu-
lation is expected in time periods as the LGM. While this
is consistent with the alpine glaciers which reached their
maximum advances broadly synchronous with the global
LGM, major uncertainties remain for the Pyrenees where
some chronologies indicate an earlier maximum (Hughes and
Woodward, 2008; Thackray et al., 2008). However, a detailed
analysis of the impacts of the simulated changes for glacier
advances and retreats exceeds the scope of this work.
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