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ABSTRACT 
 
 
 
Advancements in device technology along with development of robust and sophisticated signal 
processing algorithms have attracted considerable attention in realization of portable devices 
capable of performing robust patient health monitoring with highly accurate abnormal event 
detections. Significant challenges are faced when such biomedical monitoring techniques along 
with multi-dimensional signal processing capabilities are to be realized in portable platforms due 
to area, power, and real-time performance constraints in hardware platforms. This thesis focuses 
on achieving balanced and efficient hardware-based solutions for health monitoring techniques 
that provide reasonably accurate abnormal event detection results but at the same time are cost-
effective from the hardware realization perspective. 
 
The first solution offered in this thesis presents design, implementation and evaluation of an 
efficient embedded hardware for accurate automated detection of epileptic seizures. Three field 
programmable gate array (FPGA)-based hardware configurations are proposed and evaluated in 
terms of accuracy of detection, utilization of hardware resources, and power consumption. The 
results show that a solution based on combination of the statistical function of variance (for 
feature extraction) and an artificial neural network (ANN) classifier allows one to achieve high 
detection accuracy (99.18%) with moderate hardware footprint (around 44% of the FPGA 
resources).  Furthermore, use of algorithmic and architectural optimization techniques (reduction 
in precision of the fixed-point number representation and reuse of hardware components) allows 
reducing the hardware footprint by a factor of 4.4 and power consumption by a factor of 2.7 as 
compared with an un-optimized hardware configuration. 
iii 
 
The second approach proposes an architectural framework for patient-specific physiological 
abnormality detection utilizing concurrent analysis of multiple different sensor data streams. This 
design, termed as Multi-Parameter Signature-Based Health Monitoring Architecture (MSHMA), 
is capable of performing abnormality detection analysis in near real-time, is interactive and 
configurable by the user in run-time, and is simple enough to be suitable for hardware 
implementation. Initial evaluations show abnormal event detection true positive rate of up to 
94.74% for arterial blood pressure (ABP) and heart rate (HR) signals using our Mean Analysis 
method and about 84.48% using the Error Analysis technique which also demonstrates possible 
early detection capability of about 6.21 minutes. A simplified version of the MSHMA is 
implemented in a FPGA-based platform for prototype purpose. This hardware implementation 
uses only 22% slice registers and 33% slice look-up table in the FPGA platform while 
consuming 154.22 mW of power. An effort to reduce the power consumption by lowering the 
system clock frequency shows power usage reduction by up to 2.96X compared to the original 
implementation. 
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CHAPTER 1 
 
 
INTRODUCTION 
 
 
 
With the development of advanced learning algorithms and sophisticated statistical signal 
processing techniques, improved patient health monitoring has become of significant interest 
lately. Miniaturization of sensor technology enabled with wireless transceivers accompanied 
with advancement in device technology has made it possible to realize complex computation 
kernels in portable platforms. The right concoction of these innovative techniques and 
technology are portable stand-alone devices that can portray the overall physiological status of 
an individual, detect abnormal events in real-time with high accuracy, and also predict upcoming 
alarming events employing multi-dimensional signal analysis on data collected from an array of 
biosensors. 
 
While there are published initiatives in this regard, most works have primarily focused on 
algorithmic improvements with software-based implementations to achieve highly precise data 
analysis and enable accurate diagnosis of abnormalities. Portable device realization of such 
techniques may face significant challenges due to limited available resources and lack of 
flexibility in hardware platforms. Specifically, battery life is an important concern for embedded 
mobile devices. General purpose microprocessors are capable of intensive computations with 
                                                 
The contents of this chapter are parts of the publications: (1) M. U. Saleheen, H. Alemzadeh, A. M. Cheriyan, Z. 
Kalbarczyk, and R. K. Iyer, ―An efficient embedded hardware for high accuracy detection of epileptic seizures,‖ in 
Proceedings of 3rd International Conference on Biomedical Engineering and Informatics, vol. 5, Oct. 2010, pp. 
1889-1896, and (2) H. Alemzadeh, M. U. Saleheen, Z. Jin, Z. Kalbarczyk, and R. K. Iyer, "RMED: A reconfigurable 
architecture for embedded medical monitoring," submitted to the IEEE/NIH Life Science Systems and Applications 
Workshop, Apr. 2011. 
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high performance but their power-hungry nature is prohibitive for usage in mobile platforms. On 
the other hand, commercial off-the-shelf (COTS) microcontrollers and digital signal processors 
(DSPs) can achieve power efficiency along with reasonably high performance, but they may fail 
to facilitate the degree of flexibility and customization that are often required for embedded 
realization of complex medical monitoring systems. This thesis proposes balanced design 
solutions for hardware-implemented medical monitoring methodologies which are robust enough 
to obtain high detection accuracy yet are simple and inexpensive enough to be suitable for a 
resource-constrained environment such as embedded hardware device.  
 
This thesis proposes two health monitoring architectures aimed at efficient embedded hardware 
implementation. The first solution is focused on an automated technique for 
electroencephalography (EEG)-based epileptic seizure detection. In clinical scenarios, EEG 
signals recorded for a period of time are carefully inspected manually to diagnose and 
characterize the seizures. An automated method of detecting seizure incidents can free the 
clinicians from the tedious and lengthy process of EEG analysis; in addition, an embedded 
portable realization of such a system can enable the patient to monitor EEG from the comfort of 
home and can generate alarms and request for help when critical incidents are detected. The main 
contributions of this section of the study are:  
 Design and field programmable gate array (FPGA)-based implementation of embedded 
hardware for the EEG signal processing and automated real-time detection of epileptic 
seizure events. 
 Evaluation of the prototype hardware and comparison of three configurations which 
combine (i) sample entropy and artificial neural network (ANN), (ii) variance and 
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predetermined threshold value, and (iii) variance and ANN in terms of accuracy of 
detection and utilization of hardware resources. Our measurements indicate that the 
detection scheme which combines use of variance (for feature extraction) and ANN (for 
classification) achieves high detection accuracy (99.18%) with moderate hardware 
footprint (consumes about 44% of the FPGA resources).  
 Evaluation of algorithmic and architectural optimization techniques to reduce hardware 
overhead and power consumption while preserving the high detection accuracy. The 
measurements (for the variance and ANN configuration) show that: (i) reduction in 
precision of the fix-point number representation and (ii) reuse of hardware components 
can significantly reduce the hardware footprint (by factor of 4.4) and power consumption 
(by factor of 2.7) as compared with an un-optimized hardware configuration. 
 
The second solution on embedded implementation of medical monitoring takes a broader 
approach and proposes the Multi-Parameter Signature-Based Health Monitoring Architecture 
(MSHMA) that is more flexible and configurable, yet fine-tuned to capture patient-specific 
behavior for multiple parameters. The motivation for this work comes from the realization that 
although general learning based approaches of health monitoring, where the baseline is a 
collection of patterns obtained from a representative population, are useful in detecting clinical 
events, the patient-to-patient variability can often be significant and so such generic learning 
approaches may suffer from significant false positive detections. Also, while various types of 
sensor signals are concurrently collected and monitored in many clinical scenarios, little 
attention has been put on how these different signal streams can be aggregated and fused in a 
meaningful way to obtain information that is not necessarily readily available from individual 
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sensor signals alone. Hence, we focus here on the patient-specific monitoring of multi-parameter 
signal space and efficient embedded implementation of such a monitoring system. The work is 
primarily centered on the concurrent analysis of multiple signals streams which are emulated 
using pre-captured digitized data; real sensors are not used and hence there is no interface 
between sensors and the computation space. The main contributions for this section of the thesis 
include: 
 Introduction of the MSHMA that is capable of concurrently monitoring a wide range of 
sensors, is interactive and user-configurable during run-time and yet performs 
computations in near real-time and is designed with portability in mind. 
 Evaluation of two abnormality detection techniques: Mean Analysis and Error Analysis. 
Based on biosensor data from a cardiac intensive care unit (ICU), initial experiments 
indicate that the Mean Analysis technique can achieve a true positive rate of 94.74% in 
detecting abnormal arterial blood pressure (ABP) and heart rate (HR) events. While more 
complex, the Error Analysis method provides true positive rate of 84.48% for the same 
data. Additionally, the Error Analysis technique shows possible early detection with an 
average period of 6.21 minutes. 
 An FPGA-based hardware implementation of a simplified version of the MSHMA. 
Overall, the design uses about 22% slice registers and 32% slice look-up tables available 
in the FPGA platform. The design consumes 154.22 mW of power. 
 Evaluation of possible low-power consumption option by reducing the system clock 
frequency. With a low clock frequency of 25 MHz, the power consumption of the 
detection hardware (excluding the processor) has been observed to be reduced by up to 
2.96X compared to the original 75 MHz design. 
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The organization of the remainder of the thesis is as follows: Chapter 2 discusses the related 
work on health monitoring approaches and comparison of our methodologies with published 
ones; Chapter 3 introduces the proposed techniques for automated epileptic seizure detection; 
Chapter 4 elaborates on the hardware implementation of the seizure detection methods and 
proposes optimization methods for lower power and reduced area usage; Chapter 5 introduces 
and evaluates the Mean Analysis and the Error Analysis algorithms for multi-parameter health 
monitoring; Chapter 6 proposes and elaborates the MSHMA and its functionalities; Chapter 7 
evaluates the hardware implementation of the simplified MSHMA and explores possible low 
power option; Chapter 8 presents the concluding remarks and possible future directions for this 
work. 
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CHAPTER 2 
 
 
RELATED WORK 
 
 
This thesis presents two distinct health monitoring approaches for two application scenarios – 
EEG-based epileptic seizure detection and multi-parameter concurrent signal analysis for overall 
health monitoring. In this chapter we discuss the published works relevant to these two design 
approaches and compare our work with them. 
 
2.1  Related Work on EEG-Based Seizure Detection 
There are two distinctive approaches taken for automated seizure detection: software- or 
hardware-based solutions.  
 
For software-based epileptic seizure detection, the widespread availability of powerful 
computing platforms and sophisticated signal-processing/statistical analysis tools have led to a 
great deal of attention on non-linear neural network-based classifiers. [1] has shown the 
usefulness of multiple signal classification (MUSIC), autoregressive (AR), and periodogram to 
compute power spectral density (PSD) of patient EEG signals. The PSD is fed to conventional 
logistic regression (LR) as well as multilayer perceptron neural network (MLPNN) classifiers 
                                                 
The contents of this chapter are parts of the publications: (1) M. U. Saleheen, H. Alemzadeh, A. M. Cheriyan, Z. 
Kalbarczyk, and R. K. Iyer, ―An efficient embedded hardware for high accuracy detection of epileptic seizures,‖ in 
Proceedings of 3rd International Conference on Biomedical Engineering and Informatics, vol. 5, Oct. 2010, pp. 
1889-1896, and (2) H. Alemzadeh, M. U. Saleheen, Z. Jin, Z. Kalbarczyk, and R. K. Iyer, "RMED: A reconfigurable 
architecture for embedded medical monitoring," submitted to the IEEE/NIH Life Science Systems and Applications 
Workshop, Apr. 2011. 
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where the MLPNN outperformed the LR method with both methods generating accuracies over 
88%. Computing embedding dimension of EEG using Cao’s method followed by probabilistic 
neural network (PNN) is employed in [2] with accuracy reaching 100%. The time and frequency 
multi-scale property of wavelet transformation (WT) is exploited in [3] as a variant called lifting-
based discrete wavelet transform (LBDWT) along with LR and MLPNN; accuracy for both 
classifiers were around 90%. Patnaik and Manyam in [4] were able to reach accuracy near 99% 
using similar WT technique but employing a genetic algorithm to obtain the training set to be fed 
to the neural network along with harmonic weights as post-classification optimizations to boost 
the accuracy [4]. The Lyupunov exponent, a dynamical measure of the stability of a steady-state 
behavior, is investigated in [5] along with WT and PSD for feature extraction from the EEG time 
series. Used with an MLPNN, an accuracy of 96.3% was achieved. Methods based on entropy 
that quantify the randomness in a time series have also proved to be of considerable value for 
EEG signal analysis. [6] investigated approximate entropy with the Elman neural network and 
probabilistic neural network showing accuracy up to 100%.  Spectral entropy was used in [7] 
with a variant of recurrent neural network to achieve accuracy of 99.6%. Recently, Kumar et al. 
in [8] have compared wavelet entropy, sample entropy, and spectral entropy used with the 
recurrent Elman network for identifying seizures with accuracy up to 99.75%. [9] presents a 
comparison of a variety of seizure detection approaches based on different kinds of signal 
processing and statistical methods. 
 
Wearable hardware embedded devices capable of capturing and analyzing EEG signals and 
detecting epileptic seizure onsets have attracted attention in recent years. An ASIC 
implementation of seizure detection using root mean square, number of maxima and minima, 
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line length, and non-linear energy is realized by Patel et al. in [10]. Using low power 
optimization techniques such as data bit width reduction, down-sampling, and other hardware 
approximations, they have managed to keep the power consumption of the design to 10.8 µW 
with accuracy of 87.7%. [11] used a flexible threshold based event and inter-event-interval 
measurements to detect seizures that achieved an accuracy of about 80%. A programmable 
threshold along with computation of rhythmicity is studied in [12], achieving a sensitivity of 
95.3% and a selectivity of 88.9% while consuming less than 350 nW of power. Similar low 
power approaches are taken in [13] and [14]. 
 
As is evident from the discussion above, the software-based approaches utilize sophisticated and 
often computationally intensive algorithms for feature extraction as well as classification without 
regard to detection latency, hardware cost, or power consumption. For the hardware based 
detectors, the main focus tends to be on low power consumption to achieve extended battery life 
often at the cost of lower overall accuracy. The focus of our work is to provide a small footprint 
and low power hardware design and implementation for epileptic seizure detection algorithms 
while achieving a detection performance comparable to software-based approaches.  
 
2.2  Related Work on Multi-Parameter Health Monitoring 
Multi-parameter biosensor monitoring has been of significant interest lately due to its potential in 
providing highly accurate abnormality detection. A promising work of multi-parameter based 
monitoring technique is reported by Saeed and Mark in [15]. They introduce the Intelligent 
Patient Monitoring (IPM) framework where wavelet analysis is used with HR, arterial blood 
pressure (ABP), and pulmonary artery pressure (PAP) to detect artifacts as well as to determine 
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abnormal physiological conditions in ICU patients. The work of Tsien et al. in [16] uses decision 
tree based classification with HR, mean BP, partial pressures of carbon dioxide (CO2) and 
oxygen (O2) in a neonatal ICU to better differentiate artifacts for real signals. BioSign
TM
 [17] has 
shown how probability-based statistical methods combined with historical population data can be 
used for detecting abnormality and computing a combined health-index and also for predicting 
new events. The different types of sensor signal analyzed in their work are HR, BP, arterial 
oxygen saturation, RESP and temperature. In [18] Kannathal et al. used fuzzy logic based data 
fusion technique on ECG, BP, saturated oxygen content, and RESP data to determine critical 
states in cardiac monitoring. They have also introduced a patient deterioration index to indicate 
the degree of criticality of the abnormal cardiac events. While the above works largely focus on 
historical patient data for learning purposes, Zhang and Szolovits in [19] propose anomaly 
detection based on real-time online learning techniques. Utilizing tree and neural network-based 
learning algorithms for patient vital signs, they have shown abnormality detection accuracy as 
high as 0.99. 
 
As evident from the works described above, multi-dimensional signal processing can be of 
significant value for signal distillation as well as for abnormal event detection. However, to 
estimate baseline behavior most of the works focus on pre-collected patient data, which do not 
closely consider patient-specific information. Also, most works are apparently software-based 
without portability taken into consideration. They tend to concentrate on detection accuracy, 
real-time issues and other features without considering the complexity and cost (resource 
utilization and power consumption) of implementing the proposed techniques in mobile 
hardware. In this work, we have tried to find a middle-ground in our design which would be a 
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balance between the accuracy of real-time detection and resource-aware hardware 
implementation for ambulatory patient-specific monitoring. 
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CHAPTER 3 
 
 
EPILEPTIC SEIZURE DETECTION 
 
 
 
3.1  Introduction 
Epileptic seizures are characterized by recurrent atypical brain activities with unusual excessive 
electrical discharges [20]. Persons suffering from episodes of such abnormal brain functions are 
referred to as having epilepsy. The physical symptoms of seizure can range from none to 
unprovoked muscle contractions, numbness, visual anomaly, loss of memory, and loss of 
consciousness. Such episodes can be of very short duration or can be continuous until 
intervention occurs. Epilepsy is a chronic neurological disorder affecting about 50 million people 
around the world [21]. One of the commonly used methods of diagnosing epilepsy is by 
measuring brain electrical activity with scanning electroencephalography (EEG) signals. A 
patient suffering from seizure is often required admittance to a healthcare facility where his or 
her EEG is recorded over a prolonged period of time. Such records help in obtaining specific 
characteristics of the seizure and determining the precise location of the origin of seizures in the 
cases where surgery is needed to treat the seizure occurrences.  
 
For the purpose of diagnosis, the EEG records are carefully inspected by an experienced health 
professional to detect the seizure’s onset and characteristics. An automated detection method for 
                                                 
The contents of this chapter is part of the publication: M. U. Saleheen, H. Alemzadeh, A. M. Cheriyan, Z. 
Kalbarczyk, and R. K. Iyer, ―An efficient embedded hardware for high accuracy detection of epileptic seizures,‖ in 
Proceedings of 3rd International Conference on Biomedical Engineering and Informatics, vol. 5, Oct. 2010, pp. 
1889-1896. 
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epileptic seizure can be helpful as it can perform this tedious and lengthy inspection process 
without human intervention, and the findings can be used to aid the final diagnosis by a clinician. 
In the context of a healthcare facility, such automated detection mechanisms can save significant 
doctors’ time. They can also reduce the number of clinical visits that the patient has to make and 
the amount of time she has to stay in the hospital for such diagnosis procedures if it can 
potentially be performed at home. Also, when used on a patient in a home setting, this automated 
system can generate an alarm and a request for medical help when positive detections are made.  
 
The general trend in developing embedded biomedical devices for health monitoring has focused 
on analysis of signals for visualization purposes or development of high accuracy detection 
algorithms using complex signal processing and statistical computations, without considering the 
real hardware implementation constraints. An important consideration in implementing wearable 
embedded devices is battery life. Generally, microprocessors, because they are less power-
efficient than special low-power processors, are not capable of satisfying this requirement. On 
the other hand, accurate analysis of different biomedical signals can easily lead to a high degree 
of computational complexity and requires significant processing power that commercial off-the-
shelf (COTS) microcontrollers (e.g. TI MSP430 family [22]) cannot support. Moreover, although 
the low-power DSP processors (e.g., TMS320 DSP family from TI [23] and SHARC floating-
point DSPs from Analog Devices [24]) support high-performance and power efficiency for 
medical applications, they limit the degree of flexibility and customization often demanded for 
implementation of embedded health monitoring systems and still may not achieve the power 
efficiency of custom implementations.  
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This work presents design, implementation and evaluation of embedded low-power field 
programmable gate array (FPGA)-based hardware for EEG signal processing and real-time 
accurate automated detection of epileptic seizures. 
 
3.2  Automated Seizure Detection 
The overall process in automated EEG-based seizure detection is shown in Figure 1. EEG signal 
processing starts with the collection of analog electrical waveforms obtained from electrodes 
placed on the scalp using the international 10-20 system [25]. The analog waveforms are 
sampled at a desired frequency using ADC, filtered for noise and artifacts (due to movement, 
power-line interference), and fed to the feature extraction stage. The feature extraction stage 
 
Figure 1: EEG-Based Seizure Detection Flow 
 
analyzes the digitized signals using appropriate statistical and/or signal transformation functions 
to extract signal characteristics that are helpful in differentiating abnormal events from normal 
ones. In addition to highlighting the inherent characteristics of the signal, the feature extraction 
stage can also help minimize the signal space so that the computation load for the next stage is 
reduced. Finally, a classifier is employed which either uses a machine learning-based algorithm 
or a threshold value to determine the appropriate class of the analyzed signal. For a portable 
embedded device, additional steps such as displaying detection results, generating alarms for 
abnormal event detection, and securely transmitting the detection results to an offsite 
server/storage location may be employed. 
Data Acquisition 
 ADC 
 Amplification 
 Filtering 
 Noise Reduction 
Feature 
Extraction 
 Sample Entropy 
 Variance 
 
Classification 
 Machine learning based 
estimation 
 Fixed/programmable 
threshold 
Multi-channel 
Analog Signal 
 
Final Decision & 
Transmission 
 
14 
 
For the purpose of this work, a digital database of actual EEG signals collected by Department of 
Epileptology at the University of Bonn in Germany [26] is used to evaluate the seizure detection 
algorithms. The database contains five sets with each set consisting of 100 single channel EEG 
segments with the length of 23.6 seconds. The five sets (A-E) are: Set A- surface EEG recordings 
of five healthy relaxed individuals with eyes open, Set B – surface EEG of five healthy relaxed 
individuals with eyes closed (B), Set C – seizure-free EEG of five patients from the hippocampal 
formation of the opposite hemisphere of the brain, Set D – seizure-free EEG of five patients from   
the epileptogenic zone, and Set E – seizure EEG of five patients from different sites. After 
analog-to-digital conversion of the amplified signal, digital data were written at 173.61 Hz. For 
this work, only sets A and E are used to differentiate normal EEG from epileptic seizure EEG. 
 
3.3  Epileptic Seizure Detection Schemes 
In this section we introduce common techniques for feature extraction and classification of 
signals in an automated seizure detection scheme. 
 
The main purpose of the feature extraction stage is to generate a minimal set of data that 
emphasizes the inherent characteristics of the base signal in a way that the feature set of a normal 
EEG becomes significantly different from the feature set of an epileptic seizure EEG. In order to 
provide transparent detection of abnormal events, it is also necessary to complete detection 
computations within a fixed time interval and before the next batch of digitized signals arrive. 
Since the selected EEG database uses a sampling rate of 173.61 Hz, we chose our time window 
of computation to be 1 second consisting of 173 data points. Our detection schemes perform the 
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necessary computations on these 173 data points to generate a binary decision of 
normal/abnormal events and then move on to the next batch of 173 data points.  
 
Figure 2 shows examples of normal and epileptic seizure EEGs. Preliminary observations reveal 
that the seizure waveform has more regularity than the normal waveform in the form of large 
amplitude spikes. The long spikes appear approximately 4 times every second. Such regularity, 
 
Figure 2: Normal EEG and Epileptic Seizure EEG 
on the other hand, is not apparent in the normal waveform. This observation indicates that the 1 
second waveform can be subdivided into 4 sections where each section can be used as the 
smallest unit of data upon which feature extraction analysis can be performed to differentiate the 
seizure data from normal data.  
 
3.3.1 Sample Entropy for Feature Extraction 
Sample Entropy (SampEn) [27] is a measure of the randomness in a time series. Sample entropy 
is expressed by the negative natural logarithm of the probability that two subsets of a time series 
16 
 
that match each other for a specific number of points or length will also match for the next point 
[27]. As in [27], SampEn for a time series sample can be calculated as: 
mN
i
i
mN
i
i B/A,N)SampEn(m,r
11
log                        (1) 
where m is the pattern length, r is the tolerance and N is the number of data points in the sample 
time series. With values of m and r selected, the algorithm starts by scanning the N point sample 
time series for matches of the first pattern of length m and the first pattern of length m+1. 
Matches of length m and m+1 are stored in A and B respectively. The scanning and counting 
continues for all subsequent patterns of length m and m+1, and counts are always added to A and 
B respectively. Finally, the negative natural logarithm of the ratio of A to B is computed to obtain 
the SampEn value. 
 
As mentioned earlier, the amount of randomness is a characteristic that differentiates normal 
EEG from epileptic seizure EEG. As evident in Figure 2, normal EEG signal is more random 
than seizure EEG signal, which has more predictable regular spikes. Such observation implies 
the applicability of SampEn as a measure of randomness to detect seizure waveforms from 
normal ones. For this study, we chose m = 1 as suggested in [27] and r = 0.0001 (standard 
deviation of data set). The top graph in Figure 3 shows the SampEn plot of two data sets 
calculated using N = 42, where the SampEn values (3 to 5.5) for normal EEG are significantly 
larger than those for seizure EEG (0.5 to 2.5). 
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Figure 3: Sample Entropy and Variance Features Extracted from Normal and Seizure 
EEG Data 
 
3.3.2 Variance for Feature Extraction 
Variance is a measure of the variation of the data set from its mean. For a set of sample points x1, 
x2, …, xN the variance of the set is calculated as: 
N
i
i xx
N 1
22 )(
1
     (2) 
where x  is the mean of the set. A high value of variance indicates that the set of data has wide 
deviation from the mean while a small variance indicates closely-spread data. In the case of EEG 
data, the epileptic seizure is characterized by high amplitude spikes which are not present in 
normal data. Hence, for a given time window, the spread, i.e. the variance of data samples in 
seizure data, should be significantly higher than that of normal data. This indicates that variance 
can be used as a feature extraction method to differentiate between seizure and normal EEG data. 
The results of computing variance for 10 seconds of normal and seizure data are shown in the 
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bottom plot of Figure 3. In both cases, each 1-second window of data has been divided into 4 
sections and then variance is computed for each section. Also, the computed variance values 
have been scaled down to minimize the number of digits needed for representation and hence 
reduce the complexity of implementation in hardware.  
 
3.3.3 Artificial Neural Network for Classification 
A multilayer perceptron artificial neural network (ANN) is a non-linear classifier that 
incorporates the biological model of connected neurons. It maps a set of inputs to a set of outputs 
using weights to minimize the difference errors. Theoretically, an ANN can map an arbitrary 
complex relationship with an acceptable error margin. Generally, a neural network consists of an 
input layer, one or more hidden layer and an output layer. Each layer consists of neurons whose 
exact number is determined by trial and error. For example, a 4-3-1 neural network [28] with 4 
input neurons, 3 hidden layer neurons, and 1 output neuron is shown in Figure 4. Figure 5 shows 
the detailed data flow graph of the ANN, where i0, …,i3 are the inputs and W0, …,W18 are the 
weights. Each neuron is connected to all the neurons in the previous layer with specific weights 
associated with each of the connections. These weights are determined based on the importance 
of the connections. The computation of a neuron output is performed in two stages. First, the 
weighted sum of the outputs of the connected neurons is calculated as multiply-add (MAC) 
operations. Next, an activation function is used to restrict the neuron output to a predefined range 
[29]. It relates the weighted sum result to a bounded set of values based on the specific function 
used to implement the relation. The activation function works as a source of non-linearity in the 
ANN structure. 
19 
 
Input Layer
Hiddent Layer
Output Layer
0 : Non-Seizure
1 : Seizure
 
Figure 4: ANN with 4-3-1 Configuration 
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Figure 5: Data Flow Graph of 4-3-1 ANN 
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3.4  Discussion 
In this chapter we have discussed the motivations for an automated real-time accurate epileptic 
seizure detection method. We have also introduced the different techniques that are needed in 
various stages of computation of the detection scheme. Although simple and intuitive, these 
techniques are powerful enough to provide high-accuracy detection yet inexpensive in terms of 
resource utilization, which makes them suitable for hardware implementation. 
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CHAPTER 4 
 
 
HARDWARE IMPLEMENTATION OF SEIZURE DETECTION 
 
 
 
4.1  Implementation Overview 
While our final goal is an ASIC implementation of embedded seizure detection, for the purpose 
of prototyping a reconfigurable hardware, a field programmable gate array (FPGA) platform is 
chosen for this work. The target FPGA is the 90nm Stratix II EP2S60F672C3 [30] by Altera [31] 
with 48,352 adaptive look-up tables (ALUTs) (as shown by the Quartus II [32] software) and the 
same number of dedicated logic registers. The MATLAB [33] software was used to perform the 
initial test implementation of the sample entropy [34] and variance. The results from MATLAB 
were then used with the multiple back propagation software tool [28] for ANN training. From the 
200 data sets obtained from the EEG database, 120 (60 from set A and 60 from set E) were used 
for training and the remaining 80 were used for testing of ANN with the multiple back 
propagation software tool. Based on experiments, a 4-3-1 ANN with satisfactory low mean 
square error (~0.03) was chosen. For the actual hardware implementation, the MATLAB codes 
along with the ANN were coded in hardware description language. The weights obtained from 
the ANN software at the end of the training phase were used as constant weights for the testing 
phase in hardware. While the ANN software [28] had the options of using sigmoid, tanh, 
Gaussian, and linear functions as the activation function for neuron computation, in order to 
minimize required computation and resultant hardware cost we used the linear function of F(x) = 
                                                 
The contents of this chapter is part of the publication: M. U. Saleheen, H. Alemzadeh, A. M. Cheriyan, Z. 
Kalbarczyk, and R. K. Iyer, ―An efficient embedded hardware for high accuracy detection of epileptic seizures,‖ in 
Proceedings of 3rd  International Conference on Biomedical Engineering and Informatics, vol. 5, Oct. 2010, pp. 
1889-1896. 
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kx (where k is a constant) for activation of the hidden layer. However, for the single neuron on 
the output layer, we had to use the non-linear sigmoid function of 
kxe
xF
1
1
)(  for activation to 
achieve high detection accuracy. In both cases, x is the weighted sum of the inputs that are 
connected to a given neuron. 
 
In order to maintain the real-time constraints, the entire detection computation on 1 second of 
sampled EEG data should be performed within 1 second. For example, data sampled within the 
i
th
 second should be processed while data for the (i+1)
th
 second is being buffered and the 
processing should complete before data for the (i+2)
th
 second starts to arrive. The data processing 
configuration is shown in Figure 6. For processing the EEG data sampled at 173 Hz, each 1 
second of data is buffered and divided into 4 windows, each containing 42 samples. In the 
173 
point 
data 
window
42 sampless
42 sampless
42 sampless
42 sampless
1 SampEn or 
variance value
1 SampEn or 
variance value
1 SampEn or 
variance value
1 SampEn or 
variance value
Seizure 
Detection 
Result
ANN (4-3-1)
Figure 6: Processing Configuration 
feature extraction phase, 1 SampEn or variance value is computed based on the 42 samples of 
each of the windows. The 4 feature values obtained are then applied to the 4-3-1 ANN to obtain 
the final binary detection result. 
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4.2  Evaluation Results 
In this section, we present the evaluation results for three different implementations which 
correspond to combinations of (i) sample entropy and ANN, (ii) variance and predetermined 
threshold value, and (iii) variance and ANN. We also discuss and assess a number of design 
optimizations to reduce the hardware complexity and power consumption. 
 
4.2.1 Hardware Utilization and Performance 
The detection performance in terms of accuracy, sensitivity and specificity is shown in Table 1. 
Both of the feature extraction algorithms (SampEn and variance), when accompanied with an 
ANN classifier, provide high detection accuracy of more than 99%. Although the differences are 
small, SampEn is superior to variance in terms of accuracy as well as specificity. On the other 
hand, using a predetermined threshold comparison for the classification stage provides the best 
performance in terms of sensitivity but the overall accuracy is reduced. 
 
The amount of ALUTs utilized for the detection processes based on ANN classification are 
shown in Table 2. The SampEn along with an ANN classifier requires more resources than the 
target FPGA can provide. One reason for such a large amount of logic usage is SampEn’s 
inherently sequential nature of computation that requires a significant amount of sample history 
to be stored in the buffers. Also, the algorithm requires the computation of a nested loop which 
exhibits loop counter dependency and hence destroys any parallelism that can be extracted from 
it. On the other hand, the variance module requires a significantly smaller logic count for 
onboard implementation because of the absence of the loops and presence of rather simple 
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operations. Therefore, the third detection scheme, based on the variance accompanied with ANN, 
provides the best balance between detection accuracy and hardware usage.  
 
Table 1: Detection Performance 
Measurement 
SampEn + ANN 
 (%) 
Variance + 
Threshold 
(%) 
Variance + ANN 
 (%) 
Overall Accuracy 99.73 98.52 99.18 
Sensitivity 99.46 99.47 98.60 
Specificity 100.00 97.61 99.78 
 
Table 2: Hardware Footprint 
SampEn + ANN Variance + ANN 
Module 
ALUT 
Usage 
Percentage Module 
ALUT 
Usage 
Percentage 
SampEn 36964 76.44 Variance 2490 5.15 
ANN 15432 31.91 ANN 18683 38.64 
Total 52396 108.35 Total 21173 43.79 
 
4.2.2 Optimizations 
In this section we investigate optimization techniques in the implementation of variance plus 
ANN-based detection scheme to reduce complexity and power consumption. Two major 
components of power consumption on reconfigurable hardware are static power and dynamic 
power. Static power is mostly technology-dependent and is consumed regardless of the logic 
operations in the circuit. Dynamic power is the power consumed because of the switching 
activities when the logic circuit is operational. The following optimization techniques are 
primarily focused on improving the dynamic power consumption by reducing logic elements and 
signal activities in the design. It should be noted that, while the power consumption analysis 
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performed here is aimed at FPGAs, the proportion of power consumption by different 
components of the detection scheme would be largely similar for an ASIC implementation. 
1) Reduced Precision. Most of the computations for the ANN part of the design were 
initially implemented using 32-bit fixed-point numbers. The format of a fixed-point 
number is sign bit (s) + integer bits (i) + fraction/precision bits (p). As an optimization we 
considered lowering bit width representation without compromising the detection 
performance. Table 3 shows the impact of reduced precision on performance. Precision p 
= 5 bits along with i = 9 bits for the integer part and s = 1 bit for sign needs a total word-
length of 15 bits, which provides the best detection rate  of 99.08%. Hence, all the fixed-
point numbers were reduced from 32 bits to 15 bits representation. Arithmetic operations 
using fixed- point numbers were also scaled accordingly to maintain the same scaling 
factor. The sigmoid function in the ANN was also approximated as a look-up table to 
reduce computation in hardware. 
Table 3: Precision and Performance 
Precision 
(bits) 
Total Word-Length 
(bits) 
Overall Accuracy 
(%) 
Sensitivity 
(%) 
Specificity 
(%) 
1 11 47.45 100.00 48.75 
2 12 84.02 68.04 100.00 
3 13 92.23 86.45 100.00 
4 14 96.47 93.49 99.88 
5 15 99.08 99.24 98.92 
 
2) Folding for Component Reuse. The typical architecture of an ANN is inherently parallel 
– each layer of neurons can be computed without any dependency on each other. Direct 
implementation of such architecture results in hardware that can complete the 
computation of each layer ideally in once clock cycle. However, if the specific 
application does not demand such fast computation, which is often the case in the 
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biomedical domain, then using a large amount of hardware logic to implement this single 
cycle computation may be a waste of area. For this project, initial observations confirmed 
that the ANN should be able to generate classification results within a time frame of 1 ms 
after obtaining all the necessary inputs. Hence, with this relaxed time constraint, it might 
be beneficial to exploit possible reuse of the neuron output computation by folding it 
without violating the deadline.  
 
 Folding works by time-multiplexing a component over certain clock cycles. An 
appropriate control mechanism has to be devised to carefully schedule the operation of 
the folded section.  By reusing the same component over time, folding can significantly 
improve the area overhead of hardware implementation when permissible by timing 
constraints. The possible candidate for folding in the current architecture is the 
computation of a neuron which consists of two main operations: (1) repeated 
multiplication (of weights and inputs from previous layer neurons) and addition, and (2) 
computation of activation function. These operations, common to both the hidden layer 
and the output layer, are isolated into a separate component. In a given single run of the 
ANN, this folded component is activated only when needed. It is used by sequentially 
computing the output of each of the neurons in the hidden layer and then the output layer 
neuron – each in one clock cycle. The top diagram in Figure 7 shows the parallel ANN 
from which the folded architecture, shown in the bottom of the figure, is obtained. It 
takes 4 clock cycles to compute the output of 3 neurons in the hidden layer and 1 neuron 
in the last layer. Appropriate delays are implemented in the form of storage registers 
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shown as nD in the figure. Similar folding was also used for the initial normalization 
phase. 
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Figure 7: Folding for Neuron Computation 
 
It should be mentioned here that although folding can help in minimizing redundant 
critical hardware, it can potentially lead to the use of a large amount of register during 
hardware synthesis. The registers become necessary as they are used to implement the 
scheduling mechanism and also to store intermediate values. So, careful balance has to be 
made between area savings and increased registers to implement folding within the timing 
limitations for a particular application. 
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3) Pipelining. Pipelining can effectively reduce the propagation delay in an architecture by 
employing intermediate delays to break long paths. If pipelining is performed on the 
critical path, then potential improvement in terms of throughput can be observed as the 
circuit can operate at higher frequency. However, pipelining can result in increased use of 
registers to store intermediate values of the pipelined stages. This increased footprint can 
be compensated by the savings in power consumption as the computation paths are 
shortened in the pipelined architecture. 
 
The computation of the neuron output is chosen for the pipelining target. The 
computation of a neuron output consists of repeated multiply-add (MAC) operations 
followed by the sigmoid function or other activation function calculation. All these 
operations are computed in one clock cycle which can be broken down to multiple stages 
to be pipelined as shown in Figure 8. So, during the first clock cycle, the result of the first 
multiplication M1 and addition A1 are completed and stored in the register reg1. In the 
second clock cycle, the M2 is completed, whose result is added to the reg1 value and then 
stored in reg2. In the same cycle, inputs for the next neuron are used to compute M1 and 
A1 and then stored in reg1. In the third clock cycle, M3 is completed and added to reg2 
value and then stored to reg3. In the same cycle, new values are used to compute M2, 
whose result is added to reg1 value and then stored in reg2, and another set of values of 
the next neuron are used for M1 and A1 and the result is stored in reg1. This flow of 
computation continues for the rest of the neurons. However, it can be seen from this 
pipelined neuron architecture that not all the stages are active all the time. At the 
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beginning and at the end of the usage pipeline, not all the stages are active, which can 
result in underutilized hardware logic. 
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Figure 8: Pipelining Neuron Computation 
 
4.2.3 Results of Optimizations 
The area and power consumptions of the original hardware implementation and the comparative 
savings for the different optimizations in those two factors are shown in Table 4. Reduced 
precision and folding are found to be effective in significantly reducing logic usage as well as 
dynamic power. Less precision occupies less logic and hence contributes to reduced dynamic 
power as there are fewer logic signals that toggle for a given time window. Similarly, compared 
to the reduced precision version, adding folding saved area by 28.21% by reusing the same logic, 
which also resulted in reduced signal switching by spreading the signal activities of the parallel 
logic over multiple cycles to give power savings of 43.16%. However, the power consumption 
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improvement resulting from pipelining was masked by the comparatively larger increase in 
power because of increased signal activities for the intermediate storage elements. 
 
The trend in dynamic power consumption over different proposed optimizations is shown in 
Figure 8. A small increase in register count can be seen in ANN folding and pipelining because 
intermediate values are stored. This also resulted in the increased dynamic power in the ANN for 
Table 4: Area and Power Consumptions 
Architecture/ 
Optimization 
Resource Usage 
(ALUTs + Registers) 
Resource Usage 
Decrease  
(%)  
Dynamic 
Power  
(mW) 
Power 
Saving 
(%)  
Un-optimized 21472 -- 4.3 -- 
Reduced precision 6828 68.20  2.85 33.72  
Red. prec. + Folding 4902 77.17  1.62 62.33  
Red. prec.+ Fold.+ 
Pipeline 
5022 76.61  1.63 62.09  
 
the two optimizations, as can be seen in Figure 9. However, a balance between overall area and 
power usage is found in the cumulative optimizations of reduced precision and folding. For this 
stage of the hardware, about a 77.17% ((21472-4902)/21472*100) savings in total resource usage 
and a 62.33% ((4.3-1.62)/4.3*100) reduction in total dynamic power over the un-optimized 
implementation is achieved without compromising the performance of 99.08% overall accuracy.  
 
4.3  Discussion 
ANNs play an important role as non-linear classifiers in biomedical event detection schemes. But 
the resource-hungry nature of ANNs may make them unsuitable for hardware implementation 
without improvements. In this chapter, three different optimization techniques have been 
exploited to improve the hardware foot-print as well as power consumption of a 4-3-1 feed-
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forward multilayer perceptron ANN: data and arithmetic operation quantization to obtain 
optimum reduced precision, folding, and pipelining. The overall area improvement over the un-
optimized base-line 32 bit version is up to 77.17%. Power savings have also improved 
immensely as a reduction of up to 62.33% of dynamic power is achieved applying the 
optimization techniques. 
 
Figure 9: Power Consumption vs. Optimizations 
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CHAPTER 5 
 
 
PATIENT-SPECIFIC MULTI-PARAMETER HEALTH 
MONITORING 
 
 
 
The previous chapters dealt with an abnormality detection scheme that is single-purpose, 
customized, optimized, and rigid from algorithmic and implementation perspectives but is 
trained on generic population data. In contrast, in this chapter we introduce an architecture that is 
more flexible and configurable, yet fine-tuned to capture patient-specific behavior for multiple 
different parameters.  
 
5.1  Motivation 
While abnormality detection schemes based on learning normal and abnormal physiological 
patterns from a large population data set can be useful in detecting clinically significant events, 
the variability of different physiological signals among different patients can be significant 
enough to result in many false positive detections when such a generic method is used. Also, in 
most clinical scenarios, although multiple different parameters such as electroencephalography 
(EEG), electrocardiography (ECG), heart hate (HR), blood pressure (BP), respiration rate 
(RESP), etc., are simultaneously collected and monitored, little attention has been paid so far to 
actually aggregating/combining these different types of signal to obtain information that is not 
readily available from individual parameters. At the same time, advances in device technology 
have made it possible to realize computationally intensive kernels in hardware with very small 
                                                 
The contents of this chapter is part of the publication: H. Alemzadeh, M. U. Saleheen, Z. Jin, Z. Kalbarczyk, and R. 
K. Iyer, "RMED: A reconfigurable architecture for embedded medical monitoring," submitted to the IEEE/NIH Life 
Science Systems and Applications Workshop, Apr. 2011. 
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footprint and with considerably reduced power usage – making mobile platforms for powerful 
medical monitoring a reality. Hence, we recognize the need for a portable patient-specific 
personalized health monitoring device that can collect a set of sensor data, analyze them in real-
time, portray the overall physiological status of the patient and detect anomalous behaviors and 
possibly predict upcoming highly probable abnormalities.  
 
5.2  Abnormality Detection Methodology: Mean Analysis 
We introduce here a patient-specific detection scheme which learns, for a period of time, the 
normal bounds of the physiological signals of a patient and then, based on the captured behavior, 
performs on-line active monitoring to detect abnormal changes. We choose a cardiac 
ICU (intensive care unit) set-up as an example scenario for demonstrating the applicability of our 
patient-specific abnormality detection scheme. 
 
The work presented in [17] has indicated that physiological sensor data such as BP, HR, and 
RESP are approximately normally distributed. Normal or Gaussian distribution is a basic 
probability distribution function where the random variables are clustered close to the mean 
value and resemble a ―bell‖-shaped curve. The probability density function of normal 
distribution [35] is  
2
2
2
)(
22
1
)(
x
exf                   (3)                           
where µ is the mean and σ is the standard deviation. For a given set of data points, the two main 
parameters of normal distribution are the mean µ which indicates the average value in the set, 
and the standard deviation σ reflecting the amount of spread of the set above and below 
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the mean value. A widely accepted phenomenon explained by normal distribution is that almost 
all data points in the sample should be within the six standard deviations [36].   In other words, 
as detailed in [37] as the 68-95-99.7 rule and shown in Figure 10, 68.26% of the samples in a 
normal distribution reside within µ ±σ, 95.44% within µ ±2σ, and 99.73% within the ±3σ range  
 
Figure 10: Distribution of Values in a Normal Distribution [30] 
of the µ. The samples outside of these ranges are considered anomalous/outliers. Hence, since 
the sensor data of BP, HR or RESP are known to be normally distributed, the sampled data from 
these sensor signals should also adhere to this 3σ principle of normal distribution. So, following 
the concepts in [17], it can be inferred that any of the above sensor data samples straying from 
the 3σ range can be classified as an outlier and an indication of possible abnormal behavior. 
 
5.2.1 Computation Flow 
The computation flow based on the above observation for a cardiac ICU setting, where data from 
a variety of sensors attached to the patient are collected and monitored, is shown in Figure 11. 
- Normal Signature Generation. For the cardiac ICU monitoring scenario, the 
computation starts with buffering the sampled data from a sensor stream for a period of 
time and then generating the normal signature of the patient being monitored. The term 
―normal signature‖ is defined here as the approximately complete collection of various 
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normal error-free patterns, which is to be used as a reference set for later computations. 
For a given period of alarm-free observation called ―global window,‖ the normal 
signature for a specific sensor is obtained once by computing the mean and standard 
deviation values of the collected sample data over the observation period.  
 
 
 
 
 
 
 
 
 
- Active Monitoring. The next phase is the active monitoring stage, which is based on 
much smaller sized non-overlapping time windows referred to as ―local windows.‖ Over 
the period of a local window, the local mean of the collected data is computed to suppress 
the local variability in the data. Finally, the absolute difference of the local mean and the 
global mean is computed and compared with the global standard deviation. Any absolute 
error more than three times the global standard deviation is classified as abnormal 
observation. 
 
 
 
Figure 11: ICU Abnormality Detection Flow 
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5.2.2 Methodology Verification 
In order to verify the algorithm outlined above, a multi-parameter ICU database, called MIMIC, 
from PhysioNet [38] has been used here. The numeric section of the database primarily consists 
of systolic, diastolic and mean ABP, HR, RESP and some additional data streams concurrently 
captured at 1 Hz from each patient. The numeric database also contains time-stamped 
annotations of alarms when abnormal events are auto-detected by the ICU monitors. Figure 12 
shows the set of signals for a patient from this database along with the alarms (indicated by 
yellow lines) automatically generated by an ICU monitor for the times when some abnormal 
(unusually high) activity is detected in the ABP signals. 
 
Figure 12: MIMIC Database for Cardiac ICU Monitoring 
In order to verify that the previously outlined Mean Analysis algorithm can be used to find 
abnormal signal activities that mimic the monitor generated alarms, we coded the algorithm in 
MATLAB [33] and applied it in an iterative fashion to the patient data obtained from the MIMIC 
database. Figure 13 shows the results of applying the Mean Analysis algorithm on the ABP 
systolic data stream of patient #213. The result is shown for an observation period of about 9 
hours (32188 sec) where the sampled data of the first 4.2 hours (15000 sec, heuristically chosen) 
are used to generate the normal signature as the reference and the rest of the time is actively  
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Figure 13: Abnormality Detection in ABP Systolic Data with Mean Analysis 
 
monitored with a local window size of 1 sec. As shown in the figure, the number of alarm events 
generated when the ABP crosses the reference three standard deviations is comparable to the  
number of annotated golden alarm events (when the ABP falls below 85 mmHg) obtained 
directly from the database. Similar closely matched results are seen when this Mean Analysis 
algorithm is applied on the HR data stream of patient #230 (Figure 14) where the global window 
size is 15000 sec and the local window is 1 sec. However, a false positive event can be noticed in  
the algorithm-generated HR alarms due to the lower alarm threshold obtained from our algorithm 
compared to the upper bound of 120 set in the golden alarms. The above two results of ABP and 
HR data confirms the applicability of our Mean Analysis algorithm for cardiac ICU monitoring. 
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Figure 14: Abnormality Detection in HR Data with Mean Analysis 
 
5.3  Enhanced Detection Methodology: Error Analysis 
We have also investigated an enhanced version of the above algorithm based on error-estimation. 
The extended algorithm, referred to as Error Analysis, is outlined as below: 
1. For the global window (g), we compute the mean of the samples (µg), the absolute global 
errors (δg = | g - µg |), the mean of the global errors (µδg) and the standard deviation of the 
global errors (σδg). So, we have three major metrics from this stage: µg, µδg, and σδg. 
2. Next, we move to online active monitoring. In this stage, we take a small (e.g., 1 sec) 
local window (l), and compute the mean (µl) and local error (δl = | µl - µg |) for that local 
window. So, we have two outputs in this stage: µl and δl. 
3. Finally, we compare the δl with µδg, and σδg. If, δl  > (µδg + 3 × σδg), then we have an 
anomaly in the sensor data stream for that local window duration. This is true based on 
the assumption that the δl values follow normal distribution. 
39 
 
The overall computation flow of this Error Analysis algorithm is shown in Figure 15. This 
enhancement in the algorithm enables early detection of abnormalities in ABP in the range of a 
few minutes before golden ICU monitor alarms in selected patients, as shown in Figure 16 for 
patient #211. Using an initial global window (g) of 25000 sec and local window of 1 sec, the 
error estimation method detects the first alarm event at time 25036 sec where the monitor detects 
it at time 25429 sec - indicating an early detection of 6.5 minutes. Considering alarms in close 
proximity clustered as single alarm events, similar predictive outcomes are observed for the  
 
 
 
 
 
 
 
 
 
 
remaining alarm events for this patient. However, compared to the mean analysis method, the 
error analysis algorithm suffers from a relatively higher number of false positives. In order to 
reduce false alarms and reflect the significant changes in global trend over a longer period of 
time, we optimized this algorithm with the global window to be a sliding window instead of a 
fixed one. In this case, the normal signature is re-generated every time before performing the 
error comparisons in the local window. 
Normal Signature Generation 
 
Compute global mean, global error mean and global 
error std. 
 
Active Monitoring 
 
Compute local mean and local error 
 
local error > (global error mean + 3 global error std.) 
True: Abnormal data 
False: Normal data 
 
Sensor Stream 
 
Figure 15: ICU Abnormality Detection Flow – Error Analysis 
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Figure 16: Abnormality Detection and Comparison for ABP Data - Mean Analysis and 
Error Analysis 
 
5.4  Local Window Length 
The length of the local window is selected based on the real-time constraints, available buffer 
memory space to hold incoming sensor data, and the computational power of the device. For 
example, if the health monitoring platform has a real-time requirement that it should display the 
detection computation results of the data collected from the sensors in the last 1 sec within the 
next 1 sec, then local window length should be set as 1 sec and the computation platform must 
have the capability to generate the detection results before 1 sec expires. If the real-time 
constraints are relaxed to, e.g., 5 sec, then the local window size can be set to 5 second but in this 
case the platform should have enough buffer memory to store 5 seconds of sensor data and the 
computation power must also be able to handle the increased data size within the 5 sec time 
frame. 
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5.5  Determining the Optimum Global Window Length 
Both the Mean Analysis and the Error Analysis algorithms use a heuristically determined length 
for the global window which forms the basis of reference. In this section we introduce an 
automated approach to determining the global window length. Assume that we have about 6 
hours of initial learning time before the first alarm occurs for a selected sensor data stream. 
Hence, we need to find, from this 6 hour period, what should be the correct sliding global 
window size that will be most stable from window to window. By stable consecutive windows, 
we mean that the mean and standard deviation values of the two adjacent windows should not 
differ significantly. In other words, for a given set of consecutive windows, if we take the mean 
and standard deviation of each of the windows and form two histograms, the histograms should 
have a symmetric bell-shape with almost all the values concentrated at the middle. Well known 
measures for such a distribution are skewness and kurtosis. Skewness [39] measures how 
asymmetric a distribution is while kurtosis [40] indicates how peaked the distribution is. We 
should have close to zero skewness (for symmetric bell shape) and high kurtosis value (for 
steepest peak in the mean) for such a distribution of the mean or the standard deviation to call it a 
stable window length. Assuming an observation period of 6 hours, the following procedure is 
followed to choose the correct global window length: 
- We choose a window-to-window interval, i.e., the separation in time from the start of one 
window to the start of the next window, of length x sec. If x is equal to the actual window 
size, then we have non-overlapping windows. If x is smaller than window size, then we 
have overlapping windows. For this chosen interval, we start with window length of, e.g., 
1000 sec, and we need to traverse up to 6 hours (= 6×3600 sec). We break down this 
6×3600 sec into 1000 sec size windows separated by interval of x sec. For each window, 
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we find the mean and the standard deviation of the global errors using the Error Analysis 
algorithm. Then, for all these global error mean or standard deviation values from each of 
the windows, we find the skewness and kurtosis (preferably for the mean values) and 
store these two numbers.  
- Next, we break down the 6 hours period into bigger window size, e.g. 2000 sec windows 
separated by the interval x sec, and find the skewness and kurtosis for this distribution of 
global error mean or standard deviations. We continue this process until the window size 
reaches the maximum data window, 6 hours in this case. 
- At this point, we have two sets of values for various window sizes: one set for skewness 
and the other for kurtosis. We first chose the skewness values which are between, e.g.,     
-0.8 and +0.8. Ideally, skewness of zero would be preferred as that is the skewness of a 
normal distribution. From the above chosen skewness values, we find the corresponding 
highest kurtosis value which ensures the most peaked bell-shape distribution. Together, 
the skewness and kurtosis ensure that we have the window size which is stable over the 
learning period of 6 hours. Hence, we choose this window size as our global sliding 
window size. It is to be noted that it is often difficult to find a corresponding high kurtosis 
value from a zero or near zero skewness value; hence the skewness range is broadened on 
both sides heuristically up to the range of 0.8 to -0.8 as this range helps find reasonably 
high kurtosis values. 
- In order to fine-tune this algorithm, after finding the window size from above, a second 
iteration pass could be used for different window overlapping intervals and then the best 
result could be chosen using the same criteria of skewness and kurtosis as above. 
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Figure 17 shows the result of applying the above window length selection algorithm on the ABP 
data of patient #211. An initial observation period of 22000 sec is used with a window 
overlapping interval of x = 500 sec, initial window length of 1000 sec, and the window lengths 
are increased by 1000 sec in each iteration. The x-axis in both the plots is in the unit of thousand 
seconds. As can be seen in the figure, using a skewness selection range of ±0.8 (indicated using 
the horizontal dashed lines), the corresponding highest kurtosis value of 2.8 is obtained which 
refers to a window size of 6 × 1000 = 6000 sec. This global window length can be used in a 
sliding manner for the Error Analysis algorithm to detect abnormal events in selected sensor 
stream(s). 
 
Figure 17: Skewness and Kurtosis Values for Various Window Sizes 
 
5.6  Detection Accuracy Measurements 
5.6.1 Mean Analysis Method 
The performance of the cardiac ICU monitoring scheme using Mean Analysis technique is 
evaluated for 4 patients — 2 with ABP and 2 with HR abnormalities over average observation 
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period of about 12 hours. Out of the total 19 cases of abnormal events annotated for that period, 
18 events were correctly classified as abnormal by our Mean Analysis algorithm, indicating a 
true positive rate of 94.74%.  
 
5.6.2 Error Analysis Method 
Due to its possible early detection capability, the Error Analysis technique is investigated with 
more emphasis here. We have evaluated this technique for the ABP sensor data of 15 patients 
and the results are shown in Table 5.  
Table 5: Results of Error Analysis 
Patient 
Number 
Window 
Length 
(Sec.) 
Golden 
Alarms 
Events 
Detected 
False 
Positive 
Events 
False 
Negative 
/ Missed 
Events 
Prediction (min.) 
Observation 
Period (hr) 
288 17,000 3 5 2 0 
26667-23593=74=1.23 min. 
26901-26882=79=1.32 min. 
11.72 
281 15,000 5 8 3 0 0 min. 10.32 
280 9,500 18 16 0 2 
12094-11691=404=6.73 min. 
23730-23194=536=8.93 min. 
24368-24316=52=0.87 min. 
25147-24842=305 = 5.08 min. 
11.72 
254 15,000 7 6 0 1 0 min. 11.72 
245 10,000 4 8 4 0 21946-20892=1054=17.57 min. 11.72 
237 11,000 6 6 0 0 16299-15607=692=11.53 min. 11.72 
054 20,000 3 3 0 0 0 min. 11.72 
221 15,000 5 6 1 0 0 min. 11.72 
211 20,500 5 3 0 2 0 min. 11.72 
226 21,000 3 3 0 0 37952-37702=250=4.17 min. 11.72 
401 10,000 5 7 2 0 0 min. 11.72 
403 10,000 3 4 1 0 36610-35958=652=10.86 min. 11.72 
408 11,000 7 9 2 0 
18569-18494=75=1.25 min. 
23317-22961=356=5.93 min. 
25565-25518=47=0.78 min. 
26489-26391=98=1.63 min. 
11.72 
409 2,000 21 21 2 2 
11033-10984=49=0.82 min. 
22436-22277=159=2.65 min. 
27485-27449=36=0.6 min. 
31252-31110=142=2.37min. 
36381-35971=410=6.83 min. 
11.72 
449 5,000 11 11 1 1 
7427-7320=107=1.78 min. 
30275-30262=13=0.22 min. 
11.72 
Total 106 116 18 8 93.15 min. 174.40 
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Out of the 116 total events detected, 18 of them were false positive events. Hence, the true 
positive rate is:  
%100(%) Rate Positive True
sDetectedTotalEvent
iveEventsFalsePositsDetectedTotalEvent
 (4) 
%48.84%100
116
18116
 
The rate of false positive alarm events is: 
%100(%) Rate Positive False
sDetectedTotalEvent
iveEventsFalsePosit
  (5) 
          %52.15%100
116
18
             
The rate of false negative events or the abnormal events that are not detected by the Error 
Analysis technique is: 
%100(%) Rate Negative False
sDetectedTotalEvent
iveEventsFalseNegat
  (6) 
           %90.6%100
116
8
     
which is quite small. As can be seen in the Table 5, the Error Analysis technique shows one or 
more early detections for 9 of the 15 patients. The prediction column in Table 5 lists, for each 
patient, the early detection lengths (start time (sec) of golden alarm – start time (sec) of 
computed alarm). Total early detection period of 93.15 minutes is observed in 15 patients; so the 
average early detection per patient is about 6.21 minutes. These results are based on average 
patient observation period of about 11.63 hours. 
Observations on False Positive/Negative Events. From our observations, one of the main 
reasons for false positives is related to the global window size. While we have used sliding 
global window in order to better account for the local variability in sensor signals, our global 
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window length remains fixed. Physiological sensor signals, e.g. ABP, contain trends of changes 
which are not fixed – the signals sometimes rise or fall very sharply whereas in other times these 
changes take place over a long period of time. A constant length global window can result in true 
positive detections for those regions in a signal waveform where the trend durations match the 
global window size; for other regions of different lengths of changes, the particular global 
window size may fail to correctly capture local behaviors and so may cause false positive results. 
An example case can be the ABP Systolic data for patient #449. For this patient, the golden 
alarm thresholds obtained from the database are ABP Systolic > 150 mmHg and ABP Systolic 
<85 mmHg. As shown in Figure 18 for this patient, there is a false positive detection for the 
global window length of 5000 sec (marked in circle in the 5000 sec window detection plot). This  
is caused by a small spike in the ABP Systolic waveform. The duration of this spike is smaller 
than the global window length. Since the signal values are mostly close to 100 mmHg without 
much fluctuation before this spike, the large global window generates close to 100 mmHg mean 
value and so the global error mean plus three standard deviation value becomes quite small 
compared to the relatively large local error due to the spike. This eventually causes the false 
positive detection. A smaller global window would be better suited to capture this subtle local 
behavior. As shown in the Figure 18, using a global window size of 4000 sec eliminates this 
false positive event. However, with this smaller window size, additional false positive events are 
detected before and after the location of the original false positive event (shown in circles in the 
4000 sec length detection plot). As it appears, a global window length of 4000 sec is well suited 
for the location of the false positive event in the 5000 sec length detection plot, whereas a global 
window length of 5000 sec would give better detection for the false positive events in the 4000 
sec window length detection plot.  
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Figure 18: Impact of Fixed-Length Global Windows for ABP Systolic Data of Patient #449 
 
Similarly, fixed length global windows also can cause false negative results. An example case 
can be the ABP Systolic data obtained for patient #280. The results of applying the Error 
Analysis algorithm for this patient data using fixed length sliding global window of sizes 9500 
sec and 3500 sec are shown in Figure 19. For this patient, the golden alarm thresholds obtained 
from the database are ABP Systolic > 200 mmHg or ABP Systolic < 95 mmHg. As can be seen 
in the figure, there are two false negative or missed events in the detection plot for global 
window size of 9500 sec (shown in circles in the 9500 sec global window detection plot). 
However, for the detection plot for smaller global window length of 3500 sec, we can see both of 
those two missed events are correctly detected; but there are new missed events (shown as circles 
in the 3500 sec global window detection plot) between 25000 sec and 30000 sec marks. Clearly 
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in this case, a large global window size of 9500 sec works well for most of the observation 
period except for the region between 25000 sec and 30000 sec where a smaller window size of  
 
Figure 19: Impact of Fixed-Length Global Windows for ABP Systolic Data of Patient #280 
 
3500 would be better suited. So, from the above analysis and results it can be said that lack of 
accounting for local trends of changes can be one of the reasons for falsely detecting benign 
events or missing abnormal events. A more intelligent mechanism that can detect the local trends 
of the signal under analysis, automatically determine the correct global length based on such 
trends, and use that window length for detection computation may ideally perform better with 
less false positive or false negative detections than the simple Error Analysis method proposed 
here. 
Clustered Events Considered as Single Events. Events clustered within approximately 10 
minute window span are considered as single events here. This criterion is obtained heuristically 
from observations of various patient data where alarm events are often not continuous for a long 
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period of time; instead, they are preceded or followed by lower or higher amplitude abnormal 
events. For example, if the criterion for alarm for a patient is ABP Systolic > 200 mmHg, then it 
can be observed that instead of remaining above 200 mmHg for a while, the ABP Systolic value 
would go above and below this value repeatedly for a period of time – causing a cluster of non-
continuous alarms events. From our observations, 10 minutes appears to be a reasonable 
approximation of these cluster lengths and so it is used here to categorize events. 
 
5.6.3 Error Analysis with Automated Global Window Selection Method 
Using the Error Analysis technique with the automated global window length selection method, 
the ABP of 4 patients averaging about 12 hours of sampled data had been analyzed. Out of the 
22 events detected, only 13 of them turned out to be correct and very little prediction was 
indicated. Due to high false positive rates and complexity of computation, the automated window 
length selection has not been used further in this work. 
 
5.7  Discussion 
In this chapter we have introduced two approaches to personalized patient-specific abnormality 
detection with promising results observed when applied to a cardiac ICU monitoring 
environment. The Mean Analysis algorithm is computationally simple as it required the 
reference global mean and standard deviations to be computed only once at the beginning of 
computation and then used throughout the entire observation period. The Mean Analysis method 
shows good accuracy in abnormality detection results with few false positives. On the other 
hand, the Error Analysis method is rather computationally intensive as the global window 
computations are updated every time a new local window is to be computed. The overall 
50 
 
accurate detection rate of the Error Analysis is also lower than the Mean Analysis method. 
However, the Error Analysis method shows prospects of possible prediction. Although the 
duration of prediction is only within the range of a few minutes from the preliminary 
experiments shown here, these predictive results may become quite valuable when it comes to 
critical events such as heart-attack or strokes where a few minutes of prediction period can be 
enough to take preemptive actions and can make a huge difference in patient-care quality. 
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CHAPTER 6 
 
 
MULTI-PARAMETER SIGNATURE-BASED HEALTH 
MONITORING ARCHITECTURE  
 
 
 
6.1 Architecture Overview 
Based on the simple principles of normal distribution, personalized medical monitoring schemes 
that can detect and possibly predict abnormal physiological events have been introduced in the 
last chapter. In order to be realized in the form of a full-featured medical monitoring device, we 
extend here the concept of personalized patient-specific monitoring to a complete framework 
named Multi-Parameter Signature-Based Health Monitoring Architecture (MSHMA). We 
introduce here the MSHMA that is capable of concurrently monitoring a wide range of sensors, 
is interactive and user-configurable during run-time and yet performs computations in near real-
time and is designed with portability in mind. 
 
As explained earlier, one of the primary goals of this work is to be able to analyze multiple 
different sensor streams concurrently and extract meaningful information from them for 
detection/further computation. Considering the test case of a cardiac ICU monitoring scenario, 
there are two categories of sensors that are commonly used in most patients – spectral and non-
spectral. In general terms, spectral signals have frequency information embedded in the signal 
streams and it is meaningful to analyze the spectrum of these signals to obtain their frequency 
distribution. Examples of such signals are electroencephalography (EEG) signals obtained from 
                                                 
The contents of this chapter is part of the publication: H. Alemzadeh, M. U. Saleheen, Z. Jin, Z. Kalbarczyk, and R. 
K. Iyer, "RMED: A reconfigurable architecture for embedded medical monitoring," submitted to the IEEE/NIH Life 
Science Systems and Applications Workshop, Apr. 2011. 
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the brain and electrocardiography (ECG) signals obtained from the heart. On the other hand, 
non-spectral or simply time-series sensor signals do not contain meaningful spectral information 
and are candidates for statistical signal processing analysis methods. Considering these two types 
of signals, we have designed MSHMA capable of analyzing non-spectral sampled data from HR, 
BP, pulse (heart-rate measured from wrist) and blood oxygen saturation or SpO2 sensors, and 
spectral signals sampled from ECG sensors.  
 
The MSHMA as part of a portable health monitoring device is depicted in Figure 20. Multiple 
concurrently incoming signal streams are separately buffered, converted to digital format using 
analog-to-digital converters, and any needed filtration and amplification are performed in the 
Data Acquisition unit. De-noised clean sampled digital data streams of different types are then 
concurrently processed in near real-time in the MSHMA. The abnormality detection and location 
results from the MSHMA are then displayed to the user or encrypted using the Encryption 
Engine before communicating this information via wireless/wired media to the Central 
Monitoring Station where appropriate actions can be taken to help the patient under observation. 
While the above gives an overall view of a portable health monitoring device, it should be 
mentioned here that we do not use real sensors as part of the prototype implementation, which 
will be elaborated in the next chapter. For the purpose of this work, we use pre-captured digitized 
data [38] stored in memory to emulate real sensors.  
 
In the MSHMA, the basis of abnormality detection for the non-spectral time-series signal 
streams is the Error Analysis method with sliding global window presented in the previous 
chapter. The sliding global window is the larger window which is used as the stable normal 
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reference for computation. The local window is considerably small and it refers to the minimum 
duration over which a set of digitized signals are collected, buffered and processed for anomaly 
detection before a new set of signals arrive. The global window length and window sliding 
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Figure 20: MSHMA Computation Flow in a Health Monitoring Device 
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interval can be selected either heuristically or by using the automated window length selection 
method presented in the previous chapter. The local window is considered to be chosen 
heuristically here. As can be seen in Figure 18, the first stage is the normalization of HR, Pulse, 
BP, and SpO2 sensors to values between 0 and 1 using maximum and minimum values obtained 
from [41]. For the ECG signals, the maximum and minimum values are obtained by randomly 
examining the ECG values from the database [38] used for testing and hardware implementation. 
Next, for a given local window, for each non-spectral signal stream (HR, pulse, BP and SpO2) 
we concurrently compute the global mean (MGi), global error mean (EMGi) and global error 
standard deviation (ESGi) with the chosen global window length. These metrics constitute the 
reference signature of the patient. Here, i is the index of the signal streams. Based on these 
reference metrics, local mean (MLi) and local absolute error (ELi) values are computed. For the 
spectral signal ECG, we use fast Fourier transform (FFT) and/or power-spectral density (PSD) to 
analyze the frequency distribution of the buffered data over the local window period. After 
obtaining the set of data containing the results of FFT/PSD, we compute the same metrics as 
above for this set of values. This way, if the amplitude of the signal in a specific frequency 
band(s) is abnormally high or low, that deviation will be reflected in the local mean value and 
thus help in detection. Also, optionally, Auto-Correlation with lag can be used between different 
non-spectral signals to observe intra-sensor behavior and Cross-Correlation with/without lag can 
be utilized between different non-spectral streams to explore inter-sensor relationships. 
 
Next, the results obtained in the previous stage are fused/aggregated to generate a unified health-
index (using a similar concept as in [17]) that reflects the overall health status of the patient. 
Once we detect a problem from the health-index, we check individual sensor streams to locate 
55 
 
which one is responsible for the abnormality. To compute the health-index, after computing the 
local and global metrics as above for each signal stream, we also compute the weighted sum of 
the local absolute error values for all the signals. The weights for each signal stream are chosen 
heuristically based on how much importance is to be given to a particular signal, and the weights 
can be different from one patient to another. This weighted sum is the unified health-index that 
indicates, in a compact form, how much the individual sensor streams are deviating from their 
respective global mean values all together at a particular local window period. Since the smallest 
possible threshold of abnormality in a given local window is the smallest value of (global error 
mean) + 3 (global error standard deviation) =  smallest (EMGi+3ESGi) among the different signal 
streams, we compare the computed health-index with this smallest (EMGi+3ESGi) value. This 
smallest value can be obtained from previous test runs of the monitoring device, or it can be 
chosen based on patient medical history. If the health-index is greater than this smallest 
(EMGi+3ESGi) value, then it is possible that one of the streams may have an abnormality. This 
detection is confirmed by comparing individual local error values with the EMGi+3ESGi values 
for each sensor stream. If, for any one or more of the streams, the local error is larger than the 
corresponding EMGi+3ESGi value, then there is abnormality located in that stream(s). It is also 
possible that none of the local error values have crossed the individual EMGi+3ESGi values as 
more than one of them may be higher than their respective global error mean values but not high 
enough to cross the three standard deviation thresholds and yet when combined they add up to be 
larger than the smallest (EMGi+3ESGi). In these cases no abnormality is declared. Thus, both 
detection of anomalous signal behavior as well as which signal stream is causing such anomaly 
are obtained in this final stage.  
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6.2 Key Features/Benefits of MSHMA 
Some of the key benefits of the MSHMA are outlined below: 
1. Multi-Parameter Analysis. While most published works in health monitoring 
frameworks implement single parameter computation flow, we realize that concurrent 
analysis of multiple parameters can deliver much more information about anomalous 
physiological behaviors and thereby contribute to better and more accurate diagnosis. 
Hence, concurrent multi-parameter data processing has been incorporated as a key feature 
of MSHMA. 
2. Patient-Specificity. In clinical scenarios, alarms are often based on manufacturer defined 
thresholds, which may be set based on historical study, experience or standards. These 
preset thresholds may often not hold true for patients who are outliers of a normal 
population distribution. For example, SpO2 below 96% is bad for most people, but for an 
athletic person, SpO2 as low as 70% might still be good enough. Hence, alarm generating 
algorithms that do not consider such patient variability suffer from the problems of false 
alarms. While other works available in the literature compute their normal behavior based 
on empirical knowledge, experience or off-line training data, we obtain our baseline 
signature on-line. This gives us the ability to fine-tune our design for better patient 
specificity and thus reduce false alarms. 
3. Inter-Sensor and Intra-Sensor Temporal Correlation. Often, there exists inter-sensor 
correlation that may be (a) concurrent or (b) separated by a certain amount of time. For 
example, Moody et al. showed in [38] the correlation of mean ABP and diastolic PAP 
exists in a certain patient. On the other hand, an anti-correlation may exist between the 
same sensors in certain cases. And the complete absence of any such correlation indicates 
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artifacts. Failure to include such patient-specific relations when generating alarms can 
potentially lead to false alarms. Similar can be the case for intra-sensor relations. The 
MSHMA optionally includes the capabilities of analyzing cross-correlation and auto-
correlation of signal streams for better anomaly detection.  
4. Redundant Computation. In the MSHMA, similar diagnosis computation can be 
performed from multiple sources. For example, ECG and ABP can both be used to 
compute HR which is a basis for many of the critical alarms generated in the ICU. 
Alarms based on HR computed from any one of these sources may be prone to artifacts 
causing false values. However, when multiple sources are combined, the possibility of 
false alarms can be reduced. 
5. User Configurability. Most of the designs in the literature are fixed for specific 
application scenarios, e.g., cardiac ICU monitoring or home-health monitoring. While we 
use the test case of a cardiac ICU monitoring scenario here, the MSHMA is flexible and 
configurable in run-time where the user can choose which set of sensors to monitor, 
window lengths, etc. Thus, our design can be configured to different application 
scenarios on the fly. This makes the overall device have broader appeal and usability. 
6. Unified Health Status Indicator. Using weighted-sum aggregation metric of data fusion, 
one unified health-index (following the concept of [17]) is generated which gives a quick 
indication of the overall health status of the person (e.g., normal/severe/critical) as in 
[17]. Such an indicator can be a valuable addition to the patient medical history when 
recorded and can be used for validation of effectiveness of medication over time. 
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7. Closed-Loop Architecture. The overall monitoring device that incorporates MSHMA 
includes capabilities for the user to interact with and get status feedback from it, thereby 
having a full closed loop structure.  
6.3 Discussion 
As mentioned earlier, the sliding window global error mean can be continuously computed and 
used as a reference point to compute the local deviation at any instant of time. However, if an 
abnormal event lasts for long enough compared to the global window length, then the sliding 
global window computation is going to be affected by this prolonged abnormal event when the 
global window slides over it, and hence the values computed from the global window may not  
signify stable normal signature anymore. Hence, we may need to have a fixed global window at 
the beginning and compute the global window values once and use it as reference for later active 
monitoring stages. However, if we make the global window sufficiently large (in the range of a 
few hours) and assume that abnormal events mostly last for smaller periods of time (in the range 
of minutes) before actions are taken to control the abnormality and the patient under observation 
comes to normal status again, then we can use the global window in a sliding manner as the 
abnormal events in this case probably cannot corrupt the sliding global window values 
significantly enough to make them unsuitable to be used for reference. One benefit of this sliding 
window approach would be that, by adjusting the global window with the typical temporal length 
of abnormal events, we can capture many different kinds of normal baseline instead of just one 
baseline as in the case of a fixed global window at the beginning. For example, assuming the 
global window size is one hour and the person is sitting for more than an hour, then we will be 
able to capture the baseline sitting behavior by the global window values in the first hour, and 
while she is sitting for more than an hour we can detect abnormality for the sitting patient. Now, 
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if we assume the same person starts to walk, we have to wait for an hour until the baseline is 
captured by the sliding global window and assume that no abnormality is happening during this 
period. Any alarms during this transition period can be ignored. Once an hour has passed, we 
have a stable walking baseline from the global window and now we can start detecting 
abnormality in the walking state.  
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CHAPTER 7 
 
 
HARDWARE-IMPLEMENTATION AND EVALUATION OF 
MSHMA 
 
 
 
The Error Analysis algorithm for detecting abnormal physiological events has been introduced in 
Chapter 5 and, based on it, a full-featured portable health monitoring device incorporating the 
MSHMA is described in Chapter 6. While the features of MSHMA are essential for reliable and 
accurate health monitoring, implementing all its capabilities is beyond the scope of this work. 
Here, for the purpose of prototyping as a proof-of-concept, we describe the hardware 
implementation of a light version of MSHMA which maintains the key features of the original 
architecture – multi-parameter signal analysis, patient-specific detection, user-configurability, 
and closed-loop architecture. Additionally, as a potential portable device with limited power 
source, we strive to make the implementation power-aware.  
 
7.1  Architecture Overview 
The overall block diagram of the hardware implemented version of the MSHMA is shown in 
Figure 21. As for this prototype version, we use two different sensor signals – ABP and HR. 
Assuming sensor data sampled at 1 Hz, we use one second as our time period of local 
computation, and the one data sample obtained in one second is assumed to be the local window 
mean value. The overall computation flow is as follows: 
                                                 
The contents of this chapter is part of the publication: H. Alemzadeh, M. U. Saleheen, Z. Jin, Z. Kalbarczyk, and R. 
K. Iyer, "RMED: A reconfigurable architecture for embedded medical monitoring," submitted to the IEEE/NIH Life 
Science Systems and Applications Workshop, Apr. 2011. 
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- The computation is initiated by the processor. Using the PC keyboard to the processor, 
the user first provides the configuration parameters (which sensor to select, size of the 
global window for each sensor hardware, start/reset, etc.), which are eventually passed on  
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Figure 21: Hardware Architecture of MSHMA 
 
to the central controller in the MSHMA hardware. Distributed buffers are attached to 
each detection hardware unit to simulate the digitized data streaming from actual sensors.  
- Upon receiving the configuration parameters, the Central Controller activates the 
individual local controllers – Sensor 1 Local Controller and Sensor 2 Local Controller - 
for the two detection hardware units.  
- The local controllers then generate the appropriate addresses and send them to successive 
clock cycles to the respective sensor buffers (Sensor 1 Buffer, Sensor 2 Buffer).  
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- The buffers, receiving the consecutive addresses, start to sequentially send stored sensor 
data points mimicking real signal streams to the global mean modules (Global Mean 
Module 1, Global Mean Module 2).  
- Each global mean module starts accumulating the incoming data until the global window 
length is reached and then starts computing the mean.  
- Once the global means are computed, they are fed to the global error modules (Global 
Error Module 1, Global Error Module 2). Instructed by the local controllers, the buffers 
again start sending in the digital data points sequentially, which are used along with the 
global mean to compute the global error values. 
- The global errors values are sequentially streamed into the next module (Global Error 
Mean and Standard Deviation Module 1, Global Error Mean and Standard Deviation 
Module 2). Here, the error values are accumulated and once the global window length is 
reached the global error mean and standard deviations are computed.  
- Upon completion, the global error mean and standard deviation values are sent to the 
detection modules (Comparison and Detection Module 1, Comparison and Detection 
Module 2) where these two values are compared with the local mean values to compute 
the final detections.  
- Once the detection computations of both the hardware units are complete, the results are 
sent to the Processor and displayed to the user. This completes one full detection 
computation iteration. 
In the next computation iteration, the global values are computed again (since we use a sliding 
global window here) and compared with the local values to perform the detection. The details of 
each of the modules mentioned above will be described in more detail in the next sections. 
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7.2  Tools and Platforms 
The primary tool used for functionally testing the algorithms in software is MATLAB [33]. The 
ABP and HR sensor data obtained from the MIMIC [38] database were in MATLAB-readable 
format, which made software testing more convenient using those data. The primary prototype 
platform is targeted as a Xilinx [42] field programmable gate array (FPGA) evaluation board. 
The MATLAB/Simulink [43]-based System Generator [44] by Xilinx is used as the primary 
design tool for the hardware implementation. System Generator is mainly a structural modeling 
environment which comes with a rich repository of Xilinx-supported synthesizable IP blocks 
(math, memory, digital signal processing (DSP), encoding/decoding, control, etc.). The user can 
quickly assemble a hardware design by structurally connecting different IPs, and System 
Generator can directly compile, synthesize, place and route, and create Xilinx supported FPGA-
downloadable bitstream. Some of the key benefits of using System generator pertaining to this 
work are: 
- MATLAB data sets can be directly used for simulations in System Generator. 
- It has the ability to integrate a subset of MATLAB functions and language constructs, 
which helps in rapid controller coding. It also supports integration of user-provided very- 
high-speed integrated circuits hardware description language (VHDL) codes into a 
design. 
- System Generator features hardware-cosimulation where a synthesized design is run in 
hardware in lock-steps/free-running along with the software simulation and the results of 
both the hardware and the software can be logged and compared for comparison. The 
data source in both hardware and software can be provided directly from MATLAB. This 
feature makes hardware testing convenient. 
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- One of the key issues to consider in DSP designs in hardware is fixed point data 
representation and computation. System Generator greatly facilitates fixed point 
computations by providing interfaces for its IP blocks to specify various fixed point 
options in the input and output stages of the IPs. It also facilitates tracking fixed-point 
data width propagation through blocks by displaying the data formats at the 
inputs/outputs of each IP block. 
- It provides various compilation flows for a design. The design can be efficiently 
packaged and exported as a peripheral core to the Xilinx supported MicroBlaze [45] 
processor, a netlist can be generated to be used as part of a bigger generic design in other 
Xilinx environments, or detailed power and timing traces can be compiled to efficiently 
debug and optimize the design. 
Other than System Generator, we have also used Xilinx Platform Studio (XPS) [46], which is a 
development environment for integrating, configuring and synthesizing Xilinx supported 
processors.  
 
7.3  Module-Level Details 
In this section we describe the different modules in the MSHMA design developed in the System 
Generator environment. We initially elaborate the lower level modules and then move up to the 
top level design modules. 
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7.3.1 Local Controller  
 The local controller, as shown in Figure 22, is the primary controlling unit for the computation 
flow of the hardware for anomaly detection of a specific type of sensor signal. It receives three 
inputs from the top-level central controller – enable (en), reset (rst), and length of the global  
 
Figure 22: Local Controller 
window (length). The module is entirely coded as a finite state machine (FSM) using a 
synthesizable subset of MATLAB language. Upon receiving the enable signal, the module sends 
enable, reset and global window length signals at the appropriate sequence and time to the global 
mean module (en_mean, reset_mean, length_mean), the global error module (en_ge, reset_ge), 
the global error mean and standard deviation module (en_mvarsdev, reset_mvarsdev, 
length_mvarsdev), and the comparison and detection module (en_d_com, rst_d_com). It also 
controls the sensor buffer by generating the buffer addresses (rom_addr) and enabling/resetting 
(data_en, data_rst) the buffers at the right times. Finally, it provides additional outputs (t_state, 
t_t_val, t-t_length and t_t_c) for observing the internal states of the controller and main 
computation variables for debugging purposes. 
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7.3.2 Sensor Buffer 
The sensor buffer (Figure 23) is implemented using the ROM block which in turn uses the on-
chip BRAM (block random access memory) [47] capable of retrieving data with only a single 
clock cycle delay. It supports various depth limits for different data widths, e.g. 256K depth for 
12 bit data. In our case, we stored 42188 (12 hours of data sampled at 1 Hz) 10 bit data to 
simulate the ABP or HR sensors. The data set to be stored in the buffer can be referred to directly 
from MATLAB data sets. When enabled, the buffer outputs the data whose index is provided by 
the address (addr) input. 
 
Figure 23: Sensor Buffer 
 
7.3.3 Global Mean 
The global mean module, shown in Figure 24, receives the control signals (en, rst), and global 
window length (length) from the local controller. The input data points (val) from the sensor 
buffer are received sequentially in consecutive clock cycles and accumulated (sum), and the  
 
Figure 24: Global Mean Module 
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mean computation starts when the number of received data points equals the value of the length 
signal. A custom VHDL-coded serial divider [48] unit is used as a black box module for dividing 
the sum by the length to obtain the mean value (mean). The module is coded in MATLAB 
language as a FSM and appropriate control and data signals (d_clk_en, d_rst, d_divide, 
d_dividend and d_divisor) are sent to the divider unit. When completed, the divider raises the 
done flag (done_o) and the quotient result is captured at the (d_quot) input. As the divider unit 
provides only integer output results, the quotient result is reinterpreted as fixed point using the 
appropriate binary point location. When the mean is computed, the global mean module raises 
the done flag (done) to notify the local controller. 
 
7.3.4 Global Error 
The global error module (Figure 25) gets control signals (en, rst) from the local controller, input 
sensor data values (val) from the buffer and the global mean value (mean_in) from the global 
mean module. The local controller enables this module and makes sensor data stream in  
 
Figure 25: Global Error Module 
sequentially to this module as soon as the global mean computation is done. After enabled, the 
module computes the absolute difference of the streaming sensor data and the global mean and 
outputs the result within one clock cycle as a streaming output. When the required number of 
data points has been sent to the module, the local controller disables it. 
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7.3.5 Global Error Mean and Standard Deviation 
The global error mean and standard deviation module (Figure 26) gets control signals (en, rst) 
and global window length (length) from the local controller and the sensor data inputs (val) from  
 
Figure 26: Global Error Mean and Standard Deviation Module 
the global error module.  The module is coded in synthesizable MATLAB language as a FSM. 
The local controller enables this module as soon as the global error module starts streaming out 
results which are fed to this module. As the error values are streaming in, the sum and square of 
sum values are computed in an online fashion to compute the variance value following the naïve 
algorithm [49]. The pseudocode [49] of the algorithm is shown in Figure 27. Once the number of 
received data equals the global window length, the results are used to compute the mean and 
variance values following the last three lines of the pseudocode. The multiplier modules and the 
serial divider modules [48] (shown as black boxes) are employed to support the two 
multiplication and two division operations respectively in the algorithm. Once the variance is  
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Figure 27: Pseudocode for Naïve Algorithm for Variance Computation 
 
computed, the  results are sent to the square root module (labeled as sqt_1) to compute the 
standard deviation from the variance value. The square root module is coded in synthesizable 
MATLAB language as a FSM following [50]. When done, the square root module raises the 
done signal (s_done) and sends the result (root) to the global mean and standard deviation 
module which outputs it as the standard deviation (sdev) value. Other than the control and data 
signal for the multipliers and dividers, the module also outputs result values (sum, sumsqr, mean, 
var, sdev), status values (t1, t_state) for debugging, and done (done) signal to inform the local 
controller about the completion of its tasks. The usage of the bitbasher modules is explained in 
section 7.7. 
 
7.3.6 Comparison and Detection 
The comparison and detection module, shown in Figure 28, obtains its control inputs (en, rst) 
from the local controller, local mean (l_mean) from the buffer, global mean (g_mean) from the 
def naive_variance(data): 
    n = 0 
    Sum = 0 
    Sum_sqr = 0 
  
    for x in data: 
        n = n + 1 
        Sum = Sum + x 
        Sum_sqr = Sum_sqr + x*x 
  
    mean = Sum/n 
    variance = (Sum_sqr - Sum*mean)/(n - 1) 
    return variance 
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global mean module, and the global error mean (g_error_mean) and the global error standard 
deviation values (g_error_std) from the global error mean and standard deviation module. When 
standard deviation value computation is complete, the local controller enables the comparison 
and detection module and sends the right address value to the buffer to send the local window 
value, which is assumed as the local mean value, to this module. Then, this module computes the  
 
Figure 28: Comparison and Detection Module 
local error value  and compares it with the global error mean plus three times the global error 
standard deviation to detect abnormality following the Error Analysis algorithm outlined in 
section 5.3. When done, the done (done) signal is raised and the final detection result (d_out) is 
sent to the processor for display. The multiplier here is used to multiply the global error standard 
deviation value by three. The module also contains additional outputs (t_state, t_temp, t_temp2, 
and t_temp3) for debugging purposes. 
 
7.3.7 Central Controller 
The central controller module, shown in Figure 29, is also coded using synthesizable MATLAB 
language as a FSM. The module receives the control signals (en, rst), device select signal 
(dev_sel), sensor 1 hardware unit global window length (length1) and sensor 2 hardware unit 
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global window length (length2) from the processor. The device select signal is a 2 bit signal 
where 00 selects none of the hardware units, 01 selects sensor 1 hardware unit, 10 selects sensor 
2 hardware unit, and 11 selects both the hardware units for detection computation. When enabled 
by the processor, the module sends the appropriate enable (en1, en2) and length signals (len_1, 
len2) for the appropriate hardware unit. The t_state signal is used for observing the internal states 
 
Figure 29: Central Controller Module 
during debugging. The two sensor hardware units (subsystem for ABP and subsystem1 for HR) 
are connected with this module in parallel. When the detection computations of the hardware 
units complete a full iteration of computation, the respective done signals are raised and received 
in the done (done_1, done2) inputs. As a full computation cycle of the two sensor hardware units 
is completed before the real-time constraint of one second, the module waits (disables the two 
sensor hardware units) until approximately a full second is complete since its initiation of the 
current computation cycle and then initiates the next computation cycle by enabling the sensor 
hardware units. 
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7.3.8 Integration with MicroBlaze Processor 
MicroBlaze [46] is a 32-bit softcore processor by Xilinx that can be used along with other 
custom logic on Xilinx supported evaluation platforms. In this work, the MicroBlaze is used for 
interacting with the user via the Universal Asynchronous Receiver/Transmitter (UART) which 
can be configured as a peripheral of MicroBlaze. Simple C-code is written and compiled in 
MicroBlaze to prompt the user to provide configuration parameters (sensor hardware selection, 
global window length, and start/reset) using the UART connected to the COM-port of a PC. 
These parameters are then passed on to the central controller using shared memory registers. 
These shared registers have two halves – one half is visible to the MicroBlaze and can be utilized 
using C language commands and constructs supported by the driver application programming 
interfaces (API) in MicroBlaze; the other half is visible to the custom logic in System Generator.  
The shared registers are mapped to the memory-map of the MicroBlaze and connected to the 
MicroBlaze using the Peripheral Local Bus (PLB) [51] as slaves. The configuration and 
connection of the shared registers are handled efficiently by well-defined steps in System 
Generator and XPS. Figure 30 shows the block diagram of the MicroBlaze processor with the 
System Generator created design t12_plbw along with the UART module connected to the PLB 
as slave peripherals. The MicroBlaze processor can be seen in the middle acting as the master 
and connected to additional memory modules specifically aimed for the functionality of 
MicroBlaze. Figure 31 shows the central controller module connected with the input (en, rst, 
dev_sel, length_1, length_2) and output (fdetect, fdetect1) shared registers (shown with labels 
using angle quotes). 
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Figure 30: MicroBlaze with Peripherals 
 
 
Figure 31: Central Controller Module with Shared Registers 
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7.4  Testing and Hardware Synthesis Flow 
We coded the Error Analysis algorithm in MATLAB and generated golden results using about 
12 hours of sensor data per patient obtained from the MIMIC [38] database. These golden results 
were later used as references when testing the synthesized hardware.  
 
The overall design and synthesis flow is shown in Figure 32. A well documented method of 
connecting the System Generator design with the MicroBlaze processor is to export the design as 
a peripheral of the PLB for MicroBlaze. IP blocks with different kinds of codes and the sensor 
data from MATLAB are used to construct the structural model of the design in System 
Generator.  The model is then simulated in software and verified for correctness. In System 
Generator, the necessary VHDL, netlist and other related hardware files of the design are then 
generated and packaged automatically in wrapper VHDL codes containing necessary 
inputs/outputs to be connected as a peripheral to the PLB. This peripheral core is then imported 
to a MicroBlaze processor in the XPS environment. Using XPS, the entire design with any other 
required peripherals is synthesized, mapped, placed and routed. The C-application that runs on 
the MicroBlaze to interact with the user is then compiled and the final bitstream of the entire 
design is downloaded to the evaluation platform. Once placed and routed, the detailed hardware 
resource usage information is obtained. Additionally, ModelSim [52] is used to generate detailed 
circuit switching activities which are then used with Xilinx’s XPower Analyzer [53] to estimate 
the power consumption. 
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Custom VHDL Code
Structural model in SysGen is  
simulated behaviorally for correctness
VHDL code and netlist for the model is 
generated as a peripheral core for 
MicroBlaze
MicroBlaze with user interface C-Code 
is configured in XPS with the model 
peripheral core
MicroBlaze with peripherals is 
synthesized, and placed and routed; 
Target device resource usage is 
estimated
Custom MATLAB Code XILINX IP Cores MATALAB Sensor Data
Detailed timing analysis of the entire 
design is performed using Modelsim; 
signal activities are fed to Xpower 
Analyzer for power usage estimation
 
Figure 32: Overall Design and Synthesis Flow 
 
 7.5  Target Platform 
The hardware implementation of the MSHMA was targeted for the Xilinx ML507 evaluation 
board [54] with FPGA model device id XC5VFX70. This FPGA device uses configurable logic 
blocks (CLBs) [55] as the primary logic resource in the board. According to [55], a CLB 
contains two slices where each slice has four look-up tables (LUTs), four slice storage elements 
or registers and other logic elements. There are 44800 6-input LUTs along with 5328KB of 
BRAM and 128 DSP48E slices (special logic units supporting functions such as multiply, 
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multiply accumulate, shifting, multiplexing, bit-wise operations, pattern detection, etc., as 
mentioned in [56]) available in the device.  
 
7.6  Implementation Results 
7.6.1 FPGA Resource Utilization 
The MSHMA design is synthesized for the target FPGA with clock frequency of 75 MHz. The 
overall FPGA device resource utilization is listed in Table 6. As can be seen in the table, the  
Table 6: FPGA Resource Utilization Summary 
Resource Type Available Used Percentage of Total Available 
Slice Registers 44800 10136 22% 
Slice LUTs 44800 14405 32% 
BRAM (KB) 5328 1440 27% 
DSP48E 128 91 71% 
 
usages for slice registers and slice LUTs are reasonably low considering there are two full 
hardware chains for detection abnormalities in two types of sensor signals. Although we have 
used two buffer modules each with 42188 12-bit data stored in it, the overall BRAM usage is still 
low and there are plenty of resources left if more logic is to be added later. However, the 
DSP48E slice usage has reached 71%, mainly due to the implementation of very large width 
multipliers in the design. Alternatively, since the multipliers for each detection hardware unit are 
not used in parallel to each other, they can share a common multiplier unit of appropriate width, 
which may bring down the DSP48E usage.  
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Table 7 shows the resource usage by the two main parts of the overall design – the detection 
hardware and the MicroBlaze processor. Clearly, most of the resources are being used by our 
detection hardware. The results also indicate that although it is a full-featured 32-bit embedded 
processor, the MicroBlaze utilizes only a small portion of the FPGA logic fabric. It should be 
noted that the fifth column in the table includes MicroBlaze and its related control, memory, and 
peripheral logic. In other words, any resources that are not shown by the Xilinx XPS tool as 
being directly used by the detection hardware are included here in Table 6 as part of the 
MicroBlaze and its related logic. While we make this assumption, we do realize that there might 
be some resources that are shared between both MicroBlaze and the detection hardware. But for 
simplicity, we attribute those resources as part of the MicroBlaze logic. 
Table 7: FPGA Resource Utilization by Parts 
Resource Type Total Used 
Detection Hardware MicroBlaze and Other Logic 
Used 
Percentage of 
Total Used 
Used 
Percentage of 
Total Used 
Slice Registers 10136 8609 84.93 % 1527 15.07 % 
Slice LUTs 14405 11659 80.94 % 2746 19.06 % 
DSP48E 91 88 96.70% 3 3.30 % 
 
7.6.2 Power Consumption 
While static power consumption is of importance for portable devices, in this work we focus 
mostly on dynamic power, which is directly related to the switching activities and the clock 
frequency of the design in FPGA. Table 8 reports the power consumption for the MSHMA 
running at 75 MHz with the design simulated for 100 µs. The same assumption made in the last 
section about shared resources is applied here for power usage, and any power usage values not 
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directly shown by the Xilinx XPower Analyzer tool as being consumed by the detection 
hardware are reported here as part of the MicroBlaze and its related logic in the fourth column of  
Table 8: Power Consumption 
Total Power 
Consumed 
(mW) 
Detection Hardware MicroBlaze and Other Logic 
Power Used 
(mW) 
Percentage of 
Total Used 
Power Used 
(mW) 
Percentage of 
Total Used 
154.22 6.63 4.30 % 147.59 95.70 % 
 
Table 8. Apparently, out of the total power consumption of 154.22 mW, most of the power is 
used by the MicroBlaze and its related logic and only a small portion of power is used by the 
detection hardware. Since the MicroBlaze processor is used here mostly for interacting with the 
user via the UART, an option for lowering the overall power usage would be to implement 
custom drivers for the UART in hardware instead of relying on MicroBlaze. While this method 
would add additional logic as well additional power usage on the detection hardware side, much 
of the power consumed by MicroBlaze may be cut down using this method. 
 
7.6.3 Power Reduction  
From [57], one of the main contributing factors of dynamic power consumption is clock 
frequency. Since the MicroBlaze processor clock can be configured to a set of predefined clock 
frequencies, we have investigated the option of lowering the MSHMA design clock frequency 
from 75 MHz, which may result in reduced power consumption. Other than 75 MHz, we have 
implemented the design for 50 MHz and for 25 MHz frequency and analyzed the power 
consumption values for these two lower frequencies. The 50 MHz design was simulated for    
150 µs and the 25 MHz design was simulated for 300 µs. A comparison of the power results of 
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all three frequencies is given in Table 9. As evident from the table, the power consumption of the 
detection hardware is reduced by 2.96X (6.63 mW / 2.24 mW = 2.96) using lower clock 
frequency. While the power usage of MicroBlaze and its related logic do not decrease at 50 
MHz, we do observe lower power usage at 25 MHz. Overall, this analysis indicates that lowering 
the design clock frequency can significantly reduce the power consumption of custom hardware. 
Table 9: Power Consumption Comparison 
Frequency 
(MHz) 
Total 
Power 
Used 
(mW) 
Detection Hardware MicroBlaze and Other Logic 
Power 
Used 
(mW) 
Percentage 
of Total 
Used 
Percentage 
of 
Reduction 
Compared 
to 75 MHz 
Design 
Power 
Used 
(mW) 
Percentage 
of Total 
Used 
Percentage of 
Reduction 
Compared to 75 
MHz Design 
75 154.22 6.63 4.30 % -- 147.59 95.70 % -- 
50 153.33 4.38 2.86 % 33.94 % 148.95 97.14 % 0.92 % (increase) 
25 144.15 2.24 1.55 % 66.21 % 141.91 98.45 % 4.49 % 
 
7.7  Fixed-Point Computation Issues 
The MSHMA is implemented in hardware using mostly fixed-point representation and 
computation. The configuration parameters (hardware unit selection, global window length, 
start/reset) obtained from the user are represented as 32-bit integers in MicroBlaze and are 
converted to 32-bit fixed-point numbers before entering the detection hardware units. Before 
using these values in the central controller module, we cast/convert them to appropriate widths 
before using these values in later computations. As shown by the cast modules in Figure 31, the 
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device select input (dev_sel) is converted to a 2 bit number, the global window length signals 
(length_1, length_2) to 16 bit numbers and the enable (en) and reset (rst) signals to single bit 
Boolean numbers. Throughout the different computation operations of the detection hardware 
units we have maintained the maximum number of bit widths for all the fixed-point results. We 
also tried to adjust the binary point for the fixed-point number representations in the intermediate 
computation stages such that we have at least 32 bits of precision for the results in the final 
stages (before values are used in the comparison and detection module). This resulted in 
significant bit-width growth for certain result values, such as the variance result in the global 
error mean and standard deviation module. The variance value outputs as 156 bits wide with 64 
bits of precision. Using this large width number for later stages appeared to be computationally 
expensive and unnecessary as a much smaller width can still carry a sufficient number of 
precision bits and provide reasonably accurate results. Hence, the bitbasher module in Figure 26, 
page 68, is used to truncate the variance value to 80 bits wide with 64 bits of precision before 
feeding it to the square root module. Another bitbasher module is used in the figure at the output 
of the square root module to truncate the square root result from 80 bits with 32 bits of precision 
to 64 bits with 32 bits of precision and then pass it on for the computations in the next stages. 
Initial experiments showed reasonably accurate results using these lowered width number 
representations. Also, as shown in Figure 31, the large final detection results are converted to 32 
bit numbers to be consistent before sending the results to MicroBlaze for display.  
 
7.8  Display and Verification 
The primary means of interacting with the user is the UART. We have used the HyperTerminal 
[58] in PC to communicate with the UART where MicroBlaze is used on the other end. Figure 
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33 shows a screenshot of the user interaction window. The first few lines in the figure indicate 
that the user provided inputs for the two detection units and the rest of figure shows the various 
computation results obtained at different instants of time. In the figure, mean = local mean, 
gmean = global error mean, gvar = global error variance, gmsd = global error mean + 3 global 
error standard deviation, lerr = local error, fdetect = detection result, iteration = current 
computation cycle number. 
 
In order to better display the results obtained from the hardware and observe the trend of 
important computation result values, we have used a compilation flow in System Generator 
where the MicroBlaze processor is synthesized along with the detection hardware from the 
System Generator environment and the resultant bitstream can be run on FPGA. The resulting 
values from the synthesized hardware running on the FPGA can also be logged in MATLAB in 
near real-time and displayed as plots. Figure 34 shows the plots of different result values of the 
two parallel detection hardware units over a period of time.  
 
We have also verified the correctness of operation of the hardware prototype by comparing the 
results obtained from the synthesized hardware running on FPGA with those obtained by 
simulating it on MATLAB. Figure 35 shows the results obtained from the prototype hardware 
FPGA when used with the ABP Systolic data for patient #221. The MATLAB simulation results 
of the same dataset are shown in Figure 36. As can be seen in these two figures, the results are 
identical and the detection count in both cases is 212. 
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Figure 33: User Interaction and Result Display 
 
83 
 
 
 
Figure 34: Graphical Representation of Results 
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Figure 35: Results of Hardware Run with ABP Systolic Data for Patient #221 
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Figure 36: Results of Software Run with ABP Systolic Data for Patient #221 
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CHAPTER 8 
 
 
CONCLUSIONS 
 
 
 
In this thesis we have demonstrated the applications of simple statistical signal processing 
techniques for detecting abnormal physiological events. Using variance and a 4-3-1 multilayer 
perceptron ANN, the automated epileptic seizure detection technique has been shown to achieve 
high detection accuracy rate of up to 99.18%. We have then introduced the MSHMA – a 
configurable robust architecture that can concurrently analyze multiple signal streams and 
evaluate patient health status in near real-time with reasonable accuracy. Both of these designs 
are implemented in FPGA hardware platforms and their resource usage and power consumption 
have been analyzed and design optimizations have been suggested. For the MSHMA, despite 
using two parallel detection units in the hardware, we have seen that a large amount of device 
logic space is available for additional implementations. We have used a soft-core processor in 
our design for facilitating the interface between our detection hardware and the user. Power 
analysis indicates that our detection hardware consumes much less power than the soft-core 
processor and its related control/communication logic. Overall, high accuracy, real-time 
detection, simplicity, power efficiency and small hardware footprint make our approaches good 
candidates for embedded health monitoring implementations. 
 
An attractive feature of the Error Analysis algorithm used in the MSHMA is its capability of 
possible early detection of abnormal events. The Error Analysis algorithm captures the baseline 
characteristics of a patient during normal signature generation phase and uses this signature to 
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compute alarm thresholds which are lower than the golden thresholds; thereby, in certain cases, 
abnormal events are detected earlier than the golden alarm events obtained from the reference 
database. However, this Error Analysis technique also shows some false positive and false 
negative detections. Our observations indicate that one of the main reasons of such false or 
missed detections is the inability to capture variable local trends in signal streams. While the 
fixed-length sliding global window mechanism used in the Error Analysis algorithm captures a 
certain amount of local behavior, it is not enough to achieve very accurate detections. Better 
results can be achieved by accounting for the subtle local trends of changes in the signal streams, 
which requires having a variable-length global window with the ability to adjust the length based 
on the local trends of changes. Hence, we recognize the need for a more intelligent and 
automated mechanism of determining the global window length on-line. 
 
While the optimization techniques employed in this work are at the system level and we 
recognize that adjustment/modifications in the algorithmic level have the most impact in 
reducing energy usage, other approaches at the circuit level can also improve the power 
characteristics. One of the techniques is voltage scaling [59], which reduces the supply voltage as 
much as possible to maintain acceptable operating behavior. Other techniques such as data 
reordering [59] and exploiting locality [59] can also be investigated to improve power 
consumption. 
 
For prototyping purposes, digital signal processors (DSPs) are appearing as attractive alternatives 
to FPGA-based platforms. While they lack the flexibility and ability to concurrently compute 
multiple complex kernels, the power usage of DSPs has substantially reduced with clock speed 
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reaching beyond 100 MHz. These DSPs are attractive options for portable biomedical 
applications, and a serialized implementation of the MSHMA on a current generation low power 
DSP [60] along with the exploration of resource and power usage and ability to maintain real-
time constraints would be a valuable reference study. 
 
Wireless personal area networks (WPANs) [61] are gaining popularity with the usage of low 
power, low rate communication protocols [62]. There are also advancements in low power 
wireless biosensors. While the MSHMA is primarily evaluated using pre-stored patient data, the 
evaluation platform used has the ability to interface with analog signals such as sensors, and 
implementing the MSHMA as part of a WPAN collecting and analyzing data from live sensor 
streams would be an interesting study. 
 
The MSHMA proposed here relies on the normal signature of the patient for detecting 
abnormalities. A person with the freedom to move around may have multiple different normal 
signatures based on the movement-status (running, walking, sleeping) of the person, and the 
bounds of one normal signature might be abnormal for another signature. Hence, the MSHMA 
can be extended with inputs from motion-detecting sensors such as accelerometers so that a 
variety of normal signatures are learned and appropriate signatures are used intelligently for 
monitoring a patient in a certain movement status.  
 
Reliability is an important concern for health monitoring techniques as people’s lives may 
depend on the feedback provided by these monitors. In order to improve the reliability of the 
sensor signals collected for analysis, intelligent noise and artifact detection algorithms can be 
89 
 
investigated. Studies can be undertaken to explore realistic fault models for biomedical health 
monitoring platforms and to investigate the reliability of the main computation kernels and their 
sensitivity to faults occurring in the hardware as well as in the software layers of the architecture.  
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