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PSF Characterisation and Optimisation of a CCD for the ESA Euclid
Mission
by Edgar Allanwood
MEng (hons)
As part of qualifying the Teledyne-e2v CCD273 for the visible imager (VIS) on the
ESA Euclid mision, a front-illuminated CCD273 is tested in order to observe the Point
Spread Function (PSF) response with respect to signal and voltage parameters. In order
to achieve this an optical characterisation system with the ability to project flat-fields
and precisely positioned and focused spot images is constructed and characterised. The
Single-Pixel Photon Transfer Curve (SP-PTC) is devised in order to provide an analyt-
ical method for characterising the system PSF and the Brigher-Fatter Effect (BFE), a
systematic spot-widening with signal, is observed. A technique for confirming the mech-
anism of the BFE via use of separate spot and flat-field illuminations in a single frame
is devised in addition to parallel image clock electrode parametrisation. Device-specific
optimisations are also presented regarding bright spot response and elimination of per-
sistence following bright illuminations or charge occupation of the dielectric interface
surface states.
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Chapter 1
Introduction: The Euclid VIS
Instrument
1.1 Universal Expansion
1.1.1 Cosmic Scaffolding
In 1998 two teams of astronomers from separate institutions were approaching the same
conclusion concurrently: using Type-Ia supernovae as standard candles [1] it was con-
cluded that the rate of expansion of the Universe is accelerating. This behaviour ques-
tioned quantum theory as we know it, specifically the nature of empty space and the
effect of dark matter which cannot be directly observed using traditional astronomical
methods. The “cosmic scaffolding” [2] of the Universe is currently of great interest to
the scientific community and it will be measured indirectly using gravitational lensing
surveys in order to further investigate the causes of universal acceleration.
1
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1.1.2 Gravitational Lensing
Gravitational lensing is a distortion in space-time in which the path of light travelling
through space is curved as it passes an area of gravitational influence. The process
is often separated into two categories: Strong Gravitational Lensing (SGL) and Weak
Gravitational Lensing (WGL). With SGL there is a conspicuous distortion of the field of
view detectable by telescopes of comparably low spatial resolution. Figure 1.1 shows an
example of SGL as a double Einstein ring - a galaxy strongly lensed by another galaxy
twice in a row. For this rare phenomenon to be observed both gravitational lenses have
to exist along the observational axis.
Figure 1.1: The Double Einstein Ring SDSSJ0946+1006 observed by the Hubble
Space Telescope (Image courtesy of NASA)
WGL obeys the same concept as strong lensing however it is subtle and imperceptible
without image processing. In this case galaxies peripheral to a gravitational influence
appear normal whilst remaining subject to a reduced lensing effect. The lensing amount
can be quantified using measures of ellipticity. Captured galaxy images are convolved
with a statistical model of an isotropically formed galaxy in order to attempt to observe
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Figure 1.2: A 3D image of dark matter distribution (Image courtesy of Richard
Massey/Nature)
the effect of weak lensing distortions over a field of galaxies. Massey [3] states the ob-
servable shear (stretching) field is proportional to a second derivative of the gravitational
potential projected along a line of sight (2010). By processing averaged lensing measure-
ments a 3D map of gravitational influence can be constructed from shear measurements
as suggested by Figure 1.2 [2]. Note the Figure is shown on Cartesian axes while in
reality the 3D shape would appear as a cone bounded by the angles of the telescopic
field of view with a height (z-depth) representative of red shift. In the case of Figure
1.2, red shift is denoted by the vertical axis.
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Figure 1.3: An artist’s impression of the Euclid spacecraft (Image courtesy of ESA)
1.2 The Euclid Mission
1.2.1 Mission Synopsis
In 2012 as part of their Cosmic Vision Programme, the European Space Agency (ESA)
selected Euclid as their next M-class mission with the purpose of mapping the dark
Universe. Scheduled for launch in 2020 and equipped with the VISible Instrument (VIS)
for optical imaging and the Near-Infrared Spectrometer Photometer (NISP) for red shift
measurements, Euclid will survey 20,000 deg2 of the extragalactic sky, measuring the
shapes and spectra of 2 billion galaxies in the process [4]. Using a Korsch telescope
over a nominal six years, Euclid will undertake a WGL survey, indirectly observing the
clusters of dark matter as a function of red shift in order to fulfil the primary science
theme of updating the way the Universe is described by General Relativity.
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1.2.2 Euclid VIS
VIS will observe galaxies in the 550-900 nm passband, with a shutter mechanism avail-
able for readout and dark calibration. The camera also features a flat-field illumination
unit for in-flight detector calibration. VIS will consist of an array of thirty-six 4 × 4
kpixel Charge-Coupled Devices (CCDs) [5], representing a 576 Mpixel image, which is
compressed by the data processing unit for transfer to ground [6]. The CCD273 is man-
ufactured by Teledyne-e2V in Chelmsford, England. Section 3.3.1 details the detector
specifics.
1.2.3 PSF Requirements
Cropper et. al. [7] outline the systematic challenges when approaching a weak lensing
survey in the paper “Defining a Weak Lensing Experiment for Space” (2013). From a
detector viewpoint, the entire signal chain relies on a very accurately realised system
Point-Spread Function (PSF). A PSF describes the spatial input response, or in layman’s
terms: the blurring of an imaged object [8]. If the PSF is known, then the blurring of
the captured images can be reversed by deconvolution, and the galaxy shapes fed into
the weak lensing processing chain.
1.3 Research Goals
The shape-oriented characterisation of a CCD for the Euclid VIS instrument forms
the basis of this study, which takes an optical approach to characterising CCDs. The
relative performance of Point Spread Function (PSF) and inferred effect on weak lensing
measurements will be measured experimentally. The appearance of galaxies will be
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emulated by an optical projection system, the systematic construction and evaluation
of which is summarised in the following chapters, with research goals as follows:
1. Construct an optical test facility for the projection of galaxy-like objects
2. Characterise the optical test facility
3. Characterise the response of the CCD273 to galaxy-like objects
4. Perform laboratory optimisation of the CCD273 operating parameters
1.4 Thesis Organisation
This study is organised into eight chapters, the contents of which are as follows.
1. Chapter 1 contextualises the study and provides background on the Euclid mission
and relevant research goals.
2. Chapter 2 provides a theoretical background study of the inception, construction
and operation of CCDs, adapted for a four-phase device such as the Teledyne-e2v
CCD273.
3. Chapter 3 details the non-optomechanical laboratory instrumentation, including
the Teledyne-e2v CCD273 itself and the photon transfer characterisation of the
system.
4. Chapter 4 documents the optomechanical design of the optical system used to
characterise the Teledyne-e2v CCD273, including system interfaces, spot and flat-
field projection assemblies, repeatability validation, focusing and positioning algo-
rithms, spot PSF measurement techniques and light-tight isolation verification.
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5. Chapter 5 introduces a new Photon Transfer Curve (PTC) technique adapted for
spot image analysis: the Single-Pixel PTC (SP-PTC). In this chapter, spot images
are captured from low signal to pixel full-well capacity and the effects are observed.
A significant portion of the chapter is dedicated to the detection of systematic error
which undermines shot noise limited characterisation, and novel mitigation tech-
niques used in order to eliminate error and infer the signal-dependent behaviour
of the system PSF.
6. Chapter 6 acknowledges the existence of the Brighter-Fatter Effect (BFE) and
devises a new experimental technique for estimating to what level the Teledyne-
e2v CCD273 is affected. The effects of CCD biasing parameters on the BFE are
also investigated.
7. Chapter 7 parameterises the image clock, substrate and output amplifier drain
voltages in order to optimise the full-well capacity and linearity performance of the
Teledyne-e2v CCD273. The four image-area image clock phases are individually
characterised with respect to their signal-dependent spot image response and the
data is related to physical microscope images of the device. Additionally, a method
for linearising experimental data is documented.
8. Chapter 8 summarises the thesis content, contextualising the presented data with
the Euclid mission and arriving at the conclusion. Based on the thesis work, the
development of a more advanced optical characterisation system for the JUpiter
ICy moon Explorer (JUICE) visible imager is discussed.
Chapter 1. The Euclid VIS Instrument 8
1.5 Associated Publications
E. A. H. Allanwood, N. J. Murray, K. D. Stefanov, D. J. Burt, and A. D. Holland.
“Point-spread function and photon transfer of a ccd for space-based astronomy.” SPIE
Optical Engineering and Applications, International Society for Optics and Photonics,
2013.
N. J. Murray, E. A. H. Allanwood, B. J. Dryer, D. P. Weatherill, K. D. Stefanov, A.
D. Holland, and D. J. Burt. “Comparison of point spread function in p-and n-channel
CCDs.” Journal of Instrumentation, 10(08):C08007, 2015.
N. J. Murray, D. J. Burt, A. D. Holland, K. D. Stefanov, J. P. D. Gow, C. MacCormick,
B. J. Dryer, and E. A. H. Allanwood. “Multi-level parallel clocking of ccds for: im-
proving charge transfer efficiency, clearing persistence, clocked anti-blooming, and gener-
ating low-noise backgrounds for pumping.” SPIE Optical Engineering and Applications,
International Society for Optics and Photonics, 2013.
Chapter 2
Charge-Coupled Devices
2.1 Introduction
As a basis for the experimental work presented, the theory and operation of the CCD
is first considered.
2.1.1 Inception
The Charge-Coupled Device (CCD) was realised as a side-product of computer memory
development at Bell Telephone Laboratories in 1969 [9]. Delay line memory is the
concept in which data is serially recirculated around a loop with a recall and amplification
stage between each cycle. Eckert [10] likens the process to “The short-range human
device of repeating a phone number to oneself from the time it is located in the phone
book until it has been dialed.” (1998). The CCD was initially designed to hold bits in
a similar fashion, analogous to the operation of a logical shift register. The first device
was manufactured to hold one byte and it was during characterisation that the potential
for electronic imaging was first noted [11, 12]. Within a decade the technology matured
9
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to the level at which it became applicable not just for regular photography but also
astronomical imaging.
This section discusses the design and characteristics of CCDs from first principles as
a basis for discussion in relation to shape-based astronomical measurements in later
chapters.
2.2 Silicon as a Semiconductor
2.2.1 The Band Gap
Prior to discussing the logistics of charge generation, storage and transfer in CCDs
it is necessary to understand the nuances of intrinsic silicon and its extrinsic doped
variants. The conductivity of a material is proportional to the concentration of de-
localised electrons and partially filled states, of which there are few in intrinsic silicon.
In order for an electron to become promoted from the valence band to the conduction
band it requires additional energy to cross the band gap, which may be provided in part
by an incoming photon. Silicon is intrinsically an insulator, bonding with itself to form
a crystal lattice. Dopant atoms may be introduced to Silicon in order to change the
nature of the material by creating an abundance of free electrons or holes depending on
whether the material is negatively or positively doped.
Figure 2.1 illustrates the electronic orbital configuration for silicon, phosphorus (a neg-
ative dopant) and boron (a positive dopant). The outer shell of phosphorus has five
electrons and three vacancies, therefore when bonding with silicon there is one free elec-
tron, which can cross the band gap at much lower energy. Conversely, the outer shell
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of Boron has three electrons with five vacancies resulting in an extra vacancy or “hole”
when bonding with silicon.
1s
Silicon, Si (14)
2s
2p
3s
3p
1s
Phosphorus, P (15)
2s
2p
3s
3p
1s
Boron, B (5)
2s
2p
Figure 2.1: Diagram illustrating the electron orbital shell configuration of intrinsic
silicon and two popular negative and positive dopant atoms.
2.2.2 The Depletion Region
Connecting together regions of n-type and p-type silicon forms a volume surrounding the
interface known as the depletion region. It is here that the free electrons from the n-type
region meet the holes from the p-type region, combining to deplete the interface of any
charge carriers. Including such a structure in an electronic circuit has useful properties
as demonstrated in Figure 2.2 where current is only allowed to flow in one direction.
Consider the reverse bias configuration: the free electrons in the n-type material are
attracted to the battery anode whilst the p-type holes are filled by electrons originating
from the cathode, resulting in a widening of the depletion region and practically no
current flow. Reversing the battery such that electrons travel into the n-type material
and flow away from the p-type material (creating more holes) creates a situation where
the depletion region disappears and current is allowed to pass. This is the concept
behind the diode and led to the inception of similar devices such as the bipolar junction
and field effect transistors.
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N-type P-type
e- h+
Forward Bias
N-type P-type
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Figure 2.2: A p-n junction shown in forward and reverse bias to demonstrate the
effect on the depletion region.
Figure 2.3 relates the band gap to the Fermi level, EF for intrinsic, n-doped and p-doped
silicon. An electron may “jump” from the valence band to the conduction band if excited
thermally, or by an incoming photon.
Intrinsic Si N-doped Si P-doped Si
EF
EC
EV
EC
EV
P-N junction
(depletion region)
}ΔV
Figure 2.3: Band diagram showing the conduction EC and valence bands EV relative
to the Fermi level in intrinsic and extrinsic silicon.
2.2.3 The MOS Capacitor
A structure very similar in nature to a CCD pixel is a Metal-Oxide-Semiconductor
(MOS) Capacitor. A metal electrode is capacitively coupled to a p-type substrate
through an insulating layer referred to as the gate dielectric. As an electric field is
exerted by a voltage applied to the metal (or often, polysilicon) gate, the effect is felt on
the other side of the dielectric for some distance into the silicon. Figure 2.4 illustrates
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the capacitor analogy and demonstrates cases where the gate voltage, VGate is varied
with respect to the flat-band voltage VFlat−band. The flat-band voltage is due to an
in-built positive charge at the Si-SiO2 or “surface”, caused by “dangling bonds” [13],
the nature of which, including channel potential profiles are further discussed in Section
2.3.2. As VGate exceeds vFlat−band, electrons are drawn to the surface while holes are
drawn towards the substrate. If the conditions are reversed, holes are drawn to the
surface and electrons to the substrate. These are the basic principles of depletion, e.g.
electron storage under electrodes, and accumulation. Accumulation mode is studied in
this thesis in Section 7.3 at the substrate is made positive with respect to the gate in
order to flood electron charge traps as the Si-SiO2 interface with holes.
VGate
Dielectric
p-type Si
VSub
VGate > VFlat-band
VSub
- - -
++++
VGate < VFlat-band
VSub
- - ---
+
+
+
+
Accumulation Depletion
VGate ≫ VFlat-band
VSub
- - ---
++++
Inversion
- - ---- -
Figure 2.4: Diagram illustrating the MOS capacitor structure and movement of car-
riers, with respect to biasing conditions.
This work features an n-channel CCD273, where “n-channel” denotes that the majority
carrier of current flow is electrons, while in a p-channel device the majority carrier would
be the absence of electrons which are called “holes”. The CCD273 is a depletion-mode
device which has been previously been characterised by Gow. et. al. [14] with respect
to radiation-damage based flat-band voltage shift - a consequential change in electric
field influence and thus charge storage performance.
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2.2.4 The MOSFET
In a CCD the measurement of charge requires amplification, and the Metal Oxide Semi-
conductor Field-Effect Transistor (MOSFET) is used for this purpose. Section 2.3.4
details the process in which charge is used to potentiate the current flow of a MOSFET,
combined with a load resistor in a common-drain configuration. The process by which
current flow is influenced by electric field effect will be summarised here.
VD VS
p
n+ n+
VG
Figure 2.5: Diagram illustrating the structure of an n-channel MOSFET, with the
path of electrons, opposing the direction of electrical current flow, from source to drain.
Figure 2.5 illustrates the typical construction of an n-channel MOSFET. Like the MOS
capacitor of Section 2.2.3, the MOSFET features a polysilicon electrode, insulated from
a p-substrate with a gate dielectric. In two places the dielectric is etched away, with
contacts made from two n-doped regions, resulting in two p-n junctions. When a pos-
itive potential difference is applied between Gate, VG and Source, VS , an electric field
is exerted on the channel, depleting the surface of holes. When VGS exceeds VTh, the
threshold voltage is said to be the point at which a channel of electrons becomes es-
tablished, and beyond depletion: inversion (as in Figure 2.4). The drain current is
parameterised by the gate voltage, geometry, electron mobility, gate oxide capacitance
and threshold voltage. In this work the drain voltage of the CCD output source follower
is characterised in terms of linearity, which is explained in Section 7.5.
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2.3 CCD Structure and Operation
2.3.1 The CCD Pixel Array
A CCD consists of a two dimensional array of elements known as pixels. Figure 2.6
illustrates a simplified single pixel juxtaposed against a much larger two-dimensional
array. An n-type buried channel is sandwiched between a gate dielectric and p-type
substrate with poly-silicon electrodes manipulating the electric field from above. In the
example shown a voltage is applied to the two innermost electrodes causing a depletion
region to form in the pixel centre while the surrounding inactive electrodes act as a
barrier. Combined with the effect of p-type channel stops, this configuration confines
any generated electrons to a region referred to as the potential well. A standard CCD
model consists of a three electrode pixel architecture, however; a four electrode model
relevant to the Euclid VIS CCD273 studied is presented here.
Charge packet 
P-type substrate, 
connected as VSS 
Channel stop 
0V 
Applied image 
clock voltage 0V 
N-type buried channel 
Electrodes 
Dielectric 
Figure 2.6: The structure of a pixel in a four-phase device.
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2.3.2 Charge Collection
Charge collection behaviour is an important aspect of this study and in order to present
the theory in a way which is relevant to the device under test, Figure 2.7 illustrates
the cross section of a front-illuminated pixel, with the potential profile alongside. The
diagram is a cross-section representing a slice from the top surface of the CCD (left) to
the substrate (right). In the diagram, example potential profiles are shown for a positive
bias applied to the electrodes of a buried channel device (blue) and a surface channel
device (green). The CCD273 is a buried channel device, hence photo-generated electrons
are held in a potential well, away from the “surface” or Si-SiO2 interface. The green
surface channel profile illustrates the potential profile of an example surface channel
device without a buried n-channel. In the surface channel profile, the highest potential
would be VImg, which has the unfortunate side effect of drawing electrons towards the
dangling bonds of the Si-SiO2 interface.
The dangling bond analogy refers to unpassivated vacancies in between the silicon diox-
ide dielectric and silicon channel which “dangle”, trapping passing electrons and releasing
them in later charge packets, contributing to considerable Charge Transfer Inefficiency
(CTI). Surface state interaction and mitigation is discussed experimentally in relation
to image clock electrode biases in Section 7.2.3.
The term “front-illuminated” refers to a device which receives illumination through
the top electrodes, with incoming photons being subject to reflection, scattering and
absorption by the electrode structure. The term “back-illuminated” refers to a device
which is illuminated from the substrate side. An important consideration with charge
collection in CCDs is the interaction depth, which is dependent on wavelength of incident
photons. Devices are often back-thinned on the substrate side and turned upside down
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Figure 2.7: Charge collection diagram illustrating the approximate pixel structure
above and potential profile below.
and back-illuminated, to allow for improved spectral response or Quantum Efficiency
(QE) at shorter wavelengths. In the context of this work red wavelength illuminations are
used with a front-illuminated CCD, the specifications of which are detailed in Chapter
3. For the flight device, a back-illuminated sensor will be used and the wavelength-
dependent charge collection behaviour will be different to that seen in this thesis. For
instance, red photons are expected to interact closer to the influence of, or inside the
buried channel in a back-illuminated sensor which is appropriate for a mission surveying
red-shifted galaxies.
With the two electron-hole pairs of Figure 2.7, one is shown to have been generated in the
field-free region and this is associated with the possibility of lateral diffusion between
pixels. The spatial response of a detector is wavelength dependent due to diffusion
of electrons which are generated far away from the influence of the electric field. In
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the scope of this work, the front-illuminated CCD273 which has a different collection
behaviour to the flight-grade back-illuminated CCD273 is used for experimentation.
Therefore the red light used for characterisation here will have different lateral diffusion
characteristics to the flight device.
2.3.3 Charge Transfer
Figure 2.9 shows the pixel in the context of a fictitious 5 × 5 pixel device. For each
row four electrodes referred to as image phases [IΦ1, IΦ2, IΦ3, IΦ4] span all columns,
repeating in the direction of parallel transfer toward the serial register. During readout
the image phases are driven by periodic voltage waveforms which encourage transport
of charge packets by sequentially alternating which phases are depleted and which are
barriers. This process is known as “clocking” - a phrase inherited from original device
purpose as a digital shift register. Figure 2.8 illustrates the charge transfer process for
a one row parallel transfer of the CCD273.
Two acronyms are used when discussing CCD charge transfer performance: the Charge
Transfer Efficiency (CTE) of a CCD is a scalar value representing the percentage of
electrons transferred during a single transfer between pixels. The Charge Transfer Inef-
ficiency (CTI) is the complement of CTE, representing the percentage of electrons not
transferred during a single transfer between pixels. In devices without a buried channel
[15, 16] electrons are more frequently subject to interaction with “surface” states, previ-
ously described as “dangling bonds”. Charge trapped in surface states may be released
into other charge packets during clocking, causing a streaking effect in the image. Fur-
thermore, radiation damage during space flight can cause a multitude of traps in the
silicon lattice, known as bulk defects. The longer a CCD is in space the more traps
charge form from radiation damage, and the more susceptible the CCD is to CTI.
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IΦ1 IΦ2 IΦ3 IΦ4IΦ2 IΦ3 IΦ4 IΦ1 IΦ2 IΦ3
Start collection
End collection
Begin parallel 
transfer
End parallel 
transfer
Figure 2.8: A sideways view of the parallel register (a single column) during integra-
tion time and readout using a 2-3-2 clocking scheme.
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Register pixels 
Charge amplifier and downstream 
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Columns (five shown) Rows (five shown) 
Figure 2.9: A simplified 5× 5 pixel CCD demonstrating directions of charge transfer
in parallel and serial registers.
2.3.4 Measuring Charge
For each transfer of the serial register, charge passes through a charge amplifier circuit,
which serves to convert charge into a value in microvolts. The number of microvolts
per measured electron is often referred to as the Charge to Voltage Factor (CVF). A
simplified schematic is presented alongside the terminus of the serial register in Figure
2.10. The sense node is a small volume by which to measure charge and it represents a
capacitance CSN . The source-follower is a high-impedance input amplifier of gain less
than unity, which mitigates the loading effect on the sense node by any downstream
amplification or measurement circuitry. The source follower consists of a MOSFET
as described in Section 2.2.4. Prior to serial charge transfer, the sense node is reset
to a specified voltage level, set by the reset drain voltage, VRD. This reset level is
presented and sampled at the output, as the first step of a two-stage Correlated Double
Sampling (CDS) process. The output gate is then turned on and the last serial register
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phase (in this case, VSerial is turned off, and the charge falls into the sense node. The
transferred electrons “pull down” the voltage set by VRD and after settling the signal
level is presented and sampled at the output. The process then repeats for every pixel
in the serial register, for each parallel transfer until the device is sampled completely.
0V VSerial VOG
Serial Register
CSN
VRD
Reset
VOD
Sense Node
Source Follower
RL-External
VOut
Figure 2.10: A simplified schematic of the signal path from the end of the serial
register to device output.
Figure 2.11 illustrates the CDS electronics found downstream from the CCD source
follower. The headboard preamp boosts the output such that signal to noise ratio
between the CCD output and camera electronics is improved. Following this the signal is
split between two sample and hold circuits. The purpose of the sample and hold circuitry
is to eliminate reset noise, which is caused by variations in sense node reset levels between
pixel samples. Following a sense node reset in the CCD output electronics, the offset
level (i.e. the voltage at which there are no converted photo-generated electrons present)
is presented to VIn. It is during this period that φSHR is pulsed and the amplified reset
level is stored in CReset. A serial transfer then moves charge into the sense node and the
electrons “pull down” the voltage seen at the output of the source follower. This signal
is then sampled by pulsing φSHS and stored in CSignal. With the reset and signal levels
sampled and held, the differential amplifier subtracts the reset level from the signal level,
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presenting a voltage to the Analogue to Digital Converter (ADC) which in turn, reports
the nearest digital number or Analogue Digital Unit (ADU) to the camera software.
VIn
Headboard 
Preamp
CSignal
CReset
Differential 
Amplifier
ADC
ΦSHS
ΦSHR
Pixel
Value 
(ADU)
Figure 2.11: A simplified Correlated Double Sampling (CDS) electronics circuit.
2.4 Summary
This chapter introduces key concepts of CCD operation from a solid state physics back-
ground, with reference to specific areas of interest including the CCD273 four-phase
parallel electrode architecture, charge collection, charge transfer process and output
amplifier biasing variables. The detector design and camera electronics used for biasing,
clocking and analogue to digital conversion are detailed in the next chapter.
Chapter 3
Laboratory Instrumentation
3.1 Introduction
The Centre for Electronic Imaging [17] has a history of characterising imaging detectors
for space technology readiness. The experimental configuration usually involves a cryo-
genic cooling system, coupled to the detector in order to replicate the mission operating
temperature in the laboratory. An example of this is given by Gow [18] in which the
experimental arrangement for the CTI measurements in the CCD204 and CCD273 is
detailed (2012). The mission operating temperature for the CCD is usually below freez-
ing due to the need to suppress thermally generated dark current in the image area over
astronomical integration times. At room temperature, a CCD left to integrate charge for
a long frame time analogous to that of the Euclid mission (hundreds of seconds) would
suffer from dark current to such an extent that no useful signal could be observed. Eu-
clid detectors have already been characterised by the CEI and shown to exhibit dark
current of less than 1 electron per pixel per 500 seconds of operation at −100 ◦C (173
K) [19].
23
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In addition to cryogenic cooling, a vacuum system must be utilised in order to evacuate
air from around the device to prevent condensation of water onto electronic components.
Upon establishing mission-like conditions, system calibration is conducted in order to
prepare the camera for experimental testing. This chapter details the instrumentation
used to run the Teledyne-e2v CCD273 and the system calibration process.
3.2 Vacuum-Cryogenic System
3.2.1 Vacuum Chamber Configuration
Figure 3.1: The CCD was mounted
as close to the chamber window as pos-
sible to minimise the working distance
required for the optics.).
To emulate the −110 ◦C (163 K) atmospheric and
operating conditions at the L2 Lagrangian point by
which Euclid will be situated, and suppress ther-
mally generated dark current, the camera head was
situated in a windowed vacuum chamber as illus-
trated in Figure 3.1.
The chamber was pumped down to 1.6×10−6 mbar
using a Pfeiffer Vacuum Turbopump. In the ab-
sence of a vacuum, the moisture in the air would
condense on the cooling camera head, likely dam-
aging the system. For this reason an Uninterrupt-
ible Power Supply (UPS) was deployed in series
with the turbopump to mitigate the risk of vac-
uum loss in the event of a power outage. Secondly, the detector was cooled to −100 ◦C
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(173 K) using a Brooks Polycold PCC Compact Cooler [20]. −100 ◦C was the best tem-
perature that could be achieved by the setup and deemed appropriate for dark current
suppression based on the work by Gow [19] (2012).
The factors influencing the lowest temperature to which the camera head could be cooled
were many: Free space was limited due to a dense chamber layout and a thermally
leaky window was necessary for optical projections. In an ideal system there would
be a greater number of thermal interconnects between the cold finger to the rear of
the chamber and the cold bench supporting the CCD. Thermal lagging material could
have been positioned around the chamber walls to slow the rate at which the chamber
was warmed by the surrounding laboratory, however; this would have increased the risk
and precision required when inserting the camera head into the chamber. Figure (3.2)
illustrates the thermal and electronic configuration of the camera head from a top-down
perspective while Figure (3.1) shows the position of the CCD, within the window flange.
3.2.2 Vacuum System
A Pfeiffer Vacuum HiCube 80 turbo pumping station with an ultimate pressure of 1×
10−7 mbar was used for maintaining a vacuum.
3.2.3 Cryogenic System
A Brooks Polycold PCC Compact Cooler [20] was utilised for cooling the copper cold
bench within the vacuum chamber. The system consists of a compressor, send and return
high pressure gas lines carrying PT-30 refrigerant and a cold-end which interfaces with
the rear of the vacuum chamber. Copper braids are used to link the cold-end to the cold
bench, as shown in Figure 3.2.
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Figure 3.2: Top-down: the configuration of the camera head during maintenance. See
Table. (3.1) for description of numbered features.
3.3 Camera System
3.3.1 The Teledyne-E2V CCD273
All experimental work was conducted using a Front-Illuminated (FI) Teledyne-E2V
CCD273-84. Figure 3.3 [21] illustrates the device layout, which features two parallel-
transfer arrays separated by a central Charge Injection (CI) structure. Each array is
served by a single register, split down the middle to serve two output nodes. The
CCD273 is a four quadrant device by design, although the headboard serial clock con-
nections could possibly be configured such that only one output node is used for each
array. This would be detrimental to serial transfer time and serial Charge Transfer
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Item Description
1 CCD transportation cover in order to reduce contamination during
maintenance.
2 Plastic thermal insulation, separating the cold-bench from the sup-
porting structure.
3 The copper cold bench is highly thermally conductive and serves
as an anchor point for the CCD mounting studs. Three steel braids
used for thermal coupling terminate here.
4 Mounting stud of the CCD package (one of three).
5 CCD flexible wire connection (one of two).
6 Temperature controller resistive load.
7 CCD flexible wire connection (two of two).
8 M4 threaded rod (one of four) used to mount the headboard PCB
and accurately position the cold bench near the chamber window.
9 CCD headboard PCB featuring pre-amp, filter and temperature
management circuits.
10 Coaxial Video cable (two of four channels).
11 Thermal connection to CryoTiger.
12 Chamber rear cover.
13 Fischer connector carrying bias voltages and clock waveforms.
14 Coaxial video cable (two of four channels).
15 Connection to resistive heating element and headboard, CCD plat-
inum resistance thermometers (PRTs).
16 Rubber o-ring seal to assist vacuum integrity.
Table 3.1: List of chamber features corresponding to Figure (3.2).
Inefficiency (CTI), hence the design decision for four output nodes.
The CCD273 design is based on the CCD203, a device previously flown on the NASA
Solar Dynamics Observatory. The CCD273 differs from the CCD203 in the respect that
it has improvements [22] in amplifier noise, responsivity, red response and the addition of
parallel charge injection structures. The CCD273 also features a narrower serial register
in order to mitigate CTI, at the expense of losing parallel binning function - which
will not be employed on Euclid VIS. The CCD273 design features thin gate dielectric
electrodes, a process improvement developed by Teledyne-e2v in order to reduce the
impact of ionising radiation, which typically causes a proportional flat-band voltage
shift [23].
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Figure 3.3: The CCD273 layout.
The design parameters for the CCD273 test device are listed in Table. 3.2, while the
physical packaging and handling jig are shown in Figure 3.4.
Device Information - Teledyne-E2V CCD273-84
Pixel Size 12µm square
Array Dimensions 2066 rows × 4096 columns
Electrode Configuration 4-phase parallel, 3-phase serial
Electrode Structure Thin-gate
Mode of Operation Non-inverted (NIMO)
Number of Output Nodes 4 active, 4 dummy
Number of Serial Pre-scan Elements 51
Dump Gate Yes
Illuminated Face Front-illuminated (test device)
AR Coating None
Table 3.2: The CCD273 design parameters.
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Figure 3.4: The CCD273 packaging and handling jig, supporting the device with ad-
joining flexi supports. Model shown here is the proton-irradiated and front-illuminated
CCD273 with no anti-reflective (AR) coating.
3.3.2 Camera Electronics
An XCAM CCD electronics system [24] was utilised to bias, clock and read out the
CCD273. A headboard PCB with pre-amps and low-pass filtering was situated inside
the vacuum chamber and interfaced with by a 25-way Fischer port [25] carrying bias
and clock signals. Four video channels were fed through a separate connector to coaxial
cables terminated by SMA connectors. A single-channel dual-slope integrator Correlated
Double Sampling (CDS) card with a 16-bit Analogue to Digital Converter (ADC) was
utilised for the majority of measurements, while a four-channel variant of the same CDS
was used when all four nodes were required to be read out simultaneously.
The XCAM proprietary image acquisition software was interfaced with MATLAB to
enable configuration of key system variables such as clock sequencer selection, image size,
image binning, bias voltages, clock waveform amplitudes and clock waveform timings.
Chapter 3. Laboratory Instrumentation 30
A “sequencer” is written in assembly code and executed on a Digital Signal Processing
(DSP) chip while the camera is powered. The default purpose of a sequencer is to wait for
an image grab request and apply clock waveforms to the CCD and CDS circuits during
integration time, readout and clear out routines, such that an analogue video signal is
intercepted by the CDS and a digital image is returned to the laboratory computer via
a USB host. Figure (3.5) provides a simplified overview of this process.
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Figure 3.5: A simplified anatomy of a default image acquisition sequencer.
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3.4 Device Calibration: The Photon Transfer Curve
3.4.1 Purpose
The Photon Transfer Curve (PTC) technique measures noise relative to mean signal
in order to generate a useful characterisation of detector noise performance, while de-
termining the overall system conversion gain, full-well capacity and linearity. A PTC
considers the imaging system from photon to Analogue Digital Unit (ADU) as a black
box configuration with two variables as shown in the simplified Figure 3.6. The PTC
methodology will be discussed in this section, while any shortcomings due to nonlinearity
will be investigated in greater detail in Chapter 7.
Scalar illumination quan-
tity, e.g. Constant illu-
mination φI for time t.
Imaging system
Quantised digital signal
output, S (ADU)
Figure 3.6: The imaging system considered as a black box with input and output
quantities.
3.4.2 Conversion Gain
The conversion gain is a coefficient representing the number of photo-generated electrons
(e−) per ADU of the ADC, however; this value can also be represented in µV/e− – the
voltage output from the device and input to the ADC. Depending on the characteristics
of a device it is common to regard the conversion gain as a constant over a known range
of signal, however; the inherent non-linearity of a system has to be considered in many
cases, for example: many imaging devices are non-linear and cannot rely on such an
approximation to return useful data. The conversion gain is obtained by observing the
Chapter 3. Laboratory Instrumentation 33
x-intercept of the isolated shot noise characteristic line on the PTC. This process is
detailed in Section 3.4.3.
An ADC with a bit-depth of N bits can register 2N different values over an input voltage
range from zero to ADC saturation. This project uses 16 bit ADCs with 65,536 discrete
possible values. For signal conditioning a 6dB attenuator was used in some cases where
the full-well capacity of the device caused a signal too large for the input of the ADC.
This effectively halves the input voltage seen by the ADC and changed the conversion
gain for some of the results.
3.4.3 Characteristic Noise Performance Regimes
A PTC features four distinguishable regimes over the range of mean signal (S), from
zero ADU to full well [26]. If some regimes are not visible then it is an indication that
the test set-up is inadequately configured or systematic errors are at play, potentially
causing one noise source to dominate another at an unusually low signal. For the purpose
of discussion an ideal PTC is shown in Figure 3.7. The solid line represents the total
noise of the system σTotal(S), which can be expressed as the individual noise sources
(detailed in Table 3.3) added in quadrature
σTotal(S) =
(
σ2Read + σ
2
Shot(S) + σ
2
Fano(S) + σ
2
FPN(S)
)1/2
(3.1)
however; Fano noise will not be considered in the scope of this work as it is inapplicable
to the optical λ range. Fano noise is the variance in the number of electron-hole pairs
produced when a higher energy photon (e.g. soft X-ray) interacts with the silicon lattice.
The 639 nm LED used for experimentation corresponds to a photon energy, E, of 1.94 eV
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using the relationship
E(eV) =
hc
λ
=
1.24
λ(µm)
(3.2)
while Fano noise only becomes applicable for photon energies above 10 eV [26]. From
Eq. (3.2) the Fano noise threshold is calculated as being relevant for wavelengths below
λ ≤ 124 nm, in the UV region of the electromagnetic spectrum.
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Figure 3.7: An ideal PTC showing the regimes identified by their typical character-
istics, plotted on log-log axes [26].
The fundamental line determining the conversion gain of the system is the read-noise
subtracted and shot-noise limited slope, labelled in Figure 3.7 as the second regime of
four. It is shown extending into the other regimes using a dashed line. RMS shot noise,
also known as Poisson noise is a Poisson process, scaled by the arrival rate of photons
per pixel, φI and quantum efficiency, ηi.
σShot(S) = (ηiS)
1/2 (3.3)
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Photon Transfer Curve Noise Components
σRead Read Noise - A constant noise contribution irrespective of
signal, attributed to the output signal chain amplifiers and
analogue to digital conversion.
σShot(S) Shot Noise - A noise source that varies with respect to the
arrival rate of photons, proportional to the square root of
image signal. Shot noise only becomes apparent when the
signal reaches a level at which the noise of the arrival rate
of photons exceeds that of the read noise.
σFPN(S) Fixed Pattern Noise - Emerges due to a differing response
between pixels, which becomes apparent at higher signal
levels. FPN has a slope of one as it scales proportionally
with mean signal.
σFano(S) Fano Noise - Noise caused by the chance for a higher energy
(e.g. X-ray) photon to produce multiple electrons. This is
not relevant to this study which focuses on optical wave-
lengths, which are not subject to Fano noise.
Table 3.3: Noise sources contributing to the Photon Transfer Curve (PTC)
Where
S = φIηi (3.4)
In order to extract σShot(S) from σTotal(S), first σRead and σFPN(S) must be cal-
culated. The “fixed pattern” can be removed by frame differencing: the pixel-by-pixel
subtraction of one frame from another, taken in identical illuminating conditions. Due
to the superposition of the two frames the noise increases by a factor of
√
2, thus the
resultant data must be divided by
√
2.
(
σShot(S)
2 + σ2Read
)1/2
=
σ∆(S)√
2
(3.5)
This leaves the quadrature subtraction of σRead, which is a case of generating zero
photo-generated signal data from the over-scan region of image area. Care must be
taken in generating this data, for instance - in the presence of image area signal and
serial CTI, charge will manifest in the over-scan region. For this reason it is appropriate
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to gather read noise from a dark device.
σShot(S) =
(
σ∆(S)√
2
2
− σ2Read
)1/2
(3.6)
The x-intercept of the extracted shot noise curve represents the reciprocal of the con-
version gain. A way of corroborating the conversion gain by plotting a Mean-Variance
PTC is detailed in Section 3.4.4.
3.4.4 Mean-Variance PTC
The Variance PTC (V-PTC) exploits the relationship where the mean, µ(e−) is equal
to the variance, σShot(e
−)2 given the system obeys Poisson statistics.
µ(e−) = σShot(e
−)2 (3.7)
(Assuming the previous quadrature elimination of σRead and σFPN(S))
σShot(S)
2
µ(S)
= KADC(e
−/ADU) (3.8)
thus, the linear conversion gain KADC can be derived from the gradient of the V-PTC
plot, while the source data S obeys Eq. (3.7).
3.5 Summary
In order to establish a base camera system on which the optical characterisation sys-
tem of Chapter 4 may be built, this chapter details the configuration of chamber-side
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camera hardware, camera electronics and the operation and calibration of the system.
A hardware layout has been constructed for operating the CCD273 close to an optical
window while maintaining mission-like temperature and the required vacuum to prevent
electronics freeze-out. The system operation and the methodology used for calculating
the conversion gain has been described, and this is the basis by which all experimental
data has been acquired.
Chapter 4
Optomechanical Design
4.1 Introduction
Following on from Chapter 3 in which laboratory instrumentation is configured and
characterised, Chapter 4 documents the design, construction and characterisation of the
optical test system utilised in the following experimental chapters. The final system en-
compasses a library of bespoke software solutions in addition to a custom optomechanical
construction.
The optical system design was approached with several goals in mind:
1. Projection of repeatable galaxy-shaped objects in order to make the data from the
study relate to Euclid VIS. In this case “galaxy-shaped” refers to a small point-
source illumination, isotropic and not eccentric in nature with the purpose of later
measuring any system-induced shape distortion.
2. Repeatable auto-focusing of point source illuminations. The smaller the spot size,
the better - for the purpose of an impulse-like pixel response.
38
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3. Repeatable positioning of spot projections with respect to the column and row
coordinates on the CCD.
4. Ability to project acceptably uniform (e.g. flat over a region of interest) flat fields
to generate a Photon Transfer Curve (PTC) for system calibration.
The above goals were interpreted as a requirement for two separate projection subsys-
tems, mounted on a three-axis translation stage subsystem - enabling positioning and
focus for the spot projection, and fine-tuning of a diffuse flat field. Sections 4.1.2 and
4.1.3 detail the development of the Spot Projection Assembly and the Flat-field Projec-
tion Assembly, respectively. The Translation Stage Asssembly is discussed in Section
4.1.4. A map showing the interfacing paths between subsystems of the complete system
is presented in Section 4.1.5, prior to discussion of software algorithms employed for
system operation and characterisation in Section 4.2.
4.1.1 Terminology and Initial Considerations
The core work in this chapter involves focusing a beam of light down to a small spot
with a repeatable PSF. Ideally “focusing” refers to the process in which a beam of light
converges down to an infinitesimally small point. In reality, a spot focus is subject
to diffraction and is therefore widened. Further widening as a result of imperfections
in the optics include chromatic and spherical aberration (amongst many others not
discussed here). Chromatic aberration is the axial dispersion of light from different
wavelengths, which is not relevant to narrowband illuminations such as that from LEDs
or lasers. Spherical aberration is more pertinent in the respect that the focal point
may vary across the surface of a given lens, leading to axial dispersion of light from a
single wavelength. This system utilises achromatic doublets, which are compound lenses
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of different refractive indices compensating for chromatic aberration. Achromats were
used with the purpose of testing with LEDs of varying wavelengths, but time constraints
prevented that. Spherical aberrations present are not considered as the output of the
spot projection assembly of Section 4.1.2 was considered good enough to contain the
majority of the PSF within one target pixel, and the eight surrounding peripheral pixels.
The PSF is also affected by the absorption depth of incident photons, as discussed in
Section 6.3.1. The testing was conducted with a Front-Illuminated (FI) CCD and a red
light source only, therefore it could be theorised that in a future experiment where blue
light is used the PSF measured could be smaller. The rationale behind this assertion is
that with a FI, charge will be generated closer to, or inside the influence of the electrodes
as opposed to being allowed to diffuse in the field-free region. An equivalent study with
a Back-Illuminated (BI) device would demonstrate these hypotheses.
4.1.2 Spot Projection Assembly
The ThorLabs, Inc. SM1, 1” lens tube system was selected as the most cost effective and
adaptable method of engineering an enclosed spot projection in a lit lab environment.
Figure 4.1 illustrates the transmissive optical configuration used. A 5 µm pinhole is
LED-illuminated and imaged onto the detector through an achromat pair. Achromatic
doublets were chosen to reduce the spherical aberration at any given wavelength and
chromatic dispersion over multiple wavelengths, however; in the course of the study only
a narrow-band 639 ± 10 nm (red) ThorLabs LED630E [27] LED was utilised.
The CCD273 pixels are 12 µm in size therefore it seemed prudent to use a different sensor
with smaller pixels to align the pinhole and calibrate the optics in the spot projection
assembly. A CMOS Jade APS with 5.8 µm pixels [28, 31] was positioned at the 50 mm
Chapter 4. Optomechanical Design 41
Light(source
Neutral(density(filter(wheel
 Pinhole(object
f(~(35mm
achromat
f(~(50mm
achromat
SM1((1))(lens(tube(system
Chamber(window
Pinhole(image(on(the(focal(plane
Figure 4.1: The spot projection optics, part of two optical projection systems mounted
on the 3-axis translation stage.
Figure 4.2: The CMOS Jade APS sensor board used for focusing the fixed Spot
Projection Assembly (Image credit: Ben Dryer).
working distance and the positions of the preceding elements were adjusted utilising a
side window in the threaded SM1 lens tube until the spot appeared in sharpest focus by
visual inspection. A six-slot ThorLabs, Inc. filter wheel populated with five orders of
magnitude of Neutral Density (ND) filters was added between the light source and the
pinhole in order to control the optical flux. This would later enable more flexibility in
generating Photon Transfer Curves (PTC) over multiple orders of magnitude of signal
levels.
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4.1.3 Flat-field Projection Assembly
The Flat-field Projection Assembly, shown in Figure 4.3 consists of the same type of
639 ± 10 nm ThorLabs LED630E used for spot projection, followed by a ThorLabs
ED1-S50 engineered diffuser. The diffuser was positioned inside an SM1 lens tube at a
forward axial distance of 25.4 mm from the LED. The LED-facing micro-lensed surface
is designed to intercept a beam of 0.5 mm or greater, such that the exiting beam renders
a 50 ◦ divergent, diffuse and square pattern. Taking into account the ± 15 ◦ normalised
radial intensity distribution specified by the LED data sheet, the diffuser “sees” an
adequate diverging beam width of 13.6 mm. The divergence θv, of a beam of length l,
with terminating beam widths Di (start) and Df (end) is provided by the relationship
in Equation 4.1.
θv = 2 · arctan
(
Df −Di
2l
)
(4.1)
Rearranging Equation 4.1 for Df as in Equation 4.2, allows the CCD coverage of the
approximated flat field beam to be calculated as a function of the divergence, θv and
the distance from the diffuser to the axial position of the CCD focal plane, l.
Df = 2l · tan
(
θv
2
)
+Di (4.2)
The starting width of the diverging beam, Di was calculated as 13.6 mm and the diver-
gence θv is stated by the manufacturer as 50
◦, thus Equation 4.2 can be simplified to
Equation 4.3 to give the flat field coverage as a function of l only. This linear relationship
is illustrated in Figure 4.4.
Df = 0.93 · l + 13.6mm (4.3)
The diffuser data sheet [29] illustrates the angular intensity profile, demonstrating a
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Figure 4.3: The initial solution used for the Flat-field Projection Assembly.
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Figure 4.4: The flat-field coverage width as a function of the working distance of the
diffuser grating from the CCD.
range between absolute values of 0.7 and 0.9 intensity across the 50 ◦ divergence. This
information combined with the above calculation was indicative of how the flat-field
illumination system would perform, however: assumptions were made in neglecting re-
flections and the position of the optics was assumed to be centred over the focal plane.
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Figure 4.5: An early iteration of the spot projection optics and translation stage
assembly, prior to light-tight isolation with an optical enclosure.
4.1.4 Translation Stage Assembly
To direct the spot projection assembly at individual specific pixels on the CCD a three-
axis translation stage was assembled. Figure 4.5 illustrates an early opto-mechanical
layout while Table 4.1 details the manufacturer-stated repeatability limitations of each
translation stage axis. For precautionary validation, the system-wide spot positional
repeatability was tested by scanning a spot across the CCD in a cyclic square pattern,
stopping at each corner to capture a spot image. A Region Of Interest (ROI) was
established around each spot projection site and the centre of mass of the ROI was
measured for each frame in the row and column directions. The spot illumination level
was deliberately bright enough but below the pixel full-well capacity so as to dominate
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any noise. The positional spreads for x (column) and y (row) directions were calculated
using the standard deviation of 100 repetitions, as shown in Table 4.2. The positional
error in nanometres was calculated by converting the absolute pixel centre of mass to
metres by multiplying by the 12µm known pixel size.
Axis Travel (mm) Part Number Guaranteed
Repeatability
x-axis (Horizontal) 100 ILS100CC ± 1 µm Bi-directional,
1 µm Uni-directional
y-axis (Vertical) 100 ILS100CC ± 1 µm Bi-directional,
1 µm Uni-directional
z-axis (Optical) 50 LTA-HS ± 1 µm Bi-directional,
0.5µm Uni-directional
Table 4.1: The translation stage axes configuration and manufacturer-given repeata-
bilities [30, 31].
# Positional Spread
X: (pixels)
Positional Spread
Y: (pixels)
Positional Spread
X: (nm)
Positional Spread
Y: (nm)
1 0.0056 0.0063 67.2 75.6
2 0.0061 0.0028 73.2 33.6
3 0.0052 0.0035 62.4 42.0
4 0.0051 0.0045 61.2 54.0
Table 4.2: The standard deviation or spread of spot position measurements in pixels
and nanometres, at each position.
While the standard deviation is a reasonable measure of the positional repeatability
over a large number of translations, it does not account for worst-case scenario instances.
Taking the average of the full range of positions it was found that the mean full range was
approximately 0.3 µm in both vertical and horizontal axes. In order to accommodate for
this systematic error, a MATLAB function was written in order to process spot images
returned by the camera and send appropriate adjustments to the translation stages to
correct for positional error. This is covered in more detail in Section 4.2.1.
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4.1.5 System Interface Map
The configuration of the entire experimental equipment is shown in Figure 4.6. The
host PC is directly interfaced with camera electronics via USB, and the opto-mechanic
translation stage server via Ethernet. The camera electronics uses two 5V TTL outputs
to enable and disable constant current sources controlling the illumination of the flat-
field and spot projection LEDs. The chamber headboard provides pre-amplification of
CCD signals and interfacing with the CCD flexible D-types for bias voltage and clock
signal control.
Script host PC
Camera electronics ND Filter wheel
Translation
stage server
Array of constant
current sources.
Flat field
illuminator
Spot
illuminator
X
Y
Z
(Optical)
Chamber headboard
CCD273
Ethernet USB
USB
I: 25-way, O: 4 Video
I/O flags
Flexi
Coaxial Coaxial
Figure 4.6: An overview of the complete projection, camera electronics and data
acquisition systems.
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4.2 Software and Algorithms
All operations, data acquisition and processing programs were written in Mathworks®
MATLAB®. This section explores the function and performance of the software sub-
systems. The methodology detailing the focusing and positioning of the spot in Section
4.2.1 will be followed by an assessment of spot size estimation techniques in Section 4.2.3.
The way in which systematic error sources are monitored using software is discussed in
Sections 4.2.2, 4.2.4 and further discussed in Section 5.4.
4.2.1 Focusing and Centring the Spot
Recall Section 4.1.2 in which the Spot Projection Assembly was initially constructed and
focused on a static target. When transferred to the moving carriage of the translation
stage, the focal distance became approximate - thus the optimum focus needed to be
found algorithmically. Optimum focus was achieved by first manually focusing the spot
by inspection then assigning a stepped range of axial (z-stage) positions around the
manual focus by which to capture spot images. Over the focal range multiple images
were taken at each position in order to average out any noise. The use of spot image
averaging, promoted unwanted blurring of the analysed image, which is not detrimental
to determining best focus, however; it prevents accurate spot PSF measurements. The
solution to PSF blurring is discussed as the supporting narrative of Chapter 5, Section
5.4.
The principle of the spot focusing algorithm, referred to henceforth as Region Autofocus
(RA), is to compare the charge in the centre pixel qCentre with that of the eight bound-
ing peripheral qPeripheral pixels and record a signal ratio for each position on the z-stage
sweep. Figure 4.7 shows a 3× 3 spot image, interpolated for the purpose of illustrating
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Figure 4.7: An interpolated 3 × 3 pixel spot projection ROI illustrating the centre
pixel and periphery.
how the wings of the 2D spot profile spread over multiple pixels. Figure 4.8 outlines
the behaviour of the converging light as it travels from the final lens in the Spot Pro-
jection Assembly and lands on the focal plane. An ideal lens devoid of any aberration
or diffraction effects would focus light on an infinitesimally small vertex, however: due
to spherical aberration each annulus of the lens aperture has a slightly different focal
distance causing a dispersion of the focal point [32]. In the absence of spherical aberra-
tion, the minimum spot size due to diffraction effects is the lower limit on the PSF size,
with the presence of any spherical aberration widening the PSF. The minimum width
of the beam is widened due to diffraction and an approximately Gaussian beam waist
manifests. The diffraction-limited spot sized is calculated using the Rayleigh Criterion
in Equation 4.4 as being approximately 1.3 µm [33], while the increase due to spher-
ical aberration is unknown and would require ray-tracing to calculate. When axially
translating the optics the aim is to ensure that although the focal point is impossible to
achieve, the beam is focused at the narrowest point of the beam waist.
DAiry = 2.44λ · (f/#) (4.4)
Figure 4.9 illustrates a more simplified version of the RA algorithm, which begins with
the host PC using a look-up table of physical translation stage coordinates in order
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Figure 4.8: A Gaussian beam waist of exaggerated vergence, showing the focal point
and narrow region where the beam width is approximately consistent throughout.
to position the spot projection over a pixel of interest. Using a translation stage for
such a task is subject to some spot de-centring and this is corrected for by moving the
translation stage in the x-y plane, opposite to the measured centre of mass. The centre of
mass in x and y is measured using the weighted moment of each pixel as in Equation 4.5,
which shows the calculation of the centre of mass, Crow, in the row (horizontal) direction.
Equation 4.6 illustrates the same equation adapted for the centre of mass in the column
(vertical) direction. A perfectly centred spot image reports a [Crow, Ccol] = [Rrow, Rcol],
where Rrow and Rcol represent the middle coordinates of the Region Of Interest (ROI).
The re-centring vector is calculated as in Equation 4.7, where the measured centre of
mass is differenced with the ROI centre coordinate, then scaled with the pixel size,
P . The vector is a three-element array representing the desired displacement of the
translation stage in x, y and z. Since there is no desired displacement in the optical axis
(z), the third element is zero.
Crow =
xcol1
∑
signalcol1 + xcoln
∑
signalcoln · · ·∑
signalcol1 +
∑
signalcoln · · ·
(4.5)
Ccol =
yrow1
∑
signalrow1 + yrown
∑
signalrown · · ·∑
signalrow1 +
∑
signalrown · · ·
(4.6)
[Rrow − Crow, Rcol − Ccol, 0]× P (4.7)
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Figure 4.9: The Region Autofocus Algorithm
In order to visualise how the spot PSF evolves through a focusing sweep, Figure 4.10
illustrates a line profile through the middle of an 11×11 spot ROI as the spot is translated
over 500× 10 µm steps. Observing the centre pixel signal from this 3D dataset, Figure
4.11 plots the centre pixel signal qCentre against axial position of the optics, indicating
the optimum focusing position from a Gaussian fit to be at 299 z-steps or 2.99 mm from
the sweep starting position.
Focusing a spot on a known pixel location yields some information which can be used to
predict where the optimum focus is regionally in neighbouring pixels, but also on other
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Figure 4.10: 500 line profiles over 5mm of focusing distance, plotted as a surface.
[N.B. Texture shown is used for contour effect and is not a colour axis.]
areas of the device. Recall Section 3.2.1 where the CCD is mounted on the cold bench,
within the window flange - this required high accuracy to ensure the safety of the device
bond wires, however the flatness of the device with respect to the translational axes is
subject to positional and alignment error. In light of this issue, the optimum spot focus
cannot be assumed to be uniform across the device, and has to be re-measured whenever
the region of interest is relocated.
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Figure 4.11: The ratio of charge in the centre pixel to the periphery over the course
of a 500-position focus sweep in the optical z-axis.
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4.2.2 Approximating Focal Plane Flatness
Utilising the z-position focus sweep used in Section 4.2.1, it was possible to focus the spot
on multiple pixels across an entire quadrant of the device in order to infer the relative
flatness of the device, with respect to the translation stage vertex. This was achieved by
measuring optimum focus for a grid of positions in the x and y directions. The surface
of Figure 4.12 illustrates the returned optimum focus z-position of each of the locations
in a 400 point 20 × 20 pixel grid. The figure appears noisy, with local neighbours not
as similar as expected, and this is attributed to the re-homing of the translation z-stage
position between each focusing run. It is clear that the ever so slightly skew mounting
of the CCD on the M4 studs that protrude from the chamber rear causes a range in
optimum focusing distance of the order half a millimetre.
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Figure 4.12: A surf of optimal focal distance at periodic positions around the node
of the CCD273. Note that this does not measure the flatness of the CCD273, which is
manufacturer stated to be in the order of microns.
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4.2.3 Measuring Point Spread Function
Translation Path 
(Sub-pixel steps)
Starting Position
Region of Interest (ROI)
Figure 4.13: Virtual knife-edge measurement methodology, featuring a spot trans-
lated in sub-micron steps into a ROI in which the total signal change is measured with
respect to translation steps.
The detector PSF is not to be confused with the total system PSF. In reality the system
has at least two components: the optical PSF and the detector PSF. In the scope
of the experiments within this thesis, only the relative system PSF as a function of
experimental parameters is considered. The drawbacks of this approach are discussed
in Chapter 8. Presented here are multiple approaches used to estimate the spot size,
typically characterised by a scalar number denoting a width in microns: the Full-Width
at Half Maximum (FWHM).
Figure 4.13 illustrates the Virtual Knife-Edge Measurement (VKEM) technique [34]. A
spot is focused with the RA algorithm as in Section 4.2.1 and translated by sub-pixel
steps in the row or column direction depending on whether a vertical or horizontal spot
profile is desired. For each step of the translation stage, the signal level in an empty
region of interest is recorded until the spot projection has entered it entirely. This
method is a way of using the sub-micron positioning capability of the translation stages
to increase the sampling capability of the CCD. The increase in total ROI signal is
demonstrated by the Edge Spread Function (ESF) of Figure 4.14.
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Figure 4.14: Virtual knife edge measurement (VKEM) illustrating the ROI sum and
a Cauchy fit. Note the ripple following the plateau which could perhaps be attributed
to an Airy diffraction pattern.
The nature of the VKEM technique is such that the ESF may be differentiated to yield
the PSF of the translated spot. Simply differentiating the raw ROI signal is not a
viable option due to ESF noise and positioning limits of the translation stage position,
made apparent by point clusters at the steepest part of the signal trend. Following
recommendations of Barney Smith et. al. [35], a Cauchy ESF fit was chosen to allow for
a lower noise differentiation, resulting in the PSF of Figure 4.15. Here it is shown that
the FWHM is contained within a sub-pixel 8 µm, while the full influence of the spot is
felt for several tens of microns.
A less time-consuming method of approximating the PSF is to apply a Gaussian fit
directly to the pixel-sampled spot data. A direct Gaussian fit is a less accurate method
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Figure 4.15: FWHM estimate generated by a virtual knife-edge measurement. The
X-axis of data shown corresponds to translation stage steps in the physical Y-direction,
while the Y-axis is a difference function applied to the Cauchy ESF fit. In this case,
FWHM is given relative to translation stage units, or millimetres of translation stage
travel.
because the spot is massively under-sampled compared to the VKEM technique. The
Gaussian fit is improved via further analysis of a 3 × 3 spot ROI, which offers a way
in which symmetry can be manipulated through centre of mass re-centring, as demon-
strated in Section 4.2.1. Figure 4.16 illustrates a slice of a spot ROI with a Gaussian
fit applied around the spot centre. In many instances in this study, the relative system
PSF from a direct Gaussian fit will be examined rather than VKEM.
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Figure 4.16: Gaussian fit to pixel centres used to find the FWHM of a high signal
spot. Dashed vertical lines are aligned with the half maximum value on rising and
falling edges.
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4.2.4 Assessing Light Tightness
Centre pixelSpo  projection 
optics
Flat-field projection 
optics with 
engineered diffuser
Translation Stage Enclosure Projection Baffle
Figure 4.17: The dark box and baﬄe constructed in order to block out stray light
from the laboratory and attenuate light from the translation stage IR encoders at times
when they cannot be disabled.
As in Figure 4.17, a ThorLabs optical enclosure consisting of black anodised aluminium
extrusions and matte foam-core board was constructed and further supplemented with
aluminium tape in order to provide a light-tight environment for the translation stage
and optical assembly. Figure 4.18 demonstrates the average frame signal for a continuous
acquisition conducted over a ten hour period from mid-afternoon. The point at which the
laboratory lights are turned off for the night, and the ensuing system stability is clearly
visible. In response to this discovery, improvements were made to the light isolation
until a stable system performance was achieved.
While ambient laboratory stray light was eliminated, it was also discovered that the
ILS100CC translation stages used for the x and y axes of movement feature IR encoders
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Figure 4.18: The imaging area mean signal versus time, for a frame integration every
40s for approximately 10 hours.
that release stray light into the optical enclosure. Stray light and noise was to the detri-
ment of the initial SP-PTC measurements of Chapter 5, therefore a scheme was devised
such that the translation stages were switched off after their positioning routine, in or-
der to avoid unwanted noise. For noise reduction during focusing and fine positioning
requiring use of the x and y axis, a baﬄe was designed and 3D printed in order to allow
through the apertures of the Spot Projection Assembly and the Flat Field Projection
Assembly while greatly reducing stray light.
4.3 Summary
Building on the basis of the camera and cryogenic systems of Chapter 3, an optome-
chanical system has been designed, built and characterised so as to project focused spot
images and flat field illuminations. Spot and flat field projections are the basis of the
experimentation in Chapter 5 and Chapter 6, with the rationale of those chapters being
the PSF response of the CCD273, and methods in which the PSF can be manipulated,
respectively.
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Considering the initial goals of the chapter in Section 4.1, and the outcomes of the
system construction and characterisation:
1. Repeatable “galaxy-shaped” objects became more like “round test spots” as it
became clear that a round projection that covers a small region of pixels (e.g. 3
× 3), is more useful than an eccentric object for measuring the effect of changes
in system variables as in Chapter 7. Elliptical objects for imaging through the
optics were available while using a 5 µm pinhole proved convenient and simplistic.
The FWHM of spots projected was measured to be approximately 12 µm or less,
depending on the method used. The direct fit method uses Gaussian fits which are
perhaps not ideal for fitting to a PSF, however: they provide a reasonable basis
for comparison of spot geometry for the following chapters.
2. Auto-focusing was initially an open-loop system which afforded spots of poor re-
peatability and variable FWHM. Using the live image feedback to reposition the
spot in the image plane multiple times with each focusing z-step allowed for less
jitter in the data used for ascertaining the optimal z-stage position.
3. Spot positioning was achieved as a closed-loop subsystem of the autofocus algo-
rithm, using pixel values and a centre-of-mass calculation to move the translation
stage in the x and y until the spot is centred over the target pixel.
4. A flat-field was achieved using a ground-glass diffuser and a second LED of the
same characteristics of that used for the spot illumination. The flatness of the
illumination is not as important for the PTC process in which frame differencing
is used to remove FPN, but for the Multiple Illumination Experiment of Chapter 6
it is of importance. The flatness would ideally be measured using a single pixel re-
sponse by translating the flat field over that single pixel and taking measurements,
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effectively using it as a photodiode unit. This was deemed beyond the scope of
the current work as the region of interest was a small fraction of the complete illu-
mination area (100 pixels) therefore the manufacturer-stated flatness was deemed
acceptable.
5. (Additional) Light tightness was achieved as an outcome of troubleshooting the
PTC and taking images over night. This proved invaluable for eliminating environmentally-
induced systematic errors such as room lighting.
Chapter 5
Single Pixel Photon Transfer
Curve
5.1 Introduction
The Euclid mission requirements warranted an investigation into the spatial response of
the detector selected for the mission: the Teledyne-e2v CCD273. The initial experimen-
tal rationale was to characterise the CCD273 response to a point source illumination, an
optical object analogous to that of a distant galaxy entering the telescope field of view. In
this chapter the spot projection system as commissioned in Chapter 4 is utilised to inves-
tigate the point source response and signal-to-noise performance by adapting Flat-Field
Photon Transfer Curve (FF-PTC) generation techniques to consider a point source illu-
mination. Furthermore, techniques are developed for eliminating noise sources in order
to improve the quality of measurements made. In the course of study a signal-dependent
spatial response was discovered and characterised, a phenomenon which agrees with the
findings of other recent studies [36, 37].
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5.2 SP-PTC Definition
The Single Pixel Photon Transfer Curve (SP-PTC) technique renders a 2D Region of
Interest (ROI) over a full range of discrete signal levels, resulting in an illumination
response detailing low-light, mid-range and fully-saturated pixel performance. From
the same dataset, a standard PTC of the centre pixel only is also presented in order
to investigate the shot-noise limited performance of the spot image. In an FF-PTC as
detailed in Chapter 3, the shot noise regime of the PTC eventually gives way to the
Fixed Pattern Noise slope of one as signal is increased. The onset of FF-PTC FPN
usually occurs due to the differences in photo-response between pixels, dominating shot
noise. In the instance where data is obtained from a single pixel, an absence of FPN
and thus a purely shot-limited response could be expected, however; this is not the case
as highlighted by the analyses in this chapter.
5.3 SP-PTC Acquisition
5.3.1 Initial SP-PTC Data
Figure 5.1 illustrates an SP-PTC, consisting of the per-pixel mean on a sample size of
200 frames per illumination level. The relative illumination of each tile is denoted in
light units, where one light unit represents an arbitrary sub-millisecond exposure time.
Each tile has a separate colour scale in order to accommodate the large range of signal
levels. The mean signal of the centre pixel in ADU is given in each tile and utilised in
plotting the signal to noise PTC data on logarithmic axes as in Figure 5.2.
While observing the trend of Figure 5.2, an FPN characteristic is shown throughout
the entire signal range, prior to a drop-off at which point Full-Well Capacity (FWC)
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Figure 5.1: A 2D grid of ROIs illustrating the spot projection response including
surrounding pixels for illuminations covering the full dynamic range of the CCD273.
Data presented in the ROI mean on a per-pixel basis for 200 samples.
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Figure 5.2: The spot centre pixel mean signal versus centre pixel noise for an unfiltered
SP-PTC.
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Figure 5.3: Partner SP-PTC to Figure 5.1, representing noise instead of mean signal
on a per-pixel basis.
is reached. Such a departure from the hypothesised shot-limited performance indicates
the presence of another fixed noise source. The possibility of vibrations within the spot
projection system was investigated by using the SP-PTC format to plot noise on a pixel-
by-pixel basis as in Figure 5.3. In this context “noise” is the standard deviation of each
pixel for the population of images captured.
From visual inspection of the tiles of Figure 5.3, pixels horizontally peripheral to the
centre pixel show higher noise than vertical neighbours. At low exposure times the
centre pixel signal is almost indistinguishable from read out noise, while the mid-range
exhibits consistent horizontal spreading and the progression to saturation sees a decrease
in anisotropy through the onset of the blooming regime. In this context the “blooming
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Figure 5.4: The 3 × 3 ROI containing the centre pixel of the projected spot, and 8
surrounding pixels. Individual pixels are labelled to support neighbour pixel analysis.
regime” is considered to be the point at which the charge is no longer contained within
the centre pixel and begins to spread vertically, visible in this case from approximately
750 light units. The signal level at which considerable anisotropy occurs is characterised
further, on a per-electrode basis in Chapter 7.
5.3.2 Neighbour Pixel Analysis: Unfiltered SP-PTC
Figure 5.4 labels the neighbour pixels in order for an analysis of ROI pixel response
versus illumination level, as illustrated in Figure 5.5. From this data it is apparent
that the orthogonal neighbours are not in agreement as they would be if the mean spot
image was the result of a uniform, isotropic PSF. This development asks whether the
illumination itself is in-fact uniform, however; as the dataset is the mean of a collection
of 2D samples the averaging function could have a propensity to smear the spot image,
resulting in anisotropy. Neighbour pixel analysis was developed in order to diagnose the
origin of the anisotropy.
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Figure 5.5: A plot of signal versus illumination level for the spot centre and peripheral
eight pixels. Note the disagreement between orthogonal neighbours.
5.3.3 Diagnosing the Origin of FPN
To diagnose the origin of the unexpected anisotropy a centre of mass function was em-
ployed for each of the 200 individual samples, at a relatively mid-range level of illumina-
tion. The rationale behind the signal level choice is that a low illumination level frame
is acquired faster than a high illumination level frame and therefore, with a millisecond-
scale illumination duration the exposure time is limited to a fraction of the period of a
low-frequency vibration. Another consideration is the signal to noise ratio: with a one
Light Unit projection there is a small signal in relation to background level and there-
fore a centre of mass measurement is greatly susceptible to error introduced by read out
noise.
Pictured in Figure 5.6 is a histogram acquired from all samples taken with 20 light
units. The centre of mass is returned as Cartesian co-ordinates relative to the centre
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Figure 5.6: Centre of mass histogram taken from samples used to generate SP-PTC
of Figure 5.1, [20 Light Units].
of the measurement ROI. In this instance a Gaussian-like distribution occurs in the
column direction with a higher number of samples captured with the spot image over
the vertical centre. In the row direction the distribution of centre of masses appears to
be more stochastic in nature, implying a much greater travel of the spot image in the
horizontal direction between the acquired frames. From this it was asserted that the
FPN component seen in the SP-PTC measurements was the product of a mechanical
vibration in the optical test bench, relative to the row direction of the device under
test. This could be further confirmed by rotating the device 90 degrees and re-taking
the data, while mechanical and time constraints made this impossible.
5.4 Improving the SP-PTC
5.4.1 A Lucky Imaging Analogy
The field of astronomy is full of ingenuity in terms of deriving results from challenging
data sources. An example of such a concept is Lucky Imaging [38]: the process by which
a vast amount of ground-based astronomical images are acquired and mostly discarded
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in the search for frames devoid of atmospheric turbulence. The challenge faced here is
analogous to the problem of acquiring a spot measurement in the presence of mechanical
vibration. If the illumination period is low relative to the period of the vibration, a true
smear-free response is achievable by only accepting and analysing frames containing a
well-centred spot image.
The histogram of Figure 5.6 is important because it identifies the mode of vibration
in the system while providing variables for quantifying the usefulness of each acquired
sample to enable a better quality measurement. For instance, it is possible to generate a
population of accepted frames for each light level based on a filter allowing only frames
with a centre of mass within a specified error. This process forms the basis of processing
SP-PTCs into filtered or “lucky-imaged” SP-PTCs.
5.4.2 Determining Filtering Constraints
The percentage of useful data in a dataset depends on the constraints applied, and in
this case the constraints are varying numbers of acceptable samples on the centre of mass
in the row and column directions. As the allowed deviation from the mean on the centre
of mass is tightened, the number of available frames for analysis decreases. In order to
investigate the impact of filtering tolerance on the dataset available for characterisation,
Figure 5.7 was generated with a range of testing thresholds. The thresholds are enacted
such that an example error threshold of EThresh = 0.01 pixels or a 1% positioning error
accepts a frame with a centre of mass measurement in the range -0.005 to 0.005 pixels
or ±0.5× EThresh.
The choice of centroid threshold is subject to a cost-benefit analysis. In reference to
Figure 5.7, a 1% acceptable centre of mass decimates the available dataset, while a
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Figure 5.7: The number of accepted samples per illumination level for a range of
centre of mass criteria.
2% threshold has a factor of three relative increase on data available for analysis. A
10% allowable centroid error accepts almost all frames gathered at low illumination
levels, demonstrating that such a wide tolerance has little to no filtering effect. An
increased dataset is attractive, while the chosen threshold is reflected in the error of
the measured spot PSF. A 2% allowable centroid error threshold was selected as an
acceptable compromise between error and sample availability.
5.4.3 Filtered SP-PTC Data
An example of spot response and noise before and after a 2% centre of mass filter is shown
in Figure 5.8, with the benefit of matching colour axes. The appearance of horizontal
smearing is noticeably reduced, preserving an isotropic spot image. Investigating the
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Figure 5.8: Example of pixel-by-pixel mean signal and noise from a 2% centre of
mass filter (Top: Before filter, Bottom: After filter). Matching colour axes highlight
the relative improvement in noise.
variance σ2 in the centre pixel, the variance is cut by half to approximately equal the
mean signal, indicating that the behaviour has returned to within Poissonian bounds.
Figure 5.9 updates the unfiltered Figure 5.2 with SP-PTC tiles averaged on a pixel-
by-pixel basis from a reduced dataset with 2% centroid constraints. Some illumination
levels lack any data compliant with the filter criterion, thus an average image is un-
available in those instances. This is likely attributable to levels of horizontal smearing
permitted by longer exposure times at higher illumination levels. An updated centre
pixel signal-to-noise characteristic, juxtaposed against the original unfiltered trend is
shown on logarithmic axes in Figure 5.10.
The improvement in noise performance is notable by the absence of an FPN slope from
low to mid-range signal levels, confirming the efficacy of the centre of mass filter. A
noise slope of a half in relation to mean signal is indicative of a regime where noise is
proportional to the square root of the arrival rate of photons [39, p. 101]. Figure 5.11
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Figure 5.9: SP-PTC tiles illustrating the pixel-by-pixel mean signal of the centre pixel
and periphery with 2% centre of mass filter applied.
shows a variable reduction in ROI peak noise when compared to unfiltered precursor,
Figure 5.3. Euclid VIS shape measurements are to be conducted in the small to mid
signal range as brightness of detected objects is limited by inherent anisotropy of CCD
blooming. The shot-limited signal range of filtered measurements is therefore suitable
for further analyses in context of the VIS instrument.
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Figure 5.10: Logarithmic SP-PTC illustrting the signal to noise characteristics of the
centre pixel with 2% centre of mass filter applied.
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Figure 5.11: SP-PTC tiles illustrating the pixel-by-pixel noise of the centre pixel and
periphery with 2% centre of mass filter applied.
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5.4.4 Neighbour Pixel Analysis: Filtered SP-PTC
In contrast to Figure 5.5, the neighbour pixel analysis of Figure 5.12 shows a good
agreement between orthogonal neighbours in the small-signal to mid-signal illumination
range. This figure further corroborates evidence indicating a near-isotropic spot response
from the filtered data.
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Figure 5.12: Spot filtering example showing improvement of aspect ratio at a high
signal.
5.5 Aspect Ratio Analysis
The purpose of this section is in order to investigate the spot behaviour in the column
and row direction by developing a system to compare the charge population in each
direction around the spot.
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Figure 5.13: Vertical and horizontal slices through the spot response ROI, post 2%
centre of mass filtering.
5.5.1 Definition of Aspect Ratio
Aspect Ratio (AR) is the quotient of the horizontal and vertical dimensions of a rect-
angular surface or grid, such as a 16:9 television set, however; in the context of this
study the term has been borrowed as a dimensionless figure of merit when considering
the spreading direction of charge in a spot illumination response. In a CCD the charge
collection behaviour is generally believed to be without horizontal or vertical preference,
with the exception of the response close to or beyond the blooming threshold. The AR
in the context of this study is the ratio of charge in the spot ROI horizontal direction
divided by the charge in the spot ROI vertical direction, with the omission of the centre
pixel charge. For use as an example, Figure 5.13 illustrates vertical and horizontal slices
through a normalised background-subtracted SP-PTC tile for a mid-range illumination.
The AR in this case is a ratio of the sum of each element of the two line profiles.
5.5.2 Aspect Ratio Measurement
Figure 5.14 shows the spot AR with respect to both illumination level and centre-pixel
signal. This plot is of value in the respect that it confirms that there is an isotropic
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Figure 5.14: Plot of spot aspect ratio versus signal and illumination level. Light
Units are relative units of integration time.
charge collection behaviour for the majority of the signal range, prior to the blooming
threshold. In the context of a CCD, the blooming threshold is the point at which the
potential well can no longer contain the charge accumulated as it has become too high.
The charge exceeds the “barrier” potential presented by the inactive electrode phases
and spills into adjacent pixels up and down the column. This behaviour and the effect
of image clock voltage level is investigated during optimisation in Chapter 7.
When the blooming threshold is exceeded the centre pixel signal cannot increase beyond
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full-well capacity, thus the lower of the two figures features a steep fall-off. In the upper
plot there is different behaviour with respect to illumination level as the x-axis is not
constrained by full-well capacity in this case. The two sub-figures are presented together
with the purpose of illustrating the disconnect between illumination level and reported
signal, at higher signal levels.
The excursion into positive aspect ratio, prior to vertical blooming is likely to be an
artefact of increased exposure times allowing horizontal smearing which results in an
AR > 1. The points shown in the flat isotropic regime covering low-mid signal range
show that the aspect ratio percentage change does not exceed the 2% centre of mass
criterion enforced by the spot filtering, further confirming the suitability of the dataset
for making PSF measurements with respect to signal. With symmetry established in the
signal range of interest, it is possible to progress to characterising the spot Full-Width
at Half-Maximum (FHWM) as in Section 5.6.
5.6 Signal Dependent Spot FWHM
5.6.1 Definition
With visual inspection of the pictorial SP-PTCs of Section 5.3 it was suspected that the
spot response becomes wider with signal. Having ascertained that the PSF ROI row vs.
column aspect ratio remains approximately unity for the majority of the signal range
in Section 5.5, the same dataset is utilised in addition to the Gaussian fit procedure of
Section 4.2.3 in order to investigate the signal-dependent spot FWHM.
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Figure 5.15: Full-width at half-maximum values of the spot for both filtered and
un-filtered cases over a range of integration times. The dashed line represents the 12
µm pixel pitch.
5.6.2 FWHM Analysis
Figure 5.15 illustrates the stability of the FWHM in the vertical and horizontal directions
for conditions with or without the centre of mass filtering of Section 5.4. The onset of
blooming is noticeable from around 1000 Light Units with horizontal charge spilling
mitigated to a FWHM of approximately 40 µm, while the vertical blooming continues
with the increase in exposure as charge spills in the column direction.
Taking the same dataset and plotting the horizontal FWHM vs the vertical FWHM
yields a spatial spot aspect ratio measurement (instead of a ratio of ROI signal in the
horizontal and vertical direction, as before in Figure 5.14). Figure 5.16 illustrates the
FWHM aspect ratio versus signal in electrons. Values in electrons were generated by
multiplying data with the conversion gain (13.1 e/ADU) obtained using the photon
transfer curve technique of Section 3.4. The low-signal range of the figure exhibits a fair
amount of noise, while the mid-range shows a clear change in the FWHM aspect ratio
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Figure 5.16: From the data in Figure 5.15, the FWHM-based aspect ratio is plotted
versus signal converted to electrons using the conversion gain. Here the blooming
threshold is approximated to be 2.3× 105 electrons.
until the system reaches full well capacity and the spot blooms up the column. What
is remarkable in this case is that it appears that the spot changes shape with respect
to signal level - a phenomenon which is properly named and investigated in the next
chapter.
5.7 Summary
In this chapter a novel analytical technique is introduced - the Single-Pixel Photon
Transfer Curve. In the presence of vibration, a filtering technique was designed and
implemented in order to mitigate the blurring of the spot image. In the process of
analysing spot images versus signal, it became apparent that by fitting a Gaussian
FWHM to each filtered signal level, there is a change in the ratio of the spot FWHM in
the column and the row direction. This implies a signal-dependent PSF response of the
detector and it is of a magnitude (2% full swing over the 1 ke to 200 ke signal range of
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Figure 5.16), such that it is highly relevant to the optimisation of the Euclid telescope
conducting a weak gravitational lensing survey.
The Aspect Ratio (AR) measurement of Section 5.5 has since been utilised in the study
“Comparison of Point Spread Function in p- and n-Channel CCDs” by Murray. N. J.
and Allanwood. E. A. H. et. al [40]. In the Murray paper, the AR is used as a figure
of merit in investigating the PSF-specific spatial performance of the p-channel and n-
channel variants of the CCD204 - a structurally identical test device to the CCD273
under investigation in this thesis.
Chapter 6
Investigating the Brighter-Fatter
Effect
6.1 Introduction
The initial results of this chapter are published in the SPIE paper “Point-spread function
and photon transfer of a CCD for space-based astronomy” (Allanwood et. al., 2013) [41].
In the paper the SP-PTC method is discussed alongside laboratory methods used in order
to try to detect a phenomenon which as of 2014 was coined: The Brighter-Fatter Effect
(BFE) [37].
In this chapter there is firstly a review of pertinent background information, followed by
a selection of experiments aimed at investigating the BFE, or in lay terms - observing
the signal-dependent widening of spot images and examining the probable cause.
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Figure 6.1: A mean-variance curve acquired with a back-illuminated CCD204 where
as signal increases, the variance “flattens out”. Extract from Murray, N. J., Allanwood,
E. A. H., et. al. [40]
6.2 The Brighter-Fatter Effect
Recall Section 3.4.4 in which the slope of a Mean-Variance (MV) curve is observed in
order to corroborate the calibration obtained by a Photon Transfer Curve (PTC). In
some cases the MV curve prematurely rolls over with increased signal as in Figure 6.1,
indicating that the process becomes sub-Poissonian [42], and the slope of the MV is not
a reliable indication of conversion gain. Downing et. al. [36] explore this phenomenon in
their 2006 paper appropriately titled “CCD riddle: a) signal vs time: linear; b) signal vs
variance: non-linear”. They conclude that while signal is proportional to illumination
time, shot noise does not increase linearly with signal and that the mechanism behind
the non-linear noise performance is possibly due to charge sharing between adjacent pix-
els. The claim of a charge sharing mechanism is supported by their experiment in which
the correlation between neighbouring pixels is measured under flat-field illuminated con-
ditions. In their 2013 follow-up paper “The CCD riddle revisited: Signal versus Time
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- Linear, Signal versus Variance - Non-linear” [43], Downing et. al. publish their con-
clusion that existing charge in one pixel reduces its competitiveness with its neighbours
for charge collection, hence the widening of a spot image with greater signal.
A method to derive an accurate device-wide conversion gain in the presence of MV PTC
non-linearity is commonly referred to as the Pain-Hancock technique [44]. While the
Pain-Hancock method is useful for correcting for an apparent signal-dependent conver-
sion gain, it is no remedy for the spatial effects of pixels affecting their neighbours. This
was addressed by Antilogous et. al. [37], where they relate the inter-pixel flat-field spa-
tial correlation work of Downing et. al. to the ability to predict the extent of the spot
widening with respect to illumination level. The desired end-game of such studies is that
the signal processing pipelines of telescopes such as Euclid and LSST can be improved
so as to better conform with their strict galaxy shape measurement requirements of 1%
and 0.1% accuracy, respectively [4, 45].
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Figure 6.2: A cartoon representation of the Brighter-Fatter Effect based on the sim-
ulation work by Weatherill and Downing [43, 46], illustrating the diminished influence
of the electric field of the pixel occupied by the highest charge. The boundaries shown
are not to be considered as an illustration of the electric field, but as a shift in pixel
boundary caused by the reduced centre-pixel electric field.
At the time of writing, the BFE is characterised and widely understood for the issues
that it presents by the astronomical imaging community, however; at the time of experi-
mentation the mechanism by which spot images become broader with signal was subject
to speculation. Within the Centre for Electronic Imaging there were multiple theories
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regarding the charge-collection behaviour with suggestions such as charge migration be-
tween pixels, however these never gained traction. The most cogent idea was that of a
variation in electric field caused by photo-generated charge occupancy. For example: in
a pixel with high signal, the electric field strength is weaker than neighbouring pixels
with lower signal, therefore e-h pairs generated near pixel boundaries are likely to drift
into neighbours, as demonstrated by an artistic drawing in Figure 6.2. In 2016 Weath-
erill [46] presented a Ph.D. thesis based on the modelling and experimental verification
of the shift in pixel boundaries relating to charge collection behaviour.
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6.3 Multiple Illumination Experiment
In this section a new method is described for observing the mechanism of the Brighter-
Fatter Effect. The concept is described in Section 6.3.1, followed by the methodology
and experimental analysis in Sections 6.3.2 and 6.3.3, respectively.
6.3.1 Concept
In order to introduce the concept of the Multiple Illumination Experiment, first consider
a thought experiment where two images are acquired by a CCD. In the first image
there is a lone spot projection, while in the second image there is a spot projection,
immediately followed by a flat field illumination prior to readout. In an ideal CCD
with perfect linearity you would expect the difference between the second image and
the first image to render a flat field, however; in the instance where the BFE occurs -
the reduced influence of the centre pixel electric field caused by the spot signal could
allow some of the flat field signal to be collected in the spot periphery. The ideal and
BFE-affected CCD responses to this experiment are illustrated in the cartoons of Figure
6.3 and Figure 6.4, respectively.
1: Spot Illumination 2: Spot + Flat Field Difference: (2) - (1)
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Figure 6.3: Line profile of frames with multiple illuminations and an ideal difference
between the signal in the two.
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1: Spot Illumination 2: Spot + Flat Field Difference: (2) - (1)
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Figure 6.4: Line profiles as in Figure 6.3, however; the BFE has caused a different
distribution of photo-generated charge in (2), resulting in a distorted difference image.
6.3.2 Methodology
Figure 6.5 illustrates images taken in sequence, with dark buffer frames in between to
reduce the possibility of any persistence between frames. The first image features only a
spot illumination (Frame 1), followed by an image featuring only a flat-field illumination
(Frame 2), followed by a final image (Frame 3) featuring a spot illumination, shortly
followed by a flat-field, prior to image readout. In this experiment the effect of dark
current is considered to be negligible as it was conducted at -110◦C, with sub 1 second
frame integration times.
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Figure 6.5: CCD readout scheme for multiple illuminations, including buffer frames
to mitigate any persistence between frames.
A requirement of this experiment is that the output of the CCD has to be assumed to be
perfectly linear to allow subtraction and analysis of image components and this is never
the case. The output amplifier non-linearity is measured and a transfer function for
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linearising data is generated in Section 7.5, Systematic Non-linearity, within the chapter
Optimising the CCD273. To summarise, the transfer function works in such a way that
for each value in ADC counts, an array or look-up table of 216 values is available by
which to output a corrected response.
The exposure times were adjusted such that the summation of peak spot signal and peak
flat-field signal would be comfortably below full-well capacity. Figure 6.6 plots flat-field
signal versus peak spot signal for each of the permutations recorded by the experiment.
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Figure 6.6: The peak spot and flat field signal levels utilised for the Multiple Illumi-
nation Experiment.
6.3.3 Experimental Analysis
To analyse the spot shape with and without an additional flat-field illumination applied,
the flat-level offset was subtracted by finding the minima of the flat-field free line profile
signal in each ROI. Figure 6.7 plots the vertical and horizontal line profiles for the spot
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image for the spot only and the spot, followed by a flat-field. Error shown accounts
for the noise on 100 source frames in each case. Recalling the BFE theory of 6.3.1, it
is hypothesised that in the presence of an existing centre pixel charge population, an
increase in the 8-pixel spot periphery signal is expected, due to the decreased electric
field influence of the centre pixel.
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Figure 6.7: Mean vertical and horizontal line profiles through the spot for the spot
and spot with flat field images for the case study.
In order to determine if this is the case and the BFE is in action, the centre pixel
signal and the periphery signal will be examined for each level of spot signal and applied
flat-field signal. Figure 6.8 illustrates the same data as Figure 6.7, with the flat-field
level offset subtracted from the spot plus flat field profile: this allows a juxtaposition
of profiles, illustrating that in the case of a 14 ke− spot with a 1.3 ke− flat field, any
increase in the peripheral two pixels in the vertical and horizontal is obscured by noise,
and the centre-pixel increase in signal accounts for the 1.3 ke− increase. Therefore it
is shown that a spot of approximately 10% of full-well capacity behaves ideally when
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exposed to a small 1.3 ke− flat-field.
5 10 15 20
Pixel
-2000
0
2000
4000
6000
8000
10000
12000
14000
Si
gn
al
 (e
-
)
Vertical Profile
Spot Only
Spot + Flat-Field
5 10 15 20
Pixel
-2000
0
2000
4000
6000
8000
10000
12000
14000
Si
gn
al
 (e
-
)
Horizontal Profile
Spot Only
Spot + Flat-Field
Figure 6.8: Mean vertical and horizontal line profiles through the spot for the spot and
spot with flat field images for the case study. Offset adjusted for flat-field illumination
increase.
Figure 6.9 illustrates an example with a 55 ke− spot and 46 ke− flat-field, where the
flat-field offset-adjusted spot image is lower in centre pixel signal than the spot only
image, with a discernible increase shown in the peripheral pixels. This agrees with the
hypothesis and accounts for an approximate 3% redistribution as an effect of the charge
collection behaviour. By differencing the mean spot-only and spot plus flat-field images
for each spot and flat-field signal measured, Figure 6.10 is generated.
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Figure 6.9: In the above example, the offset-adjusted centre pixel signal has decreased,
while in the vertical profile the peripheral pixels have increased - and the increase is
discernible from noise.
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Figure 6.10: Difference images for each combination of spot and flat field signal level.
The spot (Sp) and flat-field (FF) recorded signal levels are indicated for each tile. Spot
signal increases between tiles from top to bottom, while flat-field signal increase between
tiles from left to right. Different colour axes with values in electrons are used for each
tile in order to ensure interesting features are not obscured.
From visual inspection it is clear that there is some interesting artefacting in some
cases regarding the negative swing of pixels following the spot in the serial (horizontal)
direction, which may be attributed to an uncharacterised systematic error or transient
behaviour of the output circuitry. As the flat-field illumination is increased the difference
of the centre pixel becomes more prominent, especially so when there is a large pre-
existing charge within the centre pixel.
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Figure 6.11: A side-by-side comparison of signal gained in the periphery compared
to lack of signal attracted to the centre pixel.
Now focusing on the particular case study of Figure 6.9, we look at the brightest spot
projected at 55 ke− and the centre pixel signal loss with flat-field exposure is compared
to the signal increase of the peripheral eight pixels in Figure 6.11. The side-by-side
comparison shows a convincing relationship between flat-field signal and the shift of
charge collection in the centre pixel, to the 8-pixel periphery. The use of the eight
peripheral pixels as a region of interest for tracking charge increase outside the central
pixel may be limited at higher signals. From observation of Figures 6.10 and 6.11, a
disagreement occurs at a flat-field signal level of 4.6 ke (Periphery increase, greater than
loss) , and much more noticeably at 6.3ke (loss much greater than periphery increase).
These behaviours may be attributed to wider redistribution of collected charge than is
monitored by the peripheral region of interest, or perhaps undiagnosed systematic error.
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6.4 Electrostatic Influence
6.4.1 Concept
In order to investigate the role of electrostatics the spot behaviour is characterised here in
relation to the applied electrode biases, or image clock voltages in imaging nomenclature.
The image clock voltage was varied in one volt steps from 7V to 11V, values which are
around the CCD273 default of 8V. A spot of high, but comfortably sub-blooming level
signal was focused onto a region of interest and a hundred images were recorded for each
image clock voltage setting. The spot was not re-focused between steps and images were
recorded using a windowed sequencer: two measures taken to minimise the acquisition
time and potential for any electrical, thermal or mechanical drift which could adversely
affect the validity of measurements. A wider spot than usual (¡ 30 µm) was used in order
for there to be a higher signal level in the centre periphery for the purpose of Gaussian
fits.
Due to the windowed sequencer approach, there was an absence of an over-scan region
by which to subtract an image offset. Offset subtraction is the process in which the zero-
signal output by the ADC is removed, in this case in the order of 3000 ADU is subtracted,
leaving the signal only. This process is usually conducted by subtracting the over-scan
region: an area of the image readout formed when a number of serial transfers greater
than the length of the serial register is performed. Note that this process is usually just
subtracting a single integer from the entire image readout, which is applicable for many
applications. In the interest of this application, the variation column-by-column dark
response was particularly evident after offset subtractions due to a phenomenon known
as “CDS ripple” where the serial register has a slight oscillation in offset level across the
columns.
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In order to correct for columnar fluctuations, ten rows succeeding the spot image toward
to the bottom of the ROI in the column direction were used to correct the image zero
level. Figure 6.12 details this process and the perceived accuracy of the generated offset
image as a percentage of the acquired raw ROI image. The mean of a ROI of columns
beyond the spot image is utilised because the variation in electrical offset across the
ROI is column-dominated and not row dominated. This “ripple” effect occurs on every
row and is thought to be an artefact of the proximity of the ROI to the output node in
relation to the transient behaviour of the external camera electronics ADC when a new
row readout is started.
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Figure 6.12: The electrical offset is generated using an approximation gathered from
analysing other areas of the ROI, with the accuracy shown in the bottom right.
6.4.2 Methodology
With a population of 100 images per voltage, each set was averaged and measured
for noise on a 100-sample per-pixel basis. The horizontal and vertical line profiles were
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analysed as in Section 5.6.2, by applying a Gaussian fit and evaluating the half-maximum
values for each slope to generate a value of FWHM in microns. Figures 6.13 and 6.14
demonstrate the line profiles at the two image clock voltage extremes, in which the
centre pixel appears to have accumulated more charge at higher image clock voltage.
The FWHM of the horizontal and vertical line voltages with respect to image clock
voltage is investigated in Section 6.4.3.
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Figure 6.13: Gaussian fit for horizontal and vertical spot profile of an example spot
integrated using 7V image clocks.
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Figure 6.14: Gaussian fit for horizontal and vertical spot profile of an example spot
integrated using 11V image clocks.
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6.4.3 Experimental Analysis
Plotting the calculated FWHM as in Figure 6.15 yields an interesting observation: The
image clock voltage has a noticeable effect on the FWHM in the vertical (column) direc-
tion and a similar but smaller effect in the horizontal (row) direction, which corroborates
the theory that the Brighter-Fatter Effect (BFE) is indeed due to some change in elec-
trostatic potential. This experiment has been carried out since by Antilogous et. al. [37]
on a CCD250 device destined for the ground-based Large Synoptic Survey Telescope and
their results share similarity with the data seen here for the CCD273. It is important
to remember that the PSF presented here is the relative total system PSF, affected by
the imaging area electrode voltages, and not the deconvolved detector PSF which would
instead describe a detector-isolated spatial impulse response. Figure 6.16 gives the data
of Figure 6.15 in percentage form, as a percentage of the smallest FWHM recorded.
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Figure 6.15: Vertical and horizontal FWHM measured from the same spot integrated
under a range of image clock voltages.
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Figure 6.16: The vertical and horizontal percentage departure from the optimally
measured FWHM at 11V.
6.5 Summary
Using the optical testing system and analysis algorithms developed as part of the wider
project, the work within this chapter uses spot projections in order to investigate the
Brighter-Fatter Effect in the Teledyne-e2v CCD273. Previously it was clear that spot
images widen with signal, while the mechanism by which this occurs was unknown. The
Multiple Illumination Experiment provided a dataset by which to look for preferential
collection in the periphery, a “doughnut” of redistributed signal, to confirm the pixel
electric field influence theory later to be confirmed in the literature. The effect of the
electric field on the BFE was corroborated by gathering spot images with varied image
clock (integrating electrode phase) voltages.
This experiment was partially published in “Point-spread function and photon transfer
of a CCD for space-based astronomy” (Allanwood et. al., 2013) [41] and is cited in
the Gaia DPAC tech note Investigations into a Signal Level Dependency of the Gaia
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LSF [47], and thus has had an impact on the operation of Gaia and the perception of
signal-dependent processing of spot images.
Chapter 7
Optimising the CCD273
7.1 Introduction
Scientific imaging devices require performance tuning in order to reveal their strengths
and weaknesses with respect to the available operating parameters such as bias voltages
and clocking schemes. There are a large number of adjustable variables affecting oper-
ation at any one time. This section illustrates the results of a slew of diagnostic tests
which were carried out in order to imply the optimum configuration for the Teledyne-e2v
CCD273, particularly with respect to the ongoing theme of point-source illuminations.
Firstly, the response of the detector to a bright point-source illumination is investigated
in Section 7.2, followed by an investigation into the benefits of back-surface pinning in
Section 7.3: a measure taken in order to mitigate persistence between frames after a
bright illumination. For the purposes of pixel capacity and point-source containment,
the Full-Well Capacity (FWC) of the detector is characterised respect to which combi-
nation of the four pixel electrodes is utilised in Section 7.4. Finally, the detector integral
101
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non-linearity is observed and optimised for supporting the experiments in the previous
chapters, in Section 7.5.
7.2 Bright Spot Response
7.2.1 Motivation
Following previous characterisation work utilising LED flat-fields and X-rays on the
structurally similar Teledyne-e2v CCD204 [18], a particular area of interest was how the
CCD273 would perform given an unusually bright point source illumination. In real-life
telescope operations this test would be analogous to an event where a bright object has
the undesirable effect of dominating the field of view due to columnar charge blooming.
As part of determining the suitability of an instrument such as the Euclid VIS camera
system, potential problems such as high signal blooming behaviour are measured such
that mitigation techniques can be considered.
7.2.2 Methodology
Data was gathered by projecting an arbitrarily very high signal laser spot for a long (400
seconds) integration time and varying the image clock voltage to observe any changes in
the blooming behaviour. The specified integration time of Euclid VIS is 565 seconds [48].
The 400 seconds limit was a limitation imposed by the laboratory camera electronics
hardware, although it is appropriately large enough to analyse the large signal blooming
behaviour over a comparably long integration time.
Table 7.1 details the Interface Control Document (ICD) [49] values for CCD clocking and
bias voltages used for this experiment, with the experimental variable parallel area image
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clock voltage emboldened. These values represent defaults provided by the manufacturer,
Teledyne-e2v, in a format pertinent to the XCAM Camera Utility (XCU).
Variable Value (V) Description
IG/DG/F3 10.0 Injection Gate, Dump Gate and Serial Register F Phase 3
Image 8.0 Parallel Area Image Clock
Serial 10.0 Serial Register Clock
Vig1 0.0 Central Charge Injection Structure Electrode 1
Vig2 0.0 Central Charge Injection Structure Electrode 2
Reset 11.0 Output Amplifier Reset Clock
Vrd 17.2 Output Amplifier Reset Drain (Vref)
Vdd 25.4 Output Common Drain
Vog 2.0 Output Gate
VodEF 27.3 Output Amplifier Output Drain (Quadrants E and F)
VodGH 27.3 Output Amplifier Output Drain (Quadrants G and H)
Vspr 0.2 (Spare)
Vspr 0.0 (Spare)
Vss 0.0 Substrate Node Voltage
Table 7.1: The Interface Control Document (ICD) voltages used in this experiment.
7.2.3 Potential Profiles
The CCD273 does not feature an anti-blooming drain, however; theoretically, by virtue
of the horizontal and vertical potential profiles in the CCD, the direction of the charge
spill from pixel to pixel can be manipulated by adjusting the image clock voltage, VImage.
Figure 7.1 examines the electric field potential in one dimension: from the perspective
of looking down through the gate oxide, followed by the buried n-channel and finally
the p-substrate. V1 (shown in blue) represents a standard (e.g. 8 V) VImage, while V2
(shown in orange) represents an exaggerated increase (e.g. 11 V). Both profiles are shown
with charge populations at Full Well Capacity (FWC), except V1 is at Blooming Full
Well (BFW), while V2 is at Surface Full Well (SFW). VP−Barrier represents the parallel
barrier phase potential which is zero volts at the gate oxide but boosted at depth by
the in-built n-channel potential. The distinction between V1 and V2 is illustrated by
their colour-corresponding charge clouds. Metaphorically, the cloud for V1 is shown to
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Figure 7.1: The potential profile shift as VImage is increased from V1 to V2. The
influence of the charge cloud are represented here by the shaded area under each poten-
tial profile curve. This is an abstract way of representing the decrease in the potential
profile as the occupying charge increases.
overlap the barrier phase potential, thus as the amount of stored charge increases, the
potential line decreases encroaching on that of VP−Barrier. This causes charge to spill
in the column direction (Vertical blooming). The charge cloud for V2 is populated with
the same amount of charge, however due to the increased electric field the charge cannot
spill vertically - it has to go somewhere else i.e. lateral blooming.
Figure 7.2 visualises the top-down electric field distribution in a small number of pixels,
with a cross section slice taken in the row direction. The two theoretical states rendered
by different values of VImage are shown side by side in order to compare the electric
potential and charge volume distribution in the row direction. As VImage is increased,
the barrier phase VP−Barrier is constant, however; the potential profile of the active image
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Figure 7.2: A top-down view of vertical and lateral blooming, affected by VImage.
phase increases, thus the ability for the gathered charge to bloom vertically requires a
higher charge volume. As shown in Figure 7.1, the charge packet is drawn closer to the
surface and due to the increased barrier potential the charge cannot move vertically,
therefore it moves laterally instead as shown in Figure 7.2.
7.2.4 Acquired Blooming Distributions
Figure 7.3 shows a 400 column by 2200 row ROI around the spot projection location
for voltage step increments in VImage between 9 V and 11 V. In each image the parallel
overscan is visible between rows 2066 and 2200, thus the vertical blooming does not
encroach upon these regions.
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Figure 7.3: Blooming behaviour as a function of VImage over a 400 s integration time.
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7.2.5 Analysis
In Figure 7.3, note the change in blooming direction, starting at 10.2 V and terminating
at 10.5 V. At 10.3 V there appears to be a point at which the charge appears to bloom
almost isotropically. The dominance of objects causing blooming in images is undesirable
therefore a VImage setting of 10.3 V could seem appealing, however: increasing VImage
is subject to a cost-benefit analysis.
Recall the three potential profiles of Figure 7.1. At a standard VImage the stored charge is
held at an appropriate distance from the gate oxide surface states, in the n-type buried
channel. As VImage is increased the potential profile peaks closer to the surface and
at a certain level, surface interaction occurs prior to vertical blooming (SFW). This is
undesirable as interaction of the charge packet with dangling bonds of the SiO2 interface
allows charge traps to be filled, causing considerable Charge Transfer Inefficiency (CTI).
The purpose of the doped buried channel is to draw charge away from the surface to
improve Charge Transfer Efficiency (CTE) and a higher VImage negates that effect. A
desirable feature of an increased VImage is that the area of the image dominated by
the vertically blooming charge is reduced (as shown in Figure 7.3). This represents a
trade-off between full well capacity below SFW and optimisation for minimal imaging
area disruption during vertical blooming. It was observed during gathering the data
for this experiment that significant charge persistence occurs at high signal levels. In
effect there is a “ghost” signal at the spot projection site in subsequent dark frames,
as charge is released from slow traps which are activated by the large charge volume
from the previous frame. This behaviour is investigated experimentally and optimised
in Section 7.3. Figure 7.4 illustrates the relationship between FWC and applied image
clock voltage, VImage: When VImage is equal to the channel parameter value ΦCh−0,
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the amount of charge that can be stored before interaction with charge-trapping surface
states decreases, hence there is a cusp at VImage = ΦCh−0. This concept is discussed
in the 2013 SPIE paper “Multi-level parallel clocking of CCDs for: improving charge
transfer efficiency, clearing persistence, clocked anti-blooming and generating low noise
backgrounds for pumping” by Murray. N. J., Allanwood E. A. H., et. al. [50].
7.3 Pinning the Surface
7.3.1 Definition
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Figure 7.4: Cartoon showing the field applied by the image clock electrodes reaching
the channel potential and the potential consequences of surface interaction, courtesy of
Neil Murray [50]
Janesick [39] states pinning as:
“A bias condition that occurs when the signal channel is driven into inversion and pins
the Si-SiO2 surface potential to substrate potential.”
Figure 7.4 illustrates the hypothesised full-well capacity trend as the bias applied to
the image phase electrodes, VImage is increased. Note that as VImage exceeds the buried
channel parameter ΦCh−0, the stored charge interacts with the surface. For the CCD273
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ΦCh−0 is approximately 10 V. Murray [50] introduces a technique for temporarily flood-
ing the surface with holes, thus aiding the recombination of trapped electrons in surface
states. Pinning involves causing inversion at the surface by some means - either by ap-
plying a positive voltage to the substrate (VSS) or a negative voltage to the image phase
electrodes (VImage). The latter was not possible with the camera electronics available
due to a lack of a negative supply, yet the former was configurable and tested in the
course of this work.
7.3.2 Methodology
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Figure 7.5: Diagram illustrating the pinning process and the consequences of the
value of VSS . The laser spot was projected with an integration time of 3 seconds, with
subsequent dark frames of 300 seconds.
In order to investigate the signal persistence behaviour of the CCD273 with substrate
pinning, voltages from 1V to 11V were applied to the substrate pin, VSS and a ROI
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established in order to measure the mean persistence. Prior to characterisation, several
dark frames were averaged to subtract from frames following the laser illumination.
Figure 7.5 illustrates the experimental process while Figure 7.6 shows raw full-image
data. Full-frames are shown, with the bright laser illumination in the bottom right. The
other frames represent the image following the illumination for varying values of VSS
and the time for which VSS is pulsed high. The top-left frame represents the following
image with no pinning and signal released from surface state traps is clearly visible.
Figure 7.6: Frames showing the illumination and image persistence depending on the
level and duration of VSS .
Figure 7.7 illustrates the data from Figure 7.6 in the order that it was taken, with
colour axes such as to represent the persistence below and above the critical value of
VSS required to clear the surface states.
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Figure 7.7: Process used to generate data for analysis of persistence based on pinning
voltage.
7.3.3 Experimental Analysis
The mean persistent signal was measured versus VSS and is plotted in Figure 7.8. In
this context, mean persistent signal represents the mean signal remaining in the illumi-
nation area (top right of image), when the pre-illumination background level has been
subtracted. This persistent signal is what remains when the pinning level is too low and
cannot clear out the surface states. Figure 7.8 shows a step at approximately between
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4V and 5V in sampled data, where this signal is removed: therefore the VSS(Critical) for
the CCD273 should be above VSS = 5V .
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Figure 7.8: Graph showing the mean persistent signal from the previous frame versus
the pinning voltage used to empty the traps in the surface states.
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Figure 7.9: Electrode arrangement of a single pixel and numbering, featuring corre-
sponding polysilicon layers.
7.4 Integrating Phase Optimisation
7.4.1 Motivation
Recall the influence of the potential well available for accumulating charge and how
it is determined by the electric field of the overlying electrodes: In the CCD273 the
electrode structure is four phase with two large phases and two smaller phases in a
large-small-large-small arrangement, as in Figure 7.9. The electrodes are labelled as
Iφ[n] where n enumerates the electrode from one to four. Nominally, each electrode has
widths of 3.5 µm or 2.5 µm , however, manufacturing tolerances may vary on an area,
node, device and wafer basis. Clarke et. al. [51] demonstrates a destructive method
for measuring electrode arrangement and geometric variations using Focused Ion Beam
Scanning Electron Microscope (FIBSEM) images. This section presents data which
evaluates different electrode configurations, utilising a spot illumination with the goal
of optimising Full-Well Capacity (FWC), while investigating the spatial implications of
each configuration.
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prior to frame integration
Set image clocks for cus-
tom integration phases
Frame integration time
Transfer charge into
central two electrodes
Read out the device
Figure 7.10: Sequence for custom electrode collection, with transport into standard
central phases before normal parallel readout.
7.4.2 Methodology
In order to evaluate charge collection performance, electrodes were operated as individual
charge collecting phases. To achieve this a range of clock sequencers were written in
which the phase under test was turned on during collection, followed by the necessary
clock sequence to transfer the charge into the pixel centre for a standard CCD273 readout
sequence. The testing procedures for setting integrating clock sequences and readout are
detailed in Figure 7.10. A fixed-focus 12 µm FWHM spot image was projected, with the
image re-centred in the X and Y direction using the integrating phase under test prior to
each experimental run. The preferential charge spreading direction, previously defined
in Section 5.5 as Aspect Ratio (AR), was recorded relative to signal, which ranged from
approximately 1000 electrons to beyond Full-Well Capacity (FWC).
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Figure 7.11: Accumulated centre pixel signal with respect to light exposure level and
utilised integrating phases.
7.4.3 Experimental Analysis
Figure 7.11 plots the centre pixel response of a spot, optimally focused and centred over
different groups of integrating phases. The x-axis represents a sweep of integration time
units, where one unit is approximately equal to 0.1 seconds of clock sequencer delay
during frame exposure. A linear fit to the small signal range of each series is illustrated
behind, with the residuals in electrons shown in 7.12. In Figure 7.12, the integral non-
linearity evident in the centre pixel optical response is not an artefact of collecting phase
or pixel, but of the output amplifier as discussed in Section 7.5.
Figure 7.13 illustrates the change in AR with respect to applied signal for a range of
integrating phases. The legend of Figure 7.13 denotes which phases are enabled during
collection for each data series. In CCD clocking nomenclature, the inactive phase is
often referred to as the barrier phase, thus the omitted phases in each entry serve the
purpose of charge barrier in the column direction.
Note that Iφ1 appears to be the least capacious of the collecting phases with respect to
FWC while Iφ4 appears as if it has the collecting capacity comparable to several other
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Figure 7.12: Divergence from small-signal linear fit with respect to light exposure
level and utilised integrating phases.
collecting phases combined. While the full-well capacity of Iφ1 appears to be low, the
AR is approximately isotropic in nature until the roll-off, a feature which identifies it
as one of the two smaller phases. Iφ3 is similar in nature to Iφ1 with a consistent AR
and low FWC. The most capacious single collecting phase is Iφ4, however Iφ4 exhibits
over 5% anisotropy at 20 ke, as illustrated with the axes constrained to small signals in
Figure 7.14.
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Figure 7.13: Spot anisotropy versus integrating phase (Full signal range).
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Figure 7.14: Spot anisotropy versus. integrating phase (Small signal range)
This phenomenon of collecting phase anisotropy does not apply to all the image phases
tested. In the context of the Euclid mission where weak lens detection of slight shape
perturbations is paramount, the most isotropic collecting phase scheme must be used.
From the data presented it appears that using Iφ1 as a barrier phase, with Iφ2, Iφ3 and
Iφ4 used as collecting phases gives the optimal performance in terms of sub-blooming
isotropy, for this particular device.
Figure 7.15, obtained by Clarke [51] features an image on an unused CCD273 wafer
taken by a Focused Ion Beam Scanning Electron Microscope (FIBSEM), which confirms
that there should be slight differences between the capacity of the phases tested.
Figure 7.15: FIBSEM cross section courtesy of Andrew Clarke, revealing the electrode
widths of an unused CCD273 wafer.
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7.5 Integral Non-linearity
7.5.1 Review of Observed Non-linearity
Figure 7.16 illustrates the CCD273 response to the SP-PTC method, with a fit to the
small-signal range of the device. Over 30% non-linearity is demonstrated at the satu-
ration point of the detector, which proved problematic when attempting to execute the
Multiple Illumination Experiment of Section 6.3.1 as it was dependent on frame differ-
encing of different signal levels. Following an internal discussion with Teledyne-e2v it
was recommended that the output drain voltage, VOD be tuned so as to operate with
better linearity, the results of which are shown in Figure 7.17.
7.5.2 Characterisation and Software Correction
While the data of Figure 7.17 shows improved linearity for a higher output drain voltage,
the data saturates at 216 ADU, effectively the ADC saturation point. A larger ADC
input range or alternatively, attenuation and recalibration was required to see the CCD
FWC, currently obscured by the ADC saturation point. Therefore it was not possible to
make an assertion on the linearity optimisation of this particular CCD273. All experi-
ments in this thesis were conducted with the values in Table 7.1 unless otherwise stated.
In order to account for artificial “excess” charge granted by the +30% non-linearity
in the data a software transfer function was generated in order to linearise data. The
transfer characteristic is shown in Figure 7.18.
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7.6 Summary
This chapter parameterises operating voltages of the CCD273 in order to judge relative
performance and make recommendations for the Euclid VIS camera. Of particular
interest are the image clock voltage, substrate surface pinning voltage and output drain
voltage, which are VImage, VSS and VOD, respectively.
The bright spot response was addressed through perturbation of the image clock volt-
ages, VImage in the presence of a controlled bright laser illumination. For VImage >
φCh−0, where φCh−0 is the channel potential 10V, it was discovered that consider-
able image persistence occurs as the charge volume interacts with the surface states or
“dangling bonds”. A scheme by which the substrate voltage VSS , could be raised to
6 V to temporarily flood the surface with holes was shown to eliminate persistence in
subsequent frames.
The configuration of integrating electrodes was varied in order to investigate if spot
anisotropy is a product of any one of the four integrating phases. It was discovered that
the integrating phases represent varied levels of full well capacity and become anisotropic
with variable degrees, prior to blooming, however, the most interesting assertion to be
made is over the choice of barrier phase. The phase Iφ2 was shown to be an inferior
barrier phase to Iφ1, in the small signal range. Iφ3 and Iφ4 were not tested as barrier
phases which could represent further work. In future this method could be used to
validate the electrode performance in several areas of a device.
For laboratory optimisation a scheme was developed for linearising the CCD273 output,
although in absence of compatible ADC hardware the full output swing at higher levels of
output drain voltage, VOD, was not measured. A higher VDS (Drain-source voltage: the
voltage between source follower drain and source, associated with running in saturation
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mode) is desirable in terms of linearity when large signals are being measured [39] but
this may not be desirable in terms of power consumption.
Chapter 8
Conclusions and Further Work
This study represents one of many complementary studies at the Centre for Electronic
Imaging in the context of electro-optical characterisation of the Teledyne-e2v CCD273
and the structurally similar CCD204 [52]. In addition to the existing studies of charge
transfer inefficiency [18, 53–55], charge trapping behaviour [56, 57], trap mitigation
techniques [50] and validated pixel modelling [46, 51, 58], an empirical observation of
charge collection behaviour is presented.
An optical test bench was designed, constructed and characterised in order to deliver
repeatable spot projections by which to make assertions regarding the relative point
spread function response of a front-illuminated Teledyne-e2v CCD273 test device. A
focusing and spot-centring algorithm was developed such that the spot images for each
testing run could be suitably repeatable. It was hypothesised that spot images were
subject to sub- 100 Hz mechanical vibration in the horizontal (CCD row) direction
due to horizontal smearing in mean spot images. Spot smearing was mitigated by the
use of millisecond-scale integration and illumination times and a centre of mass based
dataset filtering technique inspired by the concept of lucky imaging astronomy. The
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filtered dataset showed that spots positionally in-phase with the pixel centre could be
recovered. The Single-Pixel Photon Transfer Curve technique was created in order to
characterise spot images with respect to signal and it has since been utilised in at least
one other Euclid-oriented study [59].
Measurements are presented in terms of the relative system PSF, rather than the iso-
lated detector-only PSF. The development of a system where the optical contribution
to the PSF is known, such that the detector PSF can be deconvolved, is material for
further work. Prompted by the stringent 0.1% shape measurement requirements of Eu-
clid VIS, a system point spread function response was measured and confirmed to vary
in Full-Width at Half-Maximum (FWHM) with respect to signal, later corroborated by
the contemporary publication of the Brighter-Fatter Effect [37]. At the time of experi-
mentation the cause for the BFE was speculation, thus an experiment was devised using
a combination of spot and flat-field projections with the purpose of manipulating the
BFE and observing the amount of redistributed charge. The hypothesis was such that
an existing population of charge in a pixel makes it less attractive for charge collection
compared to pixels in the immediate periphery, due to a reduced electric field. This was
shown to be a convincing hypothesis upon comparison of the spot centre pixel charge
with that of the periphery, for a range of spot and flat-field combinations in the Multiple
Illumination Experiment.
Further to the Multiple Illumination Experiment, the spot FWHM was characterised
with respect to the parallel image clock voltage, VImage. It was hypothesised that with
a deeper depletion depth afforded by a higher VImage, the effect of the BFE would be
mitigated. Both columnar-direction and row-direction FWHM are shown to decrease
with increased VImage, with the columnar FWHM decreasing by a factor of nearly 1%
between the Euclid mission operating VImage of 8 V and the increased experimental
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VImage of 11 V. From the FWHM versus VImage data it would seem prudent to recom-
mend that the mission operating VImage be increased in order to improve horizontal and
vertical spatial resolution. In the analysis of bright spot response it was shown that
values of VImage greater than the channel parameter φCH0, approximately equal to 10
V, allows interaction of the charge volume with the dangling bonds, filling the surface
states. For the purposes of Euclid in which the quadrants are a sizeable 2k × 2k pixels,
reduction of charge transfer inefficiency is paramount and it is ill-advised to allow charge
to access the surface states. A higher VImage also presents a higher power demand to
the flight electronics, where voltage, capacitance of clock electrodes and clock frequency
are relative factors determining dynamic power consumption.
Substrate or VSS pinning was utilised as an experimental variable in order to experiment
in clearing out occupied surface states by quenching them with a flood of holes. A
VSS of 6 V was found to be adequate in clearing out any persistence from a bright
laser illumination and could be useful in the operation of Euclid VIS. VOD, the output
amplifier drain bias was characterised in order to improve signal linearity, and a higher
VOD was found to exhibit less than five percent non-linearity across the observable signal
range. The full well capacity of the CCD273 was not observed across this range due
to ADC saturation, therefore other experimentation was conducted using the default
interface control document value of VOD = 27 V. The 30% non-linearity at high signal
levels was deemed to be an effect limited to the output amplifier and camera electronics,
therefore a transfer function was utilised to linearise images on a pixel-by-pixel basis.
This transfer function allowed the charge contributions of multiple illuminations to be
successfully added and subtracted from one another proportionally which was a critical
element of the Multiple Illumination Experiment of Chapter 6.
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Since the conclusion of experimentation on the front-illuminated CCD273, the opti-
cal test bench development and documented practices have contributed to the design
and operation of optical test benches for the ESA p-channel study and JUICE JANUS
study. The JANUS instrument, the Teledyne-e2v CIS115 CMOS image sensor is the
geomorphological camera on the JUpiter ICy moon Explorer (JUICE) and is currently
under characterisation by the Centre for Electronic Imaging. The optical test system is
constructed from many of the same hardware and software components, with improved
optics based on a tube lens and super-achromatic microscope objective, as opposed
to the spherical aberration limited achromatic doublets utilised here. In this case the
spatial contribution of the system optics can be modelled and toleranced by Zemax
Opticstudio in order to isolate the detector spatial performance, a desirable data sheet
figure of merit. Currently, work continues on expanding into measurement of quantum
efficiency and modulation transfer function to build a complete optical characterisation
test facility, based on the legacy of the system presented here.
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