Although the dynamic equations of motion of open-chained robot systems are well-known, they are seldom taken into account during the planning of motions. In this work, we show that the dynamics of a robot can be used to produce motions that extend the payload capability beyond the limit set by traditional methods. In particular, we develop a point-to-point weightlifting motion planner for open-chained robots. The governing optimal control problem is converted into a direct, SQP parameter optimization in which the gradient is determined analytically. The joint trajectories are defined by B-spline polynomials along with a time-scale factor. The algorithm is applied to a Puma 762 robot, with its physical limitations incorporated into the formulation. The torque limits are formulated as soft constraints added into the objective function while the position and velocity limits are formulated as hard, linear inequality constraints, on the parameters. The solutions obtained with our algorithm extend the robot's payload capability while reducing the joint torques. Interestingly, nearly all the trajectories found pass through singular configurations, where large internal forces from the robot are applied to the payload and little torque is needed from the motors. A video file of the resulting motions can be found at the web site
Introduction
The majority of current robot motion planning algorithms, such as those found in well-known texts (see, e.g. [10] ), ignore the dynamics of the robot during the motion planning phase. In this paper we show how the dynamics of a manipulator can be used to extend its payload capability beyond the limits established by the manufacturer. The goal of the research was to develop an algorithm that maximizes the robot payload while taking into account realistic constraints such as joint torque limits and velocity bounds. Our solutions also minimize joint torques for a given load, thereby reducing wear on the robot. This work extends our previous results [11] , where effort was minimized for systems with end-effector constraints. The unique aspects of our approach are: 1) the payload is factored directly into the cost function for the motion; 2) the semi-infinite joint velocity bounds are transformed to a finite set of linear constraints on the parameters; 3) a time-scale factor and its gradient are incorporated into the formulation; 4) a linear factorization of the dynamic system parameters is developed using the geometric operators of Lie Groups and Lie Algebras; and 5) to the best of our knowledge, this is the first successful application of minimum-effort optimal control to a weight-lifting problem for a real robot.
We assume that the desired motion can be characterized as the solution to a general optimal control problem of the form M in τ (t) J c = Φ(q,q, t f ) + t f 0 L(q,q, τ, t)dt subject to the dynamic equations of motion and bounds on position, velocity and torque. The specific cost functional that we used for payload maximization will be given in the next section. The final time t f may be either free or fixed in our formulation. Because of the importance of finding solutions to optimal control problems of the above form, there are several numerical algorithms and commercial software packages available to solve them. All of the competitive approaches incorporate some form of Newton iteration on a parameterized version of the problem. Because the problems are nonlinear, the Newton iteration will converge to a local minimizer. See [3] for a review on progress made in this area since the 1960's. Algorithms used to solve optimal control problems are broadly classified as either indirect methods or direct methods. Indirect methods explicitly solve the optimality conditions stated in terms of the maximum principle [4] , the adjoint equations, and the transversality (boundary) conditions. These conditions can be derived using the calculus of variations, where the first variation of the Hamiltonian function is set to zero. A number of multiple shooting methods have been developed to solve the two-point boundary value problem defined by the equations. Although the indirect approach described above has been used successfully in many applications, it has been replaced by direct methods in recent years. The primary reasons are that the region of convergence is relatively small and that it is difficult to incorporate path inequality constraints. We chose a direct approach for the work reported in this paper. The basic idea is to parameterize the joint trajectories, and to vary the parameters in a nonlinear optimization until a local minimum which satisfies the constraints has been achieved. The joint trajectories used in the motion planning problem can be represented in many ways. Among them are C 2 −splines and B-spline polynomials, which have been used by many robotics researchers [5, 6, 7, 9, 11, 13, 15, 17] . B-spline polynomials provide local control of the joint trajectory and they have the important convex hull property [2] .
In this paper we exploit the convex hull property by transforming the semi-infinite constraints that arise in the problem formulation into finite dimensional ones. In order to vary the total time taken for the motion, we have added a time-scale factor. This allows us to solve a free-final-time problem in which the derivatives of the joint positions with respect to the time-scale factor can be derived analytically.
By parameterizing the joint trajectories, the optimal control problem becomes a parameter optimization one with the parameters being the time-scale factor and the control vertices of the splines. We add another parameter that represents the payload into the optimization in order to maximize it. Because the Puma 762 has bounded joint velocities, these semi-infinite constraints are included in our formulation. Other researchers have included velocity constraints as penalty functions [5, 13, 15] , or have discretized them into a large number of inequality constraints throughout the time interval [6] , or have used a variable mesh approach [7] to handle them. As mentioned above, our approach uses the convex hull property of B-splines in order to transform these semiinfinite constraints into a set of linear inequalities in the parameter space. This provides superior numerical stability since the semi-infinite constraints on joint velocity are satisfied exactly with a small number linear constraints on the parameters.
Formulation of the Optimization Problem
Consider an n degree of freedom (DOF) open chain manipulator. The specific cost functional that we are interested in minimizing is:
subject to
Equation (2) represents the dynamics for the open chain manipulator with the joint coordinates q ∈ n and the joint forces or torques τ ∈ n , where H(q) is the generalized mass matrix and h(q,q) contains the centrifugal, Coriolis and gravitational forces and the joint friction. Constraints on the joint torque τ , position (displacement) q and velocityq are represented by (3), (4) and (5), respectively, where τ , τ , q, q,q andq ∈ n are assumed to be given for a particular manipulator.
The subscript i in (3), (4) and (5) is the i th component of the corresponding n−vector, so these inequalities represent a total of 6n semi-infinite constraint equations of the form g(q(t),q(t), τ (t)) ≤
The cost functional (1) explicitly takes into account the manipulator payload p w , which is scaled by the factor w > 0. The payload is a variable parameter in our formulation. The effect of increasing w places more emphasis on the weight lifted by the manipulator with less emphasis on the actuator effort, which is the term on the right-hand side of (1) . Note that increasing p w decreases the lefthand term in the cost functional, but it simultaneously increases the joint torques required for the motion; so the right-hand term in the cost functional increases. The matrix W e > 0 is the weighting factor that allows us to incorporate the effects of joint coupling and gear ratios in the Puma 762 robot. We obtain a free-final-time problem by fixing t f and varying p t as an additional parameter.
The parameter p t scales the nominal trajectory uniformly over the time interval [0, t f ]. Note that if t f is too small, there may be no admissible solution to the optimal control problem since the torque constraints indirectly bound the path traversal time.
Joint Trajectory Parameterization with B-Splines
In order to set up the optimal control problem for a numerical solution, the joint trajectories are interpolated by the piecewise k − 1 th order and B-spline polynomials over the knot space of an ordered time sequence.
Let the knot sequence be 0
The joint trajectories, q ∈ n , are then written as
where P = {p 0 , · · · , p m }, with p j ∈ n , are the control vertices and B j,k is the B-spline basis function with C k−2 continuity. The B-spline can be written in a piecewise manner as follows:
where g jl is a polynomial of order k − 1. In this paper uniform quintic B-splines (k = 6) were used to interpolate the joint trajectories over the knot sequence defined above with t j −t j−1 = tf m−k+2 for j = k, k + 1, · · · , m + 1. More discussion on the choice of m is given in the section on optimization results.
The basis function can also be computed by using the following recursive formulation [2] .
Algorithm 2.1
The recursion for the B-spline is:
starting with
The derivative of B j,k can be obtained by noting
Hence, the time-derivative of q is
where p −1 and p m+1 are defined as zero. The higher order derivatives of q(t) can be computed following a similar procedure.
Two useful properties for the use of B-splines in our solution to the optimal control problem will now be developed. The first is
This property is established by using convex hull property of B-splines B j,k (t) ≥ 0 and m j=0 B j,k (t) = 1, and noting that for p
The other inequality is obtained similarly by starting with the assumption q i ≤ p j i . In a manner similar to the above, and using the relations developed in (12), the joint velocity constraints are determined by Property 2.2
These two properties are useful for solving the optimal control problem because they show that semiinfinite dimensional constraints on joint position and velocity can be replaced by linear constraints in the parameter space.
Optimal Control Via Direct Parameter Optimization
In order to evaluate the cost function in (1) we see that the joint torques τ (t) are needed. They are given by (2) since q(t),q(t) andq (t) are known from the parameterization of the joint trajectories.
We use the O(n) recursive dynamics algorithm in Appendix A to evaluate τ (t). In order to perform the optimization, an initial feasible trajectory is required. For the problems in this paper there are no obstacles in the workspace so the initial path planning is trivial. For problems with obstacles, a penalty would need to be added to the cost function and an initial path could be determined from a path planning algorithm (see [10, 12] for example). We assume that an initial motion has been given, and that it is therefore defined by the parameter set P, with q = q(t, P ). In addition, we introduce a time-scale parameter p t , so thatt = p t t, q s (t) ≡ q(t/p t , P ), andq s ≡ dqs dt
. The optimal control problem (1) is then transformed into the following discrete parameter optimization:
with φ
where J p is a penalty function with a positive weighting factor W p bounding τ within [τ τ ]. The soft constraints on τ are physically meaningful since, for the Puma 762, there is a thermal switch that disables the motors and applies the brakes when the amplifiers overload. With this hardware, the torques can exceed their limits for short time periods with no adverse consequences. Equations (17) and (18) are required to meet the initial and final conditions (6) and (7), respectively. Therefore, the actual variable parameters are p w , p t , and P , excluding the fixed p 0 , p 1 , p m−1 , and p m ; and the total number of variable parameters are "1 + 1 + n(m − 3)".
Note that one can incorporate obstacle avoidance with distance constraints into the formulation by adding another soft constraint into (13) . This technique for handling obstacles has been used with good results in [12, 16] and others.
Gradient of the Cost Function
In order to minimize J cp in (13), which will produce an approximation to the extremal solution of the original cost functional (1), we use a sequential quadratic programming algorithm. Matlab's constrained optimization function, constr, was used for this. Even though B-splines have good numerical properties and are often used for function approximation, in [11] it was demonstrated that optimizations of the form (13) are not numerically well-conditioned. Although most previous researchers use approximate finite difference gradients during the minimization process, this can lead to an unbounded condition number of the approximate Hessian of J cp , and the algorithm will fail. For this reason, we derive formulas for the exact gradients of J cp .
First, rewrite the cost function J cp as
Then the gradient of the cost function J cp is
where
The most difficult terms to evaluate in the gradient of the integral are the derivatives of τ with respect to the joint parameters. For a parameterized joint trajectory of the form q s = q s (t, P ), Appendix A gives the derivative of the inverse dynamics with respect to p ∈ P [11] . In this algorithm we ignore the friction terms since Coulomb friction is not continuously differentiable.
The last link of the robot holds the payload, which is the parameter p w in (1). Therefore
, and the derivative of the inverse dynamics with respect to p w is described below: 
For our application, the payload was modeled as a uniform disc of a fixed radius equal to that of a standard 20 kg (45 lb) plate. In this case, a given value for p w actually determines the plate thickness, which was assumed to vary continuously. All the inertial parameters for the last link can then be computed easily as functions of p w .
The other terms needed for the gradient of the cost function are relatively straight-forward to compute. However, some care must be taken with the time-scale parameter, p t , since the effect of changing this parameter dramatically influences the cost function. The required derivatives are: 
Optimization Results
In this section, we apply the optimization approach to the Puma 762 robot. The optimization problem formulated in Section 2.2 was used to improve the Puma payload capability. The manufacturer's specifications state that a maximum load of 20 kg can be lifted at a distance of 25 cm from the center of its wrist. As mentioned previously, the payload was modeled as an uniform disc.
The trajectories of the Puma's six joints were parameterized with uniform quintic B-splines.
The robot equations of motion require the mass, inertia and friction properties. Because the Puma 762 has no documentation for these properties, a system identification technique similar to that employed by [1] was used to find them. The inverse dynamic equations were rewritten using a linear factorization in the unknown parameters of the form H(q)q + h(g,q) = τ = Y (q,q,q)a, where a contains the mass property information, and the matrix Y is computed from the knowledge of q,q andq. In order to collect the experimental data, the Puma was excited by different sinusoidal trajectories for each joint, and torque and position data were collected. The mass properties were then estimated by using least squares with a QR-decomposition. The detailed description of the system identification procedure can be found in [18] . The resulting solution is given in Appendix B.
We tested the algorithm for three different cases of 1 DOF, 3 DOFs and 6 DOFs as discussed below. The goal in all cases was to move the payload from the downward posture shown in Figure   1 , to the upward posture. However, different numbers of degrees of freedom were used in each case to execute the motion. The cases were:
1 DOF: the 4 th joint is the only joint with freedom to move; 3 DOF: the last three joints (wrist) are set free while the others are fixed; and 6 DOF: all six joints are free to move. In each case, the optimization procedure was initialized with p w = 20 kg, p t = 1, t f = 20 sec and a prescribed path which moves the 4 th joint from the initial configuration to the final one, shown in Figure 1 , on a smooth trajectory without any oscillation. The other joints were initially parameterized to be constant functions of time during the motion-they did not move initially.
The solutions to the optimization problem for the three cases are shown in Table 1 , and Figures 2-4. Figure 2 shows that energy is pumped into joint 4 through a swinging motion. The amplitude of the swing increases until the velocity of joint 4 reaches its limit. At this point, the arm continues to move until the final upward posture is reached. A comparison of the joint velocity and applied torque shows that both have the same sign throughout most of the time interval. This is expected since energy must be added to the system in order to swing up the weight. One could conjecture that minimal effort motions could thus be constructed by using the natural oscillations of the system and applying a small torque in phase with the velocity (i.e.
switching the torque when the velocity changes sign). However the real physical constraints, such as the velocity bounds, would make it difficult to plan motions in this manner that satisfy the boundary conditions on the motion. Note that semi-infinite velocity bound is an active constraint for almost an entire second during the motion. When this trajectory was experimentally tested on the Puma, we first attempted to move the arm along the initial trajectory with no swings, but with the larger payload. This indeed caused the amplifier for joint 4 to overload and automatically shut down, with the brakes applied. We then tested the optimal swinging trajectory, and found that only about 25 kg, rather than the predicted 29.4 kg, could actually be lifted without causing the amplifier to overload. We believe that the difference is due to imprecise knowledge of the actual bounds for torque and velocity. The torque limits, τ max , were found experimentally from static measurements of the stall torque for each motor, whenq = 0. In order to account for nonzeroq we made τ = .75 τ max . In addition, we also madeq = .8q max , whereq max is the velocity limits specified in the Puma manuals. Other, more complicated bounds could easily have been used in our algorithm if they were known.
The motion shown in Figure 3 is the 3 DOF case where the entire wrist is allowed to move.
Although it is not obvious from the figure (the actual motions can be seen in the video proceedings of the 1999 ICRA or at the website listed in the abstract), the wrist moves in a spherical oscillation using all three joints until the payload axis has lifted 90 o from the starting configuration. At this point the wrist is in a singular configuration which requires no torque from the motors of the wrist to keep the weight suspended. Then the payload continues moving upwards until it reaches the desired final configuration. Using all three joints in this manner, the payload was increased to 46 kg. The final motion, shown in Figure 4 , is the 6 DOF case where all the joints were allowed to move. In this case, the actual motion (rather than the time-sequence) is very dramatic since the potential energy of the payload is first transformed into internal kinetic energy of the robot and then, through some interesting maneuvering, it arrives at its desired final configuration. The payload actually spins significantly about its axis during the motion, using gyroscopic effects to assist in the weightlifting. For this case, the payload was increased over the previous cases to 63 kg, or more than triple the manufacturer's specifications. 
Discussion
In order to reduce the motor torques, the gear ratios and the gear interaction between the motors and the joints must be taken into account in the problem formulation. The linear relation between the motor displacements and joint displacements are represented as a 6 × 6 matrix B such thaṫ q = Bq m , whereq m is the motor shaft velocity. Applying virtual work, we can describe the motor torque τ m in terms of the joint torque τ as follows:
In addition, in the Puma, the maximum motor torques for the first three joints is about 5 times those for the wrist joints. Therefore, the weighting factors, W e and W p , are set as:
where c e and c p are scalar weighting factors; 1 is an identity matrix; and In the optimization problem, it is necessary to choose appropriate weighting factors, w, c e and c p . Ideally one would make the joint torque penalty term c p as large as possible in order to bound the joint torques within their limits. However, as is well-known with penalty function methods, the optimization problem becomes ill-conditioned and will not converge if c p becomes too large. In addition, we expect that a small value for w and a large value for c e will yield a solution with a small payload, while a large w and small c e will yield a large payload. This was consistent with our optimization results. Typical values used for our results were c e = 1 and c p = 10000. The value used for w was 30, 10, and 200 for the 1 DOF, 3 DOF, and 6 DOF cases, respectively. As mentioned previously, there is no exact mathematical model that gives the peak torque versus velocity relation for the motor amplifiers of the Puma. Although we restricted the velocity limits to 80% of those specified in the Puma documents, and the torque bounds to 75% of their static bounds, we found several motions that caused the amplifiers to overload when tested on the real system. It was also interesting that higher payloads could be achieved when the Puma was cold than could be obtained after it had been in operation for some time-probably due to the thermal overload switches in the amplifiers.
Finally, it is interesting to note that the resulting motions from our algorithm routinely swing through singular configurations. In these configurations the actuator effort is reduced since loads are supported by the robot structure. Note that humans also move to singular configurations to support large loads. However it is not known what, if any, the cost function is that they are minimizing. There is some clinical evidence that humans may minimize jerk orτ [8] .
Conclusions
We developed a weightlifting motion planner for robots which combines maximization of the payload with minimization of the effort. Our solutions demonstrated that optimal motions routinely swing through singular configurations. As is often done by human weightlifters, our solutions also often used a pumping motion to assist the lift. The approach can be applied to any manipulation task where payloads need to exceed the manufacturers' limits-the main requirement is that the robot can support the weight statically in the initial and final configurations.
In our approach, the optimal control problem is re-formulated as a parameter optimization with variable control vertices for the B-splines, a time-scale factor, and an unknown payload. The differentiability of the B-splines together with the limited support property provide the ability to calculate derivatives with respect to the control vertices and the time-scale factor. In addition, based on the convex hull property of the B-splines, the semi-infinite constraints on the joint position and velocity can be transformed to linear inequalities in the parameter space.
Algorithm 4.1 (Park et.al. [14] ) The recursive formulation of the inverse dynamics is:
• Backward recursion: i = n to 1
where the index i represents the i th link frame counted out from the base frame (i = 0). The joint screw, spatial velocity, spatial acceleration and spatial force are written as S i , V i ,V i , and F i ∈ se(3), respectively. V 0 andV 0 represent the spatial velocity and acceleration of the base, while F n+1 represents the external spatial force. T i−1,i ∈ SE(3) denotes the transformation from the link frame i − 1 and link frame i. The joint velocity, acceleration, force, Coulomb friction, and viscous friction are written asq i ,q i , τ i , f ci and f vi ∈ n , respectively. Matrix J is the 6 × 6 spatial inertia matrix:
where m i and I i are the mass and inertia of the i th link, respectively; r i is a vector from the origin of the i th link frame to its center of mass; and 1 is an identity matrix. 
