Abstract. Apache HBase, a mainstay of the emerging Hadoop ecosystem, is a NoSQL key-value and column family hybrid database which, unlike a traditional RDBMS, is intentionally designed to scalably host large, semistructured, and heterogeneous data. Prime examples of such data are biosignals which are characterized by large volume, high volatility, and inherent multidimensionality. This paper reviews how biomedical engineering has recently taken advantage of HBase, with an emphasis over cloud, in order to reliably host cardiovascular and respiratory time series. Moreover, the deployment of offline biomedical analytics over HBase is explored.
INTRODUCTION
Biosignal analysis constitutes an integral part of biomedical engineering. In a typical scenario, long cardiovascular and respiratory time series from a large number of subjects are stored in a database system, possibly along with other relevant information such as virtual patient model, electronic health records, sensor recordings from smart homes, daily activity reports from smart clothes, and biochemical blood examination results. Although the above data may already have been passed as input to a lightweight online analytics system, the bulk of the analysis will be conducted in an offline system. This holds especially true in group analysis settings with a large number of subjects, where computational requirements for even basic analytics can easily become overwhelming. For instance, in order to obtain empirical estimates of the variance and the kyrtosis coefficient in a set of n time series each of length p the magnitudes of the number of operations τv and τ k respectively are
and
The direct computation of even τv for either a large p or n is prohibitively expensive. Although efficient sublinear methodologies which can become the algorithmic cornerstone of a number of analytics have been proposed [2] [21], it is clear that the storage and analysis infrastructure should be able to scale with p and n. This includes not only the algorithmic cost but also the actual implementation complexity such as memory and disk requirements, network protocols and the associated stack size, as well as redundancy and fault tolerance [41] [39] [30] [31] [33] .
Two interrelated challenges common in biomedical signal processing are the number and the patterns of missing values and outliers, both in their own way important when forming data mining and machine learning algorithms for biomedical data. Although random missing values can be expected, especially in manual data input or annotation, systematic ones may well indicate equipment malfunction or even a methodological error. On the other hand, outliers, provided they can be safely attributed to the subject under study, may be generated by an unknown or rare physiological state worth investigating. Therefore, depending on the context, outliers might carry a significant semantic weight. Moreover, both missing values and outliers play an important role to biosignal compression, representation, and modelling [14] [42] .
The primary contribution of this survey is the exploration of applications of HBase in bioengineering and specifically in the offline analysis of large cardiovascular and respiratory time series. Moreover, key-value and column family databases are briefly overviewed. Finally, the scientific literature for analytics for offline biosignal processing is summarized.
The remainder of this survey is organized as follows. Section 2 briefly overviews scientific literature regarding NoSQL databases and HBase. Fundamental cloud properties are explained in section 3. Section 4 outlines the characteristics of cardiovascular and respiratory biosignals. Finally, research directions are discussed in 5.
ACID or BASE?
Although the heading might seem as a chemistry question, it is essentially a choice over database operating requirements. Recently, at least partly due to the advent of the Internet of Things (IoT), the Semantic Web, and pervasive computing, new database paradigms have been developed resulting in a database family collectively known as NoSQL databases whose key points are summarized in properties 1 and 2. • Basic Availability. The database is operational most of the time.
The percentage of downtime depends on the local operational requirements.
• Soft state. The database does not have to be write consistent. Also replicas do not have to be mutually consistent sometimes.
• Eventual consistency. Replicas may be inconsistent temporarily.
Theorem 1 Brewer CAP theorem [9] [8] [7] : A database system can at most possess simultaneously two of the following three properties: Consistency, Atomicity, and Partition tolerance. HBase is a sparse, distributed, persistent multidimensional sorted map database management system running on top of a distributed file system, typically HDFS. It is an ongoing, top level Apache project and an integral part of the Hadoop ecosystem. Its primary characteristic is that it is open source, distributed, and non-relational. According to the CAP theorem, it is a CP database. Also, in the NoSQL taxonomy it is a combination of key-value and column family databases [27] [24] .
The primary data structure of HBase, at least conceptually, is the associative array. As such, design principles for HBase differ from those of the relational world. HBase shares the same data model with Google BigTable [11] [28] . In HBase tables comprise of rows and columns, with data rows having a sortable key and an arbitrary number of columns. Tables are sparsely stored, so that rows in the same table can have widely-varying columns, if so deemed by the application. HBase is tuned for sparse data stored in a few wide rows which can be used as input or output of MapReduce jobs over Hadoop [22] . Internally the data are placed in indexed StoreFiles that exist on HDFS for high-speed lookups [28] .
An HBase table comprises of a set of regions, each stored in a region server [10] . Regions form the basic data building blocks of HBase and as such they are heavily employed by the underlying Hadoop framework [36] . The region contains store objects that correspond to column families as well as MemStore, an in-memory write cache [10] [6][1] [13] . Region rebalancing is a critical performance issue handled by the HMaster component.
Delving deeper, HBase relies on Bloom filters in order to index the sparse data [25] . A critical requirement is that rows should be sorted according to the key value. Therefore, rows with keys which are close, lexicographically or otherwise depending on the key nature, are very likely to be physically stored to the same machine. Therefore, choosing a row key convention is of paramount importance. For example, in a table whose keys are domain names it makes the most sense to list these names in reverse order notation so that rows about a subdomain will be near the parent domain row.
Finally, Apache project Phoenix attempts to bridge HBase with the relational world by allowing the formulation of SQL queries and the use of OLTP analytics over Hadoop for low latency applications. Thus, existing SQL and JDBC APIs with full ACID transaction capabilities can be used over an HBase backbone.
THE CLOUD AND THE *aaS MODELS
The cloud is an efficient way of distributing and abstracting computational resources [23] . Besides massive scalability, it offers efficient and decentralized resource management including sharing. Thus, asset utilization is typically high. The cloud comes at three major service abstraction levels, namely IaaS, PaaS, and SaaS, depending on the operational requirements.
Infrastructure as a Service (IaaS) model offers the least resource abstraction layer. Still, there is a broad range of virtual services including computing hardware, location, data partitioning, scaling, security, and backup [28] . Besides these basic services, IaaS clouds often offer additional resources such as a virtual-machine disk-image library, raw block storage, file or object storage, firewalls, load balancers, IP addresses, virtual local area networks (VLANs), and software bundles. A hypervisor or, in rare cases, even a powerful mainframe acts as the host to a number of guest virtual machines. Pools of hypervisors within the cloud OS can support large numbers of guests as well as an impressive scaling capability [13] . IaaS is the model of choice mainly for network and database administrators. A prime example is Amazon Elastic Compute Cloud, an IaaS cloud platform available to both industry and academia [5] [12] .
Platform as a Service (PaaS) aims at higher abstraction and less resource management at the expense of reduced customization flexibility. It is commonly selected to provide a reliable and integrated working environment to application developers. As such, PaaS places emphasis on virtual hardware diversity for facilitating testing purposes as well on software tools like dynamic OS libraries, development and execution environments, databases, and Web servers. PaaS end users do not directly manage the underlying cloud infrastructure such as network interface cards, servers, or storage. PaaS is further divided to Integration PaaS (iPaas) and Data PaaS (dPaaS), where the former facilitates rapid software development and the latter is oriented towards data intensive application creation and testing. PaaS examples include Microsoft Azure and Google App Engine.
Software as a Service (SaaS) model, finally, is used primarily in order to access and manage application software and databases. Under SaaS users have less flexibility compared to PaaS in order to achieve maximum standardization and ease of installation and maintenance. Consequently, typical users include IT and devops personnel and small business administrators, back end operators, or power users. Under SaaS the cloud framework is less transparent and configurable, as only a few software components are directly controlled, but at the same time it is more reliable, especially for novice users.
BIOSIGNALS IN HBase
HBase has been the database of choice or a number of applications where biosignals had to be saved and processed. For instance, the efficient processing of clinical signal data was a vital step towards multivariate analysis in order to develop better ways of describing the clinical status of a patient in [28] . Additionally, in [36] , a novel approach for storing and processing clinical signal data, including ECG, based on the Apache HBase distributed column-store and the MapReduce programming paradigm with an integrated web-based data visualization layer is presented. In this work, authors proposed a system where the computation was parallelized, thus trying to resolve the problem of increasing numbers of sensors and resulting data.
Authors in [29] present the notion of Health Monitoring as a Service (HMaaS) in a cloud-based personal health sensor data management platform. The proposed framework will act as a host to an ecosystem of scientists, medical practitioners, developers, as well as professionals with the aim of publishing their data analysis models as utilities in the cloud. Authenticated users can access those services and utilize their collected sensor data without any expert knowledge. The feasibility of this approach is supported by an ECG-based health monitoring service application deployed in addition to the main system.
Finally, in [20] a quick method for regularizing long ECG signals based on finite differences was proposed. This method is based on a tradeoff between two factors, one measuring the distance of the desired regularized version from the raw data and the other measuring the smoothness of the regularized data version. As noted, this approach is almost linearly scalable and HBase over cloud can provide a viable framework for such a scaling. This infrastructure would be also beneficial to the spectral analysis proposed in [38] for ECG signals, as the performance HBase can be fine-tuned to efficiently answer queries regarding the spectral content of the original ECG data.
DISCUSSION
This survey serves as a starting point for describing how HBase over the cloud can serve as a viable alternative for storing and analysing offline large biosignals with an emphasis to cardiovascular and respiratory time series. A number of examples has been described while the infrastructure description was intentionally kept on a minimum, as it is transparent to the end user.
Future research directions include the deployment of HBase as part of multimodal medical information processing architectures such as the one proposed in [19] , where database interoperability and transparency plays a crucial role to data fusion. HBase over the cloud can be a scalable means for storing medical documents once they have been retrieved by specialized information retrieval systems such as [17] , where a tensor-based retrieval system utilizing MeSH was proposed for document search in PubMed. Also, biomedical association rules mining outlined in [35] can be converted to be compatible with NoSQL operating parameters instead of relational ones and stored in such a system.
As a concluding remark, signs from computer fields are encouraging regarding the adoption of HBase. In social media analysis a cloud-based architecture was proposed in [3] . Authors aim at creating a sentiment analysis tool for Twitter data based on Apache Spark cloud framewor. There tweets are classified tweets using supervised learning techniques. Also, some pre-processing steps are introduced for achieving better results in sentiment analysis, whereas the classification algorithms are used for both binary and ternary classification. The proposed system was trained and validated with real data crawled by Twitter and in following results are compared with the ones from real users. In addition, in [37] , authors present a novel method for Sentiment Learning in the Spark framework; the proposed algorithm exploits the hashtags and emoticons inside a tweet, as sentiment labels, and proceeds to a classification procedure of diverse sentiment types in a parallel and distributed manner.
