Abstract. Representations of derivative and exponential operators, with linear boundary conditions, are constructed in multiwavelet bases, leading to a simple adaptive scheme for the solution of nonlinear time-dependent partial differential equations. The emphasis on hierarchical representations of functions on intervals helps to address issues both of high-order approximation and of efficient application of integral operators, and the lack of regularity of multiwavelets does not preclude their use in representing differential operators. Comparisons with finite difference, finite element, and spectral element methods are presented, as are numerical examples with the heat equation and Burgers' equation. 1. Introduction. In this paper we construct representations of operators in bases of multiwavelets, with the goal of developing adaptive solvers for both linear and nonlinear partial differential equations, and we demonstrate success with a simple solver. We use multiwavelet bases constructed in [2] following [3, 5] . These bases were also considered in [14], although not for numerical purposes. Multiwavelet bases retain the properties of wavelet bases, such as vanishing moments, orthogonality, and compact support. The basis functions do not overlap on a given scale and are organized in small groups of several functions (thus, multiwavelets) sharing the same support. On the other hand, the basis functions are discontinuous, similar to the Haar basis and in contrast to wavelets with regularity. As was shown in [3] (discrete version of multiwavelets) and [2] , multiwavelet bases can be successfully used for representing integral operators. A wide class of integrodifferential operators has effectively sparse representations in these bases, due to vanishing moments of the basis functions. An effectively sparse matrix representation is one that differs from a sparse matrix by a matrix with a small norm.
Introduction.
In this paper we construct representations of operators in bases of multiwavelets, with the goal of developing adaptive solvers for both linear and nonlinear partial differential equations, and we demonstrate success with a simple solver. We use multiwavelet bases constructed in [2] following [3, 5] . These bases were also considered in [14] , although not for numerical purposes. Multiwavelet bases retain the properties of wavelet bases, such as vanishing moments, orthogonality, and compact support. The basis functions do not overlap on a given scale and are organized in small groups of several functions (thus, multiwavelets) sharing the same support. On the other hand, the basis functions are discontinuous, similar to the Haar basis and in contrast to wavelets with regularity. As was shown in [3] (discrete version of multiwavelets) and [2] , multiwavelet bases can be successfully used for representing integral operators. A wide class of integrodifferential operators has effectively sparse representations in these bases, due to vanishing moments of the basis functions. An effectively sparse matrix representation is one that differs from a sparse matrix by a matrix with a small norm.
However, this early success with integral operators did not immediately lead to the successful solution of partial differential equations. The requirements for solving partial differential equations, especially adaptively, differ somewhat from those for integral equations and extend beyond the property of vanishing moments.
In this paper we demonstrate that the multiwavelet bases are well suited for high-order adaptive solvers of partial differential equations, and we argue they present a better choice than other wavelet bases. The representation of differential operators in these bases may be viewed as a multiresolution generalization of finite difference schemes, discontinuous finite element schemes, introduced in [10] (see also [9] and references therein), and finite spectral elements (see, for example, [17, 20] ). We expand on these points later in the paper.
There are two main reasons for using wavelet bases as a tool for computing solutions of partial differential equations (PDEs). First, the fact that advection-diffusion equations (for example, the Navier-Stokes equations) are often, subtly, integrodifferential equations, gives rise to difficulties in setting up numerical schemes, since requirements for the descretization of integral and differential operators appear contradictory. In particular, the usual discretizations of an integral operator lead to dense (full) matrices. Since integral operators in advectiondiffusion equations (for example, the Riesz transforms) are sparse in both wavelet and multiwavelet bases, the usual difficulties associated with their representation do not occur. Second, one of the remarkable properties of wavelet bases is that they provide a system of coordinates in which (for a wide class of operators) numerical calculus of operators becomes practical [5] . In particular, we can compute exponentials of self-adjoint, strictly elliptic operators. Such exponential operators are sparse for all 0 ≤ t < ∞ and, in fact, become more and more sparse (for a fixed but arbitrary accuracy) as t increases. This observation has led to the exact linear part schemes for time discretization in [6] and [7] . Using exponential operators to set up the time evolution, we dramatically improve the properties of the time-stepping schemes. Exponentials of operators for t > 0 eliminates the need to represent second-order derivative operators in, for example, the Navier-Stokes equations, since the integrals representing coefficients of the exponential operator are absolutely convergent.
Representations of the derivative operator in bases of compactly supported Daubechies' wavelets [12] may be interpreted on the finest scale as finite difference schemes (for the coefficients of expansion) [4] . These schemes correspond to central differences and are of order 2M in bases with M vanishing moments. Representations of differential operators are unique since the basis functions are smooth enough to make the integrals (defining the coefficients of the representation) absolutely convergent. The uniqueness holds for all smooth wavelets. Therefore, there is no natural equivalent of forward and backward differences if we interpret these representations as finite differences on the finest scale.
An extension of such representations using bases on an interval [11] may also be interpreted as a finite difference scheme on the finest scale with a "corrected" stencil near the boundary. The problem of accommodating boundary conditions in such cases is very similar to that for the usual finite-difference scheme, in that there is a loss of quality of approximation near the boundary. This is due either to the loss of the order of approximation or to the high sensitivity to a change in the boundary values (large condition number of corresponding operators).
On the other hand, since multiwavelets are discontinuous, the integrals defining the coefficients of the derivative operator are only conditionally convergent and representations of differential operators in multiwavelet bases exist only in the weak sense. We construct a family of weak representations, that is, representations which are accurate up to an appropriate order for a class of smooth test functions, for example C ∞ ( [0, 1] ). This family contains analogs of forward and backward differences, which are very convenient for a number of reasons. In particular, it is easy to accommodate boundary conditions without losing the order of approximation. Such weak representations appear to be perfectly adequate for computation and, in fact, have a number of useful properties. We show that by representing differential operators in multiwavelet bases with M vanishing moments, we maintain convergence of order M − 1 up to the boundary.
Another property of the multiwavelet bases that makes them a good candidate for solving PDEs is the interpolating property of scaling functions. If the scaling function of a wavelet basis is interpolating, then the coefficients are also values of the function. This is very useful for the adaptive computation of nonlinear functions of the solution. There are no smooth, compactly-supported, orthonormal wavelets with this property (although approximations ex-ist [6] ). In this paper we introduce a modification of the bases of [2] such that the transition between coefficients and values is achieved by a diagonal matrix (rescaling).
Computing a pointwise product of functions, as is done in [6] , reveals that the efficiency of the algorithm depends on the oversampling factor (or the number of finer scales into which the pointwise product spills). For piecewise polynomial wavelets, including spline wavelets, the oversampling (or refinement, introducing additional scales) is moderate. With a proper choice of the number of vanishing moments for a desired accuracy and thresholding to determine the coefficients to retain, refinement of only one scale is sufficient.
Finally, if we restrict the representation to scaling functions on the finest scale, our method is very similar to that of finite differences, finite elements, or spectral elements, depending on your preferred interpretation. Using the multiresolution representation (multiwavelets) allows us to retain access to the properties outlined above and, at the same time, use the advantages of wavelets. (Instead of wavelets we can use scaling functions from different scales; we do not distinguish between these approaches at this point.)
The paper is organized as follows. In Section 2, we elaborate on the motivation for selecting multiwavelet bases as a tool for solving PDEs by considering, as a concrete application, the Navier-Stokes equations in the semigroup formulation. We introduce multiwavelet bases in Section 3, where we also consider a variant of multiwavelet bases with interpolating scaling functions. In the same section, we consider the corresponding two-scale difference equations and algorithms for multiwavelet decomposition and reconstruction. We then discuss in detail in Section 4 weak representations of the derivative operator in multiwavelet bases. We show that such multiwavelet derivatives can be viewed as analogs of various finite difference operators (forward, backward, and central differences, for example), but allow us to maintain high order in the presence of boundary conditions. We then consider the construction of the exponential operators in Section 5 in order to set up our numerical scheme for PDEs. Finally, in Section 6 we illustrate our approach by considering an adaptive solver for Burgers' equation.
Considerations for advection-diffusion equations.
We restrict our attention to a class of advection-diffusion equations of the form
and the linear boundary condition
In (2.1) L represents the linear and N (·) the nonlinear terms of the equation.
As a specific example, we consider the incompressible Navier-Stokes equations in three spatial dimensions and write them in the form (2.1). We start with the usual form of the Navier-Stokes equations for x ∈ ⊂ R 3 ,
where p denotes the pressure, with initial condition u(x, 0) = u 0 , (2.6) and "no slip" boundary condition
Equation (2.4) implicitly provides an equation for p through the zero-divergence constraint (2.5). Let us introduce the Riesz transforms, which are defined in the Fourier domain as
where f denotes the Fourier transform of the function f . It is not difficult to show that the projection operator on the divergence-free functions (the Leray projection) may be written with the help of the Riesz transforms,
To demonstrate that P(u) satisfies (2.5), it is sufficient to verify several identities involving Riesz transforms: for example,
, which is easily established by using the Fourier representations of these operators. Using projection P we obtain
in place of (2.4) and (2.5). Equation (2.10) is now in the form (2.1), where L = ν and N (u) = −P((u · ∇)u). The transformation from (2.4) and (2.5) to (2.10) (aimed at removing the pressure term from (2.4)) is well known and appears in a variety of forms in the literature. Here we followed a derivation presented in [21] , and by Yves Meyer at the Summer School at Luminy (1997).
Equation (2.10) shows that the Navier-Stokes equations are integrodifferential equations, since the Riesz transforms are integral operators. The presence of the Riesz transforms does not create serious difficulties if we represent operators R j , j = 1, 2, 3, in a wavelet basis with a enough vanishing moments (for a given accuracy). The reason is that these operators are nearly local on wavelets, and, thus, have a sparse representation. This approximate locality follows directly from the vanishing-moments property. Vanishing moments imply that the Fourier transform of the wavelet and its first several derivatives vanish at zero, and, therefore, the discontinuity of the symbol of the Riesz transform at zero has almost no effect. Precise statements about such operators can be found, for example, in [4, 5] .
This observation provides us with a reason to require that the vanishing-moment property be satisfied for the basis functions. This is exactly the same consideration that one needs to use in the theory of the vortex method [8] , except that we consider no further approximations of the Navier-Stokes equations.
A second reason for using wavelet bases is found if we consider numerical methods for time evolution of (2.1). Using the semigroup approach (see for example, [21, 19, 16] ) we rewrite the PDE (2.1) as a nonlinear integral equation in time, 11) and consider a class of exact linear part (ELP) time-evolution schemes [6, 7] . A distinctive feature of these schemes is the exact evaluation of the contribution of the linear part. When the nonlinear part is zero, the scheme reduces to the evaluation of the exponential function of the operator (or matrix) L representing the linear part.
The stability of traditional time-discretization schemes for advection-diffusion equations is controlled by the linear term, and these equations typically require an implicit marching scheme to avoid an impractically small time step. As is shown in [7] , with an explicit ELP scheme it is possible to achieve the stability usually associated with implicit predictorcorrector schemes. Even if an implicit ELP scheme is used, as in [6] , an approximation is used only for the nonlinear term. This changes the behavior of the corrector step of implicit schemes. The corrector step iterations of the usual implicit schemes for advection-diffusion equations involve either both linear and nonlinear terms or only the linear term [18] . Due to the high condition number of the matrix representing the linear (diffusion) term, convergence of fixed-point iteration requires a very small time step, making fixed-point iteration impractical. Implicit ELP schemes do not involve the linear term and fixed-point iteration is sufficient [6] .
Unfortunately, computing and applying the exponential or other functions of operators in the usual manner requires evaluating dense matrices and is highly inefficient. An exception is the case where a fast algorithm is available for the diagonalization of the matrix L; for example, L is a circulant matrix which is diagonalized by the Fourier transform (FT). This approach is not available in the case of variable coefficients and general boundary conditions.
On the other hand, computing exponentials of strictly elliptic operators with variable coefficients in the wavelet system of coordinates results in sparse matrices, and using exponentials of operators for numerical purposes is an efficient option [6] . For problems in two and three dimensions, additional issues of efficiency (that we will consider separately) have to be addressed to make such schemes practical. Numerical schemes of ELP type, however, provide significant advantages and are available only if the resulting matrices are sparse in the system of coordinates chosen for computations. Again the basic reason for sparsity (for a given but arbitrary precision) is the vanishing-moment property.
The next step in our assessment of the requirements for the basis is to consider the boundary conditions. In (2.1) and (2.11) we incorporate the boundary conditions into the operator L. For example, u = L −1 v means that u solves Lu = v with the boundary conditions Bu = 0. Similarly, u(x, t) = e Lt u 0 (x) means that u solves u t = Lu, u(x, 0) = u 0 (x) and Bu(x, t) = 0.
Thus, we need to find bases where it is easy to impose the boundary conditions and, most importantly, the order of the approximation remains the same (or almost the same) as that for the PDE itself. Historically, this problem has proved to be difficult. For example, with the finite-difference methods, it is relatively easy to impose boundary conditions within loworder schemes. As the order of approximation increases, so do the condition numbers of the corresponding boundary operators; as a result, high-order schemes are problematic within finite-difference methods. It appears necessary to approach the boundary with unequally spaced nodes to avoid the Runge phenomenon. We will continue these considerations further in the paper.
Next, nonlinear PDEs (as well as some linear PDEs) require computation of the pointwise product of functions or, more generally, functions of the solution. We argue that it is convenient to have wavelet bases where the scaling functions have the interpolating property (see discussion in [6] ). This is similar to the approach of the pseudospectral methods where an approximation to a solution is constructed in such a way that at the collocation points, we can operate on function values rather than on coefficients of expansions.
The interpolating property of scaling functions, the requirement that φ(k) = δ k,0 , where k is an integer, goes one step further and implies that values and coefficient are the same. Specifically, if we have an expansion
This property is useful in the construction of adaptive algorithms for pointwise multiplication [6] . For the bases we develop in this paper, the transition operator between coefficients and values is diagonal.
Finally, we use orthonormal bases rather than biorthogonal bases or basis-free constructions (as in finite difference schemes). In our view, effort put into the construction of the basis (the coordinate system in which the solutions are represented) simplifies both the analysis and the numerical algorithms.
3. Multiwavelet bases.
Mathematical preliminaries.
In this section we summarize some properties of the multiwavelet bases developed in [2] and introduce our notation. We describe the orthonormal bases in L 2 ([0, 1]) and note that they may be readily extended to bases in L 2 (R).
Multiresolution analysis.
For k = 1, 2, . . . , and n = 0, 1, 2, . . . , we define V k n as a space of piecewise polynomial functions,
is a polynomial of degree less than k, for l = 0, . . . , 2 n − 1, and f vanishes elsewhere}.
The space V k n has dimension 2 n k and
We define the multiwavelet subspace W k n , n = 0, 1, 2, . . . as the orthogonal complement of
and note that W k n is of dimension 2 n k. Therefore, we have
We define V k as the union of all spaces V k n ,
and observe that V k is dense in L 2 ([0, 1]) with respect to the norm || f || = f, f 1/2 , where
3.1.2. Nonstandard form. As was shown in [5] , given a multiresolution analysis as in (3.2) , and orthogonal projection operators P k n :
where
and
The nonstandard form is the representation of T in (3.7) as a collection of triplets,
We will construct nonstandard forms of the derivative operator and of exponential operators in multiwavelet bases.
Multiwavelets.
We introduce piecewise polynomial functions ψ 0 , . . ., ψ k−1 to be an orthonormal basis for
The space W k n is spanned by 2 n k functions obtained from ψ 0 , . . . , ψ k−1 by dilation and translation,
and supp(ψ n jl ) = I nl , where I nl denotes the interval 2 −n l,
Similarly, given a basis φ 0 , . . . , φ k−1 of V k 0 , the space V k n is spanned by 2 n k functions which are obtained from φ 0 , . . . , φ k−1 by dilation and translation,
Interpolating basis.
In the original construction [2] , the scaling functions φ 0 , . . . , φ k−1 were chosen to be φ j (x) = √ j + 1/2 P j (x), j = 0, . . . , k − 1, where P j are the Legendre polynomials. These functions form an orthonormal basis for the space of polynomials of degree less than k on the interval [-1,1]. We introduce an alternative basis for this space, using interpolating polynomials.
Given nodes x 0 , . . . , x k−1 , the fundamental polynomials of Lagrange interpolation are defined as (3.20) where the coefficients are given by
Any polynomial f of degree less than k can be represented by the expansion
The argument is straightforward:
1. By forming the inner product of basis functions R i and R j , replacing the resulting integral by its Gauss-Legendre quadrature formula (which is exact for polynomials of degree up to 2k − 1), and substituting (3.21) where the coefficients are given by c i j
dx. Now applying the quadrature formula, and l j (x n ) = δ j n , we obtain (3.22) and combining (3.17) , (3.21) , and (3.22), we arrive at (3.19).
3. Since R 0 , . . . , R k−1 form an orthonormal basis, we have d j = f, R j . The result follows by applying the quadrature formula and using the interpolating property of l j (x). REMARK 3.1. Property 3 in Proposition 3.1 demonstrates that the transformation between function values and basis coefficients is achieved by a diagonal matrix. This property is the main reason for considering interpolating bases.
Examples of interpolating basis functions for k = 1, 2, and 3 are given in Table 3 .1. 
Choice of scaling functions.
To summarize, we can use either the Legendre polynomials P 0 , . . . , P k−1 or the interpolating polynomials R 0 , . . . , R k−1 , both on (−1, 1), to construct an orthonormal basis for V k 0 . For j = 0, . . . , k − 1, we define the Legendre scaling functions (3.23) and the interpolating scaling functions (3.24) where now x 0 , . . . , x k−1 denote the roots of P k (2x − 1), and w 0 , . . . , w k−1 the quadrature weights
We will consider both choices of the scaling functions.
Two-scale difference equation.
In order to compute projections of functions on subspaces of multiresolution analysis in (3.2), we consider the two-scale difference equations (see, for example, [13] ). While the following derivation uses the Legendre scaling functions φ j (x), equivalent expressions hold for the interpolating scaling functions ϕ j (x) as well.
For Daubechies' wavelets, the filter coefficients are used to construct the scaling function φ and the wavelet ψ, whereas, in our case, functions φ and ψ are known, and we use them to construct the filter coefficients.
The relations (3.2) and (3.3) between the subspaces may be expressed by the two-scale difference equations,
where the coefficients g (0) i j , g (1) i j depend on the choice of the order k. (The same expression holds for the interpolating scaling functions.) The functions
The matrices of coefficients
are analogs of the quadrature mirror filters (see, for example, [13] ). The two-scale equations (3.26) have led us to a multiresolution decomposition. We now derive the necessary relations for multiresolution reconstruction. By construction, the following orthogonality conditions hold:
which also may be written as
Similarly, (3.26) may be substituted into (3.28b), and (3.28c) to obtain
we note that UU T = I. Therefore U is an orthogonal matrix and satisfies U T U = I . The condition U T U = I gives rise to an additional set of relations for matrices H (0) , H (1) , G (0) and G (1) :
Using these relations, we obtain
Relations (3.26) and (3.34) yield algorithms for transition between different scales of the multiresolution analysis which we briefly describe in Section 3.3 below.
The Fourier domain version of the derivation of this section is included in Appendix A.
QMF coefficients.
We explicitly compute quadrature mirror filter (QMF) coefficients as matrices H (0) , H (1) , G (0) , and G (1) . We compute the matrix H (1) by multiplying both sides of the two scale difference equation (3.26a) by √ 2φ j (2x). Due to orthogonality, we obtain
Applying Gauss-Legendre quadrature, with nodes and weights from (3.25), we get
We proceed in the same manner to obtain from (3.26) the equations
From the symmetry of the Legendre scaling functions φ j (x) and wavelets ψ j (x), we have
and, using (3.34), (3.37), and (3.26), we note that
Therefore, we compute the coefficients h i j from (3.36) and the coefficients h (1) i j , g (1) i j from (3.38). The results for H (0) are summarized in Table 3 .2 for k = 1, 2, and 3. For i < j , we obtain h (0) i j = 0, and for each k ≤ 3, the associated matrix H (0) occupies the upper-left k × k block in Table 3 .2. The results for G (0) are shown in Table 3 .3 for k = 1, 2, and 3. 
Interpolating scaling functions.
We now compute the QMF matrices for the interpolating polynomial basis. Due to the interpolating properties of the basis functions, equations (3.36) may be written as 
From the symmetry of the functions ϕ j (x) and ψ j (x), we observe that
The results for H (0) are summarized in Table 3 .4 for k = 1, 2, and 3. The results for G (0) are shown in Table 3 .5 for k = 1, 2, and 3.
Algorithms for multiwavelet decomposition and reconstruction. The matrix coefficients h
where the coefficients s n jl are computed as
The decomposition of f (x) into the multiwavelet basis is given by (3.43) with the expansion coefficients 
We present an algorithm for the transformation from function values to multiwavelet coefficients (decomposition), and its inverse from coefficients to values (reconstruction).
The decomposition algorithm consists of two parts. First, the function f (x) is projected on the finest scale as in (3.41) and (3.42), and then the wavelet coefficients in (3.43) and (3.44) are computed using the QMF coefficients.
Projection on the finest scale.
The representation in (3.41) is obtained by dividing the interval [0, 1] into 2 n equal subintervals. In order to achieve a good approximation, the discretization is chosen such that f (x) is well-approximated by polynomials of degree k − 1 on each subinterval. We note that, with minor modification of the following procedure, the subintervals can be chosen to be dyadic intervals of various lengths (we note it as one of the advantages of using multiwavelet bases).
The coefficients in (3.42) may be computed using Gauss-Legendre quadrature. Using (3.15) with Legendre polynomials, we obtain
where x 0 , . . . , x k−1 are the roots of P k (2x − 1), and w 0 , . . . , w k−1 are the corresponding quadrature weights, given in (3.25). For the interpolating basis, (3.45) simplifies to 
These relations follow from (3.26), (3.42), and (3.44). Thus, starting with 2 n k values s n il , we apply repeatedly the decomposition procedure (3.47) to compute the coefficients on coarser levels, m = n − 1, n − 2, · · · , 0. 
The later relations follow from (3.34), (3.42), and (3.44).
Truncation of coefficients.
Let us explicitly describe the procedure for truncation of wavelet coefficients. Given a function f , and its approximation f n (on scale n), we set to zero difference coefficients d n l (in interval l) whenever
where is the desired accuracy of the approximation. Using (3.49) as a truncation threshold, the approximation f n satisfies the global estimate
To see this, let us take f to be f n+1 , so that ||d
Substituting this relation into (3.49) and squaring both sides we obtain
Summing the norms in (3.51) over all intervals l = 0, 1, . . . , 2 n − 1, and taking a square root, we obtain the bound in (3.50).
Pointwise multiplication of functions.
We now describe the procedure which we use for the multiplication of functions represented on an interval. Given functions f and g, each represented on some union of dyadic subintervals by k-term interpolating polynomial expansions, we obtain the product f · g in four steps. First, the representations for f and g are refined by dividing their subintervals, as necessary, so that the subintervals for two functions coincide. Second, each subinterval is further divided into two, to allow sufficient resolution to represent the product. The coefficients in the representations of f and g are transformed in these two steps into coefficients for the refined subintervals. Third, the product of representations
, where
where w j are the Gaussian quadrature weights. Fourth, for each pair of subintervals obtained in the second step, the k "average" coefficients and k "difference" coefficients are computed and the intervals are merged if the differences are below the accuracy threshold. is unique, since the integrals that describe the coefficients of the representation are absolutely convergent. For discontinuous basis functions, these integrals are only conditionally convergent, thus opening the possibility of more than one representation consistent within the given basis.
Representation of
Our approach is based on defining weak representations of the derivative operator. As we will show below, the nonuniqueness of weak representations is an advantage rather than a hindrance. In particular, representations that can be viewed as analogs of the forward and backward differences are consistent with the multiresolution structure of the operator.
We now let T denote the derivative operator. In order to construct the blocks A k n , B k n , C k n , and T k n of its nonstandard form, defined in (3.8) and (3.9), it is sufficient, due to homogeneity,
Our goal is to find the k × k transition matrices r 
is the representation of T on the coarsest scale V k 0 , and d is the degree of homogeneity of the operator T.
For derivative operators, the integral (4.4) does not exist as an absolutely convergent integral; instead we find the matrices r n lm in two different ways. In Section 4.1 these matrices are obtained as a solution to a system of linear equations. These equations appear as we impose requirements that (i) on different scales matrices r n lm differ only by a factor in accordance with the degree of homogeneity of the operator, and (ii) the operator is exact for polynomials on [0, 1] up to degree k. In Section 4.2 integrals are redefined by integration by parts (a traditional way of dealing with weak solutions), and the results agree with Section 4.1. As a result, we construct a family of derivative operators consistent with multiresolution analysis.
Let us rewrite (4.5) using the derivative operator
which again is a formal expression at this point. Since 
we rewrite (4.8) in the formS
The transition matrix R n has a block tridiagonal structure
each block r l being a k × k matrix. The matrix blocks r 1 and r −1 describe interactions with the left and the right neighboring intervals, respectively.
Computation of the transition matrix (approach I).
In this section we compute the transition matrices r l for the Legendre scaling functions by solving a linear system of equations, which enforces proper scaling, and exact differentiation for polynomials up to degree k − 1. Using the two-scale difference equation (3.26a) for φ i and φ j , let us formally rewrite (4.6) as
(4.12) We will use the linear system (4.12) as a subset of defining equations for r l , l = 0, ±1, whether the integrals in (4.6) exist or not. Using this linear system ensures that the resulting operator is homogeneous of degree one, even though the basis functions are discontinuous.
In addition to equations (4.12), we require that the transformation (4.3) be exact for polynomials up to degree p = k − 1. On subspace V k n we set 
Then the matrices r l are required to satisfy
It is not difficult to verify that the complete system (4.12), (4.15) contains 3k 2 −2 linearly independent equations for 3k 2 unknowns (some equations are duplicated). As we will see, these two extra degrees of freedom are related to interaction between neighboring intervals. By setting a = [r If we set parameters a = b = 0, then the blocks r −1 and r 1 vanish. Therefore, the interaction between intervals occurs only if a, b = 0. We will show in Section 4.2 that these parameters can be selected so that the order of the approximation error in the representation (4.2) is maximized. Also, by appropriately selecting these parameters, we can maintain the order of the scheme as we approach the boundary. These properties also hold for the transition matrices computed in Section 4.2.2 for the interpolating scaling functions.
Once the matrices r l are computed (in either basis), we can express the matrix elements
ii g (1) j j [r 2l ] i j + g (1) ii g
The corresponding matrices α n lm , β n lm , γ n lm on the nth level can be computed by rescaling, α
Thus, the nonstandard form of the operator d d x in the multiwavelet basis is completely determined by the matrices r l . We have obtained a parametrized family of weak derivative operators.
Computation of the transition matrix (approach II).
In this section we use a traditional approach in defining the weak derivative. This approach amounts to the integration by parts to compute the elements of the transition matrix of the operator d d x (for both the Legendre and interpolating bases). This approach permits us to establish the meaning of the free parameters a and b in (4.18). We show that, for a particular choice of a and b, the order of approximation is maximized. Let us consider (4.2) for the derivative operator, where (4.20) are the scaling function coefficients. We definex l byx l = 2 −n l for l = 0, . . . , 2 n − 1, and integrate (4.20) by parts,
Using (4.1) and (3.15) we obtaiñ
where the integrals (4.24) and similarly on the boundaryx l . When approximating f (x l+1 ) by finite sums, an error is incurred so that from the left
kn , (4.25a) and from the right,
In Appendix B we derive estimates for the truncation errors, where we separate the leadingorder term, (1) 
To approximate the boundary values (4.25), we use weighted contributions from both sides of the boundary as
kn , (4.27) where 0 ≤ a ≤ 1 is a parameter. Similarly, on the boundary x =x l we have
where 0 ≤ b ≤ 1 is a parameter. We show in Section 4.2.1 that parameters a and b are identical to those introduced in (4.16). In the case of Dirichlet boundary conditions, the exact values of f (x) may be used at x = 0 and x = 1 instead of the approximations in (4.27) and (4.28). We discuss this further in Section 4.3.
Substituting (4.27) and (4.28) into (4.22), we obtaiñ
REMARK 4.1. The length of the basic interval on the subspace V k n is h = 2 −n . Thus, the order of the truncation error is kn = O h k−1/2 . If, however, k is odd, the leading-order term in the error estimate can be eliminated by setting a = b = 
Clearly, the matrices r −1 and r 1 have rank one, as we mentioned before. 
Transition matrix in the Legendre basis.
We provide explicit expressions for the parameters in (4.31) for the Legendre basis. Using a relation for the Legendre polynomials [1] ,
we obtain for the first derivative 
which is obtained by differentiating the ordinary differential equation satisfied by the Legendre polynomials (see, for example, [1] ),
and evaluating results at the boundary points.
Substituting (4.34) and (4.35) into (4.29), we obtaiñ
Expressions for the transition matrices in (4.37) and (4.18) are exactly the same.
The matrices r 1 and r 0 are shown in Table 4 .1 for k = 1, 2, and 3, and for a = b = 1/2. (Using these parameters, r −1 = −r 1 T .) 
Transition matrix in the interpolating basis.
For the interpolating basis ϕ i (x) defined in (3.24), coefficients K i j in (4.23) reduce to (4.38) and can be evaluated numerically by differentiating the Lagrange polynomials in (3.24). Using (3.24) and (4.35) we may evalutate the boundary terms
The matrices r 1 and r 0 are shown in Table 4 .2 for k = 1, 2, and 3, and a = b = 1/2. Again we note that r −1 = −r 1 T for this choice of parameters. To summarize the results of this section, we note that (i) the derivative operator is defined using the three-block stencil r 0 , r 1 , and r −1 . Communication with neighboring intervals is achieved through blocks r 1 and r −1 of rank one, if a, b > 0. (ii) For all choices of a and b, the transition matrices scale as 2 n , consistent with the two-scale difference equations and the degree of homogeneity of the operator.
Multiwavelet derivative operators as an analog of finite differences.
Derivatives in wavelet bases (such as Daubechies' wavelets) on a subspace V k n may be viewed as finitedifference schemes [4] . The nonstandard forms of these operators are easy to compute and to apply. The multiresolution representation allows us in this case (with additional algorithms) to avoid computations with matrices of high condition number [15] .
Let us now turn to the multiwavelet representation of the derivative. In this case, the derivative operator on V k n is represented by a block tridiagonal matrix, subject to the choice of parameters a and b. In order to characterize these choices, let us consider the collection of matrix blocks {r 1 , r 0 , r −1 } in (4.31) as a "block stencil," by analogy with standard finite differences. Using this stencil, we may specify a variety of operators, including block analogs of central, forward, and backward differences.
The advantage of the block structure becomes clear if we consider boundary conditions. In particular, we do not change the order of the approximation by incorporating boundary conditions. The difficulty of maintaining order near the boundary has been a problem in ordinary finite differences. At the root of this problem is the location of the grid points used in the discretization. High-order approximations using equally spaced points are difficult (if not impossible) to obtain near the boundary. In the multiwavelet case, unequally spaced grid points are selected as roots of orthogonal polynomials, and this leads to high-order schemes. Also, Dirichlet boundary conditions may be incorporated directly into the construction by replacing (4.27) and (4.28) with known values for f (0) and f (1). 
Stencil Type Expression
Let us now consider the projection of T = In constructing T , we would like to obtain a selfadjoint, negative-definite matrix for self-adjoint, negative-definite problems. This is achieved if D = −D T , and we construct such derivative operators explicitly using the stencils in Table 4 .3, for the cases of periodic boundary conditions and zero boundary conditions.
Periodic derivatives.
Let us define D c to be a block central-difference operator, and D f and D b to be block forward-and backward-difference operators, respectively, with periodic boundary conditions. In Table 4 which verifies that the off-diagonal blocks are skew-symmetric. Next we simplify K j i , defined in (4.23), using integration by parts to obtain 
, we drastically improve the numerical properties of derivative matrices and their exponentials (see Section 5.3 for numerical results). We note that this combination for D 2 forces symmetry between the ends of the interval. REMARK 4.3. We note that for k = 1 (the Haar basis) and for Dirichlet boundary conditions, the stencil given in Table 4 .4 is a rather poor approximation of the first derivative operator. Since the Haar basis is only a piecewise constant representation of the function, the boundary condition f (0) = 0 forces the function to zero, for example, in the first, or left-most interval. This problem may be remedied in several ways, such as using a staggered interval representation. Our experiments with staggered intervals show that although it is useful for low order, there are problems for higher orders (which so far we were not able to resolve). For this reason, we do not pursue this approach here since the symmetric construction of D 2 for higher order schemes is completely adequate (see Section 5.3).
Representation of the exponential operators in multiwavelet bases.
We can significantly improve properties of time evolution schemes for advection-diffusion equations by using the exponential of operators [6, 7] . As it turns out, for self-adjoint, strictly elliptic operators L, the exponential exp (−tL) is sparse in wavelet bases (for a finite but arbitrary precision) for all t ≥ 0. In fact, the exponential of these operators is usually sparser than any of its polynomial or rational approximations. This is because the error of such approximations is usually in the region of high spatial frequencies, which reduces the efficiency of wavelet representations. This observation makes the construction of exp (−tL) (and other operators necessary for implementation of evolution schemes [6, 7] ) feasible in two and three spatial dimensions. We will limit further discussion here to dimension one. Although the approach of this paper does not rely on any specific one-dimensional features, the straightforward generalization of what follows (while possible) is not efficient. An efficient generalization to multiple dimensions will be given elsewhere. Our goal in discussing the one-dimensional problem is to demonstrate that using multiwavelet bases we can incorporate boundary conditions other than the periodic boundary condition in [6] .
We start by two explicit constructions of the exponential operators (in the case of constant coefficients) for periodic and Dirichlet boundary conditions. We then consider operators with variable coefficients. The development of the analogs of forward and backward differences in Section 4.3 makes the task fairly straightforward.
Let us consider the heat equation
with the initial condition u(x, 0) = u(x) and either the periodic condition
or the Dirichlet boundary conditions
The exact solution at the time t = τ is given by
where the boundary conditions are incorporated into the operator. Our objective is to derive the representation of the exponential operator e τ d 2 /d x 2 in the multiwavelet bases.
Periodic boundary conditions.
In the case of periodic boundary conditions the exponential operator e τ d 2 /d x 2 is diagonalized in the Fourier basis. Although the derivation in this section uses the Legendre scaling functions, the results are valid for the interpolating scaling functions as well.
Let us expand u(x, τ ) into its Fourier series,
where the coefficients are given byû
Using the Legendre expansion on V k n ,
we can express the Fourier coefficientsû ν aŝ
Using (3.15) and (7.1), we define
where N = 2 n , which giveŝ
Next, we expand u(x, τ ) in the Legendre basis (5.12) and use the Fourier series (5.5), (5.6) to obtain the Legendre coefficients
The last integral can be identified as n j l (2πν). Let us define (5.14) and rewrite (5.13) using (5.10), (5.11), and (5.14),
Let us rewrite the sum
Then (5.15) may be rewritten ass
where the transition matrix
The functionsφ j (ξ ), being the Fourier transform of the discontinuous functions φ j (x), decay as 1/|ξ |. Due, however, to the cutoff factor e −τ (ξ+2πµN) 2 , the summation over µ in (5.17) converges. The sum over ν in (5.19) can be computed using the fast Fourier transform (FFT). As in [6] , we obtain a representation for periodic boundary conditions, in this case using multiwavelets.
REMARK 5.1. The expressions in (5.19) for the exponential operators are on V k n subspaces, and, therefore, are not sparse. The projection of these operators onto the multiwavelet bases in nonstandard form, however, admits a sparse representation, as noted above. A numerical procedure for constructing the nonstandard form in O(N) operations [5] involves constructing a banded version of T n , and then projecting the matrix onto the wavelet subspaces of coarser scales. At each scale, additional projections onto V k j are used to extend the bandwidth of T j , j = n, n − 1, . . . , 0. These projections are accomplished using the quadrature formula (3.42).
Dirichlet boundary conditions. Let us consider the Dirichlet boundary conditions,
The following derivation holds for both the Legendre and interpolating bases. Our approach is similar to Section 5.1; specifically, we expand u(x, τ ) into the sine series, 
and where Re denotes the real part. Using (5.14), we obtaiñ
Let us define the transition matrices The sums in (5.28) can be computed using the FFT. It is explicit in the derivation that the boundary conditions do not present a difficulty for multiwavelets. Also, the nonstandard form of the exponential operator is sparse, as mentioned in Remark 5.1, and boundary conditions are incorporated into the operator.
Variable coefficients.
In the previous examples, explicit formulas were available to incorporate the boudary conditions into the exponential operator. Let us show that the same can be accomplished (in a different manner) for problems with variable coefficients.
Let us consider In solving (5.33) we may compute the exponential of the matrix T n , using the scaling and squaring method, as follows:
1. Compute the exponent j such that ||T n || 2 /2 j < 1.
Compute the Taylor expansion forT
where the series is truncated once ||T k ||/k! < 1 , where 1 is the error tolerance for the exponential. 3. Square eT j times to obtain e T n . REMARK 5.2. It is critical to use a wavelet (multiwavelet) representation of T n in this algorithm for all matrices to remain sparse. In this algorithm we truncate entries outside a band, the width of which is determined by the desired accuracy (see [3] and [5] for details). An attempt to perform this algorithm directly on T n will result in dense matrices. REMARK 5.3. In Section 6 we compute the truncated exponential operators Q j ( tL) using a modified scaling and squaring algorithm (see [7] for details).
Comparison of scaling and squaring with Fourier method.
For operators with constant coefficients (where the Fourier method in Section 5.2 is applicable), we obtain excellent agreement between the Fourier method and the scaling and squaring method for computing the exponential. For comparison, we compute matrices Z = e t D 2 using the Fourier method and the scaling and squaring method. In Table 5 .1 we show the relative errors ||Z f − Z s ||/||Z f ||, where Z f is the matrix obtained using the Fourier method, and Z s is the matrix obtained using the scaling and squaring method, for various orders k, with t = 10 −2 . 6. Numerical examples. In this section we present the results of numerical experiments in which we compute, using multiwavelet bases, solutions of the heat equation,
and Burgers' equation
subject to the Dirichlet boundary conditions
where ν denotes a diffusion coefficient. We demonstrate that high order is maintained up to the boundaries for problems involving Dirichlet boundary conditions. The starting point for our method (see also [6] ) is the semigroup approach, which is a well-known analytical tool used to convert PDEs to nonlinear integral equations and to obtain estimates associated with the behaviour of their solutions.
By using the semigroup approach, we obtain the solution at each time step as a result of matrix-vector multiplication and pointwise multiplication of functions. If operators and functions have a sparse representation (as in the multiwavelet basis), then these operations may be performed in a fast manner, at a cost proportional to the number of significant coefficients. We thus obtain an adaptive algorithm.
The heat equation.
We begin with this simple linear example in order to illustrate several points and provide a bridge to the nonlinear problems below. For the heat equation, the nonlinear term N = 0, and the solution (2.11) may be written as (6.5) for j = 0, 1, 2, . . . , N t − 1, where U (t 0 ) = U (0) is the discretization of the initial condition as described in Section 3.3. The numerical method described is explicit and unconditionally stable since the eigenvalues of e t L are less than one. The operator e t L remains sparse for any t > 0, and, therefore, we could have computed u(x, t) directly. In this example a relatively small time step is selected in preparation for the incorporation of the nonlinear term. (6.6) on the unit time interval, and choose the time step t = 10 −1 . Interpolating scaling functions of order k = 6 were used on six equal intervals to discretize the problem. The exponential operator was computed using the methods described in Section 5.3, with coefficients truncated at a threshold of = 10 −6 . In Figure 6 .1 we show the projection of the solution on V k n for various time steps, and we note that the relative L 2 error (computed using 100 equally spaced points) never exceeded ≈ 1.6 ·10 −7 . See a similar behavior of this type of solver for periodic boundary conditions in [6] . Example 2. In Figure 6 .2 we illustrate our method for the computation of exponentials with variable coefficients. For a(x) = (1.1 − cos(16π x))/2, we plot the solution u(x, t) at times t = i /10, i = 0, 1, . . . , 10.
Burgers' equation.
Burgers' equation is an example of a nonlinear PDE incorporating both nonlinear diffusion and nonlinear advection. Solutions of Burgers' equation develop stationary or moving shocks. We demonstrate that these solutions may be efficiently represented (have a sparse representation) at each time step in a multiwavelet basis, due to the vanishing-moments property of multiwavelets. The cost of the algorithm which we describe is proportional to the number of nonzero coefficients in this representation. We thus obtain an adaptive method, where the cost of each new time step is proportional to the number of significant coefficients at that time step.
We write initial value problems (including (6.1) and (6.2)) in the form with the initial condition
We explicitly separate the evolution (6.7) into a linear part Lu and a nonlinear part N (u), where the operators L and N do not depend on time t. The integral equation to solve (6.7) is given in (2.11).
For Burgers' equation, N (u) = −u u x , and the integral in (2.11) may be approximated using the quadrature formula (see [7] ),
where N n = N (u(x, t n )), γ = 0, and M + 1 is the order of the method in time. We use schemes with M = 1 and M = 3. For M = 1, γ = Q 2 , and β 0 = Q 1 − Q 2 , where 4 , and β 2 = Q 2 /6 − Q 4 (see [7] ).
Using (6.9) at each time step we solve (6.11) where U (t 0 ) = U (0) is the discretization of the initial condition as described in Section 3.3. The implicit term U (t i+1 ) is computed using a simple fixed point iteration. We start with (6.12) and proceed by computing U k (t i+1 ) using (6.11) for k = 1, 2, . . ., until
where typically we select δ = /10. Once (6.13) is satisfied, we set U (t i+1 ) = U k+1 (t i+1 ). We point out that fixed point iteration is sufficient here due to the stability properties of ELP schemes (see [7] ). In our numerical tests with x ≈ t, the number of iterations is small (roughly 5), which represents one of the advantages of ELP schemes. We illustrate the accuracy of our approach by comparing the approximate wavelet solution U w (x, t) at some time t, with the exact solution U e (x, t) using the relative L 2 error
where the exact solution U e (x, t), derived by the Cole-Hopf transformation (see, for example, [22] ), is computed from
and F(η) = u 0 (η) is the intitial condition. The initial conditions have been chosen so that (6.16) may be evaluated analytically and we compute the integrals in (6.15) using a high-order quadrature approximation.
Let us summarize an algorithm for the adaptive computation of Burgers' equation using multiwavelets. We provide this description to illustrate the practical implementation of the adaptive selection of basis functions.
Initialization.
• Construct the derivative operator D, as described in Section 4, and compute its nonstandard form as described in Section 3.3. Next, construct the symmetric second derivative operator D 2 (see Remark 4.2), and the nonstandard forms of exponential operators Q j ( tL), j = 0, 1, . . . , M + 1, using the modified scaling and squaring method (see Section 5.3 and [7] ).
• Discretize the initial condition U (t 0 ) = u 0 (x) on V k n and compute its wavelet transform, truncating coefficients below an accuracy , as described in Section 3.3.4. Evaluation. For each time step t i :
• Perform the predictor step given in (6.11), computing the derivatives U x (t i−m ) = DU (t i−m ) by matrix-vector multiplication and the products U (t i−m ) · U x (t i−m ) as described in Section 3.3.5, for m = 0, 1, . . . , M − 1. Then compute U 0 (t i+1 ) in (6.12).
• Perform the correction step in a similar manner by computing U k (t i+1 ) in (6.11) for k = 1, 2, . . ., until (6.13) is satisfied. Then set U (t i+1 ) = U k+1 (t i+1 ). The control mechanisms to assure local resolution up to a given accuracy are very simple.
Example 3.
In this example we compute the solution to Burgers' equation using the initial condition in (6.6), with ν = 10 −2 , on the unit time interval. The solution for ν = .01 is similar to the one shown in Figure 6 .3 for ν = .001. We use this example to demonstrate that for a given order in space and time, the ELP schemes exhibit appropriate behavior. For multiwavelets of order k, the spatial order of our schemes corresponds to O h (k−1/2) , where h = 2 −n is the size of the smallest interval used (see Remark 4.1). Accordingly, we solve Burgers' equation with various accuracy thresholds = 2 −n(k−1/2) and record the finest scale m necessary to achieve accuracy . In Tables 6.1 and 6.2 we show that for a given value of k, n and m are proportional, which demonstrates that the desired spatial order is being achieved. Table 6 .1 contains tests using second order in space and time, and Table 6 .2 shows tests for higher orders in space, with fourth order in time.
In these tables, Column 1 indicates the spatial order k, and Column 2 has the numerical value of the accuracy threshold = 2 −n(k−1/2) for increasing values of n. The threshold for the implicit iteration was set at δ = /10. We estimate the actual accuracy by computing the L 2 error of the solution on 100 points and comparing it with the exact solution in (6.14)-(6.16). In Column 6 we record the maximum L 2 error from times t = i /10, i = 1, 2, . . . , 10.
In Column 3 we record the size of time steps t. Column 4 contains m, the finest scale used, and we observe that m increases proportionally with n. Column 5 contains the total number of coefficients N c used in the computations, and we observe that N c is minimized when k is chosen as k ≈ p, where 10 − p is the desired accuracy. This is not a precise relationship, but it holds approximately for the orders we have shown. Example 4. In this example we compute the solution to Burgers' equation using the initial condition (6.6) with ν = 10 −3 , on the unit time interval, where t = 10 −3 . The smallest interval in the discretization was x = 1/1024 ≈ 10 −3 , so x ≈ t (on the finest scale). Interpolating scaling functions of order k = 6 were used, and operators were computed using the methods described in Sections 4 and 5.3, with coefficients truncated at a threshold of = 10 −6 . The threshold for the implicit iteration was set at δ = /10. In Figure 6 .3 we show the projection of the solution on V k n at various time steps, and Figure 6 .4 illustrates the error, while Figure 6 .5 gives the number of significant coefficients per time step. We note that the maximum error was 5.1 ·10 −6 , and that the number of operations needed to update the solution is proportional to the number of significant coefficients. and operators were computed using the methods described in Sections 4, and 5.3. Coefficients were truncated at a threshold of = 10 −6 , and the implicit threshold was δ = /10. Figure 6 .6 shows the projection of the solution on V k n at various time steps, Figure 6 .7 illustrates the error, and Figure 6 .8 shows the number of significant coefficients per time step. The maximum error was 3.0 ·10 −6 . Example 6. In this example we recompute Example 4 with ν = 10 −4 and t = 10 −4 . The results of this example were similar to those in Example 4 and therefore we do not include pictures. In this case, the maximum error was 2.5 ·10 −6 , and the maximum number of coefficients was 180. i j + g (1) i j e −iξ , (7 The derivation of (7.4a) which follows is similar to that in the scalar case [13] , except that unlike the corresponding scalar functions, the matrices m i j (ξ ) and w i j (ξ ) do not commute.
We start with the formulation of orthogonality of φ i (x), ψ i (x) with respect to translations, Combining (3.26a), (7.1) and (7.2) we obtain 
