ABSTRACT A software-defined network (SDN) is a new paradigm that separates control and forwarding. With the growth of SDN deployment scale, the centralized control plane becomes a bottleneck restricting the expansion of SDN networks. To avoid the problem of limited processing power in the wide area network (WAN), we focus on the multi-controller deployment in hierarchical architecture for software-defined WAN (SDWAN). The hierarchical architecture divides the control plane into multiple levels. The root controller has a global view. The domain controller is only responsible for the control in local networks. In this paper, we use the improved Louvain algorithm to discover the hierarchical community structure. Considering the load balancing and request delay in each partition and reliability of the control plane, we formulate the modeling and propose a hierarchical multi-controller deployment algorithm for the scalability of the SDWAN. The simulation results show that compared with the traditional algorithms, the proposed algorithm not only reduces the average request delay to a certain extent and effectively improves the performance of load balancing in each partition, but also efficiently enhances the reliability of the control plane in the SDWAN and achieves the good effect on the execution efficiency.
I. INTRODUCTION
Software-defined network (SDN) [1] separates the control plane from the forwarding plane, brings the network programmability, and simplifies network configuration. The network managers can automatically, quickly, and dynamically configure and optimize network resources with the cooperation of control layer applications [2] . SDN has the characteristics of centralized control and network programmability, which enhances the flexibility and openness of the network. SDN has become an excellent solution in the field of new network technology. In view of these advantages of SDN, the SDN architecture is introduced into the wide area network (WAN), that is, the software-defined WAN (SDWAN). With the expansion of SDWAN applications, the problems caused by centralized control architecture are also emerging. The resources of the control plane are generally limited. As the The associate editor coordinating the review of this manuscript and approving it for publication was Tariq Umer.
scale of the network increases, the number of network events also increases. When the controller plane is not enough to handle these network events, the scale of the network will be limited. In the large network control scenario, the scalability of SDWAN architecture is also put forward higher requirements. Therefore, it is necessary to conduct an in-depth study on the scalability issues [3] , [4] .
At present, there are two main solutions to solve the scalability of control plane in the SDN. One is to improve the performance of control plane. The processing capability of control plane is enhanced by improving the performance of single controller. On the other hand, multi-controller architecture is adopted. By deploying multiple controllers to share processing requests from the network, the load on a single controller can be reduced and the processing power of the entire control plane can be improved. In fact, the processing power of a single controller is limited, and a single controller cannot meet the requirements of processing capability in the increasingly large network. Therefore, the scalability problem can only be alleviated to some extent by improving the performance of single processor. In order to meet the needs of large-scale network, it is necessary to design a multicontroller architecture as the control plane [5] , [6] .
At present, there are two multi-controller architectures: flat architecture and hierarchical architecture. In the flat architecture, all controllers in the control plane are at the same level and have equal authority to make network decisions, such as ONIX [7] and ONOS [8] . However, since all controllers in the control plane need to maintain the same global network view through consistency synchronization, it takes a lot of computing power for data synchronization, especially when the number of controllers increases. Therefore, the flat architecture has limited scalability due to the limitation of the data plane synchronization efficiency between the controllers. The hierarchical architecture maintains scalability and flexible programmability of the SDN control plane. It divides the controllers into the root controller and the domain controllers by function in a hierarchical way, which reduces the complexity of global information synchronization and improves the communication efficiency. The management area of the data plane network is divided into domains, which improves the scalability of SDN network. The flat architecture needs to maintain a common network view. In large networks, due to the remote distance between controllers, the cost of global information synchronization is high, which consumes a lot of time and network resources. But the processing logic of controllers is relatively simple and easy to implement. The controllers in the hierarchical architecture only need to master its own network view. So it does not require strong consistency of the network views of controllers, only need to synchronize specific information to specific roles. The amount of information synchronized between the controllers can be effectively reduced. But it needs to design and implement different functions for different network roles, which is more complex to implement. If the load on the root controller increases, it may cause the root controller to crash, creating a network bottleneck. Therefore, the scalability of the root controller is also to be studied. In this paper, we focus on network partitioning and the placement of root controller and domain controller.
The hierarchical architecture divides the control plane of the SDWAN into multiple levels. The super controller, namely root controller, has a global view and is responsible for making global decisions for SDWAN. The domain controller is only responsible for the control of local networks, which can meet the management and control needs in SDWAN. The two-layer hierarchical architecture is shown in Fig.1 .
The communication between the root controller and the domain controller is accomplished through the communication protocol OXP. The data plane is composed of SDN switches and communicates with the domain controller through the OpenFlow protocol. The intra-domain requests are not uploaded to the root controller and can only be processed by the domain controller. When there is an inter-domain request, the domain controller sends the request to the root controller. Then the root controller processes the request according to the information of the entire network, and notifies the relevant domain controller of the processing result. After receiving the response of the root controller to the forwarding request, the domain controller translates it into a southbound protocol message and sends it to all switches. In this way, through the coordination of root controller, the cooperative work among multi-controller is realized.
With the deepening of SDN networks practice, research has found that controller deployment affects the ability of controller to handle network events [9] . An excellent controller deployment case can balance the load between controllers and effectively reduce data loss in the control plane. An effective controller deployment method can efficiently distribute management functions between controllers and improve the scalability of management. The controllers placement problem(CPP) has become one of the hot issues in the SDN research. The research of CPP mainly concentrates on several aspects: propagation delay [9] , reliability [10] , load [11] , overhead [12] , and multi-objective [13] , [14] . In the hierarchical architecture, for inter-domain requests, the communication performance between switches and domain controllers, as well as domain controllers and root controller, need be considered. Therefore, the partitioning and controllers placement in flat architecture can not meet the requirements of hierarchical architecture. However, most of the current research on CPP is focused on the flat architecture. The problem of controller deployment in hierarchical control architecture is rarely studied. In this paper, we study the controller deployment based on the hierarchical architecture for the scalability of SDWAN. The Louvain algorithm [15] is a community discovery algorithm based on modularity, which performs well in efficiency and effectiveness and does not require to specify the number of partitions. The algorithm can discover hierarchical community structure, which is exactly in line with the characteristic of hierarchical architecture. We make full use of this feature to solve the controller deployment problem in hierarchical control architecture. We propose an improved Louvain algorithm to partition the data plane to reduce the request delay between the switch and the domain controller and optimize the load balancing of each domain. Our contributions are summarized as follows:
First of all, our work takes into account the request delay between the switch and the controller, the load balancing in each domain, and the reliability of the control plane, respectively formulating mathematical model. Then, we propose the improved Louvain algorithm to partition the data plane and deploy the domain controller and root controller for reliability.
The simulation results show that the proposed algorithm can reduce the request delay to a certain extent, make the load of each partition more balanced, and improve the reliability of the control plane.
The structure of the paper is as follows. In Section 2, we introduce related work. In Section 3, we describe our proposed algorithm. In Section 4, we present the performance evaluation. In Section 5, we conclude the paper.
II. RELATED WORK
The SDN controller masters the global resource view of the SDWAN in a centralized manner. The controller deployment scheme in SDWAN directly affects the ability of controller to handle network events. The controller deployment problem is a current research hotspot. There has been a lot of research on the controller deployment in SDN. Heller et al. [9] first propose the controller deployment problem, put forward two indicators to measure the average and maximum delay in the network, and analyze the impact of these two indicators on controller deployment in real network environment. The current control plane in SDN mostly uses a multi-controller architecture to improve the scalability of the control plane. In the multi-controller control plane scenario, how to reasonably deploy the multi-controller is the main research direction.
The authors in [11] present a new community detection controller deployment method (CDCD). To restrict the number of nodes in each community and balance the differences in the number of nodes between different communities, Louvain Heuristic Algorithm (LHA) is improved and the scale constraint factor is proposed. The authors in [14] propose an adaptive evolutionary algorithm with greedy heuristic to produce high quality initial populations, intelligent mechanisms to promote diversification and intensification, and new fast Pareto finder for large-scale multi-objective controller development problem. However, this algorithm requires certain memory resources and computation time. The authors in [16] put forward a controller placement method based on bipartite graph for minimum weight matching. Firstly, KuhnMunkres algorithm is used to find the best match between switches and controllers. Then, based on genetic algorithm, a controller placement solution is found considering the average propagation delay. The authors in [17] propose two algorithms for the Resilient Capacitated Controller Placement Problem (RCCPP) in SD-WAN. Firstly, considering the capacity of the controller, the flow load of between switches and switch-controller, and the propagation delay between controllers, a resilient controller placement scheme is proposed. Secondly, according to the method of modeling NP-hard RCCPP based on the clique concept in graph theory, a polynomial time scheme is proposed. The authors in [18] propose a K self adaptive controller placement algorithm for SDWAN. The adaptive spectral clustering algorithm divides the large network into several small domains based on the spectrum clustering algorithm to maximize controller reliability and minimize WAN latency. And the structure of eigenvectors is used to automatically determine the number of SDN domains and propose metrics for spectral cluster placement. The authors in [19] consider three important indicators, including delay, hop count, and link utilization, and propose a new method to solve the controller placement problem. Based on these indicators, the analytic hierarchical process (AHP) technology is used to analyze the optimal position of the controller. In addition, an improved controller placement genetic algorithm based on this new technology is proposed to solve the position assignment problem in CPP. The above studies are all directed at the multi-controller plane in the flat control architecture without considering the hierarchical controller plane. The hierarchical architecture stratifies the control architecture to avoid the energy consumption and synchronization delay caused by frequent data synchronization between controllers in the flat architecture. The hierarchical architecture can greatly improve the scalability in SDWAN. The network partitioning in the flat architecture considers only the communication performance between the switches and the controller in that area. In the hierarchical architecture, the partitioning affects not only intra-domain communication performance but also inter-domain communication. Different from the flat control architecture, in the hierarchical control architecture, the location of root controller affects the communication performance between the root controller and the domain controller. Therefore, when the inter-domain flow arrives, the messages of communication request and business processing between the switch and the root controller will be affected, thus directly affecting inter-domain communication. Therefore, it is necessary to study in detail the network partitioning and the deployment of the root controller and the domain controller in the hierarchical control architecture.
At present, there are some studies on the hierarchical architecture. The authors in [20] propose a hybrid hierarchical control plane Orion for the increasing computational complexity in large-scale deployment network. The proposed Orion efficaciously decreases the computational complexity of the control plane in SDN. Then, aiming at the problem of path stretching caused by centralized hierarchical control plane structure, a hierarchical fast rerouting algorithm is proposed to implement fast rerouting in the proposed hybrid hierarchical control plane. Then the path stretching problem is brought about for the structure of centralized and abstracted hierarchical control plane. A hierarchical fast rerouting method is proposed to implement fast rerouting VOLUME 7, 2019 in the proposed Orion. In order to protect the network information in each sub-network domain, the authors in [21] allocate the management of the domain controller and the root controller, thus implementing the first traffic engineering scheme of multi-domain in the hierarchical control plane. Moreover, the Network Information Base (NIB) is extended and layered, and a communication protocol is designed. The controllers at different layers and domains can allocate bandwidth cooperatively by reading the hierarchical NIB. The authors in [22] apply the Vehicular Ad-hoc Network to SDN and introduce a hierarchical distributed controller architecture, which improve the flexibility and programmability of the vehicle network. The top tier is put on the Internet, and the underlying tier is assigned at the RSU level. However, there is no detailed study on the controllers deployment in hierarchical control plane architecture. The authors in [23] propose a scheme called COLBAS to take into account the traffic load balancing problem for hierarchical networks in SDN. The COLBAS relies on the collaboration of controllers communicating through cross-controllers and designs one of the controllers as a super controller, which can flexibly manage the traffic requests processed by each controller. However, this paper only describes a hierarchical scheme, but does not specifically describe how to select domain controller and super controller, and how to classify switches. The authors in [24] propose a hierarchical multicontroller scheme for single point faults and computational complexity in large-scale networks. The proposed architecture has the potential to increase scalability and service flexibility by allocating functionality among multiple controllers organized in a hierarchy. However, this paper only focuses on the concept of hierarchical distributed control, without a detailed study of the controller location and its management domain.
In this paper, we study the controller deployment for hierarchical control plane based on Louvain algorithm. The Louvain algorithm is a community discovery algorithm based on modularity, which performs well in efficiency. The optimized goal is to maximize the modularity of the whole community network. It is able to discover the hierarchical community structure, which is in line with the hierarchical control structure. In this paper, we use the improved Louvain algorithm to partition the network into a hierarchical structure to determine the placement of the domain controller and the root controller according to the relevant performance indicators. Moreover, we formulate the modeling for request delay, reliability, and load balancing to evaluate the overall network performance for the hierarchical control architecture. Our proposed algorithm reduces a certain request delay, optimizes the load balancing among different partitions, and improves the reliability of control plane in SDWAN. Furthermore, in order to compare with our proposed algorithm, we propose improved Louvain Heuristic Algorithm [11] for promotion (ILHAP), improved k-means [25] , and random deployment algorithm for hierarchical control architecture. 
III. ALGORITHM FORMATION A. CONTROLLER DEPLOYMENT MODEL
In this paper, we aim at the hierarchical control plane architecture, which divides the controllers into the root controller and the domain controllers. The architecture reduces the complexity for global information synchronization and improves the communication efficiency. The geographical distances between nodes are often far in SDWAN. Therefore, request delay is an important factor affecting network performance of SDWAN.
Due to the dynamic change of traffic in SDWAN, the unreasonable deployment of multiple controllers and the dynamic connection between switches and controllers, the processing capacity of controller varies greatly. It is likely to produce light load or overload of controllers, resulting in load imbalance and seriously reducing the performance in SDWAN.
The failures in SDWAN usually result in disruption of communication between the switch and the controller or between the controllers. The former will directly result in communication interruption in the data plane; the latter will affect the information synchronization between the controllers, resulting in the errors of controller decision. The high reliability in control plane can protect the control mechanism and maintain normal control in SDWAN. The optimization of reliability is mainly based on the failure rate, in most studies.
Therefore, our optimized goal is to reduce the request delay, make the load more balanced in each switch partition, and improve the reliability of the control plane.
The network topology of SDWAN is presented a weighted graph G(V , E), where V is the set of nodes, and E is the set of edges. We summarize the detailed symbols and definitions used in the paper in Table 1 .
Unlike the single controller architecture and the flat control architecture, the delay for switch to make a request in the hierarchical control architecture is divided into two parts: the delay between the switch and its domain controller and the delay between the domain controller and the root controller. For intra-domain communication, the request delay is only the delay between the switch and its domain controller, defined as follows:
where cc k is the controller assigned to switch v i . For inter-domain communication, the request delay also includes the delay between the domain controller and the root controller. The request delay for inter-domain communication is defined as follows:
Assuming that the probability of inter-domain communication in all communications is p, the probability of intradomain communication is 1−p. From (1) and (2), the request delay caused by communication between switch and controller can be expressed as:
The authors in [26] , [27] state that the delay between nodes is the sum of propagation delay, processing delay, and transmission delay, and the propagation delay the main component of delay in the SDWAN. The authors in [28] define the propagation delay in SDWAN: the propagation delay between the node and the controller is proportional to the distance between the switch and the controller. Generally, the distance between nodes is very large across cities and regions in SDWAN. Therefore, in this paper, the propagation delay between nodes is considered as the delay between nodes and is defined as follows:
where Dijks(s, c) is the distance of shortest path between node s and node c calculated by Dijkstra. The metric of Dijkstra is the distance between nodes. The average request delay in SDWAN is:
2) THE LOAD BALANCING INDEX
For the SDWAN control plane deployed by multiple controllers, the controller monitors and manages the partition as the core in each partition. The load of each partition managed by the controller can be regarded as the load of the controller. The ability of controller to handle the load is not only related to its own software architecture, but also restricted by the hardware resources of the server itself. The overloading of the controller leads to the increase of response delay of network events and controller failure. Therefore, the load balancing in each partition is one of the important performance indices to solve the controller deployment. Most studies only consider the balance of the number of switches in each partition. The load in each partition includes not only the number of switches in the controller management domain but also the size of the flow to be processed by each switch. In the paper, the load balancing index of the algorithm is given as following:
where λ i,j represents the flow request rate of the switch j in the domain i and α+β=1. α and β respectively represent the weighting coefficients in the load balancing. When α=1, it means that the load balancing index is simply considered from flow, which shows the load balancing degree of the whole network. When β=1, it means that each partition is balanced only from the number of switches. When partitioning the network, we define the objective function as:
The constraint is
The equation (8) indicates that the inflow and outflow of a switch are equal. The inequation (9) ensures that the link utilization of each link is less than 1. The inequation (10) denotes that the total load of each domain cannot exceed the maximum load tolerance of the domain controller.
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In the distributed multi-controller deployment scenario, the reliability of the control plane is an important performance parameter. The higher the reliability, the longer time the control plane continues to work without failure. The failures usually result in communication interruption between the domain controller and the switch or between the domain controller and the root controller. Therefore, the reliability is also one of the important performance indices to solve the controller deployment, focusing on the reliability of control path in most studies. Reliability includes the reliability of the nodes and the links. The links include the links between the switch and the domain controller, and between the domain controller and the root controller.
In this paper, we do not focus on the design of routing algorithms, so the communication path from switch to controller is calculated by the Dijkstra algorithm, where the weight between the nodes is considered to be the geographical distance. The path reliability between node i and node j is defined as:
where E i,j represents the links set of the shortest path between node i and node j, and V i,j represents the nodes set of the shortest path between node i and node j. We assume that the kth domain controller is deployed at node cc(k) and the root controller is deployed at node rc. We consider the sum of the path reliabilities of the domain controller and the all switches in its administrative domain as the path reliability. So the path reliability of the domain controller in the kth partition is as follows: (12) where C k denotes the kth partition where node j is located.
We treat the sum of the path reliabilities between the root controller and all domain controllers as the path reliability of the root controller. The path reliability of the root controller is:
Many studies only consider the path reliability in solving reliability problems, but do not consider other factors of nodes. In this paper, we consider not only the reliability of nodes and links, but also the flow request rate and degree of the node. The degree of a node is the number of edges associated with the node. The greater the degree of the node, the greater the role and influence of the node in the network. And the higher the flow request rate of the node, the stronger the ability of the node to process the flow.
In order to compare the influence of nodes in the network, the centrality index of normalized degree of node i is defined as:
Similarly, in order to compare the flow processing capabilities of nodes in the network, the centrality index of normalized flow of node i is defined as:
We jointly consider the three factors of reliability of nodes and links, flow request rate, and degree of node to define the reliability of the domain controller node and the root controller node. If node i is deployed as a domain controller in the kth partition, the reliability of the node is defined as:
If node i is deployed as a root controller, the reliability of the node is defined as:
When selecting the root controller and domain controller, we define the objective function as:
The inequation (20) indicates the total load of each domain less than the maximum load tolerance of the domain controller. The inequation (21) shows the total load of all interdomains in the whole network is less than the maximum load that the root controller can bear. The equation (22) ensures that all domain controllers are linked to the root controller.
B. THE LOUVAIN ALGORITHM
The Louvain algorithm is an modularity optimization algorithm based on multi-level (round-by-round heuristic iteration). The hierarchical community structure is found through the following calculation processes. The algorithm can be divided into two phases and iterated repeatedly. The Louvain algorithm is based on modularity. The modularity is defined as:
where A ij denotes the weight of the nodes i and j and W i is the sum of the weights of the edges connected to node i. C i represents the community to which i belongs. δ (u, v) denotes whether u and v are the same community. If u and v are the same community, this value is 1, otherwise 0.
The nodes in the network are taken out from the original community and continuously traversed. We calculate the modularity gain generated by this node being added to each community. Then we choose the community with the largest gain in modularity, add the node to it until no node can be moved, and merge the community into a super node. Repeat the above steps until the modularity is no longer increased. The modularity gain is the change of modularity when a node is taken out from the original community and added to another community. The formula for calculating modularity gain is as follows:
where w i,in /m denotes the impact of putting isolated nodes and community C together on the modularity in the entire network and tot w i /m 2 represents the influence of isolated nodes and community C on the modularity in the whole network , so their difference reflects the influence of isolated nodes on the modularity of whole network before and after they are put into community C. The first phase of the algorithm is completed by repeating the process until all nodes no longer move. If the modularity in the whole network does not change after one iteration, the iteration is stopped. If the modularity has not reached the local optimum, the iteration continues. When the first phase stops counting, the local modularity reaches the maximum value. In the second phase of the algorithm, a new network is built by the communities discovered in the first phase. Each community is regarded as a new node, and the nodes in the community are compressed. The weight between the new nodes is determined by the sum of the weights between the nodes in the community. When the new network is established, the process of the first phase is repeated until the community with largest local modularity is obtained. The flow chart of the Louvain algorithm is shown in Fig.2 . 
C. PROPOSED SOLUTION
In the hierarchical control architecture in SDWAN, the distance between switches and domain controllers, as well as between domain controllers and root controller, is relatively distant. Therefore, delay is an important factor affecting network performance. As the network scale increases, the load balancing technology can not only maintain the balanced distribution of load in the network, but also maintain the high availability of the network. So in this paper, we consider delay and load balancing to optimize the modularity when the network is partitioned.
At present, the reliability is not well considered for controller placement in hierarchical network architecture. However, the link failure between the controller and the switch will cause the failure of flow forwarding, which prevents the switch from receiving instructions from the controller. Moreover, the failure between the root controller and the domain controller will lead to the domain controller to fail to accept the control messages from its upper controller, thus affecting the flow forwarding between switches. In this paper, we study the placement of root controller and domain controllers in hierarchical architecture to optimize network reliability. The proposed algorithm is divided into two parts: the allocation of the communities and the selection of the controllers (domain controllers and root controller). The modularity function of Louvain algorithm can not only describe the closeness of the community, but also be used as an optimization function. If the modularity of the current community structure can be improved by adding a node to the community of its neighbor, then this iterative optimization is acceptable. In the first part of the proposed algorithm, we partition the network topology through the improved Louvain algorithm by modifying the modularity. In the first phase of the first iteration of the improved Louvain algorithm, the weight between nodes is represented by the reciprocal of propagation delay between nodes. The smaller the propagation delay between nodes, the larger the weights, the easier the nodes can be divided into the same partition. And the whole network is divided into small partitions with delay as the optimized objective. The first partition of the network is realized. The detailed steps are shown in Table 2 . In the process of super node merging, the load balancing index of the whole network is regarded as the modularity. The smaller the load balancing index, the more balanced the network. Therefore, we consider the difference between the modularity of the whole network before node i migration and after node i migration. If the maximum modularity gain is greater than 0, the node should move to the neighbor community with the maximum modularity. When the modularity reaches the minimum and no longer changes, the partition reaches stability and the load balancing of the whole network is achieved optimally. The deployment algorithm for the domain controller and root controller is shown in Table 3 . The improved Louvain algorithm in Table 2 and controller development algorithm in Table 3 constitute our proposed algorithm. 
D. ALGORITHM SUMMARY AND COMPLEXITY ANALYSIS
The proposed algorithm is divided into two parts: community partitioning and deployment of domain controllers and root controller. We partition the network by the improved Louvain algorithm. The improved Louvain algorithm includes two phases: partitioning the nodes and reconstructing the network. In the first phase of the first iteration, we divide the network into multiple small partitions with delay as the optimized objective. The nodes in the same partition are compressed into a super node. Then, with load balancing as the optimized goal, the new network composed of super nodes is partitioned and reconstructed until the modularity no longer changes. After partitioning the network, the node with the greatest reliability is deployed as the domain controller in each partition, and then the domain controller node with the highest reliability is placed as the root controller.
In the first phase of the improved Louvain algorithm, the algorithm traverses all neighbor nodes of each node, and measures the modularity gain brought by adding the node to the community where the neighbor node is located. So the time complexity in each iteration is O(|E|), and |E| is the number of edges in the network topology. In the second phase of the algorithm, the algorithm folds each community into a single node, calculates the joint weight between these newly generated community nodes, and the sum of the joint weights between all nodes in the community. So, the time complexity of the second phase is O(|E| + N ), and N is the number of nodes in current iteration. So the time complexity of the improved Louvain algorithm is O(2 * |E| + N ). The deployment complexity of a domain controller is related to the number of switches in the domain. The deployment complexity of the root controller depends on the number of domain controllers. The time complexity of domain controllers deployment and root controller deployment is O(N ) and O(K ) respectively. N is the number of all switch nodes in the network, and K is the number of network partitions. Therefore, the time complexity of the whole algorithm is O(2 * |E| + N + N + K ). Because of the number of partitions K << N , we can consider the time complexity of the proposed algorithm is O(|E|+N +N ) . The number of the nodes and links in the network can directly affect the complexity of the algorithm. N depends on the partitioning effect of the algorithm, and the better the partitioning effect, the smaller the N . The partitioning effect of the algorithm depends on the strategy of weight calculation. So the weight calculation method needs to be well studied so that the algorithm can partition the network well, so as to reduce the complexity of the algorithm.
IV. PERFORMANCE EVALUATION A. DESCRIPTION OF THE COMPARED ALGORITHM
Most papers on hierarchical architecture focus on the functional design of hierarchical architecture, with little mention of network partitioning and controller placement for hierarchical architecture. In order to compare with our proposed algorithm, we improve three traditional algorithms to solve the network partitioning and controller placement for hierarchical architecture. The authors in [11] present an improved Louvain Heuristic Algorithm (ILHA) to partition the network, and then select the controller location based on the minimum maximum delay or the minimum average delay. In order to make a better comparison with our algorithm, we add the step of selecting the root controller with the maximum reliability on the basis of ILHA algorithm, as shown in lines 6-12 in Table 3 . In the paper, we select the domain controller location based on the minimum average delay and call it improved Louvain Heuristic Algorithm for promotion (ILHAP). Then we improve the k-means algorithm for hierarchical architecture as the second comparison algorithm. The k-means algorithm is a distance-based clustering algorithm. In this paper, we consider the distance to be a reflection of the delay. The steps of the improved k-means algorithm are as follows. Firstly, given the number of partitions K , the k-means algorithm divides the network into k partitions based on the distance between the nodes. Then, the centroid in each partition is deployed as the domain controller. Finally, the domain controller node with the smallest sum of distances from other domain controllers nodes is deployed as the root controller. And we propose a random deployment algorithm for hierarchical architecture as the third comparison algorithm. The steps of the random deployment algorithm are as follows. First, according to the given number of partitions K , the network is randomly divided into K partitions. Then, the location of the domain controller is randomly deployed in each partition. Finally, the location of the root controller is selected randomly from the deployment location of the domain controller.
B. SIMULATION SETTINGS
In this section, we compare the performance of our proposed algorithm with ILHAP algorithm, the improved k-means, and random deployment algorithm for hierarchical architecture. We use MATLAB to simulate and take the average result of each algorithm performed 100 times. And we use Internet2 OS3E [29] network topology and other four topologies with different scales from Internet Topology Zoo [30] to evaluate the performance of the proposed algorithm. The dimensions of five network topologies are shown in Table 4 .
C. PERFORMANCE COMPARISON AT THE SAME NUMBERS OF PARTITIONS
In this section, we compare the performance of our proposed algorithm with ILHAP algorithm, the improved k-means algorithm, and the random deployment algorithm in terms of load balancing, reliability, and average request delay. The proposed algorithm and ILHAP algorithm can adaptively calculate the number of partitions according to the network topology with optimal modularity. The improved k-means algorithm and random deployment algorithm need to specify the number of partitions in advance. In order to make a better comparison under the same number of partitions, we set the number of partitions for the improved k-means algorithm and the random deployment algorithm to be the same as the number of partitions in our proposed algorithm and ILHAP algorithm in Fig. 4 to Fig. 6 . The proposed algorithm is divided into two parts: network partitioning and controllers placement. We use the improved Louvain algorithm to partition the network topology. Fig. 3 takes Internet2 OS3E as an example to show the result of partitioning and controller deployment of our proposed algorithm. From the Fig. 3 , we can see that the improved Louvain algorithm divides the Internet2 OS3E topology into six partitions. The different colors represent different partitions, and the nodes of the same color are represented in the same partition. The nodes with a black circle indicate the deployment nodes of domain controllers. The node with a red circle denotes the deployment node of root controller. The experimental result shows that the ILHAP algorithm also divides the Internet2 OS3E topology into six parts. Fig . 4 shows the average request delay of four algorithms in different networks. As shown in Fig. 4 , the average request delay of the random deployment algorithm is largest. Because the random deployment algorithm does not take into account the performance parameters in the network, but adopts a random selection method. In the Internet2 OS3E, Aranet, and Abvt networks, the average request delay of the proposed algorithm is smaller than the improved k-means algorithm. The average request delay of improved k-means algorithm in Arpanet network is smallest. In Carnet network, the average request delay of the proposed algorithm and k-means algorithm is basically the same. Because k-means algorithm is an iterative algorithm based on distance, the distance between each node and its domain controller is smaller than other domain controllers. And the sum of the distances from the root controller to other domain controllers is the shortest. The improved k-means algorithm regards distance as the only optimized objective and the distance reflects the delay in SDWAN. The average request delay of ILHAP algorithm is larger than our proposed in Internet2 OS3E and Aranet, and less than the proposed algorithm in the other three networks. The weight between two nodes is related to distance in the ILHAP algorithm. So the average request delay of ILHAP algorithm can be effectively reduced. In the initial iteration, our proposed algorithm divides the network with the delay as the optimized objective, but the delay is not the only optimized goal. Therefore, we can conclude that our algorithm can reduce the average request delay to some extent. Fig. 5 shows the load balancing indices of four algorithms in different networks when α = 0.5, β = 0.5. The load balancing index represents the performance of load balancing in SDWAN. The smaller the load balancing index, the more balanced the load in the network. We can see that the load balancing index of the random deployment algorithm is the largest, and the load balancing performance is the worst in the five network topologies. Because the random deployment algorithm is deployed randomly in partitions and the selection of domain controllers and root controller. The load balancing performance of the improved k-means algorithm is better than the random deployment algorithm. The load balancing index of the ILHAP algorithm is larger than the proposed algorithm. The ILHAP algorithm only considers the influence coefficient of the node in the load balancing index, and limits the difference of the total influence coefficient between the two communities to the β. The load balancing index of our proposed algorithm is the lowest and the performance for load balancing is best compared to the other three algorithms. When α = 0.5, β = 0.5, our proposed algorithm considers the balance from the number of nodes and the request rate of flows for each node. Therefore, our proposed algorithm achieves better performance for load balancing. Fig. 6 shows the load balancing indices of four algorithms in different networks when α = 1, β = 0. The load balancing index of the proposed algorithm is simply considered the request rate of flows for each node when α = 1, β = 0. The larger the flow request rate of the node, the larger the influence factor of the node on the network. The performance of the proposed algorithm is worse than that of ILHAP algorithm when load balancing is evaluated only from the impact factor of nodes. Fig. 7 shows the load balancing performance when α = 0, β = 1. The load balancing performance of the proposed algorithm is only considered in terms of the number of nodes when α = 0, β = 1. The load balancing performance of ILHAP algorithm is considered from the influence coefficient of nodes. So the load balancing performance of the ILHAP algorithm is worse than that of the proposed algorithm in Fig. 7 . Fig. 8 shows the reliability of the four algorithms in different networks. It can be seen from the Fig. 8 that our proposed algorithm has great advantages in reliability compared with the ILHAP algorithm, improved k-means algorithm, and the random deployment algorithm. The ILHA algorithm does not consider the deployment of the root controller nor the reliability, so we add the root controller deployment to the most reliability location in the ILHAP algorithm. The proposed algorithm takes into account not only the path reliability between nodes but also the degree and flow request rate of node when deploying the domain controller and root controller. The greater the reliability of controller deployment node, the longer the duration of trouble-free operation in SDWAN. The proposed algorithm improves the reliability and availability of the control plane in the hierarchical architecture.
D. PERFORMANCE COMPARISON AT DIFFERENT NUMBERS OF PARTITIONS
The improved Louvain algorithm is a modularity-based community discovery algorithm. It does not need to specify the number of partitions in advance and can discover hierarchical community structure. When the modularity of the whole network is optimal, the algorithm stops iterating. Taking Internet 2 OS3E as an example, in the proposed algorithm and ILHAP algorithm, the network is divided into six partitions. The improved k-means algorithm and random deployment algorithm need to specify the number of partitions. In Fig. 4 to Fig. 8 , we compare the performance of the four algorithms in different networks when the number of partitions for improved k-means algorithm and the random deployment algorithm is equal to the number of partitions for our proposed algorithm and ILHAP algorithm. In Fig. 9 to Fig. 11 , we take the Internet 2 OS3E network as an example to compare the performance of the ILHAP algorithm, improved k-means algorithm, and the random deployment algorithm under different partitions with our proposed algorithm. The proposed algorithm and ILHAP algorithm have fixed number of partitions, so their performance is represented by straight line in Fig. 9 to Fig. 11 , respectively. We consider the performance of the improved k-means algorithm and random deployment algorithm when the number of partitions is 4,5,6,7,8. Fig. 9 and Fig. 10 show the average request delay and load balancing at different numbers of partitions in Internet2 OS3E network. We can see that as the number of partitions increases, the average request delay and load balancing index of improved k-means and random deployment algorithms become smaller and smaller. As the network is divided into more partitions, the number of switches in each partition is smaller and the average request latency and load balancing index is smaller. The average request delay and load balancing performance of random deployment algorithm is worst compared to the improved k-means algorithm, ILHAP algorithm, and proposed algorithm as the number of partitions changes. When the number of partitions is greater than six, the average request delay of improved k-means algorithm is lower than the ILHAP algorithm and our proposed algorithm. When the number of partitions is greater than seven, the load balancing index of improved k-means algorithm is lower than the ILHAP algorithm and our proposed algorithm. As we all know, the more partitions, the more domain controllers need to be deployed, the greater the cost of network deployment. The improved Louvain algorithm can be partitioned reasonably according to topology and performance of network. Fig. 11 shows the reliability at different numbers of partitions in Internet2 OS3E network. As the number of partitions increases, the reliability of the random deployment algorithm is the worst. The reliability of the improved k-means algorithm is greater than the random deployment algorithm. When the number of partitions is five or six, the reliability of ILHAP algorithm is greater than the improved k-means algorithm. The proposed algorithm has the highest reliability. Reliability is related to the failure of links and nodes as well as the degree and flow request rate of node, and has little to do with the number of partitions.
We compare the average running time of the four algorithms in Table 5 . We can see that the running time of the proposed algorithm is less than the ILHAP algorithm and the improve k-means algorithm. And the average running time of the proposed algorithm is almost half of the improved kmeans algorithm. The convergence rate of ILHAP algorithm is slower when the constraint of influence coefficient is not satisfied. In the proposed algorithm, the network topology is divided into multiple small partitions by the improved Louvain algorithm. Each partition is regards as a super node and network is compressed. It greatly reduces the number of edges and nodes. But the random deployment algorithm has the shortest average running time. Because random deployment algorithm uses random selection method to select network partitioning and controller deployment nodes, without considering network performance. Although the running time of our proposed algorithm is longer than the random deployment algorithm, the deployment is done once when the network is originally built, so it does not have the obvious disadvantages. In general, the proposed algorithm has a good effect on the execution efficiency.
V. CONCLUSIONS
In this paper, we propose a multi-controller deployment algorithm in hierarchical architecture for SDWAN. We propose an evaluation modeling for request delay, load balancing, and reliability for the hierarchical control architecture. Firstly, in order to optimize the delay and load balancing among different partitions, we put forward an improved Louvain algorithm for network partitioning. We consider the reliability and availability in hierarchical control plane to deploy domain controllers and root controller for SDWAN. For load balancing, we consider the balance of the number of switches and the size of the flows in each partition. We consider the reliability of hierarchical control architecture in terms of path reliability, degree and flow request rate of node. The simulation results show that the proposed algorithm reduces the average request delay to a certain extent in SDWAN, optimizes the load balancing among different partitions, and improves the reliability of the control plane. And the proposed algorithm achieves good effect on the execution efficiency. Since there are still many factors to be considered in actual deployment, our future research will consider deployment costs within the community, delay at the control plane and so on. 
