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Abstract
The main results of this paper are twofold: the first one is a matrix theoretical result. We say
that a matrix is superregular if all of its minors that are not trivially zero are nonzero. Given a
a × b, a ≥ b, superregular matrix over a field, we show that if all of its rows are nonzero then any
linear combination of its columns, with nonzero coefficients, has at least a − b + 1 nonzero entries.
Secondly, we make use of this result to construct convolutional codes that attain the maximum
possible distance for some fixed parameters of the code, namely, the rate and the Forney indices.
These results answer some open questions on distances and constructions of convolutional codes
posted in the literature [6, 9].
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1. Introduction
Several notions of superregular matrices (or totally positive) have appeared in different areas of
mathematics and engineering having in common the specification of some properties regarding their
minors [2, 3, 5, 11, 14]. In the context of coding theory these matrices have entries in a finite field F
and are important because they can be used to generate linear codes with good distance properties.
A class of these matrices, which we will call full superregular, were first introduced in the context
of block codes. A full superregular matrix is a matrix with all of its minors different from zero and
therefore all of its entries nonzero. It is easy to see that a matrix is full superregular if and only if any
F-linear combination of N columns (or rows) has at most N − 1 zero entries. For instance, Cauchy
and nonsingular Vandermonde matrices are full superregular. It is well-known that a systematic
generator matrix G = [I | B]> generates a maximum distance separable (MDS) block code if and
only if B is full superregular, [13].
Convolutional codes are more involved than block codes and, for this reason, a more general
class of superregular matrices had to be introduced. A lower triangular matrix B was defined
to be superregular if all of its minors, with the property that all the entries in their diagonals
are coming from the lower triangular part of B, are nonsingular, see [6, Definition 3.3]. In this
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paper, we call such matrices LT-superregular. Note that due to such a lower triangular configu-
ration the remaining minors are necessarily zero. Roughly speaking, superregularity asks for all
minors that are possibly nonzero, to be nonzero. In [6] it was shown that LT-superregular matri-
ces can be used to construct convolutional codes of rate k/n and degree δ that are strongly MDS
provided that (n − k) | δ. This is again due to the fact that the combination of columns of these
LT-superregular matrices ensures the largest number of possible nonzero entries for any F-linear com-
bination (for this particular lower triangular structure). In other words, it can be deduced from [6]
that a lower triangular matrix B = [b0 b1 . . . bk−1] ∈ Fn×k, bi the columns of B, is LT-superregular
if and only if for any F-linear combination of columns bi1 , bi2 , . . . , biN of B, with ij < ij+1, then
wt(b) ≥ wt(bi1)−N + 1 = (n− i1)−N + 1.
It is important to note that in this case due to this triangular configuration it is hard to come
up with an algebraic construction of LT-superregular matrices. There exist however two general
constructions of these matrices [1, 6, 7] although they need large field sizes. Unfortunately, LT-
superregular matrices allow to construct convolutional codes with optimal distance properties only
for certain given parameters of the code. This is because the constant matrix associated to a con-
volutional code have, in general, blocks of zeros in its lower triangular part. Hence, in order to
construct convolutional codes with good distance properties for any set of given parameters a more
general notion of superregular matrices needs to be introduced. It is the aim of this paper to do so
by generalizing the notion of superregularity to matrices with any structure of zeros. To this end
we introduce the notion of nontrivial minor (i.e., at least one term in the summation of the Leibniz
formula for the determinant is nonzero). Hence, a matrix will be called superregular if all of its
nontrivial minors are nonzero. This notion naturally extends the previous notions of superregularity
as they have all of its possible nonzero minors different from zero.
A key result in this paper is that any F-linear combination of columns of a superregular matrix
have the largest possible number of nonzero components (to be made more precise in Section 3).
This is a general matrix theoretical result and it stands in its own right. As an application, we will
show that this result will ensure that any convolutional code associated to a superregular matrix
have the maximum possible distance.
In [6, 9] it was proved that the distance of a convolutional code with rate k/n and different Forney
indices ν1 < · · · < ν` is upper bounded by n(ν1 + 1) −m1 + 1 where m1 is the multiplicity of the
Forney index ν1. Whether this bound was optimal or not was left as an open question. In this work
we show that it is indeed optimal by presenting a class of convolutional codes that achieve such a
bound. In the particular case that the given Forney indices have two consecutive values, say ν and
ν + 1, then our construction yields a new class of (strongly) MDS convolutional codes.
2. Convolutional codes
In this section we recall basic material from the theory of convolutional codes that is relevant to
the presented work. In this paper we consider convolutional codes constituted by codewords having
finite support.
Let F be a finite field and F[z] the ring of polynomials with coefficients in F. A (finite support)
convolutional code C of rate k/n is an F[z]-submodule of F[z]n, where k is the rank of C (see [12]).
The elements of C are called codewords.
A full column rank matrix G(z) ∈ F[z]n×k whose columns constitute a basis for C is called an
encoder of C. So,
C = imF[z]G(z) =
{
v(z) ∈ F[z]n | v(z) = G(z)u(z) with u(z) ∈ F[z]k} .
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Convolutional codes of rate k/n are linear devices which map a sequence of k-dimensional in-
formation words u0, u1, . . . , u (expressed as u(z) =
∑
i=0 uiz
i), into a sequence of n-dimensional
codewords v0, v1, . . . , vγ (written as v(z) =
∑γ
i=0 viz
i). In this sense it is the same as block co-
des. The difference is that convolutional encoders have a internal “storage vector”or “state vector”.
Consequently, convolutional codes are often characterized by the code rate and the structure of the
storage device.
The j-th column degree of G(z) = [gij(z)] ∈ F[z]n×k (also known as constraint length of the j-th
input of the matrix G(z), see [8]) is defined as
νj = max
1≤i≤n
deg gij(z)
the memory m of the polynomial encoder as the maximum of the columns degrees, that is,
m = max
1≤j≤k
νj
and the total memory (or overall constraint length) as the sum of the constraint lengths
ν =
∑
1≤j≤k
νj .
The encoder G(z) can be realized by a linear sequential circuit consisting of k shift registers, the
j-th of length νj , with the outputs formed as sums of the appropriate shift registers contents.
Two full column rank matrices G1(z), G2(z) ∈ F[z]n×k are said to be equivalent encoders if
imF[z]G1(z) = imF[z]G2(z), which happens if and only if there exists a unimodular matrix U(z) ∈
F[z]k×k such that G2(z) = G1(z)U(z) [8, 12].
Among the encoders of the code, the column reduced are the ones with smallest sum of the
column degrees.
Definition 2.1. Given a matrix G(z) = [gij(z)] ∈ F[z]n×k with column degrees ν1, . . . , νk let Ghc
(hc stands for highest coefficient) be the constant matrix whose (i, j)-entry is the coefficient of degree
νj if deg gij = νj or zero otherwise. We say that G(z) is column reduced if G
hc is full column rank.
It was shown by Forney [4] that two equivalent column reduced encoders have the same column
degrees up to a permutation. For this reason such degrees are called the Forney indices of the code,
see [9]. The number of Forney indices with a certain value ν is called the multiplicity of ν. The
degree of a convolutional code is the sum of the Forney indices of the code.
Definition 2.2. An important distance measure for a convolutional code C is the distance dist(C)
defined as
dist(C) :=
{
min wt(v(D)) | v(D) ∈ C and v(D) 6= ~0
}
,
where wt(v(D)) is the Hamming weight of a polynomial vector
v(D) =
∑
i∈N
viD
i ∈ F[D]n,
defined as
wt(v(D)) =
∑
i∈N
wt(vi),
where wt(vi) is the number of nonzero components of vi.
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In [12], Rosenthal and Smarandache showed that the distance of a convolutional code of rate k/n
and degree δ must be upper bounded by
dist(C) ≤ (n− k)
(⌊
δ
k
⌋
+ 1
)
+ δ + 1. (1)
This bound was called the generalized Singleton bound since it generalizes in a natural way the
Singleton bound for block codes (when δ = 0). A convolutional code of rate k/n and degree δ
with its distance equal to the generalized Singleton bound was called a maximum distance separable
(MDS) code [12]. It was also observed in [9, 12] that if C is MDS, then its set of Forney indices must
have ξ := k(
⌊
δ
k
⌋
+1)−δ indices of value ⌊ δk⌋ and k−ξ indices of value ⌊ δk⌋+1 (this set of indices are
called in the literature “generic set of column indices”or “compact”). Few algebraic constructions of
MDS convolutional codes are known, see [15, 10]. The particular case where (n − k) divides δ was
investigated in [6]. Note that in this case all the Forney indices of a MDS convolutional code are
equal. It is the aim of this paper to study the distance properties of convolutional codes of given rate
and any set of Forney indices. Equivalents bounds of the distance of these codes were independently
given in [12] and in [9].
Theorem 2.3. [12] Let C be a convolutional code with rate k/n and different Forney indices ν1 <
· · · < ν` with corresponding multiplicities m1, . . . ,m`. Then the distance of C must satisfy
dist(C) ≤ n(ν1 + 1)−m1 + 1.
A convolutional code of rate k/n with different Forney indices ν1 < · · · < ν` and with correspon-
ding multiplicities m1, . . . ,m` and distance n(ν1 + 1)−m1 + 1 is said to be an optimal (n, k, ν1,m1)
convolutional code. Note that a convolutional code of rate k/n and degree δ is MDS if and only if
is an optimal (n, k,
⌊
δ
k
⌋
, k(
⌊
δ
k
⌋
+ 1)− δ) convolutional code.
It was left as an open question whether there always exist optimal (n, k, ν1,m1) convolutional
codes for all rates and Forney indices ν1 ≤ · · · ≤ νk. In the next section, we consider a special class
of matrices that will allow us to exhibit convolutional codes with this property.
3. Superregular Matrices
In this section, we recall some pertinent definitions on superregular matrices and introduce a
new construction of superregular matrices that we will use to obtain MDS convolutional codes. Such
matrices have some similarities with the ones introduced in [1]. They have similar entries and,
therefore, some properties are the same, even if the structure of these new matrices is different.
Let F be a field, A = [µi`] be a square matrix of order m over F and Sm the symmetric group of
order m. The determinant of A is given by
| A |=
∑
σ∈Sm
(−1)sgn(σ)µ1σ(1) · · ·µmσ(m).
Whenever we use the word term, we will be considering one product of the form µ1σ(1) · · ·µmσ(m),
with σ ∈ Sm, and the word component will be reserved to refer to each of the µiσ(i), with 1 ≤ i ≤ m
in a term. Denote µ1σ(1) · · ·µmσ(m) by µσ.
A trivial term of the determinant is a term µσ, with at least one component µiσ(i) equal to zero.
If A is a square submatrix of a matrix B with entries in F, and all the terms of the determinant of
A are trivial, we say that | A | is a trivial minor of B (if B = A we simply say that | A | is a trivial
minor). We say that a matrix B is superregular if all its nontrivial minors are different from zero.
In the next theorem we study the weight of vectors belonging to the image of a superregular
matrix.
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Theorem 3.1. Let F be a field and a, b ∈ N, such that a ≥ b and B ∈ Fa×b. Suppose that u = [ui] ∈
Fb×1 is a column matrix such that ui 6= 0 for all 1 ≤ i ≤ b. If B is a superregular matrix and every
row of B has at least one nonzero entry then wt(Bu) ≥ a− b+ 1.
Proof: Suppose that wt(Bu) ≤ a− b, then there exists a square submatrix of B of order b1 = b, say
B1, such that B1u = 0, and so | B1 |= 0, i. e., the columns of B1 are linearly dependent. Since B
is superregular, | B1 | is a trivial minor. By hypothesis ui 6= 0, for all 1 ≤ i ≤ b, which implies that
every row of B1 must have at least two nonzero entries. On the other hand, B1 may have some of
its columns identically equal to zero.
Using the fact that B1 is also superregular, we are going to show that there exists, up to per-
mutation of rows and columns, a square submatrix B2 of B1 of order b2, with b2 < b1, such that
B2u˜ = 0, where u˜ is a column matrix with b2 rows whose entries are elements of u. Therefore,
| B2 | is a trivial minor which implies that the columns of B2 are linearly dependent. Also every
row of B2 will have at least two nonzero entries. But then, proceeding in this way, we would ob-
tain an infinite sequence B1, B2, B3, . . . of square matrices of orders b1, b2, b3, . . . , respectively, with
0 < · · · < b3 < b2 < b1 all having at least two nonzero entries in every row. Of course, this cannot
happen, hence, wt(Bu) ≥ a− b+ 1. This is an application of the infinite descent method of Fermat.
Since ui 6= 0, for all 1 ≤ i ≤ b, if some of the columns of B1 are identically equal to zero, then
the remaining columns are still linearly dependent. Let B be the matrix formed by the columns of
B1 with at least one nonzero entry and let B̂ be a square submatrix of B with the same number of
columns. Denote by m the order of B̂. Clearly m ≤ b1.
Let t be the dimension of the subspace generated by the columns of B̂. Then B̂ has a t × t
submatrix whose columns are linearly independent. Therefore, its determinant is nonzero and t < m.
After an adequate permutation of the rows and columns of B̂ we may express the minor | B̂ | as
| B̂ |= ± |M |, where
M = [µi j ] =

B˜ C
R Z
 ,
and where B˜ is a t× t nonsingular matrix with nonzero entries in its principal diagonal, i. e. with
µi i 6= 0, for 1 ≤ i ≤ t, C is a t× (m− t) matrix, R is a (m− t)× t matrix, Z is a (m− t)× (m− t)
matrix.
Using the superregularity of B̂, we are going to show that the matrix M has a well defined
structure of zeros in its entries.
For any t+1 ≤ i0 ≤ m and any t+1 ≤ j0 ≤ m define Vi0 j0 = [vi j ] to be the square (t+1)×(t+1)
matrix formed by B˜, the i0 − t row of R, the j0 − t column of C and the entry (i0 − t j0 − t) of Z, i.
e.
Vi0 j0 = [vi j ] where vi j =

µi j if 1 ≤ i, j ≤ t
µi0 j if i = t+ 1 and 1 ≤ j ≤ t
µi j0 if j = t+ 1 and 1 ≤ i ≤ t
µi0 j0 if i = j = t+ 1.
(2)
First, we will show that Z = 0.
Let t + 1 ≤ i0 ≤ m and t + 1 ≤ j0 ≤ m and consider the matrix Vi0 j0 defined in (2). By the
definition of t, the columns of Vi0 j0 are linearly dependent, hence | Vi0 j0 |= 0. Since | Vi0 j0 | is a
minor of B1 and B1 is superregular, | Vi0 j0 | must be a trivial minor. Therefore, the term vσ with
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σ(i) = i is trivial. But vi i = µi i 6= 0 for all 1 ≤ i ≤ t because these are the entries in the main
diagonal of B˜. Therefore µi0 j0 = vt+1 t+1 = 0. This allows us to conclude that Z = 0.
Now, we will construct, recursively, three sequences of sets D0, D1, . . . , Dν and E0, E1, . . . , Eν
and F0, F1, . . . , Fν , where ν is an integer to be defined below.
Let
F0 = {1, 2, . . . , t} and D0 = E0 = {t+ 1, t+ 2, . . .m};
For 1 ≤ λ ≤ ν,
i ∈ Dλ if i ∈ Fλ−1 and exists i0 ∈ Dλ−1 such that µi0 i 6= 0;
j ∈ Eλ if j ∈ Fλ−1 and exists j0 ∈ Eλ−1 such that µj j0 6= 0;
k ∈ Fλ if k ∈ Fλ−1, k /∈ Dλ and k /∈ Eλ.
 (3)
In particular, the set D1 will be the the set formed by the indices of the columns of R that have at
least one nonzero entry and E1 will be the set formed by the indices of the rows of C with at least
one nonzero entry.
Let λ ∈ {1, 2, . . . , ν}. From (3), we immediately have
if i0 ∈ Dλ−1 and i1 ∈ (Fλ−1 \Dλ) then µi0 i1 = 0. (4)
and
if j0 ∈ Eλ−1 and j1 ∈ (Fλ−1 \ Eλ) then µj1 j0 = 0. (5)
Let dλ, eλ and fλ be the cardinalities of the sets Dλ, Eλ and Fλ, respectively, and f0 = t. Define
ν to be the smallest positive integer for which
m− t ≥ min{dν , eν , fν}. (6)
Observe that one or two sets of Dν , Eν or Fν may be empty sets, but, since m > t and fν−1 > m− t,
all the other sets of the three sequences are nonempty.
Let us assume that
Dλ ∩ Eλ = ∅, for any λ ∈ {1, 2, . . . , ν}, (7)
and that, for any λ ∈ {1, . . . , ν},
if i ∈ Dλ and j ∈ Eλ then µi j = 0. (8)
We will prove (7) and (8) later.
Since Fλ−1 = Dλ ∪Eλ ∪Fλ and, from (3) and (7), Dλ, Eλ and Fλ are pairwise disjoint. we have
fλ−1 = dλ + eλ + fλ, (9)
Fλ−1 \Dλ = Eλ ∪ Fλ, (10)
and
Fλ−1 \ Eλ = Dλ ∪ Fλ. (11)
From (4), (5), (10), (11) and since Z = 0, we obtain that if i ∈ D0 and j ∈ E0 then the i-th
row of M has at most t − (f1 + e1) = d1 nonzero entries and the j-th column of M has at most
t− (f1 + d1) = e1 nonzero entries.
Now, given i ∈ Dλ, for λ ∈ {1, 2, . . . , ν − 1}, the i-th row of M has zeros in all entries (i, j) with
j ∈ Eλ+1 ∪ Fλ+1, by (4) and (10), and in all entries (i, j) with j ∈ Eλ, by 8. We show next that
µij = 0 for i ∈ Dλ and j ∈ Eκ for any 1 ≤ κ < λ. If κ = λ − 1, since by (11) i ∈ Fλ−1\Eλ, then
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by (5) µij = 0. If κ < λ − 1, since i ∈ Dλ, then i ∈ Fκ+1, so by (5) and (11), as j ∈ Eκ, we have
µij = 0. Thus, since Fλ+1, Eλ+1, Eλ, . . . , E1 are pairwise disjoint, the i-th row of M has at most
t− (eλ+1 + fλ+1 + eλ + eλ−1 + · · ·+ e1) nonzero entries. Using (9) a few times, we conclude that the
number of nonzero entries of the i-th row of M is at most
d1 + · · ·+ dλ + dλ+1.
Similarly, if j ∈ Eλ , for λ ∈ {1, 2, . . . , ν − 1}, then the j-th column of M has at most
e1 + · · ·+ eλ + eλ+1
nonzero entries.
Finally, the i-th row of M , with i ∈ Dν , has zeros in all entries (i, j), with j ∈ Eν , by (8), and
in all entries (i, j) with j ∈ Eκ, with 1 ≤ κ < ν, by (5) and (11). Hence, the i-th row of M has at
most t− (eν + eν−1 + · · ·+ e1) nonzero entries. Using (9), we conclude that the number of nonzero
entries of the i-th row of M is at most
d1 + d2 + · · ·+ dν + fν .
By a similar reasoning, we conclude that the j-th column of M , with j ∈ Eν , has at most
e1 + e2 + · · ·+ eν + fν
nonzero entries.
Permuting the rows of M we obtain a matrix M¯ such that:
• the last m− t rows remain unchanged;
• the rows of M with indices in D1 will become the rows m− t− 1, . . . ,m− t− d1 in M¯ ;
• for λ = 2, . . . , ν, the rows of M with indices in Dλ will become the rows m − t − 1 −∑λ−1
i=1 di, . . . ,m− t−
∑λ
i=1 di in M¯ .
Applying to M¯ the following column permutations we obtain a matrix N such that:
• the last m− t columns remain unchanged;
• the columns of M¯ with indices in E1 will become the columns m− t− 1, . . . ,m− t− e1 in N ;
• for λ = 2, . . . , ν, the columns of M¯ with indices in Eλ will become the columns m − t − 1 −∑λ−1
i=1 ei, . . . ,m− t−
∑λ
i=1 ei in N .
Thus, the matrix N satisfies the following properties:
1. its last m− t+ d1 + · · ·+ dν rows have at most d1 + · · ·+ dν + fν nonzero entries in the first
d1 + · · ·+ dν + fν columns and zeros afterwards.
2. its last m − t + d1 + · · · + dν−1 rows have at most d1 + · · · + dν nonzero entries in the first
d1 + · · ·+ dν columns and zeros afterwards.
3. its last m− t+ e1 + · · ·+ eν−1 columns have at most e1 + · · ·+ eν nonzero entries in the first
e1 + · · ·+ eν rows and zeros afterwards.
Let us define a square submatrix B2 of N of order b2, with b2 < b1, and such that B2u˜ = 0
where u˜ is a column matrix whose entries are elements of u. From the inequality (6), three cases
may happen:
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1. If m− t ≥ fν , let b2 = d1 + · · ·+ dν + fν and take B2 to be a square submatrix of order b2, of
the matrix formed by the last m− t+ d1 + · · ·+ dν rows of N and the first d1 + · · ·+ dν + fν
columns of N .
2. If m− t ≥ dν , let b2 = d1 + · · ·+ dν and take B2 to be a square submatrix of order b2, of the
matrix formed by the last m− t+d1 + · · ·+dν−1 rows of N and the first d1 + · · ·+dν columns
of N .
3. If m− t ≥ eν , let b2 = t− (e1 + · · ·+ eν−1) and take B2 to be a square submatrix of order b2,
of the matrix formed by the last m− (e1 + · · ·+ eν) rows of N and the first t− (e1 + · · ·+ eν−1)
columns of N .
In either case, choosing u˜ = [ui1 , . . . , uib2 ]
T , accordingly, we have B2u˜ = 0. Also, b2 < t < m < b1.
Since N is superregular, | B2 | is a trivial minor which implies that the columns of B2 are linearly
dependent. Also every row of B2 will have at least two nonzero entries. Hence B2 has the same
properties as B1.
Hence, using infinite descent, we always get a contradiction. Thus
wt(Bu) ≥ a− b+ 1.
To finalize the proof we will show that the assumptions (7) and (8) are satisfied.
i) Proof of assumption (7): let 1 ≤ λ ≤ ν and k ∈ Dλ. Then, by (3), there exists iλ−1 ∈ Dλ−1
such that µiλ−1 k 6= 0. Let jλ−1 ∈ Eλ−1. We are going to prove that µk jλ−1 = 0 and, so, k /∈ Eλ.
Since iλ−1 ∈ Dλ−1 then, by (3), there exist i0 ∈ D0, i1 ∈ D1, . . . , iλ−2 ∈ Dλ−2, all different, such
that µi` i`+1 6= 0 for 0 ≤ ` ≤ λ − 2. Moreover, since jλ−1 ∈ Eλ−1 then, by (3), there exist j0 ∈ E0,
j1 ∈ E1, . . . , jλ−2 ∈ Eλ−2, all different, such that µj`+1 j` 6= 0 for 0 ≤ ` ≤ λ− 2.
Consider the matrix Vi0 j0 , defined in (2), and the permutation σ˜ ∈ St+1 defined below, depending
on λ. For λ = 1, the permutation is defined by
• σ˜(k) = t+ 1,
• σ˜(t+ 1) = k,
• σ˜(s) = s for s ∈ {1, 2, . . . , t} \ {k},
For λ = 2, by
• σ˜(i1) = k,
• σ˜(k) = j1,
• σ˜(j1) = t+ 1,
• σ˜(t+ 1) = i1,
• σ˜(s) = s for s ∈ {1, 2, . . . , t} \ {i1, j1, k},
And, for λ ≥ 3, by
• σ˜(iλ−1) = k,
• σ˜(k) = jλ−1,
• σ˜(j`+1) = j`, for 1 ≤ ` ≤ λ− 2,
• σ˜(j1) = t+ 1,
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• σ˜(t+ 1) = i1,
• σ˜(i`) = i`+1, for 1 ≤ ` ≤ λ− 2,
• σ˜(s) = s for s ∈ {1, 2, . . . , t} \ {i1, . . . , iλ−1, j1, . . . , jλ−1, k}.
Now, using the superregularity of B̂, and since all the other components of the term µσ˜ are
nonzero, we conclude that µk jλ−1 = 0. Thus, k /∈ Eλ.
Similarly, if k ∈ Eλ then µik = 0 for all i ∈ Dλ−1. Therefore, k /∈ Dλ. Hence Dλ ∩ Eλ = ∅.
ii) Proof of assumption (8): let 1 ≤ λ ≤ ν, iλ ∈ Dλ and jλ ∈ Eλ. Then, by (3), there exist
sequences of integers i0 ∈ D0, i1 ∈ D1, . . . , iλ−1 ∈ Dλ−1, all different, such that µi` i`+1 6= 0 for
0 ≤ ` ≤ λ − 1, and j0 ∈ E0, j1 ∈ E1, . . . , jλ−1 ∈ Eλ−1, all different, such that µj`+1 j` 6= 0 for
0 ≤ ` ≤ λ−1. Consider the matrix Vi0,j0 defined in (2) and the permutation σ˜ ∈ St+1 defined below.
If λ = 1 then σ˜ is defined by
• σ˜(i1) = j1
• σ˜(j1) = t+ 1,
• σ˜(t+ 1) = i1,
• σ˜(s) = s for s ∈ {1, 2, . . . , t} \ {i1, j1},
and, if λ ≥ 2, by
• σ˜(iλ−1) = iλ,
• σ˜(iλ) = jλ
• σ˜(j`+1) = j`, for 1 ≤ ` ≤ λ− 1,
• σ˜(j1) = t+ 1,
• σ˜(t+ 1) = i1,
• σ˜(i`) = i`+1, for 1 ≤ ` ≤ λ− 2,
• σ˜(s) = s for s ∈ {1, 2, . . . , t} \ {i1, . . . , iλ, j1, . . . , jλ}.
Hence, using the superregularity of B̂, and since all the other components of the term µσ˜ are nonzero,
we obtain µiλ jλ = 0. Therefore, (8) is valid. 
The following example illustrates the procedure described in the proof of the previous theorem.
Example 3.2. Suppose a = 11, b = 10 and F a finite field. In the matrices described below, ×
stands for a entry that is nonzero and 0 for a entry that is zero. All the other entries may be zero
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or nonzero. Let
B =

× 0
× 0
× 0 ×
× 0
× 0 ×
× 0
× 0
× 0
× × 0
× × 0
× × ×

∈ Fa×b
be a superregular matrix and u = [u1, . . . u10]
T such that Bu = 0 with ui 6= 0, for 1 ≤ i ≤ 10. So the
columns of B are linearly dependent. Suppose that B1 is the submatrix of B obtained by deleting the
last row,
B1 =

× 0
× 0
× 0 ×
× 0
× 0 ×
× 0
× 0
× 0
× × 0
× × 0

.
Since the next to last column is identically zero, all the other columns are linear dependent. So, we
consider the matrices
B =

×
×
× ×
×
× ×
×
×
×
× ×
× ×

, B̂ =

×
×
× ×
×
× ×
×
×
×
× ×

,
where B̂ = [µij ] is a square submatrix of B¯ of order m = 9, obtained form B¯ by deleting its last row.
Let us assume that t = rank B̂ = 8 and that B˜ formed by the first 8 rows and the first 8 columns
of B̂ is nonsingular. Since | B̂ |= 0 and B is superregular, | B̂ | is a trivial minor, so using the
permutation σ(i) = i, we get µ9 9 = 0. With the permutations(
1 2 3 4 5 6 7 8 9
1 9 3 4 5 6 7 8 2
)
,
(
1 2 3 4 5 6 7 8 9
1 2 3 4 5 9 7 8 6
)
and (
1 2 3 4 5 6 7 8 9
1 2 9 4 5 6 7 8 3
)
,
(
1 2 3 4 5 6 7 8 9
1 2 3 4 9 6 7 8 5
)
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we obtain µ2 9 = µ6 9 = µ9 3 = µ9 5 = 0. Hence
M = B̂ =

×
× 0
× ×
×
× ×
× 0
×
×
× 0 0 × 0

.
Assume that all the other entries of the last row and all the other entries of the last column which
are not represented in M are zero. Then D1 = {2, 6} and d1 = 2, E1 = {3, 5} and e1 = 2 and
F1 = {1, 4, 7, 8} and f1 = 4. Now consider the pairs (2, 3), (2, 5), (6, 3) and (6, 5). The permutations
σ˜ defined by (
1 2 3 4 5 6 7 8 9
1 3 9 4 5 6 7 8 2
)
,
(
1 2 3 4 5 6 7 8 9
1 5 3 4 9 9 7 8 2
)
and (
1 2 3 4 5 6 7 8 9
1 2 9 4 5 3 7 8 6
)
,
(
1 2 3 4 5 6 7 8 9
1 2 3 4 9 5 7 8 6
)
enable us to conclude that µ2 3 = µ2 5 = µ6 3 = µ6 5 = 0 (see (8)). So
M =

× 0
× 0 0 0
× ×
× 0
× ×
0 0 × 0
× 0
× 0
0 × 0 0 0 × 0 0 0

.
Suppose µ2 1 6= 0, µ6,4 6= 0, µ7,3 6= 0 and µ8,5 6= 0, then D2 = {1, 4}, E2 = {7, 8} and F2 = ∅.
Also, d2 = 2, e2 = 2, f2 = 0. Moreover, from (4) and (5), we have that µij = 0 for (i, j) ∈
{(1, 3), (1, 5), (4, 3), (4, 5), (2, 7), (6, 7), (2, 8), (6, 8)}, and
M =

× 0 0 0
× × 0 0 0 0 0
× ×
0 × 0 0
× ×
0 × 0 × 0 0 0
× × 0
× × 0
0 × 0 0 0 × 0 0 0

.
Now, we if we use the following permutations(
1 2 3 4 5 6 7 8 9
7 1 9 4 5 6 3 8 2
)
,
(
1 2 3 4 5 6 7 8 9
8 1 3 4 9 6 7 5 2
)
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and (
1 2 3 4 5 6 7 8 9
1 2 9 7 5 4 3 8 6
)
,
(
1 2 3 4 5 6 7 8 9
1 2 3 8 9 4 7 5 6
)
,
we obtain µij = 0 for (i, j) ∈ {(1, 7), (1, 8), (4, 7), (4, 8)}.
Therefore,
M =

× 0 0 0 0 0
× × 0 0 0 0 0
× ×
0 × 0 0 0 0
× ×
0 × 0 × 0 0 0
× × 0
× × 0
0 × 0 0 0 × 0 0 0

.
Before proceeding, we will perform permutations on the rows and columns of M so that the
zeros are moved to the right bottom corner. By making first a permutation of the rows and then a
permutation of the columns, we obtain
|M |= ±
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
× ×
× ×
× × 0
× × 0
× 0 0 0 0 0
0 × 0 0 0 0
× × 0 0 0 0 0
0 × 0 × 0 0 0
0 × 0 0 0 × 0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= ±
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
× ×
× ×
× × 0
× × 0
× 0 0 0 0 0
× 0 0 0 0 0
× × 0 0 0 0 0
× × 0 0 0 0 0
× × 0 0 0 0 0 0 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Since m − t > f2, we consider B2 equal to the matrix formed by the rows 5, 6, 7 and 8, and the
columns 1, 2, 3 and 4 of the last matrix, i. e.
B2 =

×
×
× ×
× ×
 .
With u˜ appropriately chosen we have B2u˜ = 0 and so | B2 |= 0. But the term corresponding to the
permutation σ(1) = 3, σ(2) = 4, σ(3) = 1 and σ(4) = 2 is nontrivial. Hence we have one nontrivial
minor equal to zero, contradicting the hypothesis that B is superregular.
Therefore,
wt(Bu) ≥ 11− 10 + 1 ≥ 2.
The next theorem states that matrices over F of a certain form are superregular. Similar matrices
were defined in [1].
Theorem 3.3. Let α be a primitive element of a finite field F = FpN and B = [νi `] be a matrix
over F with the following properties
1. if νi ` 6= 0 then νi ` = αβi ` for a positive integer βi `;
2. If νi ` = 0 then νi′ ` = 0, for any i
′ > i or νi `′ = 0, for any `′ < `;
3. if ` < `′, νi` 6= 0 and νi`′ 6= 0 then 2βi ` ≤ βi `′ ;
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4. if i < i′, νi ` 6= 0 and νi′ ` 6= 0 then 2βi ` ≤ βi′ `.
Suppose N is greater than any exponent of α appearing as a nontrivial term of any minor of B.
Then B is superregular.
Proof: Let C = [ca b] be a square submatrix of B of order m such that | C | is a nontrivial minor.
We are going to prove that | C |6= 0.
Let C1, . . . , Cm be the columns of C. Firstly, we will define, recursively, a sequence of integers
i1, i2, . . . , im, such that the antidiagonal term of the minor |Ci1 Ci2 . . . Cim | is nontrivial.
Since | C | has a nontrivial term, the last row of C must have a nonzero entry. Define i1 =
min{i | cmi 6= 0}. Given j ∈ {2, 3, . . . ,m − 1}, suppose i1, i2, . . . , ij−1 are well defined and take the
set
Ij = {i | cm−j+1 i 6= 0 and i /∈ {ik | k < j}}.
Suppose that Ij = ∅ then cm−j+1 i = 0 for any i /∈ {ik | k < j}. Let σ ∈ Sm be a permutation
such that cσ is a nontrivial term of | C |. Clearly, σ(m− j+ 1) = ik1 , for some k1 ∈ {1, 2, . . . , j− 1}.
Let `1 = σ(m − k1 + 1). Then `1 6= ik1 . Suppose `1 > ik1 . If cm−j+1 `1 = 0 then, by property
2., cm−j+1 ik1 = 0 or cm−k1+1 `1 = 0 contradicting the fact that cσ is a nontrivial term. Therefore,
cm−j+1 `1 6= 0 and so `1 ∈ {ik | k < j} \ {ik1}. If `1 < ik1 then, by definition of ik1 , `1 ∈ {ik | k <
j} \ {ik1}. Now, for r ∈ {2, 3, . . . , j − 1}, and using a similar reasoning, we may take kr such that
ikr = `r−1 and `r = σ(m− kr + 1). But then
`j−1 ∈ {ik | k < j} \ {ik1 , ik2 , . . . , ikj−1} = ∅,
which is impossible. Hence Ij 6= ∅, and so we may define
ij = min{i | cm−j+1 i 6= 0 and i /∈ {ik | k < j}}.
Thus, the integers i1, i2, . . . , im are well defined. Notice that if the antidiagonal term of | C | is
nontrivial then, clearly, ij = j, for j ∈ {1, 2, . . . ,m}.
Now, define A = [Ci1 Ci2 . . . Cim ] = [µi `]. Clearly, the matrix A satisfies property 1. but also
the following properties
(i) if σˆ ∈ Sm is the permutation defined by σˆ(i) = m− i+ 1, then µσˆ is a nontrivial term of | A |.
(ii) if ` ≥ m− i+ 1, ` < `′, µi` 6= 0 and µi`′ 6= 0 then 2βi` ≤ βi`′ ;
(iii) if ` ≥ m− i+ 1, i < i′, µi` 6= 0 and µi′` 6= 0 then 2βi` ≤ βi′`.
Let σ ∈ Sm such that µσ is a nontrivial term of | A |. By property 1., we have µσ = αβσ , for a
positive integer βσ.
Let Tm = {σ ∈ Sm | σ 6= σˆ and µσ is a nontrivial term of | A |}. If Tm = ∅ then | A |= µσˆ =
αβσˆ 6= 0.
If Tm 6= ∅, let σ ∈ Tm. We are going to prove that βσˆ < βσ. Since µσ is a nontrivial term of
| A |, for any 1 ≤ i ≤ m, there exists ` ≥ i such that σ(`) ≥ m− i+ 1. For any 1 ≤ ` ≤ m define
U` = {i | i ≤ ` and σ(`) ≥ m− i+ 1}.
Notice that
∪1≤`≤mU` = {1, 2, . . . ,m}
and, since σ 6= σˆ, there exists at least one `0, such that 1 ≤ `0 ≤ m and U`0 = ∅. By properties (ii)
and (iii), we have that if U` 6= ∅, ∑
i∈U`
βi m−i+1 ≤ β` σ(`).
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Therefore
βσˆ =
m∑
i=1
βi m−i+1 ≤
m∑
`=1
U` 6=∅
β` σ(`) <
m∑
`=1
β` σ(`).
So
| A |= αβσˆ +
N−1∑
h=βσˆ+1
hα
h,
where h ∈ {0, 1, . . . , p− 1}. Hence | A |6= 0 and so | C |6= 0.
Thus B is superregular. 
The following examples illustrates the procedure described in the proof of the previous theorem.
Example 3.4. Let E = [eij ] be the matrix
∅ ∅ 2 3 4 5
0 1 3 4 5 6
1 2 4 5 6 7
2 ∅ 5 6 7 8
∅ ∅ 6 7 ∅ 9
∅ ∅ 7 8 ∅ ∅

and C = [cij ] be the 6× 6 matrix defined by
cij =
{
0 if eij = ∅
α2
eij
elsewhere
.
In this case, i1 = 3, i2 = 4, i3 = 1, i4 = 2, i5 = 5 and i6 = 6. Therefore, the matrix F = [fij ] =
[E3E4E1E2E5E6], where Ei represents the i-th column of E, is
2 3 ∅ ∅ 4 5
3 4 0 1 5 6
4 5 1 2 6 7
5 6 2 ∅ 7 8
6 7 ∅ ∅ ∅ 9
7 8 ∅ ∅ ∅ ∅

and therefore A = [aij ], the 6× 6 matrix, defined by
aij =
{
0 if fij = ∅
α2
fij
elsewhere
satisfies properties (i), (ii) and (iii).
Example 3.5. Consider the matrix
A =

0 0 0 α2
3
α2
4
α2
12
α2
13
0 0 0 α2
6
α2
7
α2
15
α2
16
0 α2
0
α2
1
α2
9
α2
10
α2
18
0
0 α2
3
α2
4
α2
12
α2
13
α2
21
0
0 α2
6
α2
7
α2
15
α2
16
α2
24
0
α2
1
α2
9
α2
10
α2
18
0 0 0
α2
4
α2
12
α2
13
α2
21
0 0 0

.
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Let σˆ ∈ S7 be the permutation defined by σˆ(i) = 8− i and let
σ =
(
1 2 3 4 5 6 7
6 7 5 3 2 4 1
)
.
Clearly µσ is a nontrivial term of | A |. The next table shows the sets U`, for 1 ≤ ` ≤ m.
` 1 2 3 4 5 6 7
U` ∅ {1, 2} {3} ∅ ∅ {4, 5, 6} {7}
Now, ∑
i∈U2
βi m−i+1 = β1 7 + β2 6
= 213 + 215
< 216
= β2 σ(2),
for ` = 3 and ` = 7 we have ∑
i∈U3
βi m−i+1 = β3 5 = β3 σ(3)∑
i∈U7
βi m−i+1 = β7 1 = β7 σ(7)
and for ` = 6 we have ∑
i∈U6
βi m−i+1 = β4 4 + β5 3 + β6 2
= 212 + 27 + 29
< 218
= β6 σ(6).
So
m∑
i=1
βi m−i+1 <
m∑
`=1
β` σ(`).
Note that any nontrivial term of A has determinant smaller than α2
25
. Then, if N ≥ 225 we have
| A |6= 0.
4. Constructions of optimal convolutional codes
Let C be a convolutional code of rate k/n and different Forney indices ν1 < · · · < ν` with
corresponding multiplicities m1, . . . ,m` and
G(z) =
ν∑`
i=0
Giz
i
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a column reduced encoder of C with column degrees in nondecreasing order. Consider a nonzero
codeword v(z) = G(z)u(z) with u(z) ∈ F[z]k. Writing
u(z) =
∑
i=0
uiz
i and v(z) =
ν`+∑
i=0
viz
i,
we have 
v0
v1
v2
...
vν`+
 = G()

u
...
u1
u0

where
G() =

0 0 · · · 0 0 G0
0 0 · · · 0 G0 G1
...
...
. . .
...
...
...
0 0 · · · Gν`−2 Gν`−1 Gν`
0 0 · · · Gν`−1 Gν` 0
0 0 · · · Gν` 0 0
...
...
. . .
...
...
...
G0 G1 · · · 0 0 0
G1 G2 · · · 0 0 0
...
...
. . .
...
...
...
Gν`−1 Gν` · · · 0 0 0
Gν` 0 · · · 0 0 0

∈ Fn(ν`++1)×k(+1). (12)
We will prove that if G(z) is such that the matrices G() defined in (12) are superregular, for
certain values of , then C is an optimal (n, k, ν1,m1) convolutional code.
Theorem 4.1. Let G(z) =
∑
i≥0Giz
i ∈ F[z]n×k be a matrix with column degrees ν1 < · · · < ν` with
multiplicities m1, . . . ,m`, respectively, and such that all entries of the last mj + · · ·+m` columns of
Gi are nonzero for i ≤ νj, j = 1, . . . , `. Suppose that G(0), defined in (12), is superregular for
0 =
⌈
n(ν1 + 1)−m1
n− k
⌉
− 1. (13)
Then G(z) is column reduced and C = ImF[z]G(z) is an optimal (n, k, ν1,m1) convolutional code.
Proof: Clearly k = m1 + · · · + m` and G() is superregular for any  ≤ 0. To prove that C is
optimal we have to show that all nonzero codewords of C, v(z), have weight greater or equal than
n(ν1 + 1)−m1 + 1.
Let j ∈ {1, 2, . . . , `− 1}. Note that if i > νj , the first m1 + · · ·+mj columns of Gi are zero and
all the entries of the other columns of Gi are nonzero.
Let v(z) be a nonzero codeword of C and u(z) ∈ F[z]k such that v(z) = G(z)u(z). It is obvious
that u(z) 6= 0.
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Let us assume that  ≤ 0.
Suppose that the weight of u(z) is t and that deg (u) ≤ . Let B be the matrix formed by the
t columns of G() that are multiplied by the nonzero entries of u(z) to obtain v(z). Next, we are
going to calculate a lower bound for the number of rows of B with nonzero entries depending on t.
If (a − 1)m1 < t ≤ am1, for some 1 ≤ a ≤ ν2 − ν1, then B has at least n(ν1 + 1 + a − 1) rows
with nonzero entries. Since B is superregular, using theorem 3.1, we obtain
wt(v(z)) ≥ n(ν1 + a)− t+ 1
= n(ν1 + 1) + n(a− 1)− t+ 1
≥ n(ν1 + 1)−m1 + 1
since t− n(a− 1) ≤ t−m1(a− 1) ≤ m1.
Let b ∈ {2, . . . , `}. For any a such that{
1 ≤ a ≤ νb+1 − νb if b < `.
1 ≤ a ≤ + 1 if b = `.
and for 1 ≤ i ≤ b, define λi = min{a− 1 + νb − νi, + 1} and γi = min{a+ νb − νi, + 1}. Suppose
that
b∑
i=1
λimi < t ≤
b∑
i=1
γimi, (14)
then B has at least n(νb+ 1 +a−1) rows with nonzero entries. Again, using theorem 3.1, we obtain
wt(v(z)) ≥ n(νb + a)− t+ 1.
On the other hand, we have that
t ≤
b∑
i=1
(a+ νb − νi)mi
≤ (a+ νb − ν1 − 1)m1 +m1 +
b∑
i=2
(a+ νb − (ν1 + 1))mi
≤ m1 + n(a+ νb − (ν1 + 1))
since n > k ≥ m1 + · · ·+mb. Hence, wt(v(z)) ≥ n(ν1 + 1)−m1 + 1 for every nonzero codeword.
Next suppose  > 0. Let
v0(z) =
0∑
i=0
viz
i and u0(z) =
0∑
i=0
uiz
i.
Note that the submatrix formed by the first (0 + 1)n rows and the first k(− 0) columns of G() is
null. Let A be the matrix formed by the first (0 + 1)n rows and the last k(0 + 1) columns of G().
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Since A is a submatrix of G(0), A is superregular. The matrix A is of the form
A =

0 0 · · · 0 0 · · · 0 0 G0
0 0 · · · 0 0 · · · 0 G0 G1
...
...
. . .
...
...
. . .
...
...
...
0 0 · · · 0 0 · · · Gν`−2 Gν`−1 Gν`
0 0 · · · 0 0 · · · Gν`−1 Gν` 0
0 0 · · · 0 0 · · · Gν` 0 0
...
...
. . .
...
...
. . .
...
...
...
0 0 · · · 0 G0 · · · 0 0 0
0 0 · · · G0 G1 · · · 0 0 0
...
...
. . .
...
...
. . .
...
...
...
0 G0 · · · Gν`−2 Gν`−1 · · · 0 0 0
G0 G1 · · · Gν`−1 Gν` · · · 0 0 0

Suppose that the weight of u0(z) is t. Let B be the matrix formed by the t columns of A that are
multiplied by the nonzero entries of u0(z) to obtain v0(z).
If all of the n(0 + 1) rows of B are nonzero, since B has at most k(0 + 1) nonzero columns and
B is superregular, then using theorem 3.1 and (13), we have
wt(v0(z)) ≥ (n− k)(0 + 1) + 1
≥ n(ν1 + 1)−m1 + 1.
Now, suppose that B has rows with all entries equal to zero (the number of such rows is always
a multiple of n by the structure of the matrix G()). Since we may assume without loss of generality
that u0 has nonzero entries, the first n(ν1 + 1) rows of B are nonzero. Let c be the largest integer
such that the first cn rows of B are nonzero. Notice that c = νb + a, for some b ∈ {1, . . . , `} and a
such that {
1 ≤ a ≤ νb+1 − νb if b < `.
1 ≤ a ≤ 0 − ν` + 1 if b = `.
With a similar argument as the one we used in the case  ≤ 0, we may conclude that the number
of columns of B is at most γ1m1 + · · ·+ γbmb, where γi = a+ νb − νi, for 1 ≤ i ≤ b. Let B′ be the
matrix formed by the first n(νb + a) rows of B. Using the superregularity of B
′ and theorem 3.1, we
obtain
wt(v0(z)) ≥ n(νb + a)−
b∑
i=1
(a+ νb − νi)mi + 1
≥ n(ν1 + 1)−m1 + 1.
Finally we prove that C has Forney indices ν1, ν2, · · · , ν` with multiplicities m1,m2, . . . ,m`, res-
pectively. For that, it is sufficient to prove that G(z) is column reduced, i.e., that Ghc is full column
rank. Notice that Ghc is a submatrix of G(ν` − ν1) constituted by nonzero entries, which means
that all its k × k minors are different from zero. Consequently, Ghc is full column rank and G(z) is
column reduced.
Therefore, the convolutional code C = imF[z]G(z) is an optimal (n, k, ν1,m1) convolutional code.

Given any n and k with n > k, any 0 ≤ ν1 < · · · < ν` and m1, . . . ,m` such that k = m1+· · ·+m`,
we are going to construct an optimal (n, k, ν1,m1) convolutional code of rate k/n over a finite field
18
F = FpN , for p prime and N depending on n, ν` and 0 defined in (13), with Forney indices ν1, . . . , ν`
and corresponding multiplicities m1, . . . ,m`.
For 1 ≤ j ≤ `− 1 and 0 ≤ i ≤ ν`, define Gi ∈ Fn×k by
Gi = [γr s(i)] for γr s(i) =

α2
ni+r+s−2
if i ≤ ν1
α2
ni+r+s−2
if s >
j∑
κ=1
mκ and νj < i ≤ νj+1
0 if s ≤
j∑
κ=1
mκ and νj < i ≤ νj+1
(15)
where α is a primitive element of the finite field F. If N is greater than any exponent of α appearing
as a nontrivial term of any minor of G(0) then G(0) satisfy the conditions of theorem 3.3 and so it
is superregular. Using theorem 4.1 we obtain the following result.
Corollary 4.2. Let n, k, ` ∈ N such that ` ≤ k < n and ν1, . . . , ν`, m1, . . . ,m` integers such that
0 ≤ ν1 < · · · < ν` and m1 + m2 + · · · + m` = k. Moreover, let G(z) =
∑
i≥0Giz
i ∈ F[z]n×k
with Gi defined in (15) and F = FpN , for p prime and N sufficiently large, so that G(0) (defined
in (12), with 0 defined in (13)) satisfy the conditions of theorem 3.3. Then C = ImF[z]G(z) is an
optimal (n, k, ν1,m1) convolutional code with Forney indices ν1, . . . , ν` with multiplicities m1, . . . ,m`,
respectively.
5. Conclusion
In this paper we have introduced a very general class of superregular matrices and we have shown
that these matrices have the property that any combination of its columns have the maximum number
of nonzero elements possible for its configuration of zeros. It turns out that this important property
can be used to present novel constructions of convolutional codes that attain the maximum possible
distance for some fixed parameters of the code, namely, the rate and the Forney indices. These
results answered some open questions on distances and constructions of convolutional codes posted
in [6, 9].
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