It is shown that Th(H 1 ) = Th(H n ) holds for every n > 1, where H m is the upper semi-lattice of all high m computably enumerable (c.e.) degrees for m > 0, giving a first elementary difference among the highness hierarchies of the c.e. degrees.
Introduction
Let n ≥ 0. We say that a computably enumerable (c.e.) degree a is high n (or low n ), if a (n) = 0 (n+1) ( or a (n) = 0 (n) ), where
= x, y is the Turing jump of y. Let H n (L n ) be the set of all high n (low n ) c.e. degrees. For n = 1, we also call an element of H 1 (or L 1 ) high (or low).
Sacks [18] showed a (Sacks) Jump Theorem that for any degrees s and c, if s is c.e.a in 0 and 0 < c ≤ 0 , then there exists a c.e. degree a such that a = s and c ≤ a, and that there exists a non-trivial high c.e. degree. Note that an easy finite injury argument gives a nonzero low c.e. degree. By relativising the construction of high and low c.e. degrees to 0 (n) and using the Sacks Jump Theorem, it follows that for all n, H n ⊂ H n+1 and L n ⊂ L n+1 . Martin [12] , Lachlan [9] and Sacks [20] each proved that the union of the high/low hierarchies does not exhaust the set E E E of the c.e. degrees. Sacks [19] proved the (Sacks) Density Theorem of the c.e. degrees. In computability theory, early researches were aiming at characterisations of the high/low hierarchy. The first result on this aspect is the [13] Characterisation of High Degrees: A set A satisfies ∅ ≤ T A iff there is a function f ≤ T A such that f dominates all computable functions. Robinson [16] proved a Low Splitting Theorem that if c < b are c.e. degrees and c is low, then there are c.e. degrees x, y such that c < x < b, c < y < b and x ∨ y = b. In the proof of this theorem, a characterisation of low c.e. degrees was given. The lowness is necessary, because Lachlan [10] proved a Nonsplitting Theorem that for some c.e. degrees c < b, b is not splittable over c.
Extending both the Sacks Jump Theorem and the Sacks Density Theorem, Robinson [17] proved an Interpolation Theorem:
given c.e. degrees d < c and a degree s c.e. in c with d ≤ s, there is a c.e. degree a such that d < a < c and a = s. Using this theorem, we can transfer some results from lower levels to higher levels of the high/low hierarchy. For instance, every high c.e. degree bounds a properly high n , and a properly low n c.e. degree for each n > 0, so any ideal I of E E E contains an element of H 1 will contain elements of H n+1 − H n , L n+1 − L n for all n > 0. However the transfer procedure is constrained by the However our knowledge about the high/low hierarchy is still inadequate. For instance, we don't even know: The question is basic. Answering it would illuminate the role of the Turing jump in E E E , which is one of the main reasons why E E E is complex. First we note that Harrington and independently Bickford and Mills (see [22] ) showed that for any c.e. degrees a < l, if l is low 2 , then l is splittable over a. Shore and Slaman have observed that the existing technical resources could provide the following: there exist c.e. degrees a < l such that l is low 3 and l is not splittable over a. The two theorems together give an elementary difference between L m and L n for all pairs (m, n) such that m ≤ 2 and n > 2. Cooper and Li [4] have shown that there exists a low 2 c.e. degree above which 0 is not splittable, giving an elementary difference between L + 1 and L + 2 , by using the Robinson Low Splitting Theorem, where L + j = L j ∪ {0 } for j = 1, 2. Cholak, Groszek and Slaman [1] proved that there exists a nonzero c.e. degree a such that for any low c.e. degree x, a ∨ x is still low. Such a is called an almost deep degree. Jockusch, Li and Yang [8] established a join theorem that for any c.e. degree x, if x = 0, then there is a c.e. degree a such that a = (a ∨ x) = 0 holds. By combining the almost deep degree result, and Jockusch, Li and Yang's join theorem, we have that for any n > 1, the low 1 and low n c.e. degrees are not elementarily equivalent. Shore [21] resolves the remaining case of Question 1.1(i) by showing that for any n > m > 1, the low n and low m c.e. degrees are not elementarily equivalent. Question 1.1(i) is answered negatively.
For Question 1.1 (ii), we know nothing, although Cooper proved that every high c.e. degree bounds a minimal pair, and [5] (and independently both Lerman and Kučera) could construct a high 2 c.e. degree which bounds no minimal pair.
In this paper, we show that Then we have:
Proof. Let P be the following ∀x∃a ≤ x∀y(a ∨ y = x ↔ y = x). By Harrington's Noncupping Theorem, we prove that P holds for H 1 . Given x, let a ≤ x be such that for any c.e. degree y, if x ≤ a ∨ y, then x ≤ y. For a given y, we prove property P as follows. If x = a ∨ y, then both y ≤ x and x ≤ y hold, giving x = y. If y = x, then both a ∨ y ≤ x ∨ y = x and x ≤ a ∨ y hold, giving a ∨ y = x. P holds for H 1 .
Notice that for any incomplete c.e. degree a, there is an incomplete high c.e. degree h ≥ a. So by Theorem 1.2, for each n > 1, P fails to hold for H n .
Theorem 1.3 follows.
This gives a first partial solution to Question 1.1 (ii). We now turn to the proof of Theorem 1.2. In Section 2, we formulate the conditions of Theorem 1.2 by requirements, and describe the strategies to satisfy the requirements; in Section 3, we arrange all strategies on the nodes of a tree, the priority tree T ; in Section 4, we describe an effective construction using the priority tree to build the objects; and finally in Section 5, we verify that the construction satisfies all requirements.
Our notation and terminology are standard and generally follow [23] .
Requirements and strategies
In this section, we formulate the conditions of Theorem 1.2 by requirements, and describe the strategies to satisfy the requirements.
The Requirements. To prove Theorem 1.2, we construct a c.e. set A, a Turing functional Γ to satisfy the following properties and requirements,
where x, y, z, e, i ∈ ω, {(W e , Φ e , V e ) | e ∈ ω} is an effective enumeration of all triples (W , Φ, V ) of c.e. sets W , V and of Turing functionals Φ, {Ψ i | i ∈ ω} is an effective enumeration of all Turing functionals Ψ , X e is a c.e. set built by us, Ω e is a Turing functional built by us, for each e ∈ ω.
Clearly meeting the requirements is sufficient to prove the theorem. We assume that the use function φ of a given Turing functional Φ is increasing in arguments, and nondecreasing in stages. We now look at the strategies to satisfy the requirements.
A P -Strategy. Since ∅ ∈ Σ 3 , we can choose a c.e. set J such that for all x, both (i) and (ii) below hold,
To satisfy P x , we introduce infinitely many sub-requirements Q x,y for all y ∈ ω. Q-strategies will define and rectify the Turing functional Γ . Before describing the Q-strategies, we look at some properties of Γ . So the possible outcomes of σ are 0 < L 1 to denote infinite and finite actions respectively. By the strategy, if there are infinitely many σ -expansionary stages, then for almost every pair y , z with y ≥ y, Γ (A; x, y , z ) ↓= 1 is defined and located at σˆ 0 . In this case, lim y lim z Γ (A; x, y, z) ↓= 1, and by the choice of J, x ∈ ∅ . P x is satisfied. Otherwise, then by the Q x,y -strategy σ , we have that for almost every z, Γ (A; x, y, z) ↓= 0 is defined and located at σˆ 1 , so that lim z Γ (A; x, y, z) ↓= 0, giving lim y lim z Γ (A; x, y, z) ↓= 0. Therefore in any case, P x is satisfied.
An R-Strategy. First we define the notion of α-believable computation. Given a node α, we say that Φ(A; w) ↓= v is α-believable, if for any x, y, z, if Γ (A; x, y, z) is defined and located at some node ξ with α < L ξ , then φ(w) < γ (x, y, z).
An R-strategy, α say, will satisfy an R-requirement, R say (we drop the index), we define the length function of agreement l(α) = l(W , Φ(A)) as usual, of course α uses only α-believable computations. We say that s is α-expansionary, if l(α) [s] > l(α) [v] for all v < s at which α is visited.
If there are only finitely many α-expansionary stages, then either l(W , Φ(A))[s] is bounded over the construction, or there is a fixed w say such that there are infinitely many stages at which α is visited and at which Φ(A; w) ↓ is not α-believable, and by the Γ -rules, at which some elements ≤ φ(w) are enumerated into A. In this case, φ(w)[s] will be unbounded over the construction. Therefore in either case, W = Φ(A), R is satisfied.
Suppose that there are infinitely many α-expansionary stages. Then we will build a c.e. set X , two Turing functionals Ξ and Ω such that both (a) and (b) below hold.
(
For Ξ , whenever we define Ξ (V , A; x), we define Ξ (V , A; x) ↓= X (x) with ξ (x) = x. And once V (x + 1) or A (x + 1) changes, we set Ξ (V , A; x) to be undefined. We ensure that an element x is enumerated into X , only if
For Ω, whenever we define Ω(W ,
Of course we have to ensure that W -change will never make Ω(W , X ) partial, in fact, we ensure that Ω and Ξ will have the following properties,
Finally we define the possible outcomes of an R-strategy to be 0 < L 1 to denote infinite and finite actions respectively. An S-Module. An S e,i -module assumes that an R e -strategy, α say, is building a Turing functional Ω. It will try to satisfy its S-requirement, S e,i . For simplicity, we drop the indices e, i in the following discussion.
Suppose that β is an S-module. Let αˆ 0 ⊆ β. Then β will have to deal with the injury from the building of Ω(W , X ). It will work with a fixed threshold k say. Whenever we define the threshold, we define it as fresh. If (V ⊕ A) k changes, then any previous action of β is cancelled but keep the threshold k unchanged, in which case, we say that β is reset. Clearly β is reset only finitely many times. Then the S-module β will build a computable function f and will proceed as follows.
1. Define an agitator a to be fresh.
[Note that if both a and ω(k) are defined, then a < ω(k), where k is the threshold of β.] 
α-believable computations. Then travel the link (α, β) through one of the following cases.
. Then -set ω(k) to be undefined, -remove the link (α, β) and stop.
[Now we have created and preserved an inequality Ψ (X; a) ↓= 0 = 1 = A(a). S is satisfied.] Case 3b. Otherwise, and Φ(A) (ω(k) + 1) are β-believable. Then: -remove the link (α, β),
-define an agitator a as fresh, and A crucial point of the S-strategy β is that we need one more outcome when we travel a link (α, β). This is expressed by case 3c of the strategy. By the instruction in step 3, if case 3c occurs, then the link (α, β) is kept.
Suppose that a link (α, β) is created at a stage s. If case 3c occurs only finitely many times when we travel the link (α, β)[s], then the link will be eventually travelled, or cancelled. In this case, the proof is the same as the usual gap/cogap argument. The problem is that it is possible case 3c occurs infinitely many times whenever we try to travel the link (α, β) [s] . In this case, the link (α, β) is permanent, and more seriously, there is no chance for strategies between α and β to work. By the definition of α-and β-believable computations, we know that if there is a permanent link (α, β), then there is a fixed x such that Φ α (x) diverges, α's requirement is satisfied. On the other hand, a P -or an R-requirement may neglect finitely many sub-requirements whose strategies are covered by the permanent link (α, β). This is also the reason why we can only make A high 2 , instead of high. Details will be analysed in the description of possible outcomes below. The Possible Outcomes. The possible outcomes of the S-module are as follows.
g: Case 3b occurs infinitely many times.
In this case, ω(k)[s] will be unbounded, so that f is defined to be a computable function. We prove that for every x, if f (x) ↓= y, then W (x) = y. Given x, let s 1 be the stage at which f (x) is defined for the first time, then f (x) = W s 1 (x). Let v 1 be minimal greater than s 1 at which step 2 of the module occurs. By the
Let s 2 be the least stage greater than v 1 at which case 3b of β occurs. By the choice of s 2 , W s 2 (x) = f (x). Suppose by induction that s n ≥ s 2 , that case 3b of β occurs at stage s n , and that W s n (x) = f (x). Let v n be the least stage > s n at which step 2 of β occurs.
. Let s n+1 be the least stage greater than v n at which case 3b of β occurs. By the choice of s n+1 , we have that W s n+1 (x) = f (x). It follows that there are infinitely many stages at which W (x) = f (x), giving W (x) = f (x). Since x is arbitrarily given we have that f = W . R is satisfied.
u: Otherwise, and case 3c occurs infinitely many times.
In this case, there is a link (α, β) which was created and which will neither be cancelled nor be travelled, and which is called a permanent link. We note that lim s ω(k)[s] ↓= v < ω for some v, and that there are infinitely many stages at which Φ(A; v) is not β-believable, and at which some elements γ (x, y, z) ≤ φ(v) are enumerated into A, by the Γ -rules. Therefore Φ(A) is partial. Both R and S are satisfied.
However every ξ strictly between α and β is covered by β in the sense that ξ is visited only finitely many times. The solution is the following observation:
(1) If ξ is either an R-or a P -strategy, then ξ 's requirement has lower priority than that of α, we can introduce a backup strategy below βˆ u for the requirement of ξ . Therefore the injury of ξ from β is harmless.
(2) If ξ is a Q-or an S-strategy which works on a sub-requirement whose global requirement has lower priority than that of α, then we can neglect this ξ , because, for a P -, or an R-requirement, we are allowed to give up finitely many sub-requirements Q or S.
(3) Otherwise and ξ = σ is a Q-strategy. Then we have that σˆ 1 ⊆ β holds. Now in case 3c of β, we may allow σ to act if the current stage is σ -expansionary.
(4) Otherwise and ξ = β is an S-strategy. Then β ˆ w ⊆ β holds. In this case, whenever case 3c of β occurs, we may allow β to act, if β is ready to create a link (or to open an A-gap), in the sense that step 2 of strategy β appears.
w: Otherwise. Now it is easy to see that one of the following cases occurs. Case 1. Case 3a of β occurs. Then Ψ (X; a) ↓= 0 = 1 = A(a) is created and preserved for some fixed a.
Case 2. Otherwise, and (2a) in step 2 fails to hold infinitely often. This means that Ψ (X; a) = 0 = A(a). Case 3. Otherwise, then there are infinitely many stages at which if
is not β-believable, in which case, by the Γ -rules, some elements γ (x, y, z) ≤ φ(ω(k)) are enumerated into A infinitely many times. We have that W = Φ(A).
So in any case, we have that either Ψ (X) = A or W = Φ(A), S is satisfied. We define the priority ordering of the possible outcomes of β by
A general S-strategy is just a modification of the S-module according to the observations in (1)- (4) above.
The priority tree T
In this section, we build the priority tree T and analyse some basic properties about the priority tree. First we define the priority ranking of the requirements. Definition 3.1. Given a sequence L = (X 0 , X 1 , . . . , X n ) of requirements, let m be the greatest j ≤ n such that X j is a P -or an R-requirement. Then:
We now define the priority ranking L of the requirements inductively.
Definition 3.2. (i)
Define the priority ranking of the P -and R-requirements such that P e < R e < P e+1 < R e+1 holds for each e ∈ ω.
(iii) If L is not complete, then let j be the least k such that X k is a P -or an R-requirement which is not complete in L. If X j = P x for some x, then let y be minimal such that Q x,y is not in L, and set X n+1 = Q x,y . If X j = R e for some e, then let i be the least i such that S e,i is not in L and set 
for all i ∈ ω, and (iii) R e < S e,i < S e,i+1 for all i ∈ ω.
Proof. This is immediate from Definitions 3.1 and 3.2.
Definition 3.4. We define the possible outcomes of a strategy as the same as that in Section 2.
Definition 3.5. Given a node ξ : (i) P x is satisfied at ξ , if there are P x -strategy τ and Q x,y -strategy σ for some y such that
(ii) P x is active at ξ , if P x is not satisfied at ξ and there is a P x -strategy τ such that τ ⊂ ξ and there is no S e,i -strategy β such that τ ⊂ τˆ 0 ⊆ β ⊂ βˆ u ⊆ ξ for any e < x.
(iii) R e is satisfied at ξ , if either (a) or (b) below holds, (a) There is an R e -strategy α such that αˆ 1 ⊆ ξ and there is no S e ,i -strategy β such that αˆ 1 ⊆ β ⊂ βˆ u ⊆ ξ for any e < e. (b) There is an S e,i -strategy β such that βˆ a ⊆ ξ for some a ∈ {g, u} and such that there is no S e i -strategy β with βˆ a ⊆ β ⊂ β ˆ u ⊆ ξ for any e < e.
(iv) We say that R e is active at ξ , if R e is not satisfied at ξ , and there is an R e -strategy α such that (a) αˆ 0 ⊆ ξ , (b) There is no Q x,y -strategy σ such that αˆ 0 ⊆ σ ⊂ σˆ 0 ⊆ ξ for any x ≤ e, and (c) There is no S e ,i -strategy β such that αˆ 0 ⊆ β ⊂ βˆ b ⊆ ξ for any b ∈ {g, u} and any e < e.
(v) We say that Q x,y is satisfied at ξ if there is a Q x,y -strategy σ ⊂ ξ .
(vi) We say that S e,i is satisfied at ξ if there is an S e,i -strategy β ⊂ ξ .
We now define the priority tree T . Definition 3.6. Let L be the priority ranking of the requirements defined in Definition 3.2. Then:
(i) Define the root node ∅ to be the strategy for the first requirement in L, which is actually P 0 .
(ii) The immediate successors of a node are the possible outcomes of the corresponding strategy.
(iii) A node ξ will work on the least element in L which is not satisfied, and not active at ξ .
As usual, we have the following:
Proposition 3.7 (Finite Injury Along Any Path Proposition). Let f be an infinite path through T . Then for every P -or R-
requirement X , there is a fixed n 0 such that either X is satisfied at f n for all n ≥ n 0 , or X is active at f n for all n ≥ n 0 .
Proof. By induction on the priority ranking of the requirements.
Given an S e,i -strategy, we define the top of β to be the longest R e -strategy α such that αˆ 0 ⊆ β, denoted by top(β).
We also need some more properties about the structure of the priority tree T .
Proposition 3.8. Let β ∈ T be an S e,i -strategy, and α = top(β). Then:
Proof. It is straightforward from Definitions 3.5 and 3.6.
The construction
We describe the construction using the priority tree T . First we introduce some notations. During the course of the construction, a node may be initialised. We require that (i) If an R-strategy α is initialised, then: -any link (α, β) is cancelled for any S-strategy β, -both Ξ α and Ω α are set to be ∅. (v) If β is an S-strategy, α = top(β), then if k(β) ↓= k, and there is an x < k such that ω α (x) is enumerated into X α , then β is reset simultaneously and automatically.
(vi) The Γ -rules in Section 2 will be satisfied automatically.
Definition 4.1. Given a node α, we say that Φ(A; x) ↓= y is α-believable, if for any e, m, n, if Γ (A; e, m, n) is defined and located at some node ξ with α < L ξ , then φ(x) < γ (e, m, n).
Definition 4.2.
Given an R-strategy α, a Q-strategy σ , and a stage s:
, where δ v is the last strategy which was visited at stage v.
[We assume that if σ is a Q x,y -strategy, then J σ is the set J [ x,y ] which is measured by σ at stages s at which σ ⊆ δ s , where δ s is the strategy which is eligible to act at the last substage of stage s.] Definition 4.3. Given a node ξ , and a Q-strategy σ with σˆ 0 ⊆ ξ , we say that σ is localised at ξ , if there is an S-strategy β such that for α = top(β), α ⊂ αˆ 0 ⊆ σ ⊂ σˆ 0 ⊆ β ⊂ βˆ u ⊆ ξ . Definition 4.5. Given an S e,i -strategy β for some e, i and a stage s, let α = top(β). We say that β is delayed at stage s, if there is a ξ such that one of the (i) and (ii) below holds:
(i) ξ = σ is a Q x,y -strategy for some x ≤ e such that αˆ 0 ⊆ σ ⊂ σˆ 1 ⊆ β, and s is σ -expansionary.
(ii) ξ = β is an S e ,i -strategy for some e < e such that αˆ 0 ⊆ β ⊂ β ˆ w ⊆ β and β is ready at stage s.
In this case, let ξ 0 be the shortest such ξ , we say that β is delayed at stage s via ξ 0 . 
-let αˆ 1 be eligible to act next. 2. If there is an S-strategy β such that a link (α, β) was created, and has neither been cancelled nor been travelled, then let β 0 be the <-least such β, and let β 0 be eligible to act next. 3. If there is an x such that Ω α (W α , X α ; x) ↓ = (V α ⊕ A)(x), then let y be the least such x, enumerate ω α (y) into X α , and go to action phase of stage s.
Otherwise, then:
(4a) if there is a k such that ω α (k) ↓= x and Ξ α (x) ↑, then let k 0 be the greatest k such that ω α (k) ↓, and for every
with ξ α (x) = x, and let αˆ 0 be eligible to act next. (4b) Otherwise, then let k be the least
with ω α (k) fresh, and let αˆ 0 be eligible to act next. 
-define a(β) to be fresh, and -go to action phase of stage s. This completes the description of the construction.
The verification
In this section, we verify that the construction satisfies all requirements. We first investigate some basic properties about the construction.
Proposition 5.1 (Basic Properties Proposition). Given a node ξ and a stage s:
( Subcase 2b. β is delayed at stage s via S e ,i -strategy β for some e , i . Then by Proposition 3.8, α ⊂ α ⊂ β ⊂ β ˆ g ⊆ β, and e < e < e(α). By Definition 3.6, top(β) = α, contradicting the choice of α. (ii) follows.
For (iii). Suppose to the contrary that s is the least stage at which (iii) fails to hold, and that both links (α, β 1 ) and (α, β 2 ) exist for some α, β 1 , β 2 with α ⊂ β 1 ⊂ β 2 at the end of stage s. By the building of the priority tree T , at least one of the links (α, β 1 ) and (α, β 2 ) was created at some stage v < s. And by the choice of s, there is at most one of the links (α, β 1 ), (α, β 2 ) that is created at stage s. By (ii), α is visited at stage s, so by the construction, a link (α, β j ) is travelled at stage s for some j ≤ 1. Now we observe program β j . Case 1. Case 1c of program β j occurs at stage s. Subcase 1a. β j is delayed via some Q x,y -strategy σ . Then α ⊂ αˆ 0 ⊆ σ ⊂ σˆ 0 , σˆ 1 ⊆ β j and x ≤ e(α). By the building of the priority tree T , for any S-strategy β, if σˆ 0 ⊆ β, then top(β) = α. There is no link (α, β) which is created during stage s. A contradiction.
Subcase 1b. β j is delayed at stage s via some S-strategy β . Then we can get a contradiction similarly. Case 2. Case 1d of program β j occurs at stage s. Then αˆ 0 ⊆ β j ⊂ β jˆ u ⊆ β 1−j . By the building of the priority tree T , top(β 1−j ) = α. A contradiction. (iii) follows. For (iv). Suppose to the contrary that s is the least stage at which (iv) fails. Let α 1 , β 1 , α 2 , β 2 be such that α 1 ⊂ α 2 ⊂ β 1 ⊂ β 2 , and both links (α 1 , β 1 ) and (α 2 , β 2 ) exist at the end of stage s. By the choice of s, at least one of the links (α 1 , β 1 ), (α 2 , β 2 ) is created at stage s. We check the following cases. Case 1. A link (α 1 , β 1 ) is created at stage s.
By (ii) both α 1 and β 1 are visited at stage s, step 4 of program α 1 and step 2 of program β 1 occur at stage s. Therefore β 1ˆ g ⊆ β 2 . By Proposition 3.8, e(α 1 ) < e(α 2 ). By the building of the priority tree T , top(β 2 ) ⊇ β 1ˆ g , so that top(β 2 ) = α 2 .
A contradiction. Proof. Suppose to the contrary that α 1 is not visited at stage s. Then there is an S-strategy β such that for α = top(β), α ⊂ αˆ 0 ⊆ α 1 ⊂ α 1ˆ 0 ⊆ β, and a link (α, β) is travelled at stage s. By observing program β, there are two cases to consider.
Case 1.
There is a ξ such that α 1ˆ 0 ⊆ ξ ⊂ α 2 and β is delayed at stage s via ξ . If ξ = σ is a Q x,y -strategy, then x ≤ e(α), so by Proposition 3.8, x ≤ e(α) < e(α 1 ). By the definition of the priority tree T , top(β 1 ) ⊂ ξ . A contradiction. If ξ = β is an S e ,i -strategy, then e < e(α), and α ⊂ α 1 ⊂ α 1ˆ 0 ⊆ β ˆ g ⊆ α 2 ⊂ β 1 , α = top(β ). By the building of the priority tree T , top(β 1 ) = α 1 . A contradiction.
So case 1 does not occur.
Case 2. Case 1d of program β occurs at stage s.
Again by the definition of the priority tree T , top(β 1 ) = α 1 , contradicting the choice of α 1 .
Therefore in any case we get a contradiction. Lemma 5.2 follows.
We now turn to the proof of (iv) in case 2.
By Lemma 5.2, if a link (α 1 , β 1 ) exists at the beginning of stage s, then by (iii), the link (α 1 , β 1 ) is travelled at stage s, or β 1 is initialised at the end of stage s, so by the choice of s, the former holds. We examine program β 1 . If β 1 is delayed at stage s via ξ for some ξ . Then note that ξ ⊂ β 1 ⊂ β 2 . By the construction, both β 1 and β 2 are initialised at the end of stage s, contradicting the choice of s. Otherwise, then case 1d of program β 1 occurs at stage s, so
By the definition of the priority tree T , top(β 2 ) = α 2 . A contradiction.
So in any case, there is a contradiction. (iv) follows.
For (v)
. Let e(α) = e. Since case 1d of program β occurs, we have that (a) for any Q x,y -strategy σ , if α ⊂ σˆ 1 ⊆ β and x ≤ e, then s is not σ -expansionary, and (b) for any S e ,i -strategy β , if α ⊂ β ˆ w ⊆ β and e < e, then β is not ready at stage s. Suppose to the contrary that some node ξ strictly between α and β is visited at stage s, then there is an S-strategy β such that βˆ u ⊆ β , and β is delayed at stage s via some node ξ with α ⊂ ξ ⊂ β. If α = top(β ), then by Proposition 3.8, α ⊂ α, and e = e(α ) < e. This contradicts one of the (a) and (b) above. (v) follows.
For (vi). Suppose to the contrary that α ⊂ α ⊂ β ⊂ β holds with α shortest, that a link (α , β ) exists at the beginning of stage s, and that a link (α, β) is travelled at stage s. We consider the following cases. We also need some properties about the A-restraints. Proof. Suppose to the contrary that s is the least stage at which the proposition fails, and that t is the least substage of stage s such that a node ξ is visited, but either (i) or (ii) fails to hold. Let β be the shortest S-strategy ⊂ ξ for which either (i) or (ii) fails to hold, and let α = top(β). We consider two cases. β be such that α ⊂ α ⊂ β , top(β ) = α , and a link (α , β ) was travelled at stage s . Since α is visited at stage s , α ˆ 0 ⊆ β . By Proposition 5.1(iv), and by the choice of s , α < L β , and β is delayed at stage s via ξ for some ξ . By the definition of the priority tree T , in any case, we have that top(β ) ⊃ ξ , contradicting top(β ) = α . So case 1 is impossible.
Proposition 5.3 (A-Restraint Proposition

Case 2.
(ii) fails to hold. By the same argument as that in case 1, we get a contradiction. The proposition follows. Proof. We prove the proposition by induction on the length of α. Clearly the proposition holds for the root node ∅. Suppose by induction that the proposition holds for all α ⊂ α and that α ∈ TP. Let s 0 be minimal such that (a) There is no α ⊆ α which can be initialised after stage s 0 , (b) If α ⊂ α is either an R-stategy and α ˆ 1 ⊆ α or α ˆ w ⊆ α, then α will not act at any stage s > s 0 , and (c) For each β ⊂ α, if βˆ u ⊆ α, then for α 0 = top(β), a link (α 0 , β) exists at stage s 0 , and it will neither be cancelled nor be removed at any stage s ≥ s 0 .
We prove the proposition for α by cases. Case 1. α = τ is a P x -strategy for some x ∈ ω.
Clearly αˆ 0 will never be initialised after stage s 0 . If α is visited infinitely many times, then by program α, αˆ 0 is visited infinitely often, in which case, αˆ 0 ∈ TP. If α is visited only finitely many times, then let s 1 be minimal greater than s 0 such that α will never be visited at any stage s > s 1 . By the assumption that α ∈ TP, there are infinitely many s such that α ⊆ δ s . By the choice of s 1 , for any s > s 1 , if α ⊆ δ s , then αˆ 0 ⊆ δ s , giving αˆ 0 ∈ TP. Case 2. α is an R e -strategy for some e ∈ ω. By the construction, αˆ 0 will not be initialised after stage s 0 . Suppose that αˆ 0 ∈ TP. Then let s 1 be minimal greater than s 0 such that for any s > s 1 , αˆ 0 ⊆ δ s . We first prove: Lemma 5.6. (i) There are only finitely many stages at which some node ξ ⊇ αˆ 0 is visited.
(ii) αˆ 1 is initialised only finitely many times. Proof. For (i). Suppose to the contrary that (i) fails to hold. By the choice of s 1 , for any s > s 1 , if some ξ ⊇ αˆ 0 is visited at stage s, then αˆ 0 ⊆ δ s . By the construction, for every such s, there are α , β such that α ⊂ α ⊂ αˆ 0 ⊆ β , top(β ) = α , a link (α, β ) is travelled, and β is delayed at stage s via ξ for some ξ with α ⊂ ξ ⊂ α. By the construction, δ s < L α, contradicting the assumption of α ∈ TP. (i) follows.
(ii) follows from (i). Lemma 5.6 holds.
By Lemma 5.6(i), let s 2 be minimal greater than s 1 after which no ξ ⊇ αˆ 0 will be visited. By the choice of s 2 , if α is visited at stage s > s 2 , then αˆ 1 is visited at stage s. So if α is visited infinitely many times, then αˆ 1 is visited infinitely often, there are infinitely many s such that αˆ 1 ⊆ δ s , otherwise, then for almost every s, if α ⊆ δ s , then αˆ 1 ⊆ δ s . In either case αˆ 1 ∈ TP, and clearly α acts only finitely many times.
Case 3. α = σ is a Q x,y -strategy for some x, y ∈ ω.
By the proof in case 2 above.
Case 4. α = β is an S e,i -strategy for some e, i. Let α = top(β). Clearly, βˆ g is initialised only finitely many times. So if βˆ g ∈ TP, then the proposition holds. We prove the following: Lemma 5.7. Suppose that βˆ g ∈ TP. Then:
(i) There are only finitely many stages at which some node ξ ⊇ βˆ g is visited.
(ii) βˆ u is initialised only finitely many times. 
Proof. For (i). By the proof of Lemma 5.6(i). (i) follows.
(ii) follows from (i).
For (iii). Suppose to the contrary that there is no permanent link (α, β). Then for any v, if a link (α, β) is created at stage v, then it will be either cancelled or removed at a stage s > v.
By the choice of s 0 , a link (α, β) will not be cancelled by initialisation after stage s 0 . By Proposition 5.1(vi) and by the construction, if a link (α, β) is created at stage s, then βˆ g ⊆ δ s . Therefore there are only finitely many stages at which a link (α, β) is created. By Proposition 5.1(vi), by initialisation and by the construction, if there is no link (α, β) which exists at the end of stage s, then there are no α , β such that α ⊂ α ⊂ β ⊂ βˆ u ⊆ β , top(β ) = α , and a link (α , β ) exists at the end of stage s. Therefore for almost every stage s, there are no α , β such that α ⊆ α ⊂ β ⊆ β and a link (α , β ) exists at the beginning of stage s. This ensures that βˆ u ∈ TP. A contradiction. (iii) follows. 
Proposition 5.8 (Γ -Proposition). (i)
For any x, y, z, Γ (A; x, y, z) ↓= p < ω for some p ∈ ω.
(ii) For any x, y, lim z Γ (A; x, y, z) ↓= q < ω for some q. . Given x, y, let σ be the unique Q x,y -strategy ∈ TP. If σˆ 1 ∈ TP, then by the construction, for almost every z, Γ (A; x, y, z) is defined to be 0 and located at σˆ 1 eventually and permanently, in which case, lim z Γ (A; x, y, z) = 0. If σˆ 0 ∈ TP, and there is an S e,i -strategy β for some e < x such that βˆ u ∈ TP, then let β 0 be the longest such β, and let α 0 = top(β 0 ). By Proposition 5.5, there is a permanent link (α 0 , β 0 ). By the construction, for almost every z, Γ (A; x, y, z) ↓= 1 is defined and located at σˆ 0 eventually and permanently. Therefore lim z Γ (A; x, y, z) ↓= 1. Otherwise, then by the construction, for almost every (y , z ) such that y ≥ y, Γ (A; x, y , z ) ↓= 1 is defined and located at σˆ 0 eventually and permanently. So for every y ≥ y, lim z Γ (A; x, y , z) ↓= 1. (ii) holds.
For (iii). By Proposition 3.7, there are only finitely many y such that the Q x,y -strategy σ ∈ TP is localised by some ξ ∈ TP. If there is a Q x,y -strategy σ ∈ TP such that σˆ 0 ∈ TP and σ is not localised by any ξ ∈ TP, then by the construction, lim y lim z Γ (A; x, y, z) ↓= 1. Otherwise, then for almost every Q x,y -strategy σ ∈ TP, we have that σˆ 1 ∈ TP, this ensures that lim y lim z Γ (A; x, y, z) ↓= 0. (iii) follows. Proposition 5.8 holds.
Proposition 5.9 (P -Satisfaction Proposition). For each x, P x is satisfied.
Proof. Given x, by the choice of J, if x ∈ ∅ , then for almost every y, J In either case, we have that ∅ (x) = lim y lim z Γ (A; x, y, z).
P x is satisfied.
Proposition 5.9 follows.
Proposition 5.10 (R-Satisfaction Proposition). For each e, R e is satisfied.
Proof. Given e, by Proposition 3.7, we can choose α to be the longest R e -strategy ∈ TP. First we have that α is visited infinitely many times. Suppose to the contrary that α is visited only finitely many times. By Proposition 5.5, let s 0 be minimal such that α will not be initialised or visited after stage s 0 . We claim that there is a fixed pair (α , β ) such that α ⊂ α ⊂ β ∈ TP, top(β ) = α , and there is a permanent link (α , β ). Otherwise, by Proposition 5.1 (vi) and (vii) and by the construction, there is a stage s 1 > s 0 such that there are no α , β such that α ⊂ α ⊂ β and a link (α , β ) exists at the end of stage s 1 . By the choice of s 0 and s 1 , α < L TP, contradicting the hypothesis of α ∈ TP.
