Electromagnetism-like Optimization (EMO) is a global optimization algorithm, particularly well-suited to solve problems featuring non-linear and multimodal cost functions. EMO employs searcher agents that emulate a population of charged particles which interact to each other according to electromagnetism's laws of attraction and repulsion. However, EMO usually requires a large number of iterations for a local search procedure; any reduction or cancelling over such number, critically perturb other issues such as convergence, exploration, population diversity and accuracy. This paper presents an enhanced EMO algorithm called OBEMO, which employs the OppositionBased Learning (OBL) approach to accelerate the global convergence speed. OBL is a machine intelligence strategy which considers the current candidate solution and its opposite value at the same time, achieving a faster exploration of the search space. The proposed OBEMO method significantly reduces the required computational effort yet avoiding any detriment to the good search capabilities of the original EMO algorithm. Experiments are conducted over a comprehensive set of benchmark functions, showing that OBEMO obtains promising performance for most of the discussed test problems.
Introduction
Global Optimization (GO) [1, 2] has issued applications for many areas of science [3] , engineering [4] , economics [5, 6] and others whose definition requires mathematical modelling [7, 8] . In general, GO aims to find the global optimum for an objective function which has been defined over a given search space.
The difficulties associated with the use of mathematical methods over GO problems have contributed to 4 In this paper, an Opposition-Based EMO called OBEMO is constructed by combining the oppositionbased strategy and the standard EMO technique. The enhanced algorithm allows a significant reduction on the computational effort which required by the local search procedure yet avoiding any detriment to the good search capabilities and convergence speed of the original EMO algorithm. The proposed algorithm has been experimentally tested by means of a comprehensive set of complex benchmark functions. Comparisons to the original EMO and others state-of-the-art EMO-based algorithms [7] demonstrate that the OBEMO technique is faster for all test functions, yet delivering a higher accuracy.
Conclusions on the conducted experiments are supported by statistical validation that properly supports the results.
The rest of the paper is organized as follows: Section 2 introduces the standard EMO algorithm. Section 3 gives a simple description of OBL and Section 4 explains the implementation of the proposed OBEMO algorithm. Section 5 presents a comparative study among OBEMO and other EMO variants over several benchmark problems. Finally, some conclusions are drawn in Section 6.
Electromagnetism -Like Optimization Algorithm (EMO)
EMO algorithm is a simple and direct search algorithm which has been inspired by the electro-magnetism phenomenon. It is based on a given population and the optimization of global multi-modal functions. In comparison to GA, it does not use crossover or mutation operators to explore feasible regions; instead it does implement a collective attraction-repulsion mechanism yielding a reduced computational cost with respect to memory allocation and execution time. Moreover, no gradient information is required as it employs a decimal system which clearly contrasts to GA. Few particles are required to reach converge as has been already demonstrated in [11] . • n : Dimensional size of the problem.
•
The highest bound of the th k dimension.
The lowest bound of the th k dimension.
• ( ) f x : The function to be minimized.
EMO algorithm has four phases [6] : initialization, local search, computation of the total force vector and movement. A deeper discussion about each stage follows.
Initialization, a number of m particles is gathered as their highest (u) and lowest limit (l) are identified.
Local search, gathers local information for a given point
Calculation of the total force vector, charges and forces are calculated for every particle.
Movement, each particle is displaced accordingly, matching the corresponding force vector.
Initialization
First, the population of m solutions is randomly produced at an initial state. Each n-dimensional solution is regarded as a charged particle holding a uniform distribution between the highest (u) and the lowest (l) limits. The optimum particle (solution) is thus defined by the objective function to be optimized. The procedure ends when all the m samples are evaluated, choosing the sample (particle) that has gathered the best function value.
Local Search
The local search procedure is used to gather local information within the neighbourhood of a candidate solution. It allows obtaining a better exploration and population diversity for the algorithm. The pseudo-code is listed in Fig. 1 .
In general, the local search for all particles can also reduce the risk of falling into a local solution but is time consuming. Nevertheless, recent works [17, 32] have shown that eliminating, reducing or simplifying the local search process affects significantly the convergence, exploration, population diversity and accuracy of the EMO algorithm.
Total force vector computation
The total force vector computation is based on the superposition principle ( Fig. 2 ) from the electromagnetism theory which states: "the force exerted on a point via other points is inversely proportional to the distance between the points and directly proportional to the product of their charges" [41] . The particle moves following the resultant Coulomb's force which has been produced among particles as a charge-like value. In the EMO implementation, the charge for each particle is determined by its fitness value as follows:
where n denotes the dimension of Both effects, attraction-repulsion are applied depending on the actual proximity between a given particle and the best-graded element. The overall resultant force between all particles determines the actual effect of the optimization process.
The final force vector for each particle is evaluated under the Coulomb's law and the superposition principle as follows:
where ( ) ( ) h p f f < g g represents the attraction effect and ( ) ( )
g represents the repulsion force (see Fig. 3 ). The resultant force of each particle is proportional to the product between charges and is inversely proportional to the distance between particles. In order to keep feasibility, the vector in expression (3) should be normalized as follows: 
Movement
The change of the d-coordinate for each particle p is computed with respect to the resultant force as follows:
In Eq. (5), λ is a random step length that is uniformly distributed between zero and one. ,are the charges, and F is the exerted force as has been generated by the charge interaction.
The process is halted when a maximum iteration number is reached or when the value ( ) best f g is near to zero or to the required optimal value.
Opposition -based Learning (OBL).
Opposition-based Learning [33] is a new concept in computational intelligence that has been employed to effectively enhance several soft computing algorithms [42, 43] . The approach simultaneously evaluates a 9 solution x and its opposite solution x for a given problem, providing a renewed chance to find a candidate solution lying closer to the global optimum [34] .
Opposite number
be a real number, where l and u are the lowest and highest bound respectively. The opposite of x is defined by:
Opposite point
Similarly, the opposite number definition is generalized to higher dimensions as follows: Let
Opposition-based optimization
Metaheuristic methods start by considering some initial solutions (initial population) and trying to improve them toward some optimal solution(s). The process of searching ends when some predefined criteria are satisfied. In the absence of a priori information about the solution, random guesses are usually considered. The computation time, among others algorithm characteristics, is related to the distance of these initial guesses taken from the optimal solution. The chance of starting with a closer (fitter) solution can be enhanced by simultaneously checking the opposite solution. By doing so, the fitter one (guess or opposite guess) can be chosen as an initial solution following the fact that, according to probability theory, 50% of the time a guess is further from the solution than its opposite guess [35] . Therefore, starting with the closer of the two guesses (as judged by their fitness values) has the potential to accelerate convergence. The same approach can be applied not only to initial solutions but also to each solution in the current population.
By applying the definition of an opposite point, the opposition-based optimization can be defined as follows: Let x be a point in a n-dimensional space (i.e. a candidate solution). Assume ( ) f x is a fitness function which evaluates the quality of such candidate solution. According to the definition of opposite point, x is the opposite of x . If ( ) f x is better than ( ) f x , then x is updated with x , otherwise current point x is kept. Hence, the best point ( x or x ) is modified using known operators from the populationbased algorithm. Figure 4 shows the opposition-based optimization procedure. In the example, Fig. 4a and 4b represent the function to be optimized and its corresponding contour plot, respectively. By applying the OBL principles to the current population P (see Fig. 4b 
Opposition-based Electromagnetism-like Optimization (OBEMO)
Similarly to all metaheuristic-based optimization algorithms, two steps are fundamental for the EMO algorithm: the population initialization and the production of new generations by evolutionary operators.
In the approach, the OBL scheme is incorporated to enhance both steps. However, the original EMO is considered as the main algorithm while the opposition procedures are embedded into EMO aiming to accelerate its convergence speed. 
Opposition-Based Population Initialization
In population-based meta-heuristic techniques, the random number generation is the common choice to create an initial population in absence of a priori knowledge. Therefore, as mentioned in Section 3, it is possible to obtain fitter starting candidate solutions by utilizing OBL despite no a-priori knowledge about the solution(s) is available. The following steps explain the overall procedure.
1) Initialize the population X with P N representing the number of particles.
2) Calculate the opposite population by x denote the ith parameter of the jth particle of the population and its corresponding opposite particle.
3) Select the P N fittest elements from { } ∪ X X as initial population.
Opposition-based production for new Generation
Starting from the current population, the OBL strategy can be used again to produce new populations. In this procedure, the opposite population is calculated and the fittest individuals are selected from the union of the current population and the opposite population. The following steps summarize the OBEMO implementation as follows:
Step 1.
Generate P N initial random particles h x to create the particle vector X , with 1, 2,
Step 2. Apply the OBL strategy by considering P N particles from vector X and generating the opposite vector X through Eq. 7.
Step 3. Select the P N fittest particles from ∪ X X according to ( ) f ⋅ . These particles build the initial population 0 X .
Step 4.
Calculate the local search procedure for each particle of 0 X as follows: For a given dimension d, the particle h x is assigned to a temporary point y to store the initial information.
Next, a random number is selected and combined with δ to yield the step length. Therefore, the point y is moved along that direction. The sign is determined randomly. If ( ) h f x is minimized, the particle h x is replaced by y, ending the neighborhood-wide search for a particle h. The result is stored into the population vector Local X .
Step 5. Determine the best particle best x of the population vector
Step 6. Calculate the charge among particles using expression (2) and the vector force through Eq.
(3). The particle showing the better objective function value holds a bigger charge and therefore a bigger attraction force.
Step 7.
Change particle positions according to their force magnitude. The new particle's position is calculated by expression (5). best x is not moved because it has the biggest force and attracts others particles to itself. The result is stored into the population vector Mov X .
Step 8. Apply the OBL strategy over the m particles of the population vector Mov X , the opposite vector Mov X can be calculated through Eq. 7.
Step 9. Select the m fittest particles from Mov Mov ∪ X X according to ( ) f ⋅ . Such particles represent the population 0 X .
Step 10. Increase the Iteration index. If iteration = MAXITER or the value of ( ) f X is smaller than the pre-defined threshold value, then the algorithm is stopped and the flow jumps to step 11.
Otherwise, it jumps to step 4.
Step 11. The best particle best x is selected from the last iteration as it is considered as the solution. 
Experimental results
In order to test the algorithm's performance, the proposed OBEMO is compared to the standard EMO and others state-of-the-art EMO-based algorithms. In this section, the experimental results are discussed in the following subsections: The original test functions, which are shown in Table 1 , agree to the set of numerical benchmark functions presented by the original EMO paper at [16] . Considering that such function set is also employed by a vast majority of EMO-based new approaches, its use in our experimental study facilitates its comparison to similar works. More details can be found in [44] .
The major challenge of an EMO-based approach is to avoid the computational complexity that arises from the large number of iterations which are required during the local search process. Since the computational complexity depends on the dimension of the optimization problem, one set of multidimensional functions (see Table 2 ) is used in order to assess the convergence and accuracy for each algorithm. Multidimensional functions include a set of five different functions whose dimension has been fixed to 30. 
Function

Search domain Global minima Branin
Goldenstain-Price
Hartmann (6-dimensional) 4 6 2 5 
Parameter settings for the involved EMO algorithms
The experimental set aims to compare four EMO-based algorithms including the proposed OBEMO. All algorithms face 14 benchmark problems. The algorithms are listed below:
-Standard EMO algorithm [16] ;
-Hybridizing EMO with descent search (HEMO) [17] ;
-EMO with fixed search pattern (FEMO) [30] ;
-The proposed approach OBEMO.
For the original EMO algorithm described in [16] and the proposed OBEMO, the parameter set is . Such values can be assumed as the best configuration set according to [17] . Diverging from the standard EMO and the OBEMO algorithm, the HEMO method reduces the local search phase by only processing the best found particle 
Results and discussions
Original test functions set
On this test set, the performance of the OBEMO algorithm is compared to standard EMO, HEMO and FEMO, considering the original test functions set. Such functions, presented in Table 1 The results, shown by Table 3 , are evaluated assuming the averaged best value f(x) and the averaged number of executed iterations (MAXITER). Figure 6 shows the optimization process for the function 3 f and 6 f . Such function values correspond to the best case for each approach that is obtained after 35 executions. f and (b) 6 f .
In order to statistically analyse the results in Table 3 , a non-parametric significance proof known as the
Wilcoxon's rank test [45] [46] [47] has been conducted. Such proof allows assessing result differences among two related methods. The analysis is performed considering a 5% significance level over the "averaged best value of f(x)" and the "averaged number of executed iterations of MAXITER" data. Table 4 and to the normal noise contained in the process). Table 4 considers the Wilcoxon analysis with respect to the "averaged best value" of f(x). The p-values for the case of OBEMO vs EMO are larger than 0.05 (5% significance level) which is a strong evidence supporting the null hypothesis which indicates that there is no significant difference between both methods. On the other hand, in cases for the p-values corresponding to the OBEMO vs HEMO and OBEMO vs FEMO, they are less than 0.05 (5% significance level), which accounts for a significant difference between the "averaged best value" data among methods. 12 f and (b) 14 f .
Conclusions
In this paper, an Opposition-Based EMO, named as OBEMO, has been proposed by combining the opposition-based learning (OBL) strategy and the standard EMO technique. The OBL is a machine intelligence strategy which considers, at the same time, a current estimate and its opposite value to achieve a fast approximation for a given candidate solution. The standard EMO is enhanced by using two OBL steps: the population initialization and the production of new generations. The enhanced algorithm significantly reduces the required computational effort yet avoiding any detriment to the good search capabilities of the original EMO algorithm. 
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A set of 14 benchmark test functions has been employed for experimental study. Results are supported by a statistically significant framework (Wilcoxon test [45] [46] [47] ) to demonstrate that the OBEMO is as accurate as the standard EMO yet requiring a shorter number of iterations. Likewise, it is as fast as others state-of-the-art EMO-based algorithms such as HEMO [7] and FEMO [30] , still keeping the original accuracy.
Although the results offer evidence to demonstrate that the Opposition-Based EMO method can yield good results on complicated optimization problems, the paper's aim is not to devise an optimization algorithm that could beat all others currently available, but to show that the Opposition-based Electromagnetism-like method can effectively be considered as an attractive alternative for solving global optimization problems.
