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Abstract—A novel approach is presented to perform stochastic
variability analysis of nonlinear systems. The versatility of the
method makes it suitable for the analysis of complex nonlinear
electronic systems. The proposed technique is a variation-aware
extension of the Transfer Function Trajectory method by means
of the Polynomial Chaos expansion. The accuracy with respect
to the classical Monte-Carlo analysis is verified by means of
a relevant numerical example showing a simulation speedup of
1777 X .
Index Terms—Nonlinear systems, variability analysis, polyno-
mial chaos, transfer function trajectories.
I. INTRODUCTION
The evaluation of the effects of geometrical or electrical pa-
rameter variability on the performance of modern microwave
components and circuits is fundamental, due to the increas-
ing complexity, density and bandwidth of these circuits [1],
[2]. The Monte-Carlo (MC) method is the standard for the
variability analysis due to its accuracy and robustness. It has
however the clear limitation of requiring a large number of
simulations. Indeed, the simulation of complex, high-speed
microwave components and circuits can be expensive, in terms
of both memory and computational time.
A reliable alternative to MC-based approaches is repre-
sented by the Polynomial Chaos (PC) expansion [3]–[8]
which describes a stochastic process as a series of orthogonal
polynomials with suitable coefficients. The PC expansion
has extensively been applied to the variability analysis of
linear systems (i.e. lumped elements circuits [9], [10], mul-
ticonductor transmission lines [11]–[13] and generic linear
multiport system [14]). In particular, the contribution [14]
demonstrates the accuracy and efficiency of the frequency-
domain variability analysis performed while applying the PC
expansion to the state-space description of the linear system
under study. However, the application of the PC expansion to
the variability analysis of nonlinear electronic devices so far
has been limited to
 specific types of circuits (namely oscillators [15] and
DC/DC converters [16]);
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 the evaluation of the effects of variability of macromodels
embedded in nonlinear circuits [17].
In this paper a novel method is proposed for the variability
analysis of complex nonlinear systems based on the calculation
of the PC expansion of the Transfer Function Trajectory (TFT)
[18]–[20] model of the system under study, indicated below
as the PC-TFT model. The proposed technique is particularly
suitable to model radio frequency (RF) nonlinear circuits
thanks to the modeling power of the parametric vector fitting
(VF) algorithm [21]–[23] employed by the TFT method.
The calculation of the PC-TFT model requires a two-step
process. At first a discrete number of TFT models is computed
corresponding to a discrete set of samples of time and of
geometrical or physical parameters chosen for the variability
analysis. Then the desired PC-TFT model is computed using
the linear regression approach [4]. Finally, the variability
analysis of the system is performed accurately and efficiently
by using the PC model of the system’s output, which can
directly be obtained from the PC-TFT model by solving
a suitable system of ordinary differential equations (ODEs)
using a standard numerical method.
The proposed method offers several advantages: it can be
applied to a broad range of nonlinear circuits thanks to the
modeling power of the TFT; it offers the efficiency and accu-
racy of the PC method in performing the variability analysis;
and it is suitable for the analysis of complex nonlinear circuits
since a hierarchical approach can be used for the calculation
of the PC-TFT model.
This paper is structured as follows. First, an overview of
the PC theory and of the TFT trajectory method is given in
Section II and III, respectively. The time-domain stochastic
macromodeling technique is described in Section V, and
relevant numerical examples are presented in Section VI,
validating the proposed technique. Conclusions are summed
up in Section VII.
II. PRELIMINARIES: PC PROPERTIES
The PC expansion describes a stochastic process in matrix
form Y 2 RUV with finite variance [3], [14] as a series
of orthogonal polynomials 'i() depending on a vector of
normalized random variables  with suitable coefficients i 2
RUV as [3], [4]:
Y =
1X
i=0
i'i() (1)
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In particular, the polynomials in equation (1) are orthogonal
with respect to a probability measure W () with support 

according to [5]:
< 'i(); 'j() >=
Z


'i()'j()W ()d = aiij (2)
where ai are positive numbers and ij is the Kronecker delta.
The infinite expansion (1) is an exact description of the
stochastic process under study, but for practical implementa-
tion the series must be truncated to a limited number ofM+1
basis functions, leading to the finite PC model:
Y 
MX
i=0
i'i() (3)
The main advantage of the PC model is the efficient and
accurate representation of the system variability. Indeed, the
mean  and the variance 2 of the stochastic process Y can
be expressed as [4]:
 = 0 (4)
2 =
MX
i=1
2i < 'i(); 'i() > (5)
Apart from all moments, also stochastic functions of Y , such
as the probability density function (PDF) and the cumulative
density function (CDF), can be computed following standard
analytical formulas or numerical schemes [6].
In the following, a methodology is presented to obtain the
PC model (3) for the case of independent random variables .
The approaches described in [4], [5], [7] can be adopted for
correlated random variables.
The orthogonal polynomials in (3) (also referred to as
basis functions) can be computed as product combinations
of orthogonal polynomials corresponding to each individual
random variable i [4], [7]. Indeed, the global uncertainty PDF
is the product of the PDFs of the single random variables, and
the probability measure W () becomes:
W () =
ZY
i=1
Wi(i) (6)
where Z is the number of random variables. Furthermore, it
can be proven that the total number of basis functions M +1
used in the PC model (3) is [4]:
M + 1 =
(Z + P )!
Z!P !
(7)
where P is the highest degree of the polynomials used in the
PC model (3).
Finally, the basis functions can be calculated numerically for
independent random variables with arbitrary PDFs following
the approach described in [5], while for random variables
with specific PDFs the corresponding basis functions are the
polynomials of the Wiener-Askey scheme [8]. For example,
in the uniform PDF case the basis functions are the Legen-
dre polynomials, while in the Gaussian PDF case the basis
functions are the Hermite polynomials.
Upon determination of the basis functions, the correspond-
ing PC coefficients i for i = 0; : : : ;M can be computed
following one of the two main methods described in the
literature: the spectral projection and the linear regression
technique [4].
For a complete reference on PC theory, the reader is referred
to [3]–[8].
III. PIECEWISE TFT MODELING
We consider nonlinear dynamical systems of order N with
a state-space description that arises when modeling electric
circuits by modified nodal analysis (MNA):
_g(x(t)) = f(x(t)) +Bu(t); y(t) = CTx(t) (8)
In this paper, x(t) 2 RN is the state vector corresponding
to the node voltages and inductor currents in the circuit and
u(t) 2 RMi are the inputs to the circuit. g() and f() 2
RNN are matrix-valued functions describing the charges and
currents of nonlinear components. B 2 RNMi is a constant
incidence matrix, which maps the inputs to the internal nodes
of the circuit. C 2 RNMo is the output matrix and y(t) 2
RMo denotes the output variables.
Trajectory piecewise (TPW) methods have proven them-
selves to be state-of-the-art in the field of accurate automated
model generation [24], [25]. Here, the state space is covered
with linear or low-order polynomial snapshots of the nonlinear
system (8). Consequently, the nonlinear matrix functions f()
and g() are approximated over a significant portion of the
reachability space [24], [26] by a convex combination of affine
functions:
f(x) Pj wj(x) (Ajx+ aj)
g(x) Pj wj(x) (Ejx+ ej) (9)
where Aj ; Ej are the Jacobians of the linearization around
xj = x(tj) and aj ; ej are inhomogeneous offset terms.
The scalar function wj(x) performs a weighted interpolation
between the samples such that wj(xj) = 1. The idea of
generating a collection of local models has also been used for
the design of gain-scheduled controllers and is referred to as a
quasi-linear parameter-varying (quasi-LPV) representation of
the nonlinear system [26]. For robustness, the samples that are
included in the quasi-LPV model need to cover the reachability
space of the system. In practice, it often suffices to apply
typical training signals with a large amplitude over a frequency
range of interest.
The linearized matrices Aj ;Ej are large and sparse, so
projection-based model-order reduction techniques can be
applied for reducing their complexity to an order R  N
[27], [28]. More recently, the transfer function trajectory (TFT)
representation was proposed as a scalable version of the TPW
approach that guarantuees global stability by transforming the
linearized samples to the frequency domain [19]:
Hj(s) = C
T (sEj +Aj)
 1
B (10)
The above collection of transfer functionsHj(s) is parameter-
ized in the frequency s and the state space index j = 1; : : : ; T ,
with T the number of state space samples. The resulting
hyperplane is then approximated along the frequency axis
with R  N fixed poles diag
bA using the parametric
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VF algorithm [22], [23]. Due to the non-uniqueness of the
frequency-domain representation, the pole-residue form that
is computed by the VF algorithm has multiple realizations
which are related by similarity transform. For example, the
Hammerstein and Wiener realizations respectively become:
Hj(s)  bCT (sI   bA) 1 bBj for j = 1; : : : ; T (11)
Hj(s)  bCTj (sI   bA) 1 bB for j = 1; : : : ; T (12)
The nonlinear functionality of the system approximation is
fully embedded in the residues brl;k by fixing the poles of
the model over the entire state space. Moreover, the model
is assured to be bounded-input bounded-output (BIBO) stable
using a simple pole-flipping scheme [22].
In the remainder of this paper, the TFT model (12) is
implemented as a multi-channel Wiener system with a linear
time-invariant block at the input and a nonlinear readout
map. In order to capture strongly nonlinear dynamics, the
nonlinear part is implemented as a piecewise combination
of linear functions. Other nonlinear function approximations
of the residues can be found in [18]–[20]. The time-domain
representation of the Wiener-TFT approximation is found by
piecewise integration of the residues:(
_bx(t) = bAbx(t) + bBu(t)by(t) =Pj wj(bx(t))bCTj bx(t) + bDj (13)
The constant bDj is found by comparing the system output
with the output of the model with bDj = 0. By introducing:
bC (bx) =Pj wj(bx(t))bCTjbD (bx) =Pj wj(bx(t)) bDj ; (14)
the model (13) can be written compactly as:(
_bx(t) = bAbx(t) + bBu(t)by(t) = bC (bx) bx(t) + bD (bx) (15)
In the following sections, a variation-aware extension of the
TFT models is developed by means of the PC theory.
IV. CALCULATION OF THE PC-TFT MODEL
The goal of the proposed contribution is to model the time-
domain variability of a nonlinear system that depends on a
vector of random variables . The PC model (3) of the TFT
description (15) of the nonlinear system under study (indicated
as PC-TFT) can be written as:(
_bx(t) = bAbx(t) + bBu(t)by (t; ) = PMi=0 bCi (bx) bx (t) + bDi (bx)'i() (16)
In a first step, the TFT model (15) of the system under
study is computed over a discrete set of values of the random
variables  and of the state space x(t), indicated as [r]
K
r=1
and [xj ]
T
j=1, respectively. The sampling in the state space is
dictated by the training stimuli of the TFT model and does
not need to be uniform [19], [24], while the samples of the
random variables  are chosen over a regular grid in the
stochastic space 
. In particular, the number K of samples in
the stochastic space is chosen according to:
K  2 (M + 1) = 2(Z + P )!
Z!P !
(17)
The TFT samples (12) that correspond to each value of [r]
K
r=1
and [xj ]
T
j=1 can be computed as in Section III. However,
it is important to choose the same set of poles for all the
TFT samples (12) computed for all the values of [r]
K
r=1 and
[xj ]
T
j=1. Hence, the matrices bA and bB of all the K  T
TFT samples calculated are assumed to be constant, since
they are independent from both the time and the random
variables considered. Furthermore, the stability of the TFT
samples computed is guaranteed by enforcing the stability of
the chosen set of poles [22]. Therefore, we have obtained a
TFT model that is parameterized in the stochastic space and
the state space:(
_bx(t) = bAbx(t) + bBu(t)by(t; ) = bC (bxj ; r) bx(t) + bD (bxj ; r) (18)
for r = 1; : : : ;K and j = 1; : : : ; T .
Finally, the desired PC-TFT model (16) can be obtained by
computing the corresponding PC models of the matrices bC
and bD. Once the basis functions are known, as described in
Section II, the PC coefficients of the matrices bC and bD can
be found following the linear regression approach [4], [14],
which leads to:
	C (r)C (bxj) = RC (bxj ; r) (19)
	D (r)D (bxj) = RD (bxj ; r) (20)
where the r th row of the matrices 	C (r) and 	D (r)
contains the multivariate polynomial basis functions 'i for
i = 0; : : : ;M evaluated in r for r = 1; : : : ;K multiplied
by the identity matrix of the same dimension as the matrixbC and bD, respectively. The corresponding set of values of
the matrix bC (bxj ; r) and bD (bxj ; r) for r = 1; : : : ;K and
j = 1; : : : ; T are collected in the matrix RC (bxj ; r) and
RD (bxj ; r), respectively. Finally, C (bxj) contains the de-
sired PC coefficients bCi (bxj) and D (bxj) the PC coefficientsbDi (bxj) for i = 0; : : : ;M and j = 1; : : : ; T . Note that, the
realization technique used to convert a pole-residue model to
a state-space form has an influence on the smoothness of the
matrices in (19), (20) with respect to the design parameters
and, therefore, on the accuracy of the final PC model [14].
We use a Wiener realization in our approach.
It is important to notice that the stability of the computed
PC-TFT model (16) is guaranteed if a stable set of poles is
used to obtain the parameterized TFT model (18).
Finally, the proposed method is efficient if the number of
random variables Z is limited, see (17), and if the number of
state samples T is not too high, since the total number of TFT
samples to be calculated is K  T . For example, considering
Z = 15 random variables with seventh-order polynomial chaos
expansion (P = 7) the total number of TFT models that must
be calculated for each time sample is 341088, according to
(17).
The entire flowchart of the proposed PC-TFT modeling
strategy is summarized in Fig. 1.
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Fig. 1. Flowchart of the proposed PC-TFT modeling strategy.
V. VARIABILITY ANALYSIS OF NONLINEAR SYSTEMS
THROUGH PC-TFT MODELING
In the following, the efficiency and accuracy of comput-
ing the PC model of the system output, starting from the
corresponding PC-TFT model (16), will be demonstrated. In
particular, only the PC coefficients of the system output byi
for i = 0; : : : ;M must be calculated. Indeed, equation (16)
can be written as a system of M + 1 independent equations,
thanks to the orthogonality relation (2). Projecting (16) on the
basis function 'p(), for p = 1; : : : ;M , leads to:byp (t) = bCp (bx) bx (t) + bDp (bx) (21)
Hence, the PC coefficients of the system output can be
calculated directly from the corresponding PC-TFT model by
solving the following M + 1 independent systems of ODEs:(
_bx (t) = bAbx (t) + bBu (t)byi (t) = bCi (bx) bx (t) + bDi (bx) for i = 1; : : : ;M ;
(22)
using a standard numerical method (e.g. Backward Euler).
Note that the computational cost of solving the system of
ODEs (22) can drastically be reduced by exploiting the
parallelism of these calculations. Finally, to further reduce
the computational cost of solving equation system (22), any
numerical method that employs a non-uniform sampling in the
time domain can be used in such a way as to minimize the total
number T 0 of time samples needed, while keeping the overall
accuracy. Note that the set of time samples [tk]
T 0
k=1 depends
only on numerical method chosen to solve the system of
equations (22) and is independent from the particular sampling
of the state space used in Section IV to build the PC-TFT
model.
At this point, a PC model of the system output can be
calculated over a discrete set of time samples as:
by (tk; ) = MX
i=0
byi (tk)'i() for k = 1; : : : ; T 0; (23)
The value of the PC model (23) can easily be computed for
any time sample tq 6= tk for k = 1; : : : ; T 0, with t0 < tk < tT 0
using a numerical interpolation technique [29], [30].
The proposed methodology has several advantages. Thanks
to the modeling power of the TFT method, it can be applied to
study a broad range of nonlinear systems, including strongly
Fig. 2. Schematic representation of the RF PA circuit.
nonlinear ones, and it offers the efficiency and accuracy
of the PC expansion to determine the time-domain system
variability. For example, stochastic moments like (4), (5) can
be determined analytically. Furthermore, the stability of the
calculated PC-TFT model can be guaranteed (see Section IV).
Finally, the proposed technique offers a good flexibility in
modeling complex nonlinear systems. Indeed, a hierarchical
approach can be used: complex nonlinear systems can be
divided in simpler blocks that can be modeled separately with
the proposed technique (see Section VI).
VI. NUMERICAL EXAMPLES
The proposed PC-TFT model is demonstrated by modeling a
radio frequency (RF) power amplifier (PA) circuit , see Fig. 2.
The topology of the circuit was proposed in [31] and has been
implemented as a netlist description in the I3T50 technology
for purpose of validation of the PC-TFT technique. The circuit
was stimulated by a 2 GHz RF carrier frequency.
For this PA circuit, the analog input signals are the determin-
istic inputs to the model. The stochastic variables are selected
based upon sensitivity screening of each stochastic variable
occurring in the PA towards the output performance. This
procedure yields two dominant stochastic variables (Z = 2)
that need to be included in the model for this technology,
namely the variation of the threshold voltages of the input
transistors. It is assumed that the stochastic variables have a
normal distribution, which is verified experimentally.
A PC model of the output mapping defined by bC(); bD()
is computed using a fifth-order polynomial chaos expansion
(P = 5 for accuracy reasons). Hence, the corresponding
number of basis functions in the PC-TFT model isM+1 = 21,
according to (7), which leads to a minimum number of samples
in the stochastic space equal to K  2 (M + 1) = 42,
according to (17). A Wiener PC-TFT model was computed
using a 7 by 7 regular grid of the two stochastic variables
 in a range between 4, so K = 49 SPICE simulations are
required for each of the reference voltages. All the K initial
SPICE simulations are performed for 1000 time samples. From
the MNA data, 49 piecewise TFT models are computed. The
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Fig. 3. Top: Time-domain waveforms of the PC circuit modeled with SPICE
and the TFT model for 500 MC samples. Bottom: the difference or error
between the PC-TFT model and the SPICE simulation.
computation of the 49 TFT models took 778 s including the
training simulations. The computation of the PC model of the
output mapping bCi(); bDi() in (22) took 12 s and the PC
model (23) of the PA output byi took 1:7 s.
The time-domain response of the PA in SPICE and of
the PC-TFT model are given in Fig. 3 for 40001 transient
simulations with MC sampling of the process variations that
are included in the technology data of the foundry. The models
were then simulated in Matlab and compared with circuit-
level SPICE. All calculations were performed on a 4 GHz
dual quad-core CPU with 12 GB RAM. It can be seen that,
despite the output signal is highly dynamic and shows a strong
nonlinear behavior, the model and the original circuit are
almost indistinguishable. For the sake of clarity, the difference
between both sets of waveforms is also plotted. The maximum
difference never exceeds 0:2 V . The evaluation of the 40001
MC samples took 4088 s in SPICE and only 2:3 s using
the PC-TFT technique. Hence, a huge simulation speedup
of 1777 X was achieved. Note that, the SPICE simulations
for the MC analysis are performed using an adaptative time-
step, for accuracy reasons. Hence, a post-processing step is
necessary to be able to perform the variability analysis via
MC method, since the value and the number of the time
samples used for each MC run can be different with respect
to the others. Indeed, the values of the output signal obtained
via MC analysis are interpolated over the 1000 time samples
used to compute the PC-TFT model. In order to present a
fair comparison, the additional cost of the post-processing
interpolation phase is not included in the computational time
of the MC analysis.
More importantly, the PC-TFT model provides an analytical
expression to compute stochastic moments, such as the mean
 and the variance 2 (see equations (4) and (5)) of the output
waveforms. Hence, the mean and the standard deviation of the
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waveform at each time point can be calculated analytically
with the PC-TFT model in 0:06 s.
The effectiveness of this approach is illustrated by com-
paring the mean  and the range    of the output of the
PA using both the 40001 Monte-Carlo simulations in SPICE
and using the corresponding analytical expressions of the PC-
TFT model in Fig. 4, which has been zoomed in for the sake
of visualization. Next, Fig. 5 shows the comparison of the
standard deviation computed using the 40001 Monte-Carlo
simulations in SPICE and using the corresponding analytical
expressions of the PC-TFT model. Looking at Figs. 4, 5 it
is clear that the analytical expression is very accurate without
the need for a large set of Monte-Carlo samples; only K = 49
grid samples are required for computing the PC-TFT model.
An important parameter to measure the performances of the
PA considered is the total harmonic distortion (THD), defined
as the ratio of the RMS amplitude of the higher harmonics and
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Fig. 6. Cumulative density function (CDF) of the total harmonic distortion
(THD) for 40001 Monte-Carlo samples evaluated with a full SPICE simulation
(black) and with the proposed PC-TFT model (red dashed line).
the fundamental harmonic when applying a 2 GHz sinusoidal
input signal.
The cumulative probability plot of the THD of the system
is given in Fig. 6 for the original SPICE simulation and the
PC-TFT model for 40001 MC samples.
VII. CONCLUSIONS
This paper has presented a novel technique for the efficient
variability analysis of nonlinear systems, such as amplifiers,
comparators, digital filters. It is based on the use of the
polynomial chaos expansion applied to the TFT description of
the system under study. The proposed approach can be applied
to study a broad range of nonlinear systems and a hierarchical
approach can be used to reduce the modeling complexity.
Finally, the method allows to perform the variability analysis
with good accuracy and improved efficiency compared to
Monte-Carlo analysis. Comparisons with the standard MC
approach have been performed for two numerical examples,
validating the accuracy and efficiency (i.e. a speedup of
1777 X) of the proposed method.
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