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Abstract
In this paper we prove that under certain assumptions the transient random walk
in random environment with bounded jumps (in Z) grows much slower than the speed n.
Precisely, there is 0 < s < 1, such that although Xn → ∞ we have
Xn
ns
′ → 0 for 0 < s < s′
almost surely.
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1 . Introduction
Slowdown property is one of the most important feature for the random walk in random environ-
ment (RWRE in short) in Z. More precisely, although Xn → ∞ we have that
Xn
n
→ 0 almost
surely ([4]). However, this phenomena is impossible for random walk in non-random environment,
since the law of large numbers implies that the walk grows with a positive speed as long as it is
transient. Intuitively, because of the random environment, there are “many” environments for-
mulated “traps” in which the random walk spend “much” time. For the nearest RWRE (i.e., the
walk which goes to right and left for only one unit in one step), even a much slower speed has
been revealed, i.e., under certain assumptions there is 0 < s < 1, such that although Xn →∞ we
have Xn
ns
′ → 0 for 0 < s < s′ almost surely ([3]). In this paper, we will prove this property for the
random walk in random environment with bounded jumps. One should note that the RWRE with
bounded jumps makes the situation more complicated than the nearest RWRE ([2]).
Let us recall the RWRE with bounded jumps firstly. We will adapt the notations in [2]. Λ =
{−L, ..., 1}, Σ is the simplex in RL+2, and Ω := ΣZ. Let µ be a measure on Σ and ω0 = (ω0(z))z∈Λ
be a Σ-valued random vector with distribution µ, satisfying
∑
z∈Λ ω0(z) = 1, and µ(ω0(z)/ω0(1) >
κ, z ∈ Λ, z 6= 0) = 1 for some κ > 0. Let P = µ
⊗
Z on Ω making ωx, x ∈ Z i.i.d.. The random
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walk in random environment ω with bounded jumps is the Markov chain defined by X0 = x and
the transition probabilities
Px,ω(Xn+1 = y + z|Xn = y) = ωy(z), ∀y ∈ Z, z ∈ Λ. (1) m1
In the sequel we refer to Px,ω(·) as the “quenched” law. One also defines the “annealed” law on
Ω× ZN by:
Px(·) =
∫
Px,ω(·)P(dω) for x ∈ Z. (2)
In the rest of the paper, we use E corresponding to P, Ex,ω corresponding to Px,ω and Ex cor-
responding to Px to denote the expectation respectively. Define the shift T on Ω by relation
(Tω)i = ωi+1. Let
ai =
ω0(−i) + · · ·+ ω0(−L)
ω0(1)
, 1 ≤ i ≤ L,
A := A(0) =


a1 · · · aL−1 aL
1 · · · 0 0
...
. . .
...
...
0 · · · 1 0

 .
For k ≥ l set A(k, l) = A(k) · · ·A(l), A(k) := T kA, and for l ∈ Z set
δ(l, l+ 1) = 1 and ∀k ≥ l, δ(k, l) = 〈e1, A(k) · · ·A(l)e1〉.
Note that all δ(k, l) defined above are strictly positive.
Define the norm of matrix A by
‖A‖ =< e1, Ae1 > .
We have δ(k, l) = ‖Ak · · ·Al‖.
It is easy to verify that for n ≥ L, AnAn−1 · · ·A0 ≫ 0, where for a matrix A, A≫ 0 means that
all entries of A are strictly positive. Then one follows from Frobenious theory of positive matrices
that there exists a number λ0 such that Ax = λ0x for some x ∈ R
L and |λ| < λ0 for all other
eigenvalues of A. Consequently, A is contracting. Next, suppose V is linear subspace of RL with
dimension 1 ≤ d ≤ L. Then for any v ∈ V, Av ∈ Rd+1. Therefore the set {A(ω) : ω ∈ suppµ} is
strongly irreducible.
For the definition of contracting set and strongly irreducible set, see [1]. Let
l(A) = sup{log+ ‖A‖, log− ‖A−1‖}.
By the elliptic condition of µ, we have that for all u ∈ R,
E(eul(A)) <∞.
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Then we have the following facts which could be found in [1].
Facts: (1) The limit
γL := lim
n→∞
1
n
E(log ‖An−1 · · ·A0‖ (3) ly
exists;
(2) For u ∈ R the limit
F (u) := lim
n→∞
1
n
logE(‖An−1 · · ·A0‖
u)
exists and the function F (·) is analytic;
(3) Consequently, { 1
n
log ‖An−1 · · ·A0‖}n≥1 satisfies a large deviation principle. Precisely, for any
ǫ > 0,
lim
n→∞
1
n
logP(log ‖An−1 · · ·A0‖ > ǫ) = −I(ǫ),
lim
n→∞
1
n
logP(log ‖An−1 · · ·A0‖ < −ǫ) = −I(−ǫ),
where the rate function I(x) = supu∈R{ux− F (u)}.
The number γL is called the greatest Liapounov exponent of A. It serves as a criteria for RWRE
with bounded jumps. The following results can be found in Bre´mont [2],(see page 1271, lemma 4
in page 1272, theorem 2.4 in page 1275, theorem 3.5 in page 1284 respectively).
Theorem A. ( Bre´mont, [2]) For the RWRE with bounded jumps Xn, we have
1. There exists a unique unit random vector V with strictly positive components and a unique
random variable λ such that AV = λTV.
2. γL = E(log λ).
3. There exists a constant C > 0 such that for k > l
(1/C)(T kλ · · ·T lλ) ≤ δ(k, l) ≤ C(T kλ · · ·T lλ). (4) es1
4. If γL < 0, then Xn →∞ P0-a.s.. If γL > 0, then Xn → −∞ P0-a.s.. If γL = 0, the walk is
recurrent almost surely.
5. If E(
∑∞
n=1 T
n−1λ · · ·λ) < ∞, then Xn
n
→ c > 0 P0-a.s.. If E(
∑∞
n=1(T
n−1λ · · ·λ)−1) < ∞,
then Xn
n
→ c < 0 P0-a.s.. If E(
∑∞
n=1 T
n−1λ · · ·λ) =∞ and E(
∑∞
n=1(T
n−1λ · · ·λ)−1) <∞,
then Xn
n
→ c = 0 P0-a.s.. 
We have from (4) that
lim
n→∞
1
n
logE((T n−1λ · · ·λ)u) = lim
n→∞
1
n
logE(‖An−1 · · ·A0‖
u) = F (u).
Consequently E(
∑∞
n=1 T
n−1λ · · ·λ) <∞ if and only if F (1) < 0, while E((
∑∞
n=1 T
n−1λ · · ·λ)−1) <
∞ if and only if F (−1) < 0.
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In this point of view, we have that
F (1) < 0⇒
X
n
→ c > 0;
F (−1) < 0⇒
X
n
→ c < 0;
F (1) ≥ 0, F (−1) ≥ 0⇒
X
n
→ c = 0.
Remark 1.1
1. By the convexity of function x−1, we have F (−1) ≥ −F (1). As a consequence, there is one
and only one case in 5 of Theorem A happens.
2. Note that the function log x is concave, we have γL ≤ F (1). If γL < 0 ( by 4 of theorem
A, Xn → ∞, a.s.) it is possible that F (1) > 0. Then by 5 of theorem A we have
Xn
n
→ 0
a.s.. Similarly it is also possible that F (−1) > 0 and γL > 0. In this case, Xn → ∞, a.s.
but Xn
n
→ 0 a.s.. In these two situations, the slowdown properties occur and we show in the
following main theorem that Xn grows with only sub-linear speed.
2 . Main result and proofs
Theorem 2.1 For the RWRE with bounded jumps Xn, one of the following conditions holds
(1) γL := limn→∞
1
n
E(log ‖An−1 · · ·A0‖) < 0 and F (1) := limn→∞
1
n
logE(‖An−1 · · ·A0‖) > 0;
(2) γL := limn→∞
1
n
E(log ‖An−1 · · ·A0‖) > 0 and F (−1) := limn→∞
1
n
logE(‖An−1 · · ·A0‖
−1) >
0.
Then there exists s ∈ (0, 1) such that Xn
ns
′ → 0, P0-a.s., for all s
′ > s.
Remark 2.1
1. By the discussion in Remark 1.1, Xn → ∞ but
Xn
n
→ 0, P0-a.s., while case (1) of the
theorem happens; and similarly Xn → −∞ but
Xn
n
→ 0, P0-a.s., while case (2) of the
theorem happens.
2. For a fixed environment ω, we call [−K logn,K logn] a “trap” for the walk if the walk
with positive (quenched) probability spends more than n steps in [−K logn,K log n], i.e.,
P0,ω
[
T[−K logn,K logn] > n
]
≥ ε > 0; and we say the fixed environment ω formulated a trap
for the walk, where T[−K log n,K logn] is the first exit time of the walk from [−K logn,K logn].
3. The key step in the proof of the Theorem is to show that there are “many” environments
formulated traps for the walk in the sense of the following (16) under the conditions of the
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Theorem. For this purpose we need some estimations for the (quenched) exit probabilities
and the environment factors.
Proof of Theorem 2.1:
Consider integers (a, b, k) with a < b and define
Pk,ω{a, b,−} := Pk,ω{the walk reaches (−∞, a] before [b,∞)}
and similarly
Pk,ω{a, b,+} := Pk,ω{the walk reaches [b,∞) before (−∞, a]}.
We have the following lemma which was proved in Bre´mont [2].
Lemma 2.1 If a < k < b, then
Pk,ω{a, b,−} =
∑b−1
j=k δ(j, a+ 1)∑b−1
j=a δ(j, a+ 1)
. (5)
With this Lemma in hands, defining for z ∈ Z
H lz := min[n > 0 : Xn ≤ z], H
r
z := min[n > 0 : Xn ≥ z],
for M > 1, N > L, 1 ≤ k ≤ L, we have
P1,ω
{
H l0 < H
r
M+1
}
= P1,ω{0,M + 1,−} =
∑M
j=1 δ(j, 1)∑M
j=0 δ(j, 1)
= 1−
δ(0, 1)∑M
j=0 δ(j, 1)
= 1−
1∑M
j=0 δ(j, 1)
≥ 1−
1
δ(M, 1)
= 1− e− log δ(M,1),
and
P−k,ω
{
Hr0 < H
l
−(N+1)
}
= P−k,ω{−(N + 1), 0,+} = 1− P−k,ω {−(N + 1), 0,−}
= 1−
∑−1
j=−k δ(j,−N)∑−1
j=−(N+1) δ(j,−N)
= 1−
∑−1
j=−k δ(j,−N)
1 +
∑−1
j=−N δ(j,−N)
≥ 1−
−1∑
j=−k
δ(j,−N) ≥ 1−
−1∑
j=−L
δ(j,−N)
= 1− elog
∑
−1
j=−L δ(j,−N).
Let RM =
1
M
log δ(M, 1) and let RN =
1
N
log
∑−1
j=−L δ(j,−N). Then we have
P1,ω
{
H l0 < H
r
M+1
}
≥
(
1− e−MRM
)
+
(6) jia
and
P−k,ω
{
Hr0 < H
l
−(N+1)
}
≥
(
1− eNRN
)
+
. (7) jian
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From (3) one follows that P-a.s.,
lim
M→∞
RM = lim
N→∞
Rn = γL.
Case 1. Suppose that γL < 0 but F (1) > 0. Not that F is a strictly convex function satisfying
F (0) = 0, F (1) > 0 and F ′(0) < 0. Therefore, there exists a unique s ∈ (0, 1) such that F (s) = 0.
We fix such s in the remainder of the proof.
We now set, for U = [−N,M ], γ(U) = 1∧max[eNR
−
, e−MR
+
], where R− = RN and R
+ = RM .
Define TU := inf[k,Xk ∈ U
c]. Note that TU is the exit time of the walk from the set U. Then we
have from the strong Markov property that
P0,ω (TU > n) ≥ P0,ω
[
#{1 < k ≤ TU , Xk−1Xk ≤ 0} > n
]
≥ (1− γ(U))
n
. (8) hit
The first inequality of the last expression follows immediately. For the second one, we define
H˜0 := inf[k > 1, XkXk−1 ≤ 0].
Note that H˜0 can be explained as the first time the walk crosses 0 after time 1. By decomposing
the event {H˜0 < TU} according to the value of X1, we have
P0,ω
(
H˜0 < TU
)
= P1,ω
(
H l0 < H
r
M+1
)
P0,ω(X1 = 1)
+
L∑
j=1
P−j,ω
(
Hr0 < H
l
−(N+1)
)
P0,ω(X1 = −j)
by the estimation in (6) and (7)
≥ P0,ω(X1 = 1)
(
1− e−MR
+
)
+
+
L∑
j=1
P0,ω(X1 = −j)
(
1− eNR
−
)
+
≥ P0,ω(X1 = 1) (1− γ(U)) +
L∑
j=1
P0,ω(X1 = −j) (1− γ(U)) = 1− γ(U).
Then (8) follows. The remainder of the proof is similar as Sznitman [3], to make the proof complete
we still give the details here. In particular, if γL(U) ≤
1
n
, we have
P0,ω (TU > n) ≥ (1− γ(U))
n
≥
(
1−
1
n
)n
→ e−1.
Hence for n large enough, P0,ω (TU > n) ≥ c = e
−2 > 0. Note that for N ≥ 2|γL| logn, M, ǫ with
Mǫ ≥ logn, by independence of R+ and R− under P,
P
(
γ(U) ≤
1
n
)
≥ P
(
R− ≤
γL
2
, R+ ≥ ǫ
)
= P
(
R− ≤
γL
2
)
P
(
R+ ≥ ǫ
)
. (9) rr
Then for n large enough and η > 0 small, by the large deviations, we have that
P
(
γ(U) ≤
1
n
)
≥
1
2
P
(
R+ ≥ ǫ
)
≥
1
2
exp{−I(ǫ)M(1 + η)}.
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Now we optimize ǫ, M by looking at
inf[I(ǫ)M,Mǫ ≥ log n] = inf
ǫ>0
[
I(ǫ)
ǫ
log n
]
,
and recall that F (u) = supx[xu − I(x)]. Let α := infǫ>0
[
I(ǫ)
ǫ
]
. By a duality argument(see [?]
lemma 4.5.8), we see that F (α) = 0. In the other words infǫ>0
[
I(ǫ)
ǫ
]
= s, recalling that s ∈ (0, 1)
is the unique positive zero of the function F (·). Therefore, choosing K > 0, η > 0 properly, for
large n, from the discussion above we have
P
(
P0,ω
[
T[−K logn,K logn] > n
]
≥ e−2
)
≥ n−s(1+η). (10) tr
With (10) we have created a trap of size 2K logn which retains the walk for n units of time with
large probability. If s′ > s, choosing η small in (10) there will be many such traps in [0, ns
′
] which
will prevent the walk from moving to distance ns
′
from the origin before time n. Precisely, for
large n, with M the number of traps in [0, ns
′
], which is of order n
s′
log n , and with Ti the time to exit
the i.th trap after reaching its center, for λ > 0, we have
P0
(
Xn > n
s′
)
≤ P0 (T1 + · · ·+ TM < n,X. reaches the center of the i.th trap, i=1,...,M)
≤ eλnE0
(
e−λ(T1+···+TM ), X. reaches the center of the i.th trap, i=1,...,M
)
(using Markov property under P0,ω, the independence under P
of the environments in different traps and the stationarity)
= eλnE0
(
e−λT[−K logn,K logn]
)M
≤ eλn
(
1−
e−2
ns(1+η)
+
e−2−λn
ns(1+η)
)M
, using the fact 1− x ≤ e−x
≤ e
λn−M e
−2
ns(1+η)
(1−e−λn)
.
Since M ∼ const n
s′
logn , if we now choose η small, λ =
1
2n
s′−s(1+2η)−1, for n large, we have
P0
(
Xn > n
s′
)
≤ e
1
2n
s′−s(1+2η)−ns
′
−s(1+2η)
= e−
1
2n
s′−s(1+2η)
.
Then it follows from Borel-Cantelli lemma that,
P0-a.s., lim
n→∞
Xn
ns′
= 0, for all s′ > s.
Case 2: By assumption γ > 0, F (−1) > 0. Then F is a strictly convex function satisfying
F (0) = 0, F (−1) > 0 and F ′(0) > 0. Therefore, there exists a unique s ∈ (−1, 0) such that
F (s) = logE (λs) = 0, that is, E (λs) = 1. Fix such s. The proof moves on as that of Case 1. Using
large deviation and changing he role of R+ and R− in (9), we can get an estimation as (10), i.e.,
P
(
P0,ω
[
T[−K logn,K logn] > n
]
≥ e−2
)
≥ ns(1+η), (11) tr1
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for n large and η > 0 small. Recall that s ∈ (−1, 0) in this case. Using a similar argument of Case
1 below (10), we can get
P0-a.s., lim
n→∞
Xn
n−s′
= 0, for all s′ < s,
which completes the proof. 
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