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/ ^ i n c e  its first dem onstration in 1990, func- 
J  j  tional magnetic resonance imaging (fMRI) 
LX has rapidly advanced to become one o f the 
m ajor tools for studying the function o f the brain 
non-invasively, in healthy as well as pathological 
states, in both humans and animals. Initial experi­
ments were limited by the relatively coarse spatial 
and temporal resolution, and lim ited brain cover­
age, o f the acquired data. However, as a result of 
technological advances, driven in part by the in­
creasing complexity o f questions that the field of 
cognitive neuroimaging sets out to answer, the 
potential o f fMRI is growing continuously. It has 
moved well beyond the realm o f phrenology and 
can provide valuable insight into com munication 
between or w ithin brain regions, be used to explore 
differential activation in cortical layers, or predict 
sensory input based on activity patterns, to name 
just a few examples.
The interplay between research questions and m eth­
odological developments is an im portant driving 
force in the advancement o f either. W ith fM RI, the 
whole brain is now routinely imaged in a few sec­
onds at millimeter resolution. Nevertheless, signal 
changes in fMRI are small, which makes the data 
vulnerable to sources o f variance that reduce the 
functional signal-to-noise ratio o f the data. Head 
m otion is one o f the major sources o f variance in 
the measured fMRI signal and can greatly com pro­
mise data quality. Although subjects are instructed 
to lie as still as possible, and measures are taken to 
fixate the subjects’ heads, some m otion will always 
occur. Head m otion is generally greater in tasks that 
involve, for instance, grasping an object or speaking 
out loud, and for many clinical populations, as well 
as children.
In this thesis, a num ber o f new fMRI methods are 
presented and evaluated that concern the sensitivity 
for detecting brain activity in general, and in the 
presence o f subject m otion in specific. All experi­
ments use multi-echo data acquisitions, enabled by 
the use o f parallel imaging. In Chapter 2, an ap­
proach aimed at reducing the effects on head mo­
tion in fMRI data by means o f a double-echo ac­
quisition is introduced. In Chapter 3, multi-echo 
data are treated as a system o f signals composed of
multiple sources, to which several well-established 
source extraction m ethods are then applied. Chap­
ter 4 deals with optim ization o f the preprocessing 
pipeline for multi-echo data, and compares the per­
formance o f methods described in this thesis and 
elsewhere. Finally, in Chapter 5, the neural reor­
ganization o f  the m otor system that underlies the 
functional recovery after a peripheral nerve lesion 
is studied, using multi-echo acquisitions for fMRI 
data collection. The experiments are preceded by 
an overview o f the basics o f nuclear magnetic reso­
nance (NM R), M RI and fMRI in Chapter 1.
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K  ^agne tic  resonance imaging (MRI), along 
with its older sibling nuclear magnetic 
resonance (NM R) spectroscopy, owes its 
existence to a property of atomic nuclei called ‘spin’. 
The basis o f both M R I and N M R  is the splitting 
of energy levels of different spin states that occurs 
when an external magnetic field is applied. For 
the discovery and modeling of this phenomenon, 
known as the ‘Zeeman Effect’, Dutch physicists 
Pieter Zeeman and Hendrik Lorentz were awarded 
the 1902 Nobel Prize in Physics. Exactly 50 years 
later, in 1952, this Prize went to Felix Bloch and Ed­
ward Mills Purcell for their innovations in measur­
ing the resonance signal produced when applying a 
radiofrequency field at the spin-transition frequen­
cy. Their methods laid the foundation for the way 
the N M R  signal is measured today. The importance 
and increasing routine use of M R I was underlined 
when in 2003, Paul Lauterbur and Peter Mansfield 
shared the Nobel Prize in Physiology or Medicine 
‘for their discoveries concerning magnetic resonance 
imaging’.
This chapter provides a short overview of the most 
important concepts required to understand the ba­
sics of N M R  and (functional) M R I, as well as some 
of the topics that are described in later chapters. 
First, nuclear spin is introduced and its relation 
to external magnetic fields discussed. Then, signal 
generation and reception are covered, followed by a 
section on relaxation. W ith regard to imaging, spa­
tial encoding is explained and illustrated by means 
of the most common data acquisition method in 
functional M R I (fMRI), echo planar imaging (EPI). 
One of the most important technical advancements 
of the last decade, parallel imaging, is also discussed. 
In the last part o f this introduction, the relation­
ship between the M R I signal and brain activation is 
discussed. An overview is given of several important 
sources o f variance in fM RI data, and of the analysis 
aimed at reducing their influence and hence maxi­
mizing functional sensitivity. Finally, multi-echo 
data acquisition is introduced in the context of
fMRI.
spin basics
Spin angular momentum and magnetic moment 
One of the two properties o f atomic nuclei most im­
portant for N M R  is spin. Spin is a form of angular 
momentum and is intrinsic to elementary particles
- it is ‘just there’. Still, it is often instructive to think 
of the nucleus as rotating around its axis (hence the 
name ‘spin’), and many experimental results are in 
fact correctly predicted using the mathematics for a 
particle behaving classically. The value of the spin of 
an atomic nucleus is determined by that of its con­
stituent particles, protons and neutrons (which in 
turn have a spin determined by the quarks they are 
composed of). The magnitude o f the spin angular 
momentum is given by -Jl(I + \)h where I is the spin 
quantum number, which can take on values of 0, V,
1, 3/2 ,__ Spin is a vector quantity and therefore has
magnitude as well as direction; both are quantized. 
There are 2I+1 orientations, indexed by the mag­
netic quantum number m, running from -I to +I in 
integral steps. It can be derived that the projections 
of these vectors on the (arbitrarily chosen) z-axis are
ƒ  =  mh, [1.1]
where h is the Planck constant (6,6-10'34 J-s'1), the 
proportionality constant relating the energy of a 
photon to the frequency of its electromagnetic wave 
packet, divided by 2n. This is illustrated in Figure 
1.1 for spin-V and spin-1 particles. 1H, the most 
abundant isotope of hydrogen and the nucleus pri­
marily used in M R I, has spin V. This means there 
are 2-V2+1 = 2 possible states, with m = V  and -V, 
also referred to as a  and (3, or ‘up’ and ‘down’, re­
spectively.
In addition to spin, nuclei have an intrin­
sic magnetic moment ^, which is closely con­
nected to the spin angular momentum I  via the 
proportionality constant y, the gyromagnetic (or 
magnetogyric) ratio:
m =  i 1 . [1.2]
The value o f y is unique for each nucleus and related 
to its mass and charge distribution; the gyromag- 
netic ratio of 1H  is 42,58 MHz-T1. Note that nuclei 
with negative y also exist (e.g. 15N).
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External magnetic field
In the absence of a magnetic field, all spin orienta­
tions have the same energy. When a field B is ap­
plied, this degeneracy is removed and the energy, E 
is given by
E  =  -Mb . [1.3]
This splitting is called the nuclear Zeeman split­
ting. In the presence o f a magnetic field along the 
z-axis, the energy of the system is determined by the 
z-component of ^ :
E =  -mB [1.4]
and consequently (combining Eq. 1.4 with 1.1 and
1.2),
E =  -mhgB . [1.5]
For 1H, with m = ±V, the energy difference AE be­
tween the two states is
DE = Em = -V, - Em=+V> =  H1B . [1.6]
Note that the energy is lowest when the magnetic 
moment is oriented parallel to the magnetic field 
(m=V), or, when y is negative, antiparallel.
The spin state can be manipulated by applying 
a second magnetic field fluctuating at the so-called 
Larmor frequency ^ ,  which is related to the main 
magnetic field B0 via the gyromagnetic ratio:
^0 =  1 B0. [1.7]
It should be noted at this point that the di­
rection o f the spin angular momentum is not re­
stricted to the 2I+1 orientations (Figure 1.1), as 
was implicitly assumed above. These orientations
actually correspond to the spin eigenstates. Accord­
ing to quantum mechanics, a property of a system 
will generally be in a superposition o f the possible 
eigenstates - only when the property is measured, 
the value corresponding to one of these states, one 
of the eigenvalues, will be observed. In the case of 1H 
this means that the spin state |ty> can be described 
as a weighted sum:
Y  =  ca \a) + Cbb}, [1.8]
where ca and cp are the weighting coefficients of the 
eigenstates |a> and |p>. When a spin-V system is in 
a state of pure |a> and the magnetic moment along 
the z-axis is measured, its value will be + Vh, cor­
responding to the eigenvalue of |a>. If, on the other 
hand, the system is in a mixed state, measurements 
will yield either + Vh or - V h in a ratio proportion­
al to ca2 and cp2 (if repeated enough times). However, 
these observations are valid only when single spins 
are being considered, while N M R  measurements in­
volve a large population (ensemble) of spins. Figure 
1.2a shows a schematic representation of such a spin 
ensemble, with each vector representing a superpo­
sition state. A  proper description of the spin state 
of an ensemble of spins is not only interesting as a 
theoretical exercise, but can in fact prevent incorrect 
explanations o f N M R  basics, as will become clear 
when discussing how the N M R  signal is generated.
In addition to removing the degeneracy of 
spin energy levels, the application of an external 
magnetic field has a second effect. When a parti­
cle with spin is exposed to a magnetic field B, its 
angular momentum I  will start to rotate around 
B. This rotation is called precession, and is similar
Figure 1.1. Diagram illustrating the 
quantization of spin angular momentum of
(a) spin-Vi and (b) spin-1 particles, together 
with the magnitude of the z-component of 
each state (Eq. 2.1).
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Figure 1.2. (a) Re-presentation 
of the magnetic moment vectors 
immediately after application of a 
magnetic field. At this point, the 
vectors have an arbitrary orienta­
tion on the sphere. (b) Some time 
after exposure to the field, the spin 
ensemble will be in thermal equi­
librium, in which there is a small 
preference for orientations pointing 
along the field, leading to a net 
magnetization.
a.
to the classical example of a spinning top (Figure 
1.3a). I f  the top is spinning, and its axis of rotation 
is tipped away from the vertical (z) axis, it will ex­
perience a torque as a result of gravity, causing the 
top to precess around the vertical axis. The change 
in a spin’s angular momentum can equivalently be 
described by the classical (Newtonian) formula for 
torque:
f  ) = mx *■
[1.9]
V  ~ e , [1.10]nß
where na and nß are the number of spins in the a 
and ß states, respectively, k = 1,38-10'23 J-K'1 is the 
Boltzmann constant, and T is the (sample) tempera­
ture. Replacing AE with hyB0 (Eq. 1.6), and mak­
ing use of the fact that AE/kT << 1, this expression 
can be rearranged to yield
, — nß =  nhgßQ / 2kT , [1.11]
Note that once the field is applied, the precession 
angle is fixed (Figure 1.3b). The frequency of preces­
sion is equal to the Larmor frequency (Eq. 1.7), and 
hence proportional to the magnetic field strength.
Ensemble magnetization
As mentioned, signal is not obtained from a single 
spin in N M R  experiments, but from a large popu­
lation (Figure 1.2a). W ithout a magnetic field, the 
vector sum of all magnetic moments is zero. Ap­
plying a magnetic field will cause the spin energy 
levels to split. Initially, the spins will be distributed 
equally over the different levels. However, as a result 
of the second law of thermodynamics, the system 
will move towards an equilibrium value determined 
by the difference in energy between the levels, and 
the thermal energy of the system. This results in a 
spin distribution that is slightly skewed to the ori­
entation with lower energy, and consequently a net 
magnetization vector, as illustrated in Figure 1.2b. 
The population difference and hence the net mag­
netization can be calculated using the Boltzmann 
relationship:
with n the total number of spins, na + n .^
Since at room temperature, the thermal energy 
kT is about four orders of magnitude larger than 
the energy separation between spin states AE, the 
population is difference very small. At 3 T, this 
comes down to about one more a  per 105 spins. 
Note that speaking of a population difference only 
makes sense at the level o f the ensemble magnetiza­
tion, as most single spins are in a superposition of 
the two states. The amplitude of the total magnetic 
moment M 0 is the sum of all individual magnetic 
moments:
M 0 =  nam-za + b =  (”a - n3 )( / gft) [1.12]
which, with the population difference at thermal 
equilibrium (Eq. 1.11), is given by
M 0 = nh2g 2B0/4kT . [1.13]
Signal generation
In thermal equilibrium, the net magnetization Mo 
points in the direction of the main magnetic field 
Bo, the z-axis, and is referred to as longitudinal 
magnetization. Mo is measured in the transverse
n
n
14 I CHAPTER I
a. b.
33
<u
M—
U
’+-»
c
a
Figure 1.3. (a) Classical analogue 
of precession of a magnetic moment 
around the main magnetic field: a 
spinning top will rotate around the 
vertical axis when its main axis is 
slightly skewed. (b) The magnetic 
moment will precess at the angle (a) 
it had before the field was applied.
Figure 1.4. (a) The trajectory of the net magnetization vector resulting from a B1 field along the x-axis, as seen 
from the laboratory frame. Note that this drawing is highly schematic, since the precession around z has a much 
higher frequency than the rotation around x. (b) When a rotating frame is used as reference, the magnetization 
vector is static in the xy-plane.
a. b.z z
Mn
y
x
(xy) plane, perpendicular to B0. To create transverse 
magnetization, the M 0 vector has to be moved away 
from the z-axis. This is achieved by applying a sec­
ond magnetic field Bx perpendicular to B0 and ro­
tating at the Larmor frequency w. W ith initial ori­
entation along the x-axis, it can be written as
Bi (t) =  BImax (cos wt x - sin wt y), [1.14]
where B1max is the maximum amplitude of the 
field, and x and y are unit vectors along the x- and 
y-axes, respectively. The Bx field is either circularly 
or linearly polarized. In case of linear polarization, 
the field can be regarded as two circularly polar­
ized fields rotating in opposite direction about the 
z-axis; only the component rotating in the same 
direction as the magnetic moment significantly in­
teracts with it. The advantage of a circularly polar­
ized, also known as quadrature, field is that only a 
quarter of the power is required to achieve the same 
Bj amplitude.
During the time the Bx field, which is applied 
as a short RF pulse, is present, the magnetization 
precesses around both B0 and Bx and follows a com­
plicated spiraling trajectory (Fig 1.4a). To simplify 
both the mathematics and visualization of the ef­
fect of RF pulses, it is convenient to adopt a frame 
of reference that rotates around the z-axis with the 
Larmor frequency, rather than the stationary labora­
tory frame. Since the rotating frame rotates at the 
same speed as the spins, spins in the rotating frame 
do not precess around B0. In other words, it is as 
if B0 were not present at all. This makes rotations 
around other axes much easier to describe. For in­
stance, Eq. 1.14 reduces to
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B1x (t) =  (t) [1.15]
with the y and z components equal to 0. Figure 1.4b 
shows the resulting trajectory of the magnetization.
In 1946, Felix Bloch made an important con­
tribution to the field of N M R  when he introduced 
a phenomenological expression for the effect of a 
magnetic field on the net magnetization vector M. 
The Bloch equation, which is a generalization of the 
expression for a single spin (Eq. 1.9), is given by
d M  (t ) 
dt
=  g M  (t ) x B(t ). [1.16]
Note that the full Bloch equations include relaxa­
tion terms; these are discussed later on. In the ro­
tating frame this becomes (leaving out the time- 
dependency for ease of notation)
dM  i œ dM  i 
--- 1 =  I--- 1 + M  xwro
dt )rot I dt } lab m
[1.17]
where wrot is the angular frequency of the rotating 
frame. This expression can, using Eq. 1.16, be re­
written to
d M I _ _ _ _ w
--- 1 =  g M  x B + gM  x —
dt ) g
=  g M  x B +
[1.18]
From this it follows that, if B = Bo and w ^ is cho­
sen to be yBo = —1W), there is no change in the net 
magnetization. Likewise, when during an RF pulse 
B = Bo + Bp in the rotating frame only the effect of 
Bj is visible (Eq. 1.15) and the magnetization will 
rotate around the direction the Bj field is applied in 
(Fig 1.4b). Note that the Bj field is much smaller 
than Bo, and consequently the precession is also 
much slower. The angle of rotation, the flip angle 
0, depends on the strength o f the Bj field and its 
duration t:
B =  gBxt . [1.19]
The resulting transverse magnetization is then sim­
ply given by
M xy =  M 0 sin B. [1.20]
The size of Bj is generally in the order of 10-5 T, and 
pulse duration in the order of a millisecond. A  pulse 
that moves M o into the transverse plane is generally
called an ‘excitation pulse’.
At this point, it is worth taking a look at the 
effect of an RF pulse at the level of the spins, and 
hence the individual magnetic moments that to­
gether produce a measurable Mo (see Figure 1.3). 
A  representation found in many texts on N M R  is 
that, starting from an equilibrium situation where 
the spins precess with random phase, a 90° pulse 
induces phase coherence between the spins (Figure 
1.5a). However, a homogeneous RF field (which Bo 
and B j are taken to be) has the same effect on all 
spins (Hanson, 2008). Therefore, the orientation of 
spins relative to each other is unchanged and, con­
sequently, no phase coherence will be introduced. 
This misrepresentation can be traced back to the 
incorrect assumption that quantum mechanics only 
allows spins to exist purely as a  or p (the eigenstates, 
see above). A  more accurate picture is provided in 
Figure 1.5b. Here, the sphere of magnetization vec­
tors is shown rotating as a whole; it is through the 
small excess magnetization oriented parallel to the 
field that phase coherence is ‘created’ in the trans­
versal plane. Note, once again, that the individual 
vectors represent a superposition of the eigenstates 
a  and p. The effect o f the 90° pulse is not to rotate 
the eigenstates, but to change their relative contri­
bution to the superposition states. Averaged over 
all spins, a  and p are equally ‘populated’ after a 90° 
pulse.
Signal reception
Once Mo has been rotated into the transverse plane, 
signal is detected by the electromotive force (EMF) 
it induces in a receiver coil. Note that EMF is not 
actually a ‘force’, but rather an electric potential 
difference, and is expressed in units of Volt rather 
than Newton. The voltage is related to the applied 
B j field via the principle of reciprocity, 
which (in the context o f N M R) states that the EMF 
^ induced by a magnetic moment M  is directly pro­
portional to the 1^ ! field created by unit current 
flowing through the coil:
d (Bj ■ M  )
dt
[1.21]
W ith some substitutions, and integrating over the 
whole sample volume V, this becomes
g
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X(t) = ~ [  W0B1M xy(t )dV . [1.22]O object
This expression shows the quadratic relationship be­
tween the measured signal and field strength, as 
(Eq. 1.13 via 1.20) and W0 (Eq. 1.7) both depend
A  relatively common, but incorrect notion is 
that the signal measured in the coil is the result 
of propagating radiofrequency (RF) waves emit­
ted from the sample. When the RF wavelength is 
substantially larger than the imaged object, which 
holds for the human body at field strengths up to 
at least 3 T, the small distance between coil and 
sample implies that signal reception takes place in 
the near-field region of the electromagnetic field. It 
can be calculated that the contribution o f coherent 
spontaneous emission is many orders o f magnitude 
lower than the measured signal. Instead, it is the 
reactive component o f the near-field that couples to 
the receiver system and generates the measured volt­
age in the coil. A  qualitative, let alone a quantitative, 
description of this process is outside the scope of 
this introduction; the interested reader is referred to 
(Hoult, 2009). At field strengths of 7 T and higher, 
the far-field component starts to contribute more 
significantly. Currently, far-field transmission and 
reception are being investigated at 7 T to achieve 
a more uniform signal across the sample coverage, 
which is one of the major problems at this high field 
strength (Brunner et al., 2009).
a.
Relaxation
The measured signal does not last forever, but in­
stead decays with time. This is due to relaxation, 
and although it causes the observable magnetization 
to disappear, without relaxation there would not be 
any signal to begin with. The reason for this is that, 
when first exposed to the Bo field, it is through re­
laxation that an ensemble of spins can move from 
its initial random distribution (Figure 1.2a) to 
thermal equilibrium (Figure 1.2b), and hence a net 
magnetization vector arises. In general, relaxation is 
the process by which a spin system returns to its 
equilibrium state after a perturbation.
The effects of relaxation are included in the form 
of decay constants T1 and T2 in the Bloch equations 
(Bloch, 1946), a set of phenomenological equations 
describing the evolution o f magnetization over time 
(shown here in the laboratory frame):
= g(M y(t)B, - M z(t)By) - [1.23]
dM v (t) . , M v (t)
---=  g (M z(t)BIX - M x(t)B ,)------ ^  [1.24]
dt
d M z (t) 
dt
=  g (M x(t)Biy - My (t)Bix)
- (M z (t) - M 0)
T, '
[1.25]
b.
Figure 1.5. (a) Vector model of spins before (left) and after excitation (right), showing the induction o f‘phase 
coherence’ between spins as a result of the RF pulse. This representation of the origin of a measurable transverse 
component of the magnetization is incorrect. (b) The effect of an excitation pulse is better viewed as a rotation 
of the whole spin ensemble, whereby the net magnetization vector moves from the longitudinal axis into the 
transverse plane. An animated version of this figure can be found at 
http://www.drcmr.dk/Bloch/EnsemblePrecExcLarge.gif
on Bo.
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T 1 is the longitudinal relaxation time constant, which 
determines how fast the longitudinal magnetization 
Mz recovers to its equilibrium value M 0. The evolu­
tion of M z after a 90° pulse, obtained by solving Eq. 
1.25, is given by
M z (t) =  M 0 (1- e -T) [1.26]
and plotted in Figure 1.6a. As T1 relaxation in­
volves an exchange of energy with the molecular 
surroundings (the lattice), it is also referred to as 
spin-lattice relaxation. T2 is the transverse relaxation 
time constant, a measure for the decay of transverse 
magnetization by the gradual loss of phase coher­
ence between spins in the xy-plane. Following a 90° 
degree pulse, and assuming full recovery of longitu­
dinal magnetization prior to the pulse, M z is given
by
Mxy (t) =  M 0 e ^  [1.27]
and illustrated in Figure 1.6b. In contrast to T p 
there is no energy exchange with the environment, 
only with other spins, and therefore T2 is also called 
spin-spin relaxation.
The purpose of the Bloch equations is to 
describe the magnetization, and for this, T1 and T2 
are needed as input. This means they do not explain 
their values, let alone why relaxation occurs in the 
first place. Since a detailed description of relaxation 
theory is well beyond the scope of this overview, 
only the most important concepts and results will 
be (very qualitatively) touched upon.
It so happens that fluctuating magnetic fields
Figure 1.6. (a) After the magnetization has been 
rotated into the transverse (xy) plane, the longitudinal 
(z) component will recover back towards its equilib­
rium value according to Eq. 2.26. (b) The transverse 
component will decay to zero according to Eq. 2.27. 
The faster decay than recovery curve is intended to 
indicate that T2  is shorter than Tr
at the level of single spins, resulting from the 
thermal motion of molecules, are the cause of 
relaxation. There are multiple mechanisms that 
cause these fluctuating fields; for spin-^ particles, 
dipole-dipole interactions are the most important 
source. Figure 1.7 shows how, for two spins in a 
molecule, the rotational motion leads to changes in 
the magnetic field at the site of one spin caused by 
the dipole field of the other. For the fluctuations to 
induce changes in the relative populations or phases 
of the spins, they need to have the right frequency. 
This should not be completely surprising since the 
B j field used to rotate the net magnetization vec­
tor is also a fluctuating magnetic field, and needs 
to oscillate at the Larmor frequency to be effective. 
The frequency components present in the motion 
of a molecule are described by the spectral density. 
Spectral density functions form an integral part of 
the equations that describe the transition probabili­
ties from one spin state to another. It can be derived 
that fluctuations in the transverse plane at (and 
twice) the Larmor frequency are sources of both 
T 1 and T2 relaxation. T2 relaxation is additionally 
affected by very low frequency fluctuations (along 
the z-axis). Since all mechanisms that contribute to 
T 1 relaxation also affect T2 but not vice versa, T2 
is shorter than or equal to T 1. The requirement for 
molecular motion to create fluctuating fields close 
to the Larmor frequency to serve as a source for re­
laxation suggests that relaxation parameters are not 
independent of the field strength. Indeed, T 1 relaxa­
tion times get longer when going up from 1.5, to 3 
and 7 T (Rooney & Johnson, 2007).
In M R I, variations in relaxation times, resulting 
from differences in proton mobility between tissue 
types, are a major source o f image contrast. In a 
later section, it will be explained how these varia­
tions can be exploited to produce different types of
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Figure 1.7. As molecules 
tumble, the field experienced 
by spins in the molecule will 
fluctuate as a function of time 
because of their dipole-dipole 
coupling. The white arrows 
indicate the time-varying 
contribution of the dipole 
field of spin A to the total field 
i B.
images by the choice of acquisition parameters. For 
functional imaging, another type o f contrast is very 
important, T*. While it is usually lumped with fun­
damental relaxation mechanisms, T* is a parameter 
that quantifies the signal loss as a result o f magnetic 
field inhomogeneities and is defined as
T* T  + gAB° .
[1.28]
To properly explain the effect of T* relaxation, 
it is useful to introduce the concept of isochromats, 
ensembles of spins experiencing the same (static) 
magnetic field, that can be represented with a net 
magnetization vector. Simply put: where T2 causes 
spins within an ensemble or isochromat to lose 
phase coherence, T* causes isochromats to ‘dephase’ 
relative to each other due to differences in the ex­
perienced Bo, as indicated in Eq. 1.28 by the AB0 
term. In contrast to T2 however, Tj-associated signal 
loss is reversible, as will become clear when basic 
sequences for image formation are discussed.
ma g ne t i c  resonance  i m a g i n g _________
Spatial encoding
To produce an image, it is not sufficient to just ex­
cite the whole sample, as the measured signal will be 
the sum from all proton spins in the sample. This 
leaves several options. Either one has to selectively 
excite separate parts o f the sample, or it means 
that somehow, spins have to be ‘labeled’ uniquely 
according to their position. Most imaging acquisi­
tion schemes rely on both, and both are achieved 
by making use of magnetic field gradients, simply 
referred to as ‘gradients’ in the following.
In many cases, the first step in localizing the 
signal is to excite and measure the signal from a sin­
gle slice of tissue at a time, known as slice selection. 
By switching on a gradient the Bo field and con­
sequently w0 will vary with respect to the position 
along the direction of the gradient. When an exci­
tation pulse is then applied, only spins within the 
frequency range of the pulse will feel its effect. This 
is illustrated in Figure 1.8a. The thickness of the 
excited slice depends on Gz, the gradient strength 
along z, and the frequency range of the pulse, Aw,
Dz =
Dw
[1.29]
To understand how a gradient can be used to 
encode position of spins, consider the object in Fig­
ure 1.8b. When, during data acquisition, a gradient 
is applied along (by convention) its x-axis, the spins 
at one end of the object will precess at a slightly 
higher frequency than those on the other end. The 
received signal will contain contributions from spins 
with a whole range of precession frequencies. A  pro­
jection image of the actual object is then obtained 
by applying a Fourier transformation (FT), which 
decomposes the compound signal into its different 
frequency components, along with the intensity 
(the number of spins) at each frequency. Since there 
is a known relationship between frequency and the 
spatial position along the x-axis (Figure 1.8b), de-
as
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termined by the applied gradient Gx,
w( x ) =  w0 + gGxx , [1.30]
the FT of the signal is a direct representation of 
the object. This way of encoding positional infor­
mation is called frequency encoding (FE). The axis 
along which frequency encoding is performed is 
also called the read or readout axis.
The frequency dependence in the second (and 
in 3D pulse sequences also the third) spatial di­
mension is encoded in a different manner, known 
as phase encoding (PE). Instead of having a gradi­
ent along the y-axis switched on during acquisition, 
the PE gradient is switched on for a short period 
tPE just prior to it, thereby introducing a position- 
dependent phase offset
f(x) =  gGyytpE. [1.31]
A  single application of this gradient is not sufficient 
to create a unique frequency dependence for each 
location along the y-axis. Therefore phase encoding 
is performed multiple times with varying gradient 
strengths. The number of repetitions is equal to 
the number o f points along y that can be resolved. 
Figure 1.8c shows how repeating the PE gradient 
introduces a unique frequency in the change of 
phase offset over samples. An image can now be 
reconstructed by applying a two-dimensional FT 
(2DFT).
Figure 1.8. (a) The thickness of a slice Az is deter- 
mined by the strength of the slice selection gradient 
Gz and the frequency range Aw of the pulse. (b) 
Frequency encoding works by creating a mapping 
between the frequency of spins along the direction 
of the applied gradient and a certain position in 
the object. When encoding is performed only in one 
dimension, a projection of the image is obtained after 
Fourier transformation. Grey shading indicates the 
frequency variation along the gradient direction. (c) 
The relationship between frequency and position in 
the second dimension is established by phase encoding. 
A gradient is switched on for a short duration to in­
troduce a position-dependent phase offset. By repeat­
edly applying the gradient with increasing strength, a 
unique frequency is obtained for each point along the
a. Slice selection
b. Frequency encoding
Phase encoding
Gy
a a a
30°/step
0°/step
-30°/step
'time'
c
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k-space
The close connection that exists between spatial en­
coding and gradients is captured very elegantly by 
the k-space formalism, an invaluable tool for under­
standing the properties of pulse sequences (Ljung- 
gren, 1983; Twieg, 1983). Simply put, k-space is 
the data space used to store the received M R  sig­
nal. It is related to object space through the Fourier 
transform, which can be seen as follows. The signal 
in the presence of a gradient along an arbitrary di­
rection r (in three dimensions) is given by
S(t) =  ƒ p(r )ei G{^ r d 3r , [1.32]
where p(r) is the spin density and d3r is shorthand 
for dxdydz. We now define k as the time integral of 
the gradient,
k = g ƒ G ( t  ’)dt '. [1.33]
J 0
After substitution in Eq. 1.32 this results in
S(k) =  ƒ p(r )elkr d 3r . [1.34]
Taking the inverse FT, an expression for the spin 
density as a function o f the measured signal (which, 
in turn, is a function of k) is obtained:
p(r) =  ƒ S(k )e-lr dk. [1.35]
To obtain an image of an object, sufficient data has 
to be collected in k-space. Mostly this is done by 
obtaining data from a circular or rectangular region
ky
Akx
Aky |
-'3
of k-space centered on its origin. The position in 
k-space is determined by the time integral of the 
applied gradient, as can be seen from its definition 
in Eq. 1.33. Thus, k-space is traversed by applying 
gradients along x and y . This is illustrated with a few 
examples in Figure 1.9. Note that in k-space, there 
is no fundamental difference between FE and PE; 
rather, this distinction is a result o f the implementa­
tion of many pulse sequences.
Although the signal is continuous, it is sam­
pled on a discrete grid, as indicated by the dots in 
Figure 1.9. It follows from the Nyquist-Shannon 
theorem that the highest frequency that can be 
uniquely determined from the discrete signal is half 
the sampling frequency. I f  higher frequencies are 
present, this results in aliasing: the intensity at these 
frequencies will be mapped onto lower frequencies. 
For M R  images this means that, if there are parts 
of the object outside the field-of-view (FOV), these 
‘fold in’ on the other side of the image (an example 
where this is done on purpose is shown in Figure 
1.16b). For each axis, the size of the image FOV 
is inversely proportional to the distance between 
points in k-space Ak (see also Figure 1.9):
FOV. = — . [i 36Iimage ^Dk
Similarly, there is an inverse relationship between 
the image resolution and the k-space FOV:
f o v . a 1 1
[1.37]Ax =  -
M M  Ak FOV,
Figure 1.9. Schematic representation of 
k-space, with each point representing a discrete­
ly sampled data point. The numbers indicate 
different traversals through k-space. Path 1 
results from a gradient Gy, path 2 from Gx, and 
path 3 from Gx and Gy applied simultaneously. 
Note that the endpoint of path 3 can equally 
well be reached by a consecutive application of 
the gradients.
2
kx
FOVk
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a. Full k-space
b. Centre o f k-space
c. Edges o f k-space
Figure 1.10. The spatial frequency information at the centre and edges of k-space is different. (a) Reconstruction 
with the fu ll k-space, shown for reference. (b) When using only the centre, a blurry image with only the main 
features of the object is obtained. (c) When using the outer part of k-space only the fine details are visible. The 
helices on the right reflect the phase of the isochromats at the respective positions in k-space (see text for details).
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where M  is the number of data points. This implies 
that, to increase the image resolution, either the im­
age FOV should be reduced, or the k-space FOV 
increased (by increasing the number of data points 
or the distance between points in k-space).
The fact that sampling further out in k-space 
leads to an increase in image resolution can be 
understood by considering the effect of a gradient 
on the phase of the magnetization through space, 
while keeping track of the corresponding position 
in k-space. Initially, all isochromats have the same 
phase; this corresponds to the centre of k-space. 
When a gradient is applied, one moves away from 
the centre, and the phase of the magnetization will 
depend on position in a way that can be represented 
by a helix, as shown on the right in Figure 1.10b. 
The longer the gradient is on, the further out in 
k-space one goes, and the more tightly the helix is 
wound (Fig 1.10c). Only structures (spin density) 
varying over space at the frequency of the helix will 
contribute to signal at the corresponding point in 
k-space, as for others phase cancellation will occur. 
In other words, different points in k-space are sensi­
tive to different spatial frequencies of the object. This 
also is illustrated in Fig 1.10, where an image is re­
constructed from either the centre or the edges of 
k-space. W ith regard to the image resolution: when 
defining resolution by the smallest features that can 
be discerned, i.e. those having the highest spatial 
frequencies, it is clear that resolution increases with 
distance from the k-space centre.
Spin and gradient echo
The signal directly following the excitation pulse 
is called the free induction decay (FID). While in 
N M R  spectroscopy it is common to measure the 
FID, M R  imaging generally uses signal echoes to 
acquire k-space data. An echo can be created either 
by an RF pulse or gradient, giving rise to a spin 
echo (Hahn, 1950) or gradient echo (Hutchison 
et al., 1978), respectively. Both are detailed below, 
starting with the spin echo.
Consider a group of isochromats, in the rotat­
ing frame, directly after a 90° pulse applied along 
the x-axis (Figure 1.11a). Initially, all vectors point 
along y, but due to magnetic field inhomogenei­
ties, each isochromat will have a slightly different 
frequency. This causes them to rotate away from
Figure 1.11. Generation of a spin-echo. The dephas- 
ing of isochromats is reversed by applying a refocusing 
pulse at time T, leading to a spin echo with maximum 
signal at 2t. See text for details.
their initial position along the y-axis (Figure 1.11b) 
at different speeds and, with time, to acquire a dif­
ferent phase. As a result, the observable magneti­
zation vanishes (with the relaxation time constant 
T j). If, at some time T, a 180° RF pulse along y is 
applied, the isochromats will be flipped from x to 
—x (Figure 1.11c). Since the field experienced by the 
isochromats remains the same, they will keep rotat­
ing at the same speed as before and hence will start 
to come into phase again, leading to a spin echo. 
All isochromats will be completely aligned at time 
2t, where the echo signal is maximal (Figure 1.11d). 
After this, the isochromats will once again start to 
dephase causing the signal to disappear.
The basic diagram for the spin echo sequence 
and corresponding k-space trajectory are shown in 
Fig 1.12. In its simplest form, a single line in k-space 
is acquired after each excitation. First a prephase 
gradient along the readout direction is applied to 
move to the edge of k-space, and the amplitude of 
the phase encode gradient is varied so that a differ­
ent k-space line is acquired each time. Note that the 
flip from x to —x caused by the 180° pulse (Figure 
1.11c) similarly occurs in k-space. Sometime after
y
y
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the 180° pulse, a line in k-space is then acquired by 
switching on the RO  gradient. The maximum echo 
signal is reached when the effect o f the prephase 
gradient is cancelled by the readout gradient, which 
happens at the centre of k-space.
To produce a gradient echo, the signal is also 
first dephased on purpose by applying a prephase 
gradient along the readout axis (Figure 1.12b). The 
frequency encoding gradient, which is applied with 
opposite polarity to the prephase gradient, then 
causes the isochromats to come into phase with 
each other again, giving rise to the gradient echo. 
When the total gradient moment o f the prephase 
and frequency encoding gradients is equal, the 
maximum signal is reached. If  the gradient is kept 
on at this moment, the isochromats will again start 
to dephase.
An important difference between spin and gradient 
echo imaging becomes clear when looking at their 
properties with regard to T2 and T j effects. For a 
spin echo, any Tj-related signal loss, i.e. caused by 
inhomogeneities in B0, is reversed by the 180° pulse. 
The time period that echoes can be created there­
fore depends on T2, since signal decay caused by T2 
relaxation is irreversible. For a gradient echo, this 
period is limited by T j , and hence is much shorter.
Image contrast
The differences between SE and GE with regard 
to relaxation processes are very important, as they 
can be exploited to achieve contrast in the images. 
T2, T j and T 1 vary across tissue types and depend 
on normal as well as pathological processes. These 
and other differences between tissues can be made
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Figure 1.12. Pulse sequence diagrams and k-space traversal for spin echo and gradient echo sequences. Fre­
quency encoding is performed along kx, and phase encoding along ky. Letters refer to the (pre)phase gradients 
(A), 180° pulse (B) and frequency encoding (C). The dashed lines for the phase encoding gradient indicate the 
strength is different for each excitation.
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Figure 1.13. Dependence of image contrast on se­
quence parameters. Note that the difference curves are 
scaled up for display purposes.
visible by a proper choice of imaging sequence and 
sequence parameters. Table 1.1 lists relaxation times 
for several brain tissues at 3 T.
Two important sequence parameters determin­
ing image contrast are the repetition time (TR) and 
echo time (TE). TR is defined as the time between 
subsequent excitation pulses, and TE is the dura­
tion of transverse magnetization decay for the data 
point acquired at the origin of k-space. An expres­
sion describing the signal intensity S as a function 
of TR and TE can be derived from Eq. 1.26 and 
1.27 by setting M 0 in Eq. 1.26 equal to the proton 
density p, and realizing that M 0 in 1.27 is equal to 
M z directly before the excitation pulse. Combining 
the two then yields
S(TR,TE) ~ My(TR,TE) =  p (1-e-TR/T' )e-TE!Tl. [1.38]
From this equation it can be seen that a proton 
density-weighted image is obtained by choosing 
TR>>T1 and TE as short as possible. For T1 con­
trast, TE must also be short, but T1 should be 
chosen such that the difference in T 1 between tis­
sues is maximized. Finally, optimal T2 weighting 
is achieved by adjusting TE according to the T2 of 
the different tissues while having a long TR. These 
three cases are illustrated in Figure 1.13. Note that 
Eq. 1.38 gives the signal when using a spin echo se­
quence; for a gradient echo sequence, T2 should be 
replaced by T j . The considerations for achieving T2 
contrast equally hold for T j. T j contrast is extremely 
important for functional M R I, as will become clear 
in the section on BOLD  physiology.
Tissue Ti (ms) T2 (ms)
Grey matter 1200 90
White matter 850 80
Cerebrospinal fluid 4300 1450
Blood 1650 80
Table 1.1. Approximate relaxation times in the brain 
at 3 T.
0
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Figure 1.14. Pulse sequence diagram and k-space traversal for EPI, in which k-space is fully sampled after a 
single excitation. Letters refer to the prephase gradients (A), phase encoding ‘blips’ (B) and frequency encoding 
(C). The dashed lines for the phase encoding gradient indicate the strength is different for each excitation. See 
text for further details.
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Echo planar imaging
Since the conventional spin and gradient echo se­
quences require a separate excitation for every meas­
ured line, acquiring a complete set of k-space lines 
is time consuming. W ith echo-planar imaging (EPI) 
(Mansfield, 1977), k-space can be fully covered fol­
lowing a single excitation, making it one of the fast­
est M R I pulse sequences. Invented in 1977 by Sir 
Peter Mansfield, EPI only became technically fea­
sible years later when new hardware developments 
enabled the rapid switching o f gradients required 
for the k-space traversal. It is now the standard 
method for data acquisition in functional M RI.
The sequence diagram and k-space trajectory 
of a 2D, single-shot, gradient-echo EPI sequence 
are shown in Figure 1.14. Prior to data acquisition, 
prephasing gradients are applied to bring the mag­
netization in a state corresponding to point A  in k- 
space. Then, the FE gradient is switched on and a 
line along k  is traversed, thereby acquiring the first 
gradient echo. This is followed by a short PE gradi­
ent (a phase ‘blip’), moving the k-space coordinate 
up one line along ky to point B. The FE gradient 
is then switched on again, this time with opposite 
polarity, bringing the magnetization to point C  and 
acquiring another echo. These steps are repeated 
until the whole k-space matrix is filled. Note that 
in EPI, each gradient echo is acquired at a different 
echo time. The effective TE is defined as the time the
central k-space line (ky = 0) is acquired, as this line 
predominantly determines the image contrast. By 
fully sampling k-space after a single excitation, EPI 
is faster than conventional imaging sequences by a 
factor equal to the matrix size in the PE direction 
(for reference, a fairly standard k-space matrix is 64 
x 64). This allows a complete image to be acquired 
within tens of milliseconds, and a whole volume of 
2D slices in about two seconds.
This speed advantage does come with some 
drawbacks, as EPI is sensitive to a wide variety 
of image artefacts, such as Nyquist ghosting, sig­
nal dropout, and geometric distortions. Nyquist 
ghosting is the result of residual phase differences 
between the k-space lines acquired in opposite di­
rections. Before image reconstruction, one set of 
lines has to be time-reversed. When the gradients 
are slightly different for the two sets, for instance 
caused by varying eddy currents, their echo centres 
will be slightly shifted. This systematic shift causes 
an image ‘ghost’ shifted by half the FOV. In gen­
eral, the severity of Nyquist ghosting can be reduced 
quite effectively by measuring the phase difference 
and correcting for it during image reconstruction.
The two artefacts that most severely affect EPI 
image quality are geometric distortions and signal 
dropout, both caused by field gradients result­
ing from, among other things B0 inhomogeneities 
and magnetic susceptibility discontinuities at tis-
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a. Signal dropout
TE 10 ms 25 ms 40 ms 55 ms 70 ms 
b. Geometric distortion
1.5 T 3 T
Figure 1.15. Dropout and distortion artefacts in EPI. (a). A transverse slice at the lower part of the brain, 
where dropout is most severe. The images clearly show the signal void growing larger with increasing TE. (b). 
Illustration of the scaling of geometric distortions with field strength. Like dropout, distortions are most visible in 
inferior brain regions, where a relatively high number of tissue boundaries are present.
sue boundaries. The inhomogeneity gradients are 
proportional to B0 and therefore become more 
problematic when moving to higher field strengths. 
Signal dropout results from gradients perpendicular 
to the imaging slice. A  through-plane gradient will 
cause dephasing within the slice, leading to signal 
loss. This effect gets worse with increasing TE, as 
dephasing will start as soon as the slice is excited. 
This is illustrated in Figure 1.15. In  thicker slices, 
more dephasing will occur, and hence reducing the 
slice thickness can help to reduce dropout effects.
Since imaging relies on the known relation 
between applied gradients and spatial location, un­
wanted variations in the magnetic field will cause 
signal to be mapped to the wrong location, lead­
ing to image distortion. While the acquisition of a 
single (frequency-encoded) k-space line is fast, the 
time between points along the phase encoding axis 
is relatively long, and hence, phase differences are 
primarily introduced along this axis. Consequently, 
distortions occur in the phase encode direction 
and are negligible in the frequency encode direc­
tion. Furthermore, since the phase differences ac­
cumulate during the entire readout, the degree of 
distortion scales linearly with the length o f the ac­
quisition window. Depending on the direction and 
spatial extent of the gradients, distortion can appear 
in the images as global or local image compression, 
dilation, or shearing. An obvious solution to reduce 
distortion is to shorten the readout duration. How­
ever, this will lead to a decrease in spatial resolution. 
One option to overcome this decrease is to divide 
k-space into several segments and acquire the data 
in several excitations. Alternatively, the spatial reso­
lution can be preserved by making use of parallel 
imaging.
Parallel imaging
The acquisition speed of conventional GE and SE 
sequences is limited by the long TRs necessary to 
allow for sufficient T 1 relaxation. In turn, the speed 
of fast imaging sequences such as EPI is determined 
by the number of phase encoding steps required to 
obtain an image with a particular FOV and image
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Figure 1.16. Methods for parallel imaging reconstruction: SENSE (a, b) and GRAPPA (c-e). (a) Images from 
coils positioned at the left and right side of the brain. An intensity gradient is clearly visible, reflecting the spatial 
sensitivity (dark and light grey curves) of the coils. (b) When k-space lines are skipped, the coil images show 
aliasing of the object. The centre image illustrates that each point in a folded image is a superposition of multiple 
locations in the object (in this case two). SENSE uses this information to obtain an unfolded image. (c) k-space 
diagram showing the reference lines acquired for GRAPPA image reconstruction. (d) Weights are obtained by 
fitting acquired lines from each coil to the reference lines. (e) The weights are then used to synthesize the skipped 
lines in k-space for each coil. Finally, the fu ll image is obtained by combining the unfolded single coil images.
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resolution. However, sampling more lines per unit 
time is not feasible because of hardware limitations 
and, more importantly, increased risks of periph­
eral nerve stimulation caused by the rapid gradient 
switching. In the late 1990s, a class of methods 
known as partially parallel imaging (PPI) which 
circumvent these issues came to prominence. PPI 
is based on the notion that in an array of receiver 
coils, each coil has a distinct spatial sensitivity pro­
file, thereby providing information on the location 
of the received signal. This is illustrated in Figure 
1.16a. This knowledge can be used in combination 
with phase encoding to reduce the number o f PE 
lines without compromising the image resolution or 
FOV. The two most popular algorithms, sensitivity 
encoding (SENSE (Pruessmann et al., 1999)) 
and generalized autocalibrating partially parallel 
acquisitions (GRAPPA (Griswold et al., 2002)) are 
explained here in some detail for Cartesian k-space 
trajectories.
When reducing the number of k-space lines 
while keeping the maximum k-space values con­
stant, the FOV will be reduced correspondingly, 
causing aliasing of the object in the resulting image 
(Figure 1.16b). The degree of folding is inversely 
proportional to the fraction o f omitted k-space 
lines. In SENSE, the coil sensitivity information is 
used to reconstruct an ‘unfolded’ image from the 
aliased images. In these reduced FOV images, one 
for each coil, a single voxel contains information 
from multiple positions in the object. For example, 
when two lines are skipped for every acquired line, 
each position in the object will appear three times 
in the coil images. The intensity I of a certain voxel 
in aliased coil image k is given by
1k =  Ck (pi M  pi ) + Ck (p2 M  p2 )
+ ... + CM r ( f J .  I1'3 9
Here, Ck is the coil sensitivity profile of coil k, p 
the intensity of the original object, and p ^  indi­
cates the position in the object. Formulating this 
expression for each coil image one obtains a linear 
set of equations from which the object intensities 
p, and hence the unfolded image, can be calculat­
ed. In principle, the system can be solved as long 
as it is overdetermined, that is, when the k-space 
reduction factor is smaller than the number of coils. 
In practice however, the single coil images are not
independent because of noise correlation across 
coils, which reduces the effective number of equa­
tions (the rank of the system). The higher the re­
duction factor, the more noise is introduced in the 
unfolded image. The number of coils and their ar­
rangement are therefore important in determining 
the maximally acceptable reduction factor. W ith 
a (nowadays) standard eight-channel coil array, in 
which the elements are arranged circularly around 
the head, it is uncommon to use a reduction factor 
of more than three. Parallel imaging noise is charac­
terized by the so-called geometry or g-factor which 
often shows a spatially heterogeneous distribution, 
determined by the coil configuration (hence geom­
etry factor) and reduction factor. In  addition, the 
signal-to-noise ratio in the images decreases pro­
portional to the square root o f the reduction factor, 
reflecting the reduction in the number of acquired 
k-space lines.
The GRAPPA algorithm differs from SENSE 
in two important aspects. First, it operates in the 
k-space rather than image domain. Instead of re­
constructing a single image from the reduced FOV 
images, a full k-space is constructed for each coil, 
followed by Fourier transformation and summa­
tion of the (full FOV) images. Second, coil sensitiv­
ity profiles are not measured explicitly as is done 
in SENSE. In GRAPPA, the skipped k-space lines 
are synthesized by taking a linear combination of 
measured lines. In order to do so, one or more 
lines of the skipped part of k-space are acquired, 
these are called reference or auto-calibration signal 
(ACS) lines (Figure 1.16c). Weighting coefficients 
for the linear combination are then determined by 
fitting acquired (neighboring) lines from all coils 
to the reference lines of one coil (Figure 1.16d), af­
ter which the missing lines can be calculated and 
full FOV images of all coils reconstructed (Figure 
1.16e).
The most obvious benefit o f parallel imaging 
is the opportunity to speed up image acquisition. 
Especially in 3D imaging sequences, where there are 
two phase encoding directions, the time savings can 
be large. In this case it is important to have a coil 
arrangement in which the spatial sensitivities vary 
in both PE directions. Alternatively, the time saving 
can be reinvested to improve the spatial resolution 
of the images by increasing the number of k-space
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lines again but sampling further out in k-space.
functional  mri
BOLD physiology
In the years since the ability to detect physiological 
changes in the brain non-invasively with M R I was 
first demonstrated (Ogawa et al., 1990a; Ogawa et 
al., 1990b), EPI has become by far the most popular 
method in functional M R I. This is because EPI, in 
addition to its speed, has an intrinsic Tj-weighting 
that makes it particularly sensitive to the blood oxy­
genation changes that follow neuronal activity. This 
blood oxygenation level dependent (BOLD) con­
trast is the basis for the majority of fM RI studies 
today.
Strictly speaking, it is the amount o f deoxyhae- 
moglobin, rather than the oxygenation level, that 
underlies the BOLD  contrast. Deoxyhaemoglobin 
is paramagnetic and as such causes local inhomo­
geneities in the main magnetic field that reduce 
the T-weighted signal. The change in the amount 
of deoxyhaemoglobin upon neuronal activation 
depends on three physiological parameters. First, 
local cerebral blood flow (rCBF) increases, which 
leads to an increased washout of deoxyhaemo- 
globin. Second, the local cerebral blood volume 
(rCBV) increases, an effect driven by the increase 
in rCBF. Third, the local rate of metabolic oxygen 
consumption (rCM RO2) also increases. Increases in 
rCBV and rCM RO 2 lead to an increase of deoxy- 
haemoglobin. Under most circumstances, the rCBF 
increase dominates the other effects, leading to a net 
decrease in the amount of deoxyhaemoglobin, and 
consequently a signal increase in the EPI images.
Differences in the temporal evolution of rCBF, 
rCBV and rCM RO 2 after a stimulus-evoked neuro­
nal response give rise to three distinct phases in the 
BOLD  signal. First, a small decrease has sometimes 
been observed, which is generally taken to reflect an 
increase in rCM RO 2 without changes in rCBF and 
rCBV. This is followed by the main BOLD  response 
caused by the large increase in rCBF, which reaches 
its maximum around 4-6 seconds after onset o f the 
stimulus. Finally, the signal generally shows a nega­
tive deflection known as the post-stimulus under­
shoot. The origin of the undershoot is a topic of 
active investigation, with recent studies providing
converging evidence that it is mainly resulting from 
a prolonged increase in C M R O 2 after rCBF and 
rCBV have returned to baseline (Frahm et al., 2008; 
Lu, 2004; Schroeter, 2006).
It should be clear from the previous there is no 
one-to-one relationship between BOLD  contrast 
and neuronal activation. This is exemplified by the 
scheme in Figure 1.17, which summarizes several 
of the factors mediating how neuronal activity is 
reflected in the M R  images. It is important to keep 
the indirect nature of the signal changes in mind 
when designing or interpreting fM RI experiments. 
For instance, it is still unclear if all neuronal activ­
ity causes a BOLD  response, and if so, what type 
of activity. Studies combining B OLD  imaging with 
electrophysiological recordings show that BOLD  is 
related more to synaptic activity than to spiking of 
neurons, and hence seems to reflect mainly input to 
a region and local processing rather than output to 
another brain area (e.g. (Logothetis et al., 2001)). 
Moreover, whether and to what extent a BOLD  re­
sponse will occur depends on the balance between 
excitatory and inhibitory input (Lauritzen, 2005).
The interpretation o f the BOLD  signal is further 
complicated by the coupling between neuronal ac­
tivity and the haemodynamic response. Upon activa­
tion, several substances are released that cause blood 
vessels to dilate through the relaxation of smooth 
muscle cells surrounding the vessels, thus leading to 
increases in blood flow and volume. Nitric oxide is 
believed to be one of the major modulators of the 
vascular response (Stefanovic & Schwindt, 2007), 
but a considerable number of other (mediators of) 
vasoactive ions or molecules have also been identi­
fied, such as calcium, potassium and prostaglandins. 
The last few years, an increasingly important role is 
being suggested for astrocytes, a type of cells with a 
host o f functions in the brain, to serve as interme­
diaries in neurovascular signaling (as well as in neu­
ronal metabolism). Nevertheless, many questions 
remain, for instance regarding possible regional 
specificity of vasodilators and altered neurovascular 
coupling in many diseases. And even with all these 
questions answered, it is still unknown what would 
explain the size of the blood flow response, as this is 
much larger than necessary to meet any metabolic 
demands.
Finally, the sensitivity for and specificity of
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Figure 1.17. Schematic 
representation of the rela­
tionship between neuronal 
activation and M R I signal 
changes. See text for details.
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MRI signal changes
BOLD  signal changes strongly depend on the mag­
netic field strength, type of imaging sequence used 
for acquisition and the specific parameters o f the 
sequence. In  general, the signal to noise ratio in­
creases with field strength and so does the sensitivity 
to measure functional signal changes. However, the 
several mechanisms contributing to the BOLD  sig­
nal do not depend equally on field strength. The T2 
of blood decreases dramatically with field strength, 
and hence signal changes at high field strengths 
are dominated by extravascular effects. The spatial 
specificity o f the extravascular signal changes de­
pends on whether a gradient or spin echo sequence 
is used. W ith the latter, signal dephasing caused by 
field inhomogeneities around larger vessels is refo­
cused. Signal changes are therefore restricted to the 
(smaller) capillaries which are closer to the site of
neuronal activation. The downside of SE images is 
the reduced signal-to-noise compared to GE.
Noise
Generally, BOLD  signal changes are small with re­
spect to the average signal amplitude. Depending 
on the brain region, field strength and nature o f the 
stimulation, the relative signal change can be well 
below one percent. This would not be a problem 
if activation-related signal changes were the only 
source of variance in the data. This, however, is not 
the case, as many other factors contribute to the 
measured signal. Since in fM RI, brain activa­
tion is assessed by looking at changes in signal inten­
sity over time, the data quality is primarily affected 
by time-varying signal fluctuations. One potential 
cause of temporal instabilities is imperfections in
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the RF, gradient and shim electronics. In practice 
however, the amplitude of signal fluctuations aris­
ing from these sources is usually small compared 
to those caused by physiological processes of the 
subject. Effects related to breathing, the beating of 
the heart, spontaneous neuronal activity and head 
movements all contribute significantly to the total 
temporal variance.
Respiration affects the signal in the brain in 
multiple ways. First, movement o f the chest causes 
a magnetic field gradient, leading to global inten­
sity variations that depend on the distance to the 
chest (Raj et al., 2000). Second, breathing-induced 
changes in the concentration of carbon dioxide, 
which acts as a vasodilator, result in signal fluc­
tuations around arterial blood vessels (Birn et al., 
2006). Similarly, the cardiac cycle causes local in­
tensity variations due to pressure increases during 
the systolic phase, which makes arteries expand and 
leads to local tissue displacement and pulsation of 
CSF through the brain (Dagli et al., 1999).
In addition to any task-induced effects, the 
M R I signal also reflects BOLD  fluctuations origi­
nating from spontaneous modulations in neuronal 
activity. These intrinsic fluctuations are temporally
correlated across brain regions and can therefore 
provide valuable information about the functional 
organization of the brain (Fox & Raichle, 2007). 
However, in the context o f experiments with ex­
ternal stimulation the added variability will gener­
ally be regarded as noise. It has been shown that 
in fM R I experiments at 3 T, BOLD  fluctuations 
dominate the temporal variance, followed by physi­
ological effects such as those caused by the respira­
tory and cardiac cycles (Kruger & Glover, 2001).
Another common and major source o f signal 
fluctuations comes from subject motion. While 
subjects are always instructed to lie as still as pos­
sible, and padding is often used to restrain the head, 
some motion always occurs. The degree of motion 
will depend on the specific task that has to be per­
formed and on the subject population, as patients 
and children generally have more trouble lying 
still. Although head movements are normally cor­
rected for during data analysis (see the next section), 
remaining signal variations will nevertheless be 
present. This is because motion will cause the time 
between subsequent spin excitations to vary, lead­
ing to differences in T 1 relaxation from one volume 
to the next. These so-called spin history effects are
t=1
t=2
t=3
I
Head movement 
between subsequent volumes
,
Figure 1.18. Mechanism for spin-history effects. The bars represent the position of slices in the head. I f  a subject 
moves between the acquisition of two volumes, spins in one slice can move to a position corresponding to a 
different slice (marked with dark grey). These spins are excited at a different time than normal, which causes 
volume-to-volume variations in T1 relaxation and hence signal fluctuations over time.
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illustrated in Figure 1.18. I f  head movements are 
correlated with the experimental paradigm, these 
fluctuations can result in apparent activation in the 
statistical images. In addition to the spin history 
effects, motion causes changes in geometric distor­
tions, since the magnetic field inhomogeneities de­
pend on the angle of tissues with different magnetic 
susceptibilities with respect to B0.
A  final important source of variability in neu­
roimaging that has significant impact on experi­
mental design and data analysis does not come from 
the fM RI signal, but is the result o f the considerable 
differences that exist between subjects. Although 
the general structural anatomy of the brain is the 
same across persons, at least for healthy subjects, its 
size, shape and precise folding varies from person 
to person. O n  top of this structural variability, the 
functional response to a given stimulus will often 
differ across subjects, and even for separate meas­
urements within the same person. In  cognitive neu­
roimaging, interpretations are rarely drawn based 
on single subjects. Instead, the goal o f most studies 
is to find average characteristics for a certain task 
and population.
Data analysis
To minimize variability within and between sub­
jects, and thereby maximize sensitivity for func­
tional differences between task conditions or groups, 
fM R I data undergoes several analysis steps prior to 
statistical inference. A  common processing pipeline 
is outlined in Figure 1.19. First, motion that might 
have occurred between volumes is corrected. For 
this, the translations and rotations that maximize 
the spatial correspondence between each volume 
and a reference volume (e.g. the first) are calculated 
and subsequently applied. Most realignment algo­
rithms perform an iterative search for the orienta­
tion that maximizes the overlap between two im­
ages, whereby the overlap is quantified using certain 
criteria, for instance, the summed least-squares dif­
ference in intensity. In a separate step, the original 
data are then interpolated to find the correct image 
intensity at the new coordinates in space.
After image realignment, the images are trans­
formed to a standard space. This is usually done by 
spatially matching subjects’ brains to a template im­
age. Normalisation has two important advantages.
First, it enables comparison of activation across sub­
jects, thereby allowing for inferences to be drawn 
at the group level. Second, by reporting activations 
in standard space coordinates, results can be com­
pared between different studies. Unlike the realign­
ment step, which only has six degrees of freedom 
to maximize overlap (translations and rotations, 
both in three dimensions), most spatial normalisa­
tion algorithms are able to deform the brain on a 
local scale. Given the interindividual differences in 
neuroanatomy, and the fact that template images 
reflect smooth, averaged anatomical features, it is 
important to realize that it is generally impossible 
(and undesirab) to achieve a one-to-one mapping 
between subjects. Therefore, criteria are normally 
defined that place constraints on the allowed defor­
mations.
Before the data are statistically analysed, a 
certain amount of spatial smoothing is generally 
employed to further reduce the variability that re­
mains after spatial normalisation. A  second goal of 
smoothing is to increase the signal-to-noise ratio. 
The underlying assumption is that while functional 
activation has a certain spatial extent and hence is 
spatially correlated across voxels, noise is not. Note 
that the optimal smoothing kernel will depend on 
the size of activated regions, which is usually un­
known and might vary across the brain. In practice, 
Gaussian kernels with a full width half maximum of 
6 to 8 mm are used. A  last argument to smooth the 
images is statistical in nature: a popular method of 
accounting for false positive activation is based on 
Gaussian random field theory, which requires the 
data to have certain smoothness (Kiebel & Poline,
1999; Worsley et al., 1999).
The most common approach to test for activa­
tion in fM RI data is by determining the fit between 
a model reflecting the hypothetical response to a 
stimulus, and the actual measured time series. This 
is done separately for all voxels in the brain. The 
modeled response is constructed by convolving a 
function representing the task conditions with one 
representing the haemodynamic response, as illus­
trated in Figure 1.19. The goodness o f fit between 
the two time courses is then calculated by way of 
least squares regression, usually within the frame­
work of a general linear model (GLM) (Friston et al., 
1994). W ith the GLM , estimates are obtained for
theoretical and physical background of  MRI I 55
Subject 1 Subject 2
t=1
t=2
Subject n
Image realignment
Spatial normalisation
Spatial smoothing
First level analysis
Motion parameters 
x
y —
Standard space 
template
(3D) Gaussian
Haemodynamic response function
Second level analysis Contrasts
+1
Figure 1.19. Overview of common data processing steps, ending with group level statistical inference. See text 
for details.
how well a certain experimental condition is reflect­
ed in the measured response, i.e. how much signal 
variance it explains. These values are then used for 
the second stage of the analysis, when activation is 
assessed at the group level.
As mentioned, the aim of most fM R I studies is 
to determine the activation associated with a certain 
task or pathology. Since it is known that activation 
patterns vary from subject to subject, data from 
multiple subjects have to be pooled to make infer­
ences about the population. There are two common 
approaches for this, which differ in the way the 
inter-subject variability is handled. In a fixed-effects 
analysis, data from all subjects are combined and 
considered as one large data set. By doing so, the
model assumes that no differences exist between 
subjects. This has the consequence that conclusions 
about task effects are limited to the sample studied. 
In a random-effects analysis, each subject is consid­
ered to be a random sample drawn from a certain 
population. From this it follows that any activation 
found using this model can be generalized to the 
entire population to which the subjects belong.
Most fM R I studies are designed in a way that 
allows for the testing of specific hypotheses, for in­
stance whether one task condition elicits stronger 
brain activation relative to another. A  hypothesis 
is tested by contrasting the activation estimates for 
certain stimuli or task conditions, or for groups of 
subjects. Whether differences between conditions
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are significant is determined by the difference in 
average activation across subjects compared to the 
inter-subject variability. Contrasts can be construct­
ed for simple effects, such as doing something in the 
scanner versus doing nothing; they can also be used 
to look at more complicated effects, for example to 
test if the difference in response between certain 
task conditions is larger in one group compared to 
another.
Multi-echo fM RI
The TE that yields optimal BOLD  contrast, in other 
words, gives the maximal signal difference between 
two activation states, is approximately equal to 
Tj. From Eq. 1.27, it can be seen that the measured 
signal S at echo time TE is given by
S(TE) =  S0 e-TEit2, [1.40]
where S0 indicates the signal immediately after ex­
citation and incorporates spin density and longitu­
dinal relaxation. The BOLD  signal change caused 
by a change in Tj , is then given by the difference in 
signal in the activated state A  and baseline state B:
DS(TE) =  S0 (e-TEIT2A-e-TEir" ). [1.41]
The maximum signal change AS (for a given 
change in ATj ) is obtained by taking the first 
derivative of Eq. 1.41 with respect to ATj  , and 
setting that to zero. Solving this equation for TE 
yields TE « ^ ( T j  + T®). Since the activation-re­
lated change in T j is generally small, signal change 
is maximal when setting TE equal to (baseline) T j .
Since T j relaxation times vary considerably 
across the brain (Peran et al., 2007; Wansapura et 
al., 1999), this implies that for a given choice of
TE, sensitivity for functional activation will only 
be optimal for part of the brain. This limitation 
can be overcome by acquiring an image (echo) at 
multiple echo times after a single excitation (Figure 
1.20). The data from the different TEs can then be 
combined to increase the sensitivity across the brain. 
In addition to simple summation, several weighting 
schemes to combine the images have been suggested, 
based on a local estimate of T j (Posse et al., 1999) or 
the measured functional contrast-to-noise (Poser et 
al., 2006). Alternatively, a T j time course can be ob­
tained by exponential fitting for use in subsequent 
statistical analysis (Speck & Hennig, 1998).
Multi-echo (ME) data acquisition can greatly 
benefit from a combination with parallel imaging 
(Poser et al., 2006). By shortening the readout du­
ration per echo, PI allows for a denser sampling of 
images without the need to increase TE, as shown 
in Figure 1.20. It is worth mentioning that this 
combination is especially advantageous since, un­
less TE is reduced, the time saving for accelerated, 
single-TE EPI is relatively limited because of the 
‘dead time’ between excitation and the start o f data 
acquisition. An additional advantage of the acceler­
ated acquisition is that geometric distortions are re­
duced, which will increase the quality of registration 
to (undistorted) anatomical images and subsequent 
localization of brain activity.
a. 90°
r
TE
b. 90°
T E !  T E 2  T E 3  T E 4  T E 5
Figure 1.20. (a) Conventional 
EPI acquisition, where an image 
is acquired at a single echo time. 
(b) Multi-echo (ME) acquisition 
with the echoes being accelerated 
with the use of parallel imaging. 
This way, a range of TE values 
can be sampled without a con­
comitant increase in TR.
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n fM RI, subject motion can severely affect data quality. This is a particular problem 
when movement is correlated with the experimental paradigm as this potentially 
causes artefactual activation. A  method is presented that uses linear regression, to 
utilize the time course o f an image acquired at very short echo time (TE) as a voxel- 
wise regressor for a second image in the same echo train, that is acquired with high 
BOLD  sensitivity. The value of this approach is demonstrated using task-locked mo­
tion combined with visual stimulation. Results obtained at both 1.5 and 3 T show 
improvements in functional activation maps for individual subjects. The method is 
straightforward to implement, does not require extra scan time and can easily be em­
bedded in a multi-echo acquisition framework.
i n t r o d u c t i o n
Functional M R I (fMRI) has become a popular and 
powerful technique to assess human brain function. 
The blood oxygen level-dependent (BOLD) con­
trast used in the majority of fM RI studies is based 
on small variations in intensity along the image 
time series caused by regional, activation-induced 
changes in the tissue relaxation parameter T j , of the 
order of a few per cent or less. Consequently, the 
technique is sensitive to a wide range of effects that 
can severely compromise data quality, including 
system instabilities (Edelstein et al., 1986; Jezzard 
& Clare, 1999) and physiological processes such as 
the cardiac and respiratory cycles (Dagli et al., 1999; 
Kruger & Glover, 2001; Noll & Schneider, 1994; 
Windischberger et al., 2002). Besides these, arte­
facts resulting from subject motion are some of the 
most important and most common contributors to 
unwanted fluctuations in the BOLD  time course.
Depending on the specifics of the experimental 
design, motion can affect the data in various ways. 
When motion is uncorrelated with the task, the sen­
sitivity to detect true activation decreases due to an 
increase in temporal variance. If, on the other hand, 
motion is locked to the stimulus, it can appear as 
false activations on statistical maps, even when the 
motion is small and the correlation modest (Field 
et al., 2000; Hajnal et al., 1994). Although image 
realignment typically improves fM RI data qual­
ity, residual artefacts including spin-history effects 
(Friston et al., 1996) often persist or might even be 
introduced (Freire & Mangin, 2001; Grootoonk et 
al., 2000).
Several approaches have been proposed to either 
correct for motion-induced fluctuations retrospec­
tively, or to prevent their occurrence, thereby re­
ducing the need to possibly discard corrupted data. 
One commonly employed method when analysing 
data in the general linear model (GLM) framework 
is to use the motion parameters estimated in the 
realignment procedure as covariates of no interest 
in the design matrix (Friston et al., 1996). If  model 
and nuisance regressors are orthogonal, this should 
lead to a reduction in variance while preserving the 
effect of interest. In  the case of task-related motion, 
however, the sensitivity for activation will poten­
tially decrease as both model and motion regressors 
partly explain the same variance. This effect can be 
especially harmful for blocked designs.
A  second retrospective technique estimates the 
average image variance at each time point of the 
fM RI time series (Diedrichsen & Shadmehr, 2005). 
It subsequently weighs each volume by the inverse 
of its variance when solving the GLM . The method 
assumes that artefacts, for example those caused 
by motion, increase image variance and affect con­
siderable portions o f the brain. Again, if motion is 
correlated with task execution, this might lead to 
decreased sensitivity to detect activation.
Third, a three-level strategy to minimize task-re­
lated effects of motion of the oral cavity was recently 
reported (Soltysik & Hyde, 2006). Here, thresholds 
were applied based on (1) differences in cross-corre­
lation phase between motion effects and activation, 
(2) differences in noise structure between motion 
and activation and (3) cluster volume. The use of 
independent component analysis has also been sug­
gested as a means to remove task-related motion 
effects (Kochiyama et al., 2005). As a preprocess­
ing step, movement components were selected on 
the basis of their variance structure and removed,
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after which the data were reconstructed and further 
analysed.
Finally, an algorithm was developed aimed 
specifically at correcting for spin-history effects 
(Muresan et al., 2005). Applied before realignment, 
it first classifies voxels on the basis of their relaxa­
tion properties. Voxels likely to show spin-history 
fluctuations are then corrected to the nearest steady- 
state intensity if any motion is detected. While sim­
ulations and phantom experiments show that spin- 
history effects are reduced, it remains to be seen if 
functional signal changes will not be affected as well.
Besides these retrospective techniques, several 
methods aimed at (partially) avoiding residual sig­
nal fluctuations have been proposed. One option 
is to choose a stimulus timing that simultaneously 
maximizes sensitivity for activation-induced signal 
changes and minimizes sensitivity for motion-relat­
ed fluctuations by exploiting the different temporal 
properties of motion and the haemodynamic re­
sponse (Birn et al., 2004). An alternative approach 
is to try and maintain a fixed orientation between 
the measurement coordinate system and the sub­
ject’s head by monitoring its position in real-time 
and updating the slice positioning accordingly. D if­
ferent implementations to track head position have 
been developed, using navigator echoes (Ward et al.,
2000), estimating motion in image space (Thesen 
et al., 2000) or using external sensors (Zaitsev et 
al., 2006). While the latter method potentially even 
works for within-volume motion, it requires addi­
tional equipment and a time-consuming calibration.
This work presents a dual echo approach aimed 
at reducing the spurious activation caused by task- 
correlated motion which does not affect scan time 
and can be used in a complementary fashion to all 
o f the techniques mentioned above. Two images 
are acquired following a single excitation, the first 
(E1) at a very early echo time (TE) where BOLD 
contrast is still negligible and the second (E2) at 
TE with optimal functional sensitivity. The signal 
intensity at TE can be described as
S =  S0 ■ e"rEirS  [2.1]
where S0 denotes the initial signal intensity after 
slice excitation. As spin-history effects manifest 
themselves as fluctuations in S0, signal changes in 
E2 can result from both activation and the other
sources of variation described above. Using the sig­
nal time course from E1, where only S0 fluctuations 
are present, in a voxel-wise least squares linear re­
gression on E2, this method is potentially capable of 
dissociating motion artefacts from true activation, 
even when locked to the task. This strategy was 
tested with a blocked, visual stimulation paradigm 
involving voluntary head motion. Measurements 
are carried out at 1.5 T and, to test the feasibility 
at higher field strengths, also at 3 T. As shown at
3 T, the method is extendable to multi-echo fM RI 
data acquisition by making use of accelerated paral­
lel imaging. It can be used alongside weighted echo 
summation which has been shown to yield optimal 
sensitivity (Gowland & Bowtell, 2007; Posse et al., 
1999) and may hence be seen as a preprocessing step 
for data acquisition within the parallel-acquired in­
homogeneity-desensitized fM RI framework (Poser 
et al., 2006), which combines the advantages of 
multiple echo collection and accelerated parallel 
imaging.
The technique could be particularly useful in a 
clinical setting, where data are often evaluated for 
individual subjects, and as patients generally have 
more trouble lying still than healthy subjects, ei­
ther as a direct result of their condition or due to 
a decreased compliance with instructions caused 
by anxiety. The extreme head movements in the 
paradigm used for this experiment are specifically 
intended to mimic motion that might occur in 
patients and provide a hard test for the correction 
method at the single subject level.
In neuroimaging studies, where group stud­
ies are common, sensitivity for activation potential­
ly suffers from motion resulting from an increase in 
unexplained variance. The effect of the regression in 
this context is explored by comparing group-level 
activation patterns of uncorrected and corrected 
data.
methods
Subjects and data acquisition 
Measurements were performed on a 1.5 T Sonata 
and 3 T T IM  Trio (Siemens Medical Solutions, Er­
langen, Germany). Eight healthy volunteers were 
scanned at 1.5 T and six at 3 T after having given
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informed consent in conformity with local require­
ments. Images were acquired using a multi-echo 
pulse sequence which was developed in-house and 
based on the product GE-EPI sequence. Phase­
encoding gradients were rewound between echoes 
so that distortion was identical in the images. At 1.5 
T, two images with echo times TE = 14 and 60 ms 
were acquired using the product CP head coil for 
both excitation and reception. Whole-brain cover­
age was achieved using 31 transversal slices (inter­
leaved scanning, 50 % slice gap, 3.5 mm isotropic 
voxels, FOV 224 mm, 64 x 64 matrix). Partial Fou­
rier imaging with a factor 6I8 was used to realize 
a 14 ms TE. Other scanning parameters were: TR 
= 3.05 s, flip angle = 90° and receiver bandwidth 
= 2056 Hz-pixel-1. Total scanning time was 12.5 
min (250 volumes) per subject. At 3 T, the product 
eight-channel head coil was used for reception to 
allow for accelerated parallel data acquisition. Five 
images were collected with TE = 9, 25, 37, 48 and 
60 ms using threefold acceleration and subsequent 
GRAPPA image reconstruction (Griswold et al., 
2002). Thirty transversal slices were acquired (in­
terleaved scanning, 10 % slice gap, 3.5 x 3.5 x 5.0 
mm voxels, FOV 224 mm, 64 x 64 matrix). Other 
scanning parameters were: T R = 2.02 s, flip angle = 
78° and receiver bandwidth = 2520 Hz^pixel-1. To­
tal scanning time was 13 min (385 volumes) per 
subject.
Experimental setup (head-noddingparadigm)
Head movement was restricted to the left-right 
direction (x) using foam pads attached to the coil, 
while still allowing for nodding motion primarily 
along the j-axis. The experimental paradigm con­
sisted of two visual activation conditions. These 
were presented in blocks of 21 s, alternating be­
tween pure visual stimulation (V) and stimulation 
with an additional motion cue (VM). Each block 
was repeated seven times and separated by 30 s of 
baseline (B), consisting of a black screen with a cen­
tral fixation cross. To obtain steady-state magneti­
sation, stimulus presentation was triggered to start 
after scanning three dummy volumes. Visual activa­
tion was elicited using a reversing checkerboard pat­
tern flashing at 8 Hz. In condition VM , an arrow 
was displayed above (pointing up) or below (point­
ing down) the stimulation pattern. Subjects were
instructed to slightly move their head in the direc­
tion indicated by the arrow, which changed every
4 s. The movement had to be executed quickly but 
in a controlled manner. At the end of the block, 
they had to relax back to the starting position. Sub­
jects were told to maintain fixation on the centre of 
the screen during the whole experiment.
At 3 T, no arrow was present during the V M  
condition. Instead, subjects were instructed to free­
ly time their movements, resulting in a greater range 
of motion than present in the 1.5 T data.
Data processing and evaluation 
Unless specified otherwise, data preprocessing and 
analysis were performed in SPM5 (http:IIwww.fil. 
ion.ucl.ac.uk/spmI). For the 3 measurements, the 
third echo data (TE = 37 ms) were used for func­
tional analysis. Additionally, the second to fifth 
echoes were combined using simple summation 
and analysed in the same way for comparison. The 
first, early echo signal is henceforth referred to as E1 
and the echo with functional contrast as E2.
Motion parameters were estimated from E2 to 
take advantage o f the larger grey-white matter con­
trast (Jonsson et al., 1999) and applied to realign 
both TE series. For comparison, statistical analysis 
was also performed on E2 after realignment using 
parameters estimated from E1 (Speck & Hennig, 
2001). Before further preprocessing, to assess the 
value of the E1 time course as covariate o f no in­
terest in reducing motion-induced artefacts, the E2 
time course was corrected on a voxel-by-voxel basis 
using least squares linear regression:
E  2corr =  E  2 - E1b . [2.2]
For this step, the software package Matlab was used 
(The MathWorks, Inc., Natick, MA, USA). In this 
equation, E2 is the observed second echo signal, 
E2corr is the corrected second echo signal (the residu­
als), E1 is the first echo signal and (3 the weight pa­
rameter. Prior to the correction, baseline drifts were 
removed from E1 using linear regression with re­
gressors constructed by the SPM function spm_filter 
(cut-off at 1I128 Hz).
Uncorrected and corrected data sets were subse­
quently spatially normalised to the SPM EPI tem­
plate and spatially filtered by convolving the func­
tional images with an isotropic 3D Gaussian kernel
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(10 mm FW HM ).
Both data sets were then statistically analysed 
using the GLM  and statistical parametric mapping 
(Friston et al., 1994). For single subject analyses, 
regressors were constructed for the V  and V M  con­
ditions and baseline as square wave functions, con­
volved with a canonical haemodynamic response 
function. The data were high-pass filtered (cut-off 
at 1/128 Hz) to account for various low-frequency 
effects and temporal autocorrelation was modelled 
as a first-order autoregressive AR(1) process. The 
analysis on uncorrected data was performed both 
with and without the inclusion o f motion param­
eters as nuisance regressors, leading to three differ­
ent cases: (1) no correction, (2) correction with E1 
and (3) correction with MP. To assess the value of 
the method at the group level, the generated single­
subject contrast images were entered in a random 
effects analysis.
To quantify the effects of the E1 correction, an 
additional analysis was performed. This analysis was 
done on the raw (unnormalised and unsmoothed) 
data. For comparison, an MP corrected data set 
was created using the same preprocessing as the E1 
corrected data, including the drift regressors. Ad­
ditionally, a data set including both E1 and MP was 
created.
The effect of the different correction types on 
both the true activation and motion-induced false 
activation was then evaluated in several regions of 
interest (ROIs). For this analysis, simple ¿-tests on 
the raw data were performed because it was found 
that in the G LM  analysis, the V  versus B contrast 
did not properly reflect the true activation. This is 
due to the large amount of unexplained variance 
during the V M  stimulus blocks. A  true activation 
R O I (ACT) was defined as all voxels significant 
in condition V  versus B (all statistical tests: two­
tailed ¿-test,p  < 5T0-5 uncorrected). The model was 
shifted forward in time by one and two volumes 
at 1.5 and 3 T, respectively, to account for the lag 
in the haemodynamic response (the shift difference 
being due to the different TRs used at the two field 
strengths). Similarly, a motion-induced activation 
R O I (MOT) was defined to capture the false posi­
tive activation, which consisted of all voxels signifi­
cant in condition V M  versus B, excluding the over­
lap with the ACT  ROI.
Finally, ¿-maps were calculated for E2 and the cor­
rected datasets for the contrast (V+VM) versus B, 
i.e. as if there were no a priori knowledge of motion 
effects. The number of significant voxels and mean 
¿ scores for the different ROIs were compared be­
tween the correction strategies.
To find possible correlations between the cor­
rection quality and the amount and nature of 
movement, a simple metric describing the extent 
of through-plane displacement as caused by transla­
tion in the z direction (Tz, in mm) and rotations 
around the x- and y-axes (R  and Ry, in rad) was 
defined by
E
2
+ 1
4
(Ry„ -
(Rx,n Rx,n-\)
[2.3]
N  is the number of elements in the motion param­
eter vector, and ry and rx are the diameters of the 
head in y (anterior-posterior) and x (left-right) di­
rections, which were set to 18 and 16 cm respective­
ly. Rotation angles were directly taken as translation 
in millimeters using the small-angle approximation. 
This metric was subsequently correlated with the 
quality of correction being the normalised signifi­
cant voxel count and mean ¿ value, in the single­
subject R O I analysis. For this analysis the data were 
collapsed over field strengths.
Finally, as the method crucially relies on the 
assumption that no BOLD  contribution is present 
at the early TE, the E1 data were analysed to see 
if there was any activation. The data were spatially 
normalised and an unsmoothed average was created 
to assess the spatial characteristics of the activation. 
Furthermore, the nature o f the activation was in­
vestigated by producing event-related averages for 
voxels significant in E2 and either (1) not, or (2) 
also significant in E1.
results
Motion characterisation
Motion varied considerably between subjects and, 
not unexpectedly given the movement instruc­
tion, was greatest along the y- and z-axes. At 1.5 T,
2n=2 rx
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translation ranged from 0.25 to 2 mm in y (ante­
rior-posterior) and 0.5 to 3mm in z (superior-in­
ferior) directions, and rotations below 1° to around 
6° were observed around the x-axis (left-right). At 
3 T, where the motion instruction was less restric­
tive, motion was more extreme with z-translations 
up to 7 mm and rotations up to 9° around the x- 
axis. Besides the cued movements, a slow drift was 
often present in the parameters. Motion was mini­
mal outside the intended periods. Figure 2.1 shows 
typical motion parameters for one subject. At either 
field strength, no significant differences in activa­
tion (for the contrast V  versus B) were found be­
tween data realigned using E1 or E2, both in terms 
of number of significant voxels and ¿ statistics.
Single subject analysis
The activation maps obtained using the summed 
data set at 3 T were very similar to the single echo 
data set. As the 1.5 T data had only two echoes, 
and furthermore the benefit o f combining multi­
ple echoes is not the focus of this study, only the 
results from the single echo data are reported at 3 
T. At both field strengths, increases in visual activa­
tion can be observed after using E1 to correct the 
motion-corrupted data. Figure 2.2 illustrates three 
of these cases, as well as a subject for which hardly 
any changes were observed. An example of how 
effective using E1 can be for removing artefactual
fluctuations from voxel time courses in regions both 
with and without any activation is given in Figure 
2.3. For comparison, the data as corrected by MP, 
and the combination o f E1 and MP are also shown
Initial results at 1.5 T showed a positive re­
lationship between the extent to which subjects 
moved as described by the simple motion metric, 
and how well regression with E1 restores activa­
tion. For moderate motion, activation maps result­
ing from the inclusion o f motion parameters in 
the G LM  analysis, included in Figure 2.2 for com­
parison, were very similar to the uncorrected data 
and those corrected with E1. However, in contrast 
to the effects observed for regression with E1 the 
inclusion of motion estimates did not successfully 
restore visual activation in cases of more extreme 
motion.
The correction performance for E1 and MP, as 
well as their combination, is summarized in Ta­
ble 2.1. Values are normalised with respect to the 
uncorrected data. At 1.5 T, for E1, the number of 
spuriously active voxels is decreased by more than 
50 %, whereas the effect on the true activation, 
with a small average increase in significant voxels, 
shows substantial between subject variability. MP 
removed the majority of false positive activation, ac­
companied by a reduction in functional sensitivity 
as reflected by the 15 % decrease in active voxels in 
the ACT ROI.
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Figure 2.1. Example of ¿ypical 
parame¿ers for translation and 
ro¿a¿ion for one subject. Visual 
stimulation period without 
(V) and with motion (VM) are 
indicated with shaded areas. 
Motion is primarily restricted to 
the VM condition; additionally, 
a slow trend is visible mainly for 
the parameters that show greatest 
motion.
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Table 2.1. Single subject performance for E1 and M P correction and their combined effect
1.5 T
E1 MP E1 + MP
ACT MOT ACT MOT ACT MOT
subj. mot. nvox tmean nvox tmean nvox tmean nvox tmean nvox tmean nvox tminn
1 80 1.58 1.512 0.32
0m.4ea5n
0.96 1.05 0.05 0.43 1.23 1.30 0.03 0.20
2 42 0.90 0.87 0.54 0.56 0.97 0.89 0.14 0.56 0.71 0.73 0.05 0.31
3 28 0.98 0.88 0.74 1.11 0.44 0.50 0.01 -0.03 0.35 0.45 0.01 0.00
4 70 1.53 1.93 0.40 0.51 0.45 0.89 0.00 0.31 0.60 1.23 0.00 0.17
5 38 0.84 0.82 0.44 0.62 1.01 0.97 0.70 0.90 0.80 0.78 0.29 0.58
6 40 0.83 0.75 0.40 0.59 1.05 0.97 0.47 0.79 0.92 0.74 0.18 0.49
7 36 0.86 0.75 0.28 0.50 0.99 0.83 0.26 0.62 0.76 0.63 0.06 0.33
8 30 0.90 0.82 0.46 0.62 0.94 0.82 0.13 0.50 0.83 0.71 0.08 0.34
mean 46 1.05 1.04 0.45 0.62 0.85 0.86 0.22 0.51 0.78 0.82 0.09 0.30
std. 18 0.29 0.41 0.13 0.19 0.24 0.15 0.23 0.27 0.24 0.27 0.09 0.17
3 T
E1 MP E1 +MP
ACT MOT ACT MOT ACT MOT
subj. mot. nvox tmean nvox tmean nvox tmean nvox tmean nvox tmean nvox
1 52 0.94 0.79 0.76 1.09 0.90
0m.7ea5n
0.11 0.75 0.76 0.62 0.08 0.76
2 113 1.24 1.33 0.74 0.38 0.94 0.97 0.07 0.33 1.15 1.15 0.05 0.06
3 77 0.84 0.77 0.73 0.79 0.77 0.73 0.97 0.84 0.65 0.57 0.75 0.54
4 134 1.70 1.74 0.72 0.22 1.09 1.15 0.25 0.44 1.62 1.65 0.20 -0.07
5 176 1.33 1.52 0.57 0.40 1.02 1.21 0.04 0.44 1.23 1.43 0.03 0.10
6 211 1.92 2.97 0.62 0.39 1.06 1.67 0.13 0.44 1.57 2.66 0.08 0.12
mean 127 1.33 1.52 0.69 0.55 0.96 1.08 0.26 0.54 1.16 1.35 0.20 0.25
std. 55 0.38 0.74 0.07 0.30 0.11 0.32 0.32 0.19 0.37 0.71 0.25 0.29
Single subject correction results for E1, M P and their combination. Displayed values are normalised with 
respect to the uncorrected E2 data. The extent of motion (‘mot.’) is a simple metric for the degree of (through- 
plane) motion. Results are shown for both the number of significant voxels (nvox) and mean t value in the RO I 
(tmeni) in both the ACT R O I reflecting true activation and M OT R O I reflecting false positive activation.
The E1 restoration o f true positives is more pro­
nounced in the 3 T data, where an increase in sig­
nificant voxels is observed for most of the subjects. 
However, less false positives are removed. The effect 
of MP is similar to that at 1.5 T. Mean t values, ob­
tained by averaging over the entire ROIs, show the 
same pattern with respect to the choice of post hoc 
correction method as the variation in the number 
of significant voxels, indicating that results are not 
biased by the choice of threshold.
It can be seen that when E1 and M P are com­
bined, the number o f false positives are reduced 
more than with either method alone. The effect on 
the true activation shows a more complicated be­
haviour, with the correction being lower thanE1 or 
MP alone at 1.5 T, and in between at 3 T.
As mentioned before, a strong correlation was 
found between the extent of motion and the de­
gree to which activation is restored by E1 and MP. 
For E1, both the relative number of significant
voxels and the mean t value increase with increas­
ing movement (r = 0.79 and 0.82, respectively, 
p  < 0.05 corrected for multiple tests). For MP, this 
correlation was only observed for the mean t value
(r = 0.85).
Group analysis
Figure 2.4 shows the results for the random effects 
analysis for both field strengths. At 3 T, the ben­
eficial effect of using E1 to reduce motion-induced 
variance is also seen at the group level. It should 
be noted, however, that while the 3 T map shows 
more activation for E1 than MP, there is also more 
false positive activation. Differences between the 
uncorrected and corrected data at 1.5 T are small. 
The results obtained at 3 T indicate that the benefit 
demonstrated at the single subject level can carry 
through to a second level analysis, but the results 
obtained at 1.5 T and the data o f Table 2.1 sug­
gest that the significance at the group level will very
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much depend on the degree of motion present in 
individual subjects.
E1 activation
Significant voxels were found in E1 at both field 
strengths. It is clear from Figure 2.5 that this acti­
vation, however, is found primarily in larger blood 
vessels. As shown in the event-related averages, the 
voxels significant in E1 show a much larger signal 
change than those only significant in E2. Also, the 
pattern of activation follows the main venous blood 
vessels. Not surprisingly, when subdividing the 
ACT region into the voxels either significant or not 
in E1, the first subset shows diminished activation
after E1 correction. BOLD  signal changes occur­
ring in other voxels have a stimulus driven signal 
modulation in E1 that does not exceed the baseline 
noise level of the data and consequently has no ef­
fect on the E1 correction.
discussion
The single-subject activation maps convincingly 
show the benefit o f using an early echo voxel time 
course as regressor in the presence o f head move­
ments locked to the functional paradigm. It is clear
Figure 2.2. Single subject activation maps (p < 0.001 uncorrected) for the VM condition (visualstimulation 
+ motion) showing dramatic restoration of visual activation compared to uncorrected data (unc) after regression 
with E1 at both 1.5 and 3 T (see also Table 2.1). Also shown is a subject at 1.5 T for which no change was 
observed. The effect of including motion parameters (MP) is shown for comparison.
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Figure 2.3. Average time courses for one subject from regions affected by motion, both uncorrected and after the 
E1 and M P correction. Scaling is identical across time courses. Upper plot: visual cortex showing BOLD activa­
tion in addition to motion artefacts (activation image shows V vs. B t map). Lower plot: frontal region showing 
motion artefacts only (activation image shows VM vs. B t map).
that using E1, one is able to restore activation that 
would otherwise be substantially corrupted by mo­
tion, also in cases where M P does not. This can be 
explained by the fact that the E1time course more 
directly reflects the signal fluctuations induced by 
subject movement. MP is an indirect measure re­
flecting the head position which has a more non­
linear relationship to the motion artefacts. Another 
possibility is that E1, which is acquired slice-wise, 
is able to capture within-volume motion effects, 
whereas M P is estimated using the whole brain.
There are considerable differences between subjects 
in the degree to which the quality of the activa­
tion maps improves, which is shown to be strongly 
related to the extent of (through-plane) motion. 
Using E1 seems to become more effective with in­
creasing motion: in other words, the stronger the 
motion, the more activation is retained or restored 
relative to the uncorrected data, at least in the range 
of translation and rotation seen in this experiment. 
A  likely explanation for this is that since greater mo­
tion results in larger signal fluctuations, this will
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improve the correlation between the first and sec­
ond echo signal. For more moderate motion, the 
use of motion parameters might outperform the E1 
correction, as suggested by the greater visual activa­
tion in the 1.5 T group analysis. Future work will 
be directed at determining criteria for choosing the 
optimal correction strategy.
It might be expected that in regions o f short 
T* , where E2 has low signal, the correlation between 
the E1 and E2 time courses will be reduced, which 
could decrease the effectivity o f the E1 correction. 
However, no such effect was found, as assessed by 
plotting the number of corrected voxels against
unc El MP
Figure 2.4. Results from the random effects analysis 
for the VM condition for a) 1.5 T, and b) 3 T (p < 
0.001 uncorrected). From left to right: uncorrected 
data, regression with E1, and inclusion of motion 
parameters. Whereas little difference is observed for 
the 1.5 T data, at 3 T activation can be seen after 
correction with E1.
the relative signal drop between echoes as a simple 
measure for T* (data not shown). Another possible 
confound is that motion changes the susceptibility 
gradients thereby altering the image distortion (An- 
dersson et al., 2001; Hutton et al., 2002), which 
in turn could decrease the correlation between the 
time courses at the different TEs, and thereby re­
duce the corrective power of the early signal.
It is worth pointing out that the sensitivity for 
motion artefacts partly depends on the choice of 
acquisition parameters, particularly the slice order 
and slice ordering and slice gap. When acquiring 
slices in an interleaved scheme as opposed to an as­
cending or descending order, the time between exci­
tation of adjacent slices is much longer, giving more 
opportunity for movement and hence the introduc­
tion of spin-history effects. The effects of slice gap 
result from a complex interaction with slice order 
and the type of motion and are therefore more dif­
ficult to predict a priori.
In this experiment, realignment was performed 
using parameters estimated from the second echo. 
As functional activation potentially introduces 
a bias in the motion estimates (Freire & Mangin,
2001), especially for least-squares-based algorithms, 
the availability of the first echo might be exploited 
to yield more reliable estimates. For the data in this 
study, no significant differences inactivation statis­
tics were found between realignment based on E1 
or E2.
The risk of decreased functional sensitivity 
when using MP to correct motion that is locked to 
the paradigm has long been recognized. Generally, 
blocked designs are more prone to suffer from task- 
correlated motion than are event-related ones, be­
cause in the latter the temporal profiles differ more 
(Birn et al., 1999). Blocked tasks probably benefit 
most from the use of E1 as regressor, making the 
method particularly attractive for clinical fM RI ap­
plications. Future studies will show the value of this 
approach in event-related studies. The value o f us­
ing motion estimates as covariates of no interest in 
multiple-subject analysis has recently received some 
attention (Bullmore et al., 1999; Johnstone et al., 
2006; Lund et al., 2005). Significant positive effects 
were found, suggesting that adding E1 as a regres­
sor will also improve statistical and interpretative 
power on the group level. The results from the ran-
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volume 
not significant in E1 significant in E1
Figure 2.5. Signal change characteristics and spatial profile of voxels significant in E1. On the left, event-relat- 
ed averages of (uncorrected) E2 data are plotted for voxels significant in E2 and either not (blue) or also (red) in 
E1, showing much greater signal changes for those significant in E1. Error bars reflect SEM over subjects. The 
spatial profiles for E1 activation on the right (cut-off at t = 2 for visualisation purposes) show that activation 
follows the sagittal and transverse sinuses, and for 1.5 T also the parietal cortical veins.
dom effects analysis at 3 T, although performed on 
a very limited number o f subjects, seem to indicate 
that this is indeed the case. A  number of studies in 
which considerable head motion is expected are cur­
rently planned to investigate the use of this method 
in a more realistic setting.
This technique relies on the lack o f BOLD  acti­
vation in the early echo data. Upon statistical analy­
sis, activated voxels are found in E1 despite the short
TE. The significantly higher relative signal changes 
in E2 for this subset of voxels compared to those ac­
tive solely in E2 gives a strong indication that these 
voxels are mainly located at or near larger blood ves­
sels (Barth &  Norris, 2007; Barth et al., 1999). The 
consistent spatial distribution of these voxels is in 
line with this. Therefore, loss of activation in E2 is 
likely to reflect removal of larger vessels and the use 
of the E1 regressor might in this situation improve
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spatial localisation o f activation. Nevertheless, this 
could negatively affect the interpretation of activa­
tion, especially when inferences are to be drawn at 
the single subject level. It is therefore prudent to 
check the results against those obtained without ap­
plying the correction.
In the past, multi-echo imaging has been used 
to create maps for S0 and T* using exponential fit­
ting (Speck & Hennig, 1998). Where the Elcor- 
rection assumes an absence of BOLD  signal change, 
in T*-mapping a mono-exponential signal decay is 
assumed. When the assumptions of both methods 
are met, near identical results are obtained.
Besides its use in reducing spurious activation 
and restoring activation lost due to subject motion, 
the first echo signal has the potential to remove oth­
er undesirable sources of signal variance originating 
in So. Physiological noise, e.g. caused by the cardiac 
or respiratory cycle, contributes significantly to the 
total temporal variance. Since they lead, at least in 
part, to changes in So, these fluctuations should also 
be reduced when E1 is used.
The application o f this method is not limited to 
the dual-echo scheme used at 1.5 T, where the early 
echo was acquired, as early as possible, in the dead 
time prior to the echo with functional contrast. In 
this most simple implementation, the method does 
not require any extra scan time. W ith the use of 
parallel imaging techniques such as SENSE (Pruess- 
mann et al., 1999) or GRAPPA (Griswold et al.,
2002) to speed up data acquisition as used at 3 T, 
more echoes can be collected in the same time span. 
When these data are optimally weighted (Poser et al., 
2006), a higher functional sensitivity over the whole 
brain is obtained. By combining this approach with 
the method presented here, a further increase in 
sensitivity is expected. However, even the acquisi­
tion of a single accelerated echo has yielded com­
parable results or only modest reductions compared 
to traditional data collection (De Zwart et al., 2002; 
Moeller et al., 2006; Preibisch et al., 2003), this is 
because although the use of parallel imaging meth­
ods will reduce the SNR in a single image, physi­
ological noise is expected to dominate the time 
course noise at 3 T and above. As the first echo must 
be acquired at a TE short enough to avoid BOLD 
contamination, accelerated parallel imaging is the 
method of choice at higher field strengths irrespec­
tive of the number of echoes being collected. Ad­
ditionally, acquisition schemes capable of attaining 
short TEs such as spiral trajectories could be used to 
overcome possible technical challenges.
In conclusion, the value of an early echo signal 
uncontaminated with BOLD  contrast to correct 
for motion artefacts has been demonstrated, lead­
ing to dramatic improvements in data quality in the 
presence of extreme movements. The method does 
not require additional scan time and can be applied 
at higher field strengths. Future work will include 
studies to further validate the technique for use in 
patient populations and neuroimaging studies.
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The development of parallel imaging technology has made possible the acquisi­tion of multiple T* -weighted M R I images after a single excitation. This has opened new possibilities for functional M R I using the blood oxygenation level 
dependent (BOLD) contrast mechanism, which has conventionally acquired a single 
image at a fixed echo time TE. Regarding the multi-echo fM RI time-series at each 
voxel as a simultaneously sampled multi-channel signal facilitates the application of 
established multi-channel source extraction methods, which could provide improved 
estimates o f the underlying signal component reflecting task-related BOLD. This work 
considers ten methods reflecting three different source extraction approaches in which 
the TE dependence o f the BOLD  contrast is exploited, the correlation with an expect­
ed response (or design matrix) is maximized, or a maximally task-related component is 
selected from a statistical signal decomposition. The performance of these methods in 
extracting task-related BOLD  activation minimally contaminated by head motion ar­
tefacts is examined in the context of an fM RI experiment in which the multi-echo data 
are systematically corrupted with varying degrees of artificially induced head motion. 
The best results were obtained with least-squares methods applied to log-transformed 
data, namely, adaptive beamforming using only the echo times, and Wiener filtering 
using the design matrix.
i n t r o d u c t i o n
The majority o f functional magnetic resonance 
imaging (fMRI) studies in cognitive and clinical 
neuroscience make use of blood oxygenation level 
dependent (BOLD) contrast (Ogawa et al., 1990a; 
Ogawa et al., 1990b) to measure experimentally in­
duced or spontaneous changes in brain activity. The 
contrast originates from the paramagnetic nature of 
deoxyhaemoglobin, which perturbs the main mag­
netic field, leading to a local reduction in main mag­
netic field homogeneity. Neural activation typically 
leads to a haemodynamic response characterized by 
regional changes in oxygen consumption, blood 
flow and blood volume, resulting in a net reduc­
tion in deoxyhaemoglobin and consequently an 
increase in the T*-weighted signal. BOLD  contrast 
is most commonly measured using gradient echo 
echo-planar imaging (GE-EPI) (Mansfield, 1977), 
an imaging sequence that is sensitive to variations 
in the relaxation rate R* (1/T*) caused by changes in 
deoxyhaemoglobin. The time-varying signal S(t) at 
each volume location in GE-EPI images is generally 
modeled by an exponential decay function
S(t) =  S0( t ) - e + n(t), [3.1]
where S0W reflects the signal at the time of excita­
tion, TE is the echo time (after spin excitation) at 
which the image is acquired, R*(t) is the transverse 
relaxation rate, and the term n(t) reflects thermal 
noise which is assumed to be an additive, spatially 
and temporally uncorrelated random process that 
is independent of the two signal components S0M 
and R* (t), and of the position in the volume. Al­
though the noise follows a Rician distribution, it 
can be approximated by a Gaussian, except at very 
low signal-to-noise ratios (SNR) (Gudbjartsson & 
Patz, 1995).
While the model in Eq. 3.1 seeks to account 
for all signal fluctuations (besides thermal noise) in 
terms of changes in S0 and R*, it is important to ap­
preciate and emphasize that the temporal dynamics 
of both these signal components themselves reflect 
contributions from multiple underlying sources, as 
illustrated in Figure 3.1. Both task-related changes 
and spontaneous fluctuations in BOLD  contribute 
to the measured signal through the R* component, 
while several physiological processes, including the 
cardiac and respiratory cycles, give rise to changes 
in either R*, S0, or both (Corfield et al., 2001; Dagli 
et al., 1999; Raj et al., 2000). Besides these, invol­
untary head movements constitute a major source 
of signal variance, causing so-called spin-history ef­
fects (Friston et al., 1996), which account for a con­
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siderable proportion of the fluctuations in S0. Given 
that the signal measured in fM RI reflects a mixture 
of multiple underlying sources, the extraction of the 
task-related BOLD  changes poses a considerable 
signal processing challenge for fM R I data analysis.
In conventional fM R I data collection the signal 
S(t) is sampled at a single echo time. The develop­
ment of parallel imaging technology (Larkman 
& Nunes, 2007) has made it possible to acquire 
several images per spin excitation, which are sam­
pled at different echo times, and thereby provide 
multiple estimates of the haemodynamic response. 
Intuitively (and statistically), one would expect to 
obtain an improved estimate o f the activation- or 
task-related signal component R* by combining in­
formation from the different echo time-series, and 
several approaches based on linear combination of 
individual images (i.e., simple or weighted summa­
tion over echoes) (Poser et al., 2006; Posse et al., 
1999; Weiskopf et al., 2005), or least-squares pa­
rameter estimation of the exponential decay model 
in Eq. 3.1, see Speck & Hennig (1998) have been 
proposed.
From a signal processing perspective, multi­
echo fM RI data (at each voxel) can be regarded as 
a multi-channel signal, where the images acquired 
at different echo times TE correspond to signals 
measured at different ‘sensors’. Although the signal
sources
motion
cardiac
respiratory
BOLD
Figure 3.1. Model for how the signal of the multiple 
echoes is generated. Several sources lead to changes in 
either S0 or R*, or in both. Additionally, thermal 
noise is present. The signal components S0 and Rare  
mixed into the measured data according to A(S0) and 
A(R*), as seen from Eq. 3.1, denotes the number of 
echoes.
signal
mponents
measured
mixing
data
at each such sensor is physically sampled at a differ­
ent time, namely TE milliseconds after the excita­
tion pulse, it is convenient to make the simplifying 
assumption — as the aforementioned approaches do
- that all echo time-series are acquired at excitation 
time (i.e., in a manner analogous to a multi-channel 
amplifier system using sample-and-hold buffering).
There is an extensive body of signal processing 
literature devoted to the problems of blind source 
separation (BSS) and adaptive filtering for extract­
ing target sources of interest from multi-channel 
measurements, see, e.g., (Cichocki & Amari, 2002; 
Haykin, 1996; Hyvarinen et al., 2001); and many 
robust and well-established approaches that were 
initially developed for radar and antenna array 
processing applications are increasingly being suc­
cessfully used in biomedical signal processing and 
imaging contexts, particularly for artefact removal 
and source extraction from electrophysiological re­
cordings, see e.g., (James & Hesse, 2005). Since ex­
isting multi-echo fM RI analysis methods, e.g., echo 
summation and exponential fitting, mathematically 
correspond to multi-channel source extraction ap­
proaches based on a fixed signal model, it is entirely 
conceivable that BOLD  activation estimates might 
be further improved when more sophisticated 
source extraction techniques based on adaptive fil­
tering are applied to the multi-echo data.
This work introduces the notion of multi-echo 
fM RI data as a multi-channel signal, and exam­
ines the utility of several established multi-channel 
source extraction techniques in obtaining im­
proved estimates of task-related BOLD  from the 
multi-echo time-series at each voxel. The range of 
methods considered in this publication covers three 
different source extraction approaches which either 
exploit both the dependence of the BOLD  contrast 
on (and the explicit knowledge of) the echo times, 
or require prior knowledge or assumptions about 
the expected BOLD  activation time course due to 
an experimental manipulation specified, e.g., in the 
form of a design matrix or modeled haemodynamic 
response. In  the latter case, the design matrix ei­
ther forms an integral part of the source extraction 
methods itself, or is used for post-hoc identification 
of task-related signal components given by a statis­
tical decomposition of the multi-echo data. Since 
the different methods have different strengths and
extraction of  task-related activity from multi-echo bold fmri I 51
weaknesses, and their performance in providing 
‘clean’ estimates of task-related BOLD  activation 
which is reasonably free from artefacts such as head 
motion is dependent on how well their respective 
underlying assumptions are borne out by the data, 
the aim here is to identify which methods might be 
most suitable for fM RI analysis.
To this end, the paper is organized as follows. 
First, the source extraction problem for linear mix­
tures and the relationship to multi-echo fM RI data 
is introduced, before describing each of the source 
extraction methods considered in this study. Sec­
ond, the performance of these methods in extract­
ing task-related BOLD  activity from multi-echo 
fM R I data that were systematically corrupted by ar­
tificially induced motion perturbation is examined. 
This is followed by a discussion of the results.
theory
Signal model
Many multi-channel signal processing approaches 
involving adaptive filtering, source extraction or 
blind source separation (BSS) are based on a linear 
mixture model in which M  observed time-varying 
signals x(t) =  [x(t),...,xM(t)]T, where T denotes 
the matrix (vector) transpose, are assumed to be a 
linear combination of N  unobserved source signals 
s(t) =  [^(t ),..., sN (t)]T, subject to a perturbation by 
additive noise n(t) =  [^(t ),..., nM (t )]T at the sensors
x(t) =  As(t) + n(t), [3.2]
where A  is a M  x N  mixing matrix whose columns 
represent the source sensor projections, which re­
flect the signal propagation/attenuation character­
istics in the ‘sensor space’. The noise term n(t) is 
often modeled as a spatially and temporally white, 
multivariate Gaussian random process, or conven­
iently neglected.
In the BSS case the number of sources N , their 
waveforms s(t) and sensor projections A  are all un­
known, and the objective is to determine them from 
x(t) using a set of minimal and generic assumptions 
only. In the case of source extraction and adaptive 
filtering, either the sensor projection weights (steer­
ing vector) a o f the target source is known, or some 
target signal is specified. All cases require a set of
‘spatial’ filter w  which are used to combine the ob­
served multi-channel measurement to obtain an es­
timate y(t) ~ s(t) of the target source signal
y(t) = wT x(t). [3 .3]
The purpose o f the spatial filter weights w is to max­
imize the target signal and if possible to completely 
cancel (or at least maximally suppress) interference 
from other sources’ signals whose sensor projection 
weights are spatially correlated with those of the 
target.
Applicability to multi-echo fM R I data 
The source extraction approaches described in the 
Introduction are based on the assumption that the 
measured signals reflect a linear (instantaneous) 
source mixture and have been acquired simulta­
neously. As the multiple echo fM RI data all arise 
from the same excitation pulse, each echo-image 
effectively gives a snapshot of the signal decay aris­
ing from the magnetization distribution at TE = 0, 
so although the images are sampled sequentially in 
time, they are all images representing the situation 
at TE = 0.
Assuming that the BOLD-weighted signal is 
generated according to the non-linear mixture 
model in Eq. 3.1 where each echo is a projection 
of the signal components S0 and R*, the multi-echo 
fM RI data first has to be appropriately linearized for 
linear source extraction methods to be applicable 
and effective. There are two ways o f linearizing the 
signal (model), both o f which assume that noise is 
negligible. The first approach is to simply take the 
logarithm
log(S(t)) =  log(S0(t))-TER*(t), [3.4]
which results in a signal reflecting a linear combina­
tion of R* and (the logarithm of) S0. The second ap­
proach is to consider the change in signal around its 
mean ^S, which can be expressed as the derivative 
of S(t) with respect to both S0 and R*:
3 S 3 S
DS = S(t) - ms =  —  A5c(t ) + W  D R  (t) [3 .5]
(this expression could be modified to include the 
thermal noise more easily) which, after rearrange­
ment, yields
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S(t)-  m  =  DS0(t)
mS mS0
-TE - DR*(t). [3.6]
The right-hand side of Eq. 3.6 is now a linear com­
bination o f a term dependent on changes in S0 and 
one on changes in R*, where the latter is weighted 
by the echo time TE. It should be noted that sourc­
es extracted from derivative-transformed data reflect 
changes in S0 and R* around their respective means, 
not S0 and R* components, directly.
Methods based on statistical decomposition 
One approach to extracting sources of interest from 
multi-channel signals is to apply a statistical de­
composition method to the data and then identify 
the target sources of interest afterwards. Here, two 
popular statistical decomposition methods, prin­
cipal component analysis (PCA) and independent 
component analysis (ICA) were used. In both cases 
the component (source) whose time course has the 
highest subspace correlation with the design matrix 
is selected as the task-related one and retained for 
subsequent analysis.
Principal Component Analysis (PCA): This is a 
standard statistical technique for finding structure 
in multivariate data, which is based on an eigen­
value decomposition o f the data cross-covariance 
matrix
C n =  E  {x(t )xT (t)} =  EDEt [3.7]
where E  {- } is the expectation, E =  [ep ..., e M ] is an 
M  x M  matrix whose columns are the eigenvectors, 
and D  is an M  x M  diagonal matrix o f eigenvalues. 
PCA assumes spatially and temporally uncorrelated 
sources, i.e., orthogonal mixing where the axes are 
aligned with directions o f maximal variance.
Independent Component Analysis (ICA): This is 
a blind source separation (BSS) method that can 
be regarded as an extension o f PCA that assumes 
statistically independent sources with non-Gaussian 
distributions and permits non-orthogonal mixing. 
Many algorithms for ICA have been developed, and 
most estimate the un-mixing matrix with reference 
to higher order statistics or mutual information. 
The most popular methods in neuroscience are Fas- 
tICA (Hyvarinen & Oja, 1997) and Infomax (Bell 
& Sejnowski, 1995) algorithms; here the FastICA
algorithm using the inverse hyperbolic arctangent 
nonlinearity and symmetric orthonormalisation ap­
proach was used.
Methods based on echo times
The times at which individual echoes are acquired 
constitute a part of the mixing model (Eq. 3.1), 
which is known a priori. Moreover, in the linearized 
versions o f the mixture model, (Eqs. 3.4 and 3.6), 
the echo times correspond exactly to the projec­
tion weights specifying the contribution of the R* 
component at each TE. The vector of echo times 
effectively specifies the ‘location’ of the R* signal 
component in the (linearized) measurement space, 
and can as such be used in conjunction with source 
extraction methods based on the construction of 
a filter that is maximally sensitive to the R* activa­
tion time course. Given that task-related changes in 
BOLD  will be reflected in changes in R*, echo time 
based source extraction methods offer an entirely 
objective means o f obtaining estimates o f task-re­
lated brain activity that require absolutely no prior 
knowledge or assumptions regarding the activation 
time course, and are therefore equally applicable 
to fM RI data from experimental and resting-state 
studies. The successful application of such methods 
depends primarily on correctly specified projection 
weights (echo times) and accurately linearized data.
Subspace projection: A  simple and straightforward 
method for extracting a source with a known sensor 
projection a is to use the projection weights them­
selves as the filter, i.e., wT = aT in Eq. 3.3, thereby 
projecting the signal onto the (one-dimensional) 
subspace spanned by the projection weights. This 
transpose (TRAN) method is also known as a sim­
ple beamformer or subspace projection in the signal 
processing literature (Haykin, 1996). This method 
has the main drawback that any spatially correlated 
activity will contaminate the estimate, i.e., the filter 
is maximally sensitive to but not maximally selec­
tive for the target signal.
Pseudo-inverse method: In addition to the tak­
ing the echo times as known projection weights of 
the R* component one can assume that the projec­
tion weights of the S0 component are unity (at least 
under the linearized versions of the model), and
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thereby fully specify the parameters of the (linear­
ized) mixture model in which the mixing matrix A  
comprises a column of echo times and a column of 
ones. The R* and S0 signal components can then be 
recovered by inverting the model, which involves 
using the pseudo-inverse (PINV) of the mixing ma­
trix W  = (ATA)-1AT as a de-mixing filter in Eq. 3.3. 
One advantage of this approach is that if A  is cor­
rectly specified, even temporally correlated source 
signals can be accurately extracted. In conjunction 
with the log-transformed data model (Eq. 3.4), the 
PINV approach is mathematically equivalent to the 
exponential fit method (Speck & Hennig, 1998).
Adaptive beamformer: The minimum-mean-square- 
error (MMSE) estimate for a source signal with 
known sensor projection weights a is obtained using 
an extraction filter whose coefficients are given by
C -1a
form of spatial constraints (Hesse & James, 2005, 
2006). Since the echo times are precisely known it 
makes sense to use them as a hard constraint on the 
mixing matrix.
Methods based on the design matrix
Wiener filtering (WF) is a multi-channel signal 
processing approach, which seeks an optimal spatial 
filter that minimizes the least-squares error between 
the extracted signal and a desired output (target) 
signal
r =  argj [iin(||d- wTx| ). [3.9]
[3.8]
a C a
where O 1 is the inverse o f the data cross-covariance 
matrix C. In the absence of a full, explicit model of 
the signal mixture, the adaptive beamformer uses 
the information about spatial (and temporal) cor­
relations in the data contained in the data cross­
covariance matrix to suppress the activity of inter­
fering sources at the location a, thereby achieving 
maximum sensitivity and selectivity with respect 
to the target signal. Although the adaptive beam- 
former is generally a very robust method, success­
ful extraction of the target signal requires not only 
an accurate steering vector a, but also that the ac­
tivity of other sources is uncorrelated with that of 
the target source. Moreover, the method requires a 
sufficient number o f samples in order to have an 
accurate estimate of the cross-covariance matrix. 
The adaptive beamformer is variously known as the 
Capon beamformer, linearly-constrained minimum 
variance (LCMV) beamformer or minimum mean- 
square (MMSE) estimator, see, e.g., (Cichocki & 
Amari, 2002; Haykin, 1996).
Spatially constrained ICA: This semi-blind source 
separation (SBSS) technique is an extension of con­
ventional blind source separation methods such as 
ICA, which incorporates prior knowledge about 
some of the columns of the mixing matrix A  in the
The well-known solution to this optimization prob­
lem (see, e.g., (Cichocki & Amari, 2002; Hyvarinen 
et al., 2001)) is given by
w =  R  -1Rxd. [3.10]
where R-x1 is the inverse of the cross-correlation 
matrix of the observed signal and R xd is the cross­
correlation matrix (vector) o f the measured and de­
sired signals.
In the context of extracting a source signal re­
flecting task-related BOLD  activation, the target 
signal can be constructed from the design matrix of 
the associated experiment or similarly the condition 
dependent haemodynamic response time courses. 
Since the aim is to extract only a single source signal 
component per voxel, the Wiener filtering approach 
requires either the combination o f design matrix 
columns into a single target signal (WF-ONE), av­
eraging of source signals extracted using a separate 
filter for each condition (WF-AVG), or construc­
tion o f a single filter which maximizes the subspace 
correlation with all columns of the design matrix. 
This could be achieved, for example, by singular 
value decomposition (SVD) (Golub & van Loan, 
1996) of Rxd and using the first left singular vector 
in place of R s<? in Eq. 3.10 to construct the filter 
(WF-SVD).
methods  and results
Data acquisition and pre-processing 
To examine the utility of the different source extrac­
tion methods and their performance in the presence
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of different levels of contamination by motion ar­
tefacts, multi-echo fM RI data was collected from 
six subjects after having given informed consent in 
conformity with local ethical committee require­
ments. Images were acquired on a 3 T T IM  system 
(Siemens Medical Solutions, Erlangen, Germany) 
installed at the F. C. Donders Centre for Cognitive 
Neuroimaging, using a multi-echo pulse sequence 
that was developed in-house and which was based 
on the product GE-EPI sequence. Phase-encoding 
gradients were rewound between echoes so that dis­
tortion was identical in the images. 31 transversal 
slices were acquired (ascending slice order, 10 % 
slice gap, 3.5 mm isotropic voxels, FOV 224 mm, 
64 x 64 matrix). The product 12-channel head coil 
was used for signal reception to allow for accelerated 
parallel data acquisition. Five echoes were collected 
at TE = 9.3, 21.1, 33, 45, and 56 ms using three­
fold acceleration with subsequent GRAPPA image 
reconstruction (Griswold et al., 2002). Other scan­
ning parameters were: TR = 2 s, flip angle = 90°, 
receiver bandwidth = 2520 Hx/pixel.
To investigate how well the different methods 
perform in the presence of head motion, several 
data sets were acquired in which subject movement 
was introduced. Rather than instructing the sub­
jects to move their heads, the pulse sequence was 
modified to allow the orientation o f the acquired 
image slices to be adjusted from volume to volume, 
thereby effectively simulating subject motion. The 
advantage of this approach is that highly consistent 
motion perturbations can be obtained across sub­
jects. It should be noted that this model for motion 
does not fully capture all effects caused by real head 
movements. Specifically, motion-related changes 
in local susceptibility gradients and the resulting 
changes in image distortion and signal dephasing 
are absent from the data.
Subjects were instructed to lie as still as possible, 
and their heads were fixated using foam pads. Two 
types of motion were modeled. Artificial task-cor­
related parameters were constructed that show co­
variation with the experimental paradigm on several 
blocks, as well having a transient peak at the begin­
ning o f some of the blocks. A  set o f parameters from 
a real experiment with pronounced movements was 
used as a model for random motion. Figure 3.2 
shows task-correlated as well as random motion
parameters. Both motion types were imposed on 
the data with low and high amplitude (maximum 
absolute displacements of 2 and 5 mm and degrees, 
respectively), giving rise to a total o f four different 
types of motion perturbation: task-correlated mo­
tion with high/low amplitude (ch/cl) and random 
(uncorrelated) motion with high/low amplitude 
(rh/rl). Pair-wise comparison showed a high level of 
correlation between the imposed and estimated mo­
tion parameters, with values r > 0.5 for most of the 
parameters, and those with lower values nearly all 
with displacements under 1 mm and degree. M o­
tion for a reference session without induced motion 
was minimal or limited to slow drifts.
To induce BOLD  activation, a color-word 
matching Stroop task was used as previously de­
scribed in (Zysset et al., 2001). This paradigm 
elicits activation in different regions across the 
whole brain. The experiment consisted of 15 task 
blocks of 24 seconds, separated by 12 seconds of 
baseline, giving an experimental time of 10.5 min-
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Figure 3.2. The motion parameters that were used 
to induce fluctuations in the multi-echo data and the 
modeled haemodynamic response (design matrix) for 
the different conditions.
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utes (310 volumes). In total, five sessions were 
acquired for every subject: one for each type of 
artificially induced motion perturbation (condi­
tions: ch, cl, rh and rl), and a baseline measurement, 
which — apart from naturally occurring head move­
ment — was not corrupted by artificial motion per­
turbations (condition: no). Subjects were instructed 
to respond to both matching and non-matching 
stimuli by a button press with the right index or 
middle finger, respectively. To minimize possible ef­
fects of habituation and fatigue on the functional 
data, the order of imposed motion parameter sets 
was balanced across the five sessions.
Conventional Analysis
Before source extraction, motion correction was 
performed using SPM5 (http://www.fil.ion.ucl. 
ac.uk/spm/software/spm5/). Motion parameters 
were estimated from images acquired at TE = 9.3 
ms and applied to realign all time series. For visual 
inspection o f the functional data, the echoes were 
combined using simple summation and then sub­
jected to standard preprocessing and statistical anal­
ysis in Brainvoyager Q X  (Brain Innovation, Maas­
tricht, The Netherlands).
Visual inspection of the summed data showed 
consistent activation of most of the expected clus­
ters over subjects. Figure 3.3 shows areas with sta­
tistically significant task-related modulation. This 
was done using SUM-combined multi-echo data. 
As expected for this task there is activation in visual 
areas, motor areas (cortex and cerebellum) as well 
as parietal and pre-fontal activation. These results 
give an indication of what to expect on the basis of 
other methods.
Application of Source Extraction Methods 
Each of the source extraction methods described in 
the Theory section (i.e., PCA, ICA, TRAN, PINV, 
MMSE, SBSS, WF-ONE, WF-AVG and WF- 
SVD) as well as simple echo-summation (SUM) 
was applied voxel-wise to the multi-echo time-series 
data from all subjects in the 5 motion perturbation 
conditions, using no linearization, the log- and 
the derivative-transform. Subspace correlations of 
the extracted source signals with the design ma­
trix (SCD) and the measured motion parameters 
(SCM) were computed for all voxels within the
Figure 3.3. Two cross sections (sagittal, coronal, and 
axial) illustrating a number of clusters significant 
when contrasting all conditions with baseline 
(p < 0.05 corrected for multiple comparisons (Bonfer- 
roni)).
brain volume, in each instance. The quality of the 
extracted source signal at each voxel was quantified 
in terms of the subspace correlation ratio SCD/ 
SCM, which reflects the signal-to-interference 
characteristics with respect to the motion artefacts. 
Since the motivation for using source extraction is 
to obtain enhanced estimates o f task-related BOLD, 
the voxels were sorted according to their SCD value 
(for each method). Means for SCD, SCM and 
SCD/SCM  were calculated over a subset (N = 100) 
of voxels with the largest SCD values and served as 
performance indices for each method, which were 
subsequently averaged over subjects to obtain glo­
bal measures of performance.
Performance of Source Extraction Methods 
Figure 3.4 shows the average performance over sub­
jects o f each of the source extraction methods in the 
different motion perturbation conditions and using 
the different linearization transforms. As one would 
expect, the mean SCM decreases with decreasing 
correlation between the added motion perturbation 
and the design matrix. At the same time, however, 
increased motion perturbation amplitude reduces 
the mean SCD. The maximum SCD is observed 
in the absence of additional motion perturbation. 
The net result is that the SCD/SCM  ratio increases 
with increasing independence between the motion 
perturbation and the design matrix.
Application of linearization transforms to the 
data leads to clear improvements in performance
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Figure 3.4. The performance of each source extraction method (see Theory) in each of the motion perturba­
tion conditions. Shown for each method are the grand averaged (N  = 6 subjects) mean subspace correlation 
values with the design matrix (SCD) and the motion parameters (SCM) calculated over the subset of 100 most 
strongly task-related voxels in terms of SCD values. The SCD/SCM ratio reflects the quality of the extracted 
source signal.
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Table 3.1. Subspace correlation ratio for log-transform linearized data
motion correlated correlated
none
random random
method high low low high
SUM 0.88 (0.24) 1.01 (0 .22) 1.16 (0.30) 1.21 (0.36) 1.14 (0.27)
TRAN 0.93 (0.26) 1.03 (0.23) 1.18 (0.31) 1.22 (0.36) 1.18 (0.29)
PINV 0.88 (0 .22) 0.87 (0.20) 1.05 (0.31) 1.05 (0.29) 1.03 (0.30)
M M SE 1.10 (0.24) 1.17 (0.26) 1.33 (0.33) 1.36 (0.34) 1.39 (0.39)
PCA 0.65 (0.04) 0.68 (0.06) 0.81 (0.09) 0.72 (0.06) 0.75 (0.05)
WF-ONE 1.00 (0.27) 1.03 (0.26) 1.20 (0.31) 1.24 (0.35) 1.25 (0.32)
WF-AVG 1.00 (0.27) 1.03 (0.26) 1.20 (0.31) 1.24 (0.35) 1.25 (0.32)
WF-SVD 1.01 (0.26) 1.12 (0.26) 1.26 (0.34) 1.30 (0.37) 1.29 (0.30)
ICA 0.88 (0.25) 0.94 (0.21) 1.18 (0.32) 1.12 (0.32) 1.11 (0 .22)
SBSS 1.10 (0.24) 1.17 (0.26) 1.33 (0.33) 1.36 (0.34) 1.39 (0.39)
The subspace correlation ratio SCD/SCM for each source extraction method in each motion perturbation 
condition for multi-echo data linearized using the log-transform. Values shown indicate the mean(standard 
deviation) over N  = 6 subjects.
Table 3.2. Subspace correlation ratio for total-derivative-transform linearized data
motion correlated correlated
none
random random
method high low low high
SUM 0.88 (0.23) 1.01 (0 .22) 1.16 (0.30) 1.21 (0.36) 1.14 (0.27)
TRAN 0.93 (0.26) 1.03 (0.23) 1.18 (0.31) 1.22 (0.36) 1.17 (0.29)
PINV 0.88 (0 .22) 0.87 (0.20) 1.05 (0.32) 1.05 (0.29) 1.03 (0.29)
M M SE 1.10 (0.24) 1.17 (0.25) 1.32 (0.33) 1.36 (0.33) 1.39 (0.39)
PCA 0.65 (0.05) 0.68 (0.05) 0.80 (0 .10) 0.72 (0.05) 0.74 (0.05)
WF-ONE 1.00 (0.26) 1.03 (0.26) 1.20 (0.31) 1.25 (0.35) 1.25 (0.31)
WF-AVG 1.00 (0.26) 1.03 (0.26) 1.20 (0.31) 1.25 (0.35) 1.25 (0.31)
WF-SVD 1.01 (0.25) 1.12 (0.26) 1.26 (0.34) 1.31 (0.36) 1.29 (0.31)
ICA 0.89 (0.23) 0.94 (0.22) 1.18 (0.30) 1.15 (0.36) 1.15 (0.26)
SBSS 1.10 (0.24) 1.17 (0.25) 1.32 (0.33) 1.36 (0.33) 1.39 (0.39)
The subspace correlation ratio SCD/SCM for each source extraction method in each motion perturbation 
condition for multi-echo data linearized using the total derivative transform. Values shown indicate the mean 
(standard deviation) over N  = 6 subjects.
for source extraction methods that assume a linear 
mixture model. While the behaviour remains quali­
tatively the same with respect to the motion per­
turbation manipulation, for methods such as ICA, 
PINV, M M SE and SBSS, linearization leads to glo­
bal increases in SCD and decreases in SCM, and 
consequently an SCD/SCM  ratio increase. Interest­
ingly, there is little appreciable difference between 
the linearization transforms. This can be seen in 
Tables 3.1 and 3.2, which also give an indication of
the variability of the results over subjects. Regarding 
the latter, it should be emphasized that these results 
reflect ‘raw’ SCD/SCM  ratio values that have not 
been normalised to account for global differences 
in signal quality or responsiveness between differ­
ent subjects. As such these results do not optimally 
illustrate the average relative improvement in sig­
nal quality within individual subjects for a given 
method.
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Figure 3.5. Maps of the SCD/SCM ratio performance measure for the MMSE source estimation method for 
conditions with no or high amplitude uncorrelated motion perturbation, along with echo signals and source es­
timates for the MMSE, WF-SVD, PINV and SUM methods at voxels with the high SCD values in the MMSE 
case. For illustration purposes, all time courses have been rescaled to unit variance.
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Linearization yields only little or no improvement 
in the performance of methods involving fixed line­
ar combinations (e.g., SUM, TRAN) or which max­
imize the correlation with the design matrix (i.e., 
Wiener filtering approaches). This can be explained 
by the fact that the signal ‘shape’ remains largely un­
affected by taking the logarithm or by computing 
the derivative, and what differences there are will 
be further reduced by the signal normalisation in­
volved in computing the subspace correlation. Nev­
ertheless, as one would expect, the Wiener filtering 
methods which seek to maximize the correspond­
ence of the extracted source signal with the design 
matrix overall give the largest SCD values, with the 
maximum obtained using the WF-SVD method 
since this is the most sensitive to differential activa­
tion over conditions, in contrast to the WF-ONE 
and WF-AVG methods.
The poor results for PCA are not at all surpris­
ing. PCA finds an orthogonal basis for the signal 
whose axes are aligned with directions of maximal 
variance in the data. Although mathematically ap­
pealing, there is little reason to suppose that physi­
ological signal components have both uncorrelated 
activation and projection patterns. Moreover, since 
the task-related BOLD  changes reflected in R*have 
much smaller amplitude in this study than the con­
tributions of physiological activity and motion ar­
tefacts to both R* and S0, PCA will be dominated 
by large amplitude artefacts and non-task related 
signals, with the ability to accurately account for 
any other activity severely limited by the inherent 
orthogonality constraints. Both the low (and de­
creasing as a function of motion perturbation) SCD 
values and the relatively high SCM values are con­
sistent with the selected component being a minor 
one, and the alignment of the principal components 
with large amplitude parts of the signal, i.e. motion; 
and the ‘dip’ in SCM in the absence of additional 
motion perturbation provides further indication 
that PCA space is aligned to motion parameters, re­
gardless of correlation with the design matrix.
While the results for ICA are substantially bet­
ter than for PCA, and improve with linearization, 
they are not appreciably better than the SUM meth­
od. There are a number of possible explanations for 
this, including (small) correlations between the S0 
and R* signal components, the presence of more
sources than sensors (e.g., the dimensionality of 
the motion parameters alone exceeds the number 
of echoes) and the possibility that the source distri­
butions are too close to Gaussian. It might also be 
worth applying other different ICA algorithms, or 
BSS approaches using time structure.
Overall, the best results in terms of SCD/SCM 
ratio were obtained using M M SE beamforming, 
SBSS and Wiener filtering (WF-SVD) applied 
to log-transformed data. Based on the SCD and 
SCM values, the improvement in signal quality in 
the case of the M M SE method is achieved due to 
an increase in the selectivity of the filter for the R2 
component through greater suppression o f interfer­
ence from other sources, whereas in the case of the 
WF-SVD method, the filter is more sensitive to (the 
task-related variations in) the R* component. The 
near identical performance of M M SE beamform- 
ing and SBSS can be accounted for by the fact that 
spatially constrained ICA with a ‘correct’ hard spa­
tial constraint is mathematically similar to adaptive 
beamforming, albeit computationally much more 
expensive.
Figure 3.5, showing (unsmoothed) maps of 
thresholded SCD/SCM  ratio values for the M M SE 
method in two motion perturbation conditions, 
along with time courses of extracted sources for dif­
ferent voxels, provides some visual indication that 
these results are also neurophysiologically plausi­
ble. Voxels with high SCD/SCM  ratios are located 
in visual, parietal, frontal and motor areas, as one 
would expect on the basis o f conventional analysis. 
Isolated voxels above threshold (> 0.8) also appear 
elsewhere in the brain volume (including white 
matter); however, it should be borne in mind that 
while the SCD/SCM  ratio measure is sensitive to 
task-related voxels, it is not exclusively selective: 
voxels which are similarly uncorrelated with both 
the design matrix and the motion parameters have 
an expected SCD/SCM  ratio of 1.0; voxels that are 
only weakly correlated with the design matrix but 
even less correlated with the motion parameters 
(e.g., due to the interference suppression o f the 
adaptive filter) would have an SCD/SCM  ratio > 
1.0 .
The performance results presented so far are 
based on subsets o f the 100 most task-related vox­
els, selected separately for each method in each mo-
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Table 3.3. Overlap between voxels with largest subspace correlations for each source extraction method 
method
SUM 
TRAN 
PINV 
MM SE 
PCA
WF-ONE 
WF-AVG 
WF-SVD 
ICA 
SBSS
The overlap between the subsets of 100 voxels with the largest subspace correlation with the design matrix (SCD) 
selected for each of the source extraction methods. The values shown reflect the mean (standard deviation) over 
subjects (N=6) of the proportion of common voxels computed across all motion perturbation conditions. Values 
above and below the diagonal respectively reflect log- or derivative transform linearized multi-echo data.
Table 3.4. Subspace correlation ratio for sum, WF-SVD and MMSE methods for log-transform linearized 
data, all motion conditions
M
U
S
TRAN
INVP
E
SMS
M
CA
P
E
N
-OF-
WF
GV-A
F-
WF
D
V
-SF-
WF ICA
S
S
B
S
0.84 0.39 0.65 0.01 0.67 0.67 0.70 0.43 0.65
(0.03) (0.08) (0.08) (0 .00) (0.09) (0.09) (0.07) (0.07) (0.08)
0.84 0.48 0.68 0.01 0.69 0.69 0.71 0.42 0.68
(0.03) (0.08) (0.08) (0 .01) (0 .10) (0 .10) (0.08) (0.08) (0.08)
0.39 0.47 0.43 0.01 0.46 0.46 0.43 0.33 0.43
(0.08) (0.08) (0.09) (0 .01) (0.08) (0.08) (0.08) (0.07) (0.09)
0.66 0.68 0.43 0.02 0.62 0.62 0.63 0.40 1.00
(0.08) (0.08) (0.09) (0 .01) (0.13) (0.13) (0 .10) (0.08) (0 .00)
0.01 0.01 0.01 0.02 0.03 0.03 0.03 0.04 0.02
(0 .00) (0 .01) (0 .01) (0 .01) (0 .01) (0 .01) (0 .01) (0 .01) (0 .01)
0.67 0.68 0.45 0.62 0.03 1.00 0.77 0.44 0.62
(0.09) (0 .10) (0.08) (0.13) (0 .01) (0 .00) (0.07) (0.09) (0.13)
0.67 0.68 0.45 0.62 0.03 1.00 0.77 0.44 0.62
(0.09) (0 .10) (0.08) (0.13) (0 .01) (0 .00) (0.07) (0.09) (0.13)
0.70 0.71 0.43 0.63 0.03 0.77 0.77 0.47 0.63
(0.07) (0.08) (0.08) (0 .10) (0 .01) (0.08) (0.08) (0.08) (0 .10)
0.45 0.44 0.33 0.42 0.04 0.45 0.45 0.48 0.40
(0.08) (0.09) (0.08) (0.09) (0 .01) (0.08) (0.08) (0.08) (0.08)
0.66 0.68 0.43 1.00 0.02 0.62 0.62 0.63 0.42
(0.08) (0.08) (0.09) (0 .00) (0 .01) (0.13) (0.13) (0 .10) (0.09)
method
motion correlated 
high
correlated
low
none
random
low
J
l
hra
SUM* 0.88 (0.24) 1.01 (0 .22) 1.16 (0.30) 1.21 (0.36) 1.14 (0.27)
WF-SVD 0.96 (0.27) 1.08 (0.26) 1.20 (0.31) 1.27 (0.39) 1.23 (0.31)
MMSE 1.01 (0.26) 1.15 (0.27) 1.30 (0.30) 1.33 (0.38) 1.35 (0.36)
SUM 0.85 (0.22) 0.98 (0.20) 1.13 (0.31) 1.18 (0.34) 1.13 (0.26)
WF-SVD* 1.01 (0.26) 1.12 (0.26) 1.26 (0.34) 1.30 (0.37) 1.29 (0.30)
MMSE 1.00 (0.25) 1.15 (0.27) 1.31 (0.32) 1.33 (0.35) 1.39 (0.38)
SUM 0.89 (0.21) 0.97 (0.20) 1.12 (0.31) 1.17 (0.31) 1.12 (0.28)
WF-SVD 1.04 (0.26) 1.10 (0.25) 1.23 (0.33) 1.28 (0.32) 1.28 (0.34)
MMSE* 1.10 (0.24) 1.17 (0.26) 1.33 (0.33) 1.36 (0.34) 1.39 (0.39)
The subspace correlation ratio SCD/SCM for the simplest (SUM) and the best (WF-SVD and MMSE) source 
extraction methods in each motion perturbation condition for multi-echo data linearized using the log-trans- 
form. The values shown indicate the mean (standarddeviation) over N=6subjects, computed in each highlight­
ed section from the subset of 100 voxels with the largest SCD values for the method indicated with an asterisk.
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tion perturbation condition. While this was done 
in order to obtain measures reflecting the optimal 
performance in each case, it raises two questions: 
What is the overlap between the voxel selections for 
different methods; and to what extent are the differ­
ences in performance between methods dependent 
on these individually biased voxel selections?
The overlap between voxels selected for the 
different methods was quantified in terms of the 
average over subjects of the proportion o f com­
mon voxels across motion perturbation conditions. 
These values are shown in Table 3.3 and indicate 
that the most sophisticated and best performing 
methods — M M SE and WF-SVD — have only a lit­
tle over 60 % of voxels in common between them 
and, for instance, with the SUM method. Hence, 
to investigate the dependence of the performance 
results on the method specific voxel selection, the 
mean SCD/SCM  ratios were re-computed for the 
SUM, WF-SVD and M M SE methods as before, 
but now based on sets of common voxels that re­
flected in each case the 100 most task-related voxels 
for each of the methods. The results, shown in Table 
3.4 for the log-transform linearized data, clearly il­
lustrate that regardless of voxel selection, the SCD/ 
SCM ratios obtained with the M M SE method are 
always higher than those of the WF-SVD method, 
and both methods perform better than the SUM 
method. While similar considerations (and reserva­
tions) regarding the variability over subjects as for 
previous results are also applicable in this case, these 
findings provide an indication that the adaptive fil­
tering methods M M SE and WF-SVD also improve 
the signal quality of voxels whose activation might 
appear less task-related due to motion artefacts.
discussion
The aim of this study was to examine the utility of 
several multi-channel signal processing techniques 
for source extraction applied to multi-echo fMRI 
data. Contrary to conventional single echo data 
collection, acquiring more than one image after a 
single excitation effectively provides one with mul­
tiple signal estimates at each time point. This work 
introduced the notion that the different images can 
be considered to originate from separate channels,
thereby linking multi-echo data analysis to a wide 
range of established multi-channel techniques for 
source extraction and adaptive filtering.
The best performance, in terms of maximizing 
the SCD/SCM  ratio for a selection of highly task- 
related voxels, was obtained using source extraction 
methods, which exploit prior knowledge concern­
ing the echo times and the design matrix. The adap­
tive beamformer approach involving M M SE source 
estimation using the echo times as the ‘steering vec­
tor’, applied to log-transformed data gave the best 
results. Although M M SE source estimation yielded 
the same performance as the SBSS approach using 
spatially constrained FastICA with the echo time 
vector as a hard constraint on the mixing matrix, 
it is computationally much cheaper. Similarly high 
performance was also obtained using a Wiener fil­
tering approach, which maximizes the subspace 
correlation of the extracted source signal with the 
design matrix.
The successful application o f most of the meth­
ods presented in this study depends on the valid­
ity o f the assumptions. As the sampling interval 
between subsequent echoes is very short, and the 
signal in all echoes is measured following a single 
excitation, it will generally be safe to assume that 
they are acquired simultaneously. Extreme motion, 
however, could lead to a misalignment between the 
different echoes or even a variation in R* due to a 
change in susceptibility gradients (Jezzard & Clare, 
1999), and consequently lead to errors in the speci­
fication of the forward model. In cases where this 
occurs, it might be beneficial to realign the echoes 
separately. It should be noted that such extreme 
motion would generally lead to the data being dis­
carded in a conventional fM R I experiment.
A second issue concerns the simple exponen­
tial decay as used for signal generation in Eq. 3.1. 
While generally valid for relatively low values o f R*, 
the decay can deviate from this in the presence of 
strong static magnetic field inhomogeneities (Yab- 
lonskiy & Haacke, 1994), for instance near tissue 
boundaries in the inferior parts of the brain. Ad­
ditionally, if due to partial voluming a voxel con­
tains different tissue types, the signal can be a mix of 
multiple exponentials. As the T* values of gray and 
white matter are similar, this effect is most likely to 
occur at the interface of gray matter and cerebrospi­
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nal fluid. Dynamic changes occurring during acqui­
sition of the multiple echoes, e.g. caused by brain 
pulsation, or task-related changes of the T* value of 
a particular tissue component in the voxel, can also 
effect the mono-exponential behaviour of signal 
decay. In  these cases, the forward model (Eq. 3.1) 
would be invalid, which is likely to decrease the 
performance of methods relying on linearization of 
the data using the logarithm and derivative. These 
effects could potentially be reduced by modifying 
the signal generating model to allow for multi­
exponential decay. In this way, one might be able 
to isolate specifically the signal fluctuations arising 
from grey matter; however, estimating tissue-specif­
ic R* components involves a non-linear optimiza­
tion problem which is not readily linearizable by the 
means employed here, and as such falls outside the 
scope of the linear source extraction methods con­
sidered in the present context.
A  possible complication in the source extraction 
might occur when there is correlation between S0 
and R* signal components due to a common drive, 
e.g., respiration, which gives rise to changes in 
both S0 and R * . This would generally affect meth­
ods which explicitly seek to separate/extract the R* 
component, including the MM SE approach. Fur­
ther analysis is required to determine the extent to 
which this is a problem. Noise has been assumed to 
be negligible in order to linearize the model. To im­
prove performance, it may be necessary to de-noise 
the multi-echo time-series prior to application (or 
as part) of the source extraction method. Simple 
low-pass filtering or schemes involving wavelets 
could be considered here.
The principle o f treating multi-echo fM R I data 
as a multi-channel signal has been successfully dem­
onstrated in this paper using data acquired with a 
simple paradigm. While the Stroop task induces 
relatively large signal changes, many functional 
paradigms rely on subtle differences between ex­
perimental conditions that only become apparent at 
the group level. Also, the motion effects introduced 
in this data are quite pronounced and do not nec­
essarily form a representative case. Future experi­
ments will have to show whether more realistic neu­
roimaging studies also benefit from application of 
these methods to enhance the estimate task-related 
BOLD  activation.
A possible extension o f the current framework, 
which is beyond the scope o f this article, is to apply 
an optimal weighting scheme to the untransformed 
multi-echo data as has been proposed previously 
(Poser et al., 2006). Weighting the images from 
the different echo times according to their meas­
ured contrast-to-noise ratio (CNR) might further 
improve the source estimates. This option will be 
explored in a future study.
The application of source extraction on multi­
echo fM R I data is not limited to the case of task- 
related BOLD. Over the last few years, the func­
tional organization of the brain at rest has gained 
increasing interest (Fox & Raichle, 2007). Func­
tional networks can be identified using correlations 
in low-frequency (< 0.08 Hz) BOLD  fluctuations 
of resting-state data. Due to the low sampling fre­
quency of fM RI, several other signal sources, such 
as the cardiac and respiratory cycles, are aliased onto 
the same frequency range. By separating BOLD 
changes (R*) from effects present in S0, the result­
ing reduction in variance could improve the sensi­
tivity of resting-state data. It should be noted that 
methods that try to maximize the correlation with 
an expected response, such as the Wiener filtering 
approaches presented here, would not be applicable 
to resting-state fM RI data.
Parallel imaging is presently becoming routinely 
available in both research and clinical environments. 
W ith a drive towards higher acceleration factors and 
hence the possibility to acquire more echoes than 
in this experiment, the application of source extrac­
tion methods to multi-echo data could prove to be 
of increasing interest for cognitive and clinical neu­
roimaging studies.
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^  A  ulti-echo EPI data acquisition for functional M R I has emerged as an attractive 
A alternative to conventional EPI, resulting in increased functional sensitivity.
In the last few years, several methods for echo combination have been pro­
posed; their performance has not, however, been systematically compared. Addition­
ally, the effect of the different choices that are available for the preprocessing of multi­
echo data have received little attention to date. In  this study, the optimal processing 
pathway for image realignment and spatial normalisation is determined for multi-echo 
fM RI data at 3 T, and the behaviour of several echo combination strategies is evaluated 
with and without the presence of subject motion. O n  the basis of group-level activation 
in a Stroop task, it is found that motion should be estimated on the basis o f the first 
echo, and that parameters obtained via an anatomical scan coregistered to the first echo 
yield the best normalisation result. For echo combination, weighted echo summation 
using the PAID scheme generally gives the best result. Taken together, results indicate 
that an optimal processing pathway has a considerable impact on functional activation.
i n t r o d u c t i o n
The use of blood oxygen level dependent (BOLD) 
contrast (Ogawa et al., 1990a; Ogawa et al., 1990b) 
is by far the most popular way to measure brain 
activity with M R I. Most commonly, functional 
imaging data are acquired using the gradient-echo 
echo planar imaging (GE-EPI) sequence (Mans­
field, 1977), which owes its popularity mainly to 
two properties. First, it has a high sensitivity for 
the BOLD effect, which originates from small, lo­
cal variations in the transverse relaxation time T* 
caused by changes in the concentration of deoxy- 
haemoglobin. Second, with EPI the whole brain 
can be imaged at reasonable spatial resolution every 
couple of seconds, allowing brain activity to be 
sampled at a sufficient rate to measure the temporal 
evolution of the BOLD  signal.
To be optimally sensitive to changes in acti­
vation level the sensitivity of the EPI sequence to 
T* changes should be maximal, which is achieved 
when the echo time (TE) is chosen equal to T*. 
However, as T* varies considerably across the brain 
(Peran et al., 2007; Wansapura et al., 1999) and in 
conventional EPI, images are acquired at a single 
(fixed) TE, the sequence yields optimal results only 
for part of the brain. Additionally, the presence of 
magnetic field inhomogeneities, in combination 
with the long time window required for acquisition, 
leads to signal loss and geometric distortions in the 
images.
Various data acquisition techniques and process­
ing strategies have been developed to increase the 
functional sensitivity for a wider range of T* val­
ues and reduce the severity of EPI artefacts. One 
such approach is multi-echo fM RI (ME-fMRI), in 
which several images are acquired after each excita­
tion pulse at different echo times (Yang et al., 1997). 
Especially in conjunction with partially parallel 
imaging (Griswold et al., 2002; Pruessmann et al., 
1999; Sodickson & Manning, 1997), the usefulness 
of multi-echo data acquisition is greatly increased, 
by enabling a significant shortening of the readout 
time per echo. This not only prevents unaccept- 
ably long repetition times (TR), it also allows, at 
least at 3 T, more echoes to be sampled within the 
time window of physiologically relevant T* values. 
A further advantage is the reduction of geometrical 
distortions, since these scale linearly with readout 
duration.
Summing echoes together has been shown to 
increase activation over the whole brain compared 
to standard EPI (Posse et al., 1999), especially when 
they are weighted by the measured local functional 
contrast at each TE (Poser et al., 2006). Another 
approach is to fit the signal decay with an exponen­
tial function to obtain a time course for T*, which 
can then be used for statistical analysis (Speck & 
Hennig, 1998). Alternatively, multi-echo image 
combination can be rephrased as a source extrac­
tion problem, by regarding each echo time course 
as a signal consisting o f several sources (Buur et al.,
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2008). In this study, using a beamforming approach 
to extract activation-related signal resulted in a gain 
in functional signal compared to simple summation.
In addition to the options that are available for 
echo combination, the availability of multiple im­
ages for each time point requires certain choices to 
be made in the data analysis pipeline. In the image 
realignment as well as spatial normalisation steps, 
image processing algorithms are commonly used 
that operate based on certain assumptions about 
the data. Since image characteristics such as signal 
intensity and tissue contrast are a function of echo 
time, it is reasonable to assume that realignment and 
normalisation accuracy will depend on the images 
used to estimate their respective parameters. Indeed, 
a study on image realignment in multi-echo data 
shows that its performance is affected by the choice 
of echo used to determine the realignment param­
eters (Speck & Hennig, 2001). Good performance 
of both realignment and normalisation is extremely 
important for the interpretation of fM RI results. 
Improper realignment can lead to loss of functional 
sensitivity, as well as the introduction of false posi­
tives. Likewise, inaccurate normalisation can cause 
activation to be assigned to wrong brain areas.
The aim of this study is to determine the optimal 
analysis pathway for whole-brain ME-fMRI at 3 T. 
The various options available for image realignment, 
spatial normalisation and echo combination are sys­
tematically evaluated by their effect on functional 
activation at the group level. A  choice was made to 
perform all data processing with methods imple­
mented in the SPM software package (http://www. 
fil.ion.ucl.ac.uk/spm/), mainly because of its wide­
spread use and the flexibility it offers in integrating 
the echo combination in an automated processing 
pipeline. Estimation of (affine) motion parameters 
for image realignment in SPM is effected by means 
of a simple iterative least-squares solution based on 
signal intensity (Friston et al., 1995). For normali­
sation, SPM5 has two methods available, non-linear 
registration (Ashburner & Friston, 1999) and uni­
fied segmentation (Ashburner & Friston, 2005). 
Non-linear registration works by warping a source 
to a reference image, using low-frequency cosine 
basis functions to model the deformation field. As 
source image, either EPI or anatomic data are used; 
in the latter case, an additional affine registration is
applied to coregister the EPI to the anatomical im­
age. In unified segmentation, the registration step 
is integrated with a classification of the input im­
age into tissue types (gray matter, white matter and 
CSF) and image registration. For this, it uses tem­
plates reflecting spatial prior knowledge of the dif­
ferent tissues. Both approaches are evaluated here.
W ith regard to echo combination, several meth­
ods are compared: parallel-acquired inhomogene­
ity-desensitized (PAID) fM RI (Poser et al., 2006), 
adaptive beamforming (Buur et al., 2008), and T22 
fitting (Speck & Hennig, 1998). Also included is 
a modified version o f a dual-echo approach aimed 
at removing motion artefacts (Buur et al., 2009). 
While some of these methods have already been 
shown to yield better results than conventional EPI, 
this is the first time they are directly compared to 
each other. Furthermore, most methods have not 
been assessed in the context of ‘standard’ fM RI data 
analysis. While group results have been reported for 
PAID at 7 T (Poser & Norris, 2009), these may not 
translate to 3 T. Also, group analysis in the dual­
echo study (Buur et al., 2009) merely served as il­
lustration and was based on only four subjects.
Several o f the combination methods are, at least 
in theory, able to dissociate activation from non­
BOLD signal variance. For this reason, M E  data 
perturbed by realistic head motion was also col­
lected to investigate how well the methods perform 
under suboptimal acquisition conditions.
methods
Data acquisition and experimental paradigm 
Multi-echo fM RI data were collected from ten sub­
jects after having given informed consent in con­
formity with local ethical committee requirements. 
Images were acquired on a 3 T T IM  system (Sie­
mens Medical Solutions, Erlangen, Germany) using 
a multi-echo pulse sequence that was developed in­
house and which was based on the product GE-EPI 
sequence. Phase-encoding gradients were rewound 
between echoes so that distortion was identical in 
the images. 31 transversal slices were acquired (as­
cending slice order, 10 % slice gap, 3.5 mm iso­
tropic voxels, FOV 224 mm, 64 x 64 matrix). The 
product 12-channel head coil was used for signal
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reception to allow for accelerated parallel data ac­
quisition. Five echoes were collected at TE = 9.3, 
21.1, 33, 45, and 56 ms using threefold acceleration 
with subsequent GRAPPA image reconstruction 
(Griswold et al., 2002). Other scanning parameters 
were: T R  = 2 s, flip angle = 90°, receiver bandwidth 
= 2520 Hx/pixel.
To induce BOLD activation, a colour-word 
matching Stroop task was used as previously de­
scribed in (Zysset et al., 2001). This paradigm elic­
its activation in different regions across the whole 
brain. The experiment consisted o f 15 task blocks 
of 24 seconds, separated by 12 seconds of baseline, 
giving an experimental time of 10.5 minutes (310 
volumes).. Subjects were instructed to respond to 
both matching and non-matching stimuli by a but­
ton press with the right index or middle finger, re­
spectively. Subjects were instructed to lie as still as 
possible, and their heads were fixated using foam 
pads.
In addition to normal fM RI data, several data 
sets were acquired in which subject movement was 
introduced to investigate how well the different 
methods perform in the presence of head motion. 
Rather than instructing the subjects to move their 
heads, the pulse sequence was modified to allow the 
orientation of the acquired image slices to be adjust­
ed from volume to volume, thereby effectively sim­
ulating subject motion (Gobets et al., 2006). The 
advantage of this approach is that highly consistent 
motion perturbations can be obtained across sub­
jects. It should be noted that this model for motion 
does not fully capture all effects caused by real head 
movements. Specifically, motion-related changes 
in local susceptibility gradients and the resulting 
changes in image distortion and signal dephasing 
are absent from the data.
Two types of motion were modelled. Artificial 
task-correlated parameters were constructed that 
show co-variation with the experimental paradigm 
on several blocks, as well as having a transient peak 
at the beginning o f some of the blocks. A set of 
parameters from a real experiment with pronounced 
movement was used as a model for random mo­
tion. Both motion types were imposed on the data 
with low and high amplitude (maximum absolute 
displacements of 2 and 5 mm and degrees, respec­
tively), giving rise to a total of four different types of
motion perturbation: task-correlated motion with 
high/low amplitude and random (uncorrelated) 
motion with high/low amplitude. In total, five ses­
sions were acquired for every subject: one for each 
type of artificially induced motion perturbation, 
and one normal session which, apart from naturally 
occurring head movement, was not corrupted by ar­
tificial motion perturbations. To minimize possible 
effects of habituation and fatigue on the functional 
data, the order of imposed motion parameter sets 
was balanced across the five sessions.
Image realignment
The availability of multiple echoes leads to a multi­
tude o f possible preprocessing choices prior to sta­
tistical analysis; the most straightforward of which 
would be to first combine all echoes to a single time 
series. There are, however, no obvious a priori rea­
sons to expect this will yield the best results. There­
fore, the effects on data quality of using the separate 
echoes (or a combination) for image realignment 
and spatial normalisation were explored to deter­
mine the optimal set of preprocessing steps. The 
functional data with no added motion was used for 
these analyses. All data preprocessing and analysis 
was performed in SPM5.
First, movement parameters were estimated 
from each echo (MP E1—5), the sum over echoes 
(MP SUM), and the S0 data obtained by perform­
ing an exponential fit across all echoes (MP S0). 
Separate data sets were then created by realigning 
all echoes based on these parameters, which were 
subsequently combined by simple summation over 
echoes (SUM). The SUM images, as well as those 
of the third echo (E3), were spatially normalised 
to the Montreal Neurological Institute (MNI) ref­
erence brain using normalisation parameters ob­
tained by segmentation of the mean E3 time series 
image. Finally, images were smoothed using an 8 
mm isotropic Gaussian kernel. Realignment quality 
was assessed on the basis of the size and t values of 
several clusters of activation in group-level statisti­
cal parametric maps (see below, heading ‘Statistical 
analysis’) of E3 and SUM data.
Spatial normalisation
To determine the best way of normalising multi­
echo data to a standard space, an approach similar
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to that for the realignment was adopted. First, data 
were realigned using MP E1. Mean time series im­
ages of E1, E3, E5, SUM and S0 were then used as 
input to the normalisation procedure. Parameters 
were obtained either by direct normalisation of the 
EPI images into M N I space, or from normalisation 
of the T 1 scan after coregistration to the EPI im­
ages. Both non-linear registration (NL) (Ashburner 
& Friston, 1999) and unified segmentation (US) 
(Ashburner & Friston, 1999) were considered. This 
gives, in total, four classes of NT (normalisation 
types) operating on five (combinations of) echoes. 
Again, the number of significant voxels and mean 
t values of selected ROIs were used as measure for 
normalisation quality. To take into account the ob­
served variation in the size of the group brain mask, 
reported cluster sizes were scaled by the number of 
voxels in the mask. Note that in the case of EPI- 
based US, normalisation failed in one or more 
subjects for E5, SUM and S0, resulting in strongly 
deformed brains; these NTs were therefore excluded 
from the analysis.
Echo combination strategies
Several methods for combining multi-echo data into 
a single image time series were evaluated, which are 
very briefly summarized here. For detailed descrip­
tions the reader is referred to the original articles. 
All methods start off with the same model for the 
measured M R  signal:
S(t) =  S0OO •e"1E R2(t). [4.1]
where S0W reflects the signal at the time of exci­
tation, TE is the echo time (after spin excitation) 
at which the image is acquired, and R*(t) is the 
transverse relaxation rate. Activation-related signal 
changes are reflected by variations in R* (1/ T*).
Parallel-acquired inhomogeneity desensitized 
(PAID) fM R I (Poser et al., 2006). Echoes are 
combined by weighted summation. The weights 
reflect the relative functional contrast-to-noise ratio 
(CNR) for each echo and are obtained by multiply­
ing the measured temporal signal-to-noise (SNR) 
by the echo’s TE (with n denoting the echo index):
dCNRn =  SNRn- TEn. [4.2]
M otion artefact correction + PAID (MAC-PAID)
(Buur et al., 2009). Originally proposed in a dual­
echo implementation, this method is intended for 
use in experiments where considerable head mo­
tion is present. The method assumes that E1 purely 
reflects artefactual signal fluctuations. It is imple­
mented here by first summing E2 to E5 (using 
PAID), after which linear regression is performed 
on the summed echoes with the E1 time course as 
regressor:
E“7 “d =  E™ - b • E1, [4.3]
with p obtained through ordinary least squares.
Adaptive beamformer (Buur et al., 2008). By lin­
earizing Eq. 4.1, e.g. by applying a log-transform, it 
becomes clear that the M R  signal can be viewed as 
a linear combination of S0W and R*(t):
log(S(t)) =  log(S0(t))-TE R*(t). [4.4]
The adaptive beamformer, a m inimum mean-square 
error (MMSE) estimator, which is commonly used 
in source reconstruction of EEG/M EG data, uses 
the TE dependence o f R*, together with the cross­
covariance of the echo time courses, to estimate a 
set of weights for subsequent echo combination (see 
Eq. 3.8).
T* fitting (Speck & Hennig, 1998). Observing 
from Eq. 4.1 that the M R  signal decays exponen­
tially, T* is calculated at each voxel by performing 
a least-squares fit of the signal at the different TEs 
with a mono-exponential decay function (alterna­
tively, one can take the log-transform (Eq. 4.4) and 
fit a straight line through the data points).
The echo combination methods were programmed 
in Matlab (The MathWorks, Inc., Natick, MA, 
USA). Echoes were combined after image realign­
ment and prior to normalisation to M N I space. Pre­
processing was done according to optimal settings 
determined from the previous analyses, meaning 
images were realigned using parameters estimated 
from E1 and normalised based on US of the T 1 after 
coregistration to E1.
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Statistical analysis
At the first level, regressors were constructed for 
each task condition reflecting the expected haemo- 
dynamic response. Parameter estimates for all re­
gressors were obtained by maximum-likelihood 
estimation, using a temporal high-pass filter (cut­
off 1/128 Hz), and modeling temporal autocorrela­
tion as a first-order autoregressive (AR(1)) process. 
These parameter estimates were then entered into 
a second-level group analysis, treating subjects as a 
random effect. Finally, a linear contrast of all Stroop 
conditions (congruent, incongruent, and neutral) 
against baseline was defined, as well as the reverse 
of this contrast.
The relative quality of the different realignment 
and normalisation types, as well as the echo com­
bination strategies, was evaluated from the result­
ing SPMs. First, a threshold was chosen (p < 10'6, 
not corrected for multiple comparisons) such that 
a number of isolated clusters of activation could 
be identified in the activation maps for all realign­
ment types (Figure 4.1 and Table 4.1). Second, for 
each cluster, the number of significant voxels and 
mean t values were tabulated, as well as the mean 
t value in the voxels commonly activated across 
methods. Looking at the common voxels ensures 
the results are not biased to any particular method. 
Voxel counts and t statistics were then normalised, 
per RO I, to the average value across methods. This 
was done rather than normalising to the E3 data
to reduce the effect of possible outliers (in the E3 
data). Finally, the average over ROIs was calculated 
and values were expressed as percentage change rela­
tive to the average performance over all methods. 
Results for realignment and echo combination are 
reported at p  < 10'6 uncorrected, normalisation re­
sults at p  < 510'5 uncorrected. The performance of 
echo combination methods under different types 
and degrees of motion was examined in the same 
way as just described, with the exception that, for 
each method, the clusters for the motion sessions 
were defined on the basis of the session without 
added motion.
After exploring the group results, an additional 
analysis was done to study the effects of echo com­
bination methods on single subjects. To this end, 
contrasts were defined at the first level, after which 
t statistics were extracted from voxels corresponding 
to the group level clusters. These values were first 
processed as described above and then averaged over 
all subjects.
results
Figure 4.1 shows the twelve clusters activated by the 
Stroop paradigm that were used to evaluate the pre­
processing and combination of the multi-echo data. 
Anatomical locations of cluster maxima are listed 
in Table 4.1. As results from SUM activation maps
Figure 4.1. Activation map overlaid on anatomical reference showing the clusters used for evaluation of data 
preprocessing methods. Red to yellow: Stroop > baseline. Blue to green: baseline > Stroop. Numbering 
corresponds to cluster ID  in Table 4.1.
7? | CHAPTER 4
Table 4.1. Significant clusters used for evaluation of realignment, 
normalisation and echo combination strategies.
ID x y z Size* Region
1 -24 -88 -12 4067 Left fusiform gyrus / V4
2 26 -84 -10 3686 Right fusiform gyrus / V4
3 -24 -54 38 598 Left intraparietal sulcus
4 32 -54 50 387 Right intraparietal sulcus
5 -30 -6 52 68 Left middle frontal gyrus
6 34 -2 48 14 Right middle frontal gyrus
7 -44 4 28 134 Left posterior inferior frontal gyrus (BA 44)
8 44 8 28 17 Right posterior inferior frontal gyrus (BA 44)
9 -6 6 54 74 Left supplementary motor area (SMA, BA 6)
10 0 46 -18 40 Orbitofrontal cortex
11 -46 -82 28 480 Left inferior parietal cortex (PGp)
12 50 -80 30 130 Right inferior parietal cortex (PGp)
Coordinates are in MNIspace and are based on E3 activation (realigned using motion parameters extracted 
from E1, normalised using parameters from EPI-based unified segmentation on E3). Cluster 1—9 from contrast 
[incon, con, neutral] > baseline, cluster 10—12 from contrast baseline > [incon, con, neutral]. Cluster IDs cor­
respond to numbers in Figure 4.1.
* Included to give an indication of relative cluster sizes (thresholded at p < 106 uncorrected).
showed the same trends as those obtained from the 
E3 activation maps, only E3 results are considered 
here for the assessment of realignment and normali­
sation performance.
Image realignment
Table 4.2 summarizes the performance of each rea­
lignment type (RT). The size and mean t value of 
the twelve clusters is listed, as well as the relative 
score over ROIs. It is clear that, with the possible ex­
ception o f realigning using SUM or S0 parameters, 
the strength of activation as reflected in the t scores 
is not greatly influenced by the choice of param­
eter set. This is true when looking at each cluster 
in isolation as well as for the voxels commonly ac­
tive across RTs. The (minimally) higher values in 
the common activation reflect the fact that subset of 
voxels in the intersection volume are located more 
closely to the cluster maxima.
More pronounced differences are observed for 
the cluster sizes. While realignment using E1 pa­
rameters leads to an average increase in size of al­
most ten percent relative to the mean, using SUM 
or S0 gives rise to markedly smaller clusters with de­
creases in cluster size in excess of ten percent. Note 
also the monotonously decreasing values when go­
ing from E1 to E5.
Spatial normalisation
The different NTs were evaluated in a fashion simi­
lar to image realignment. The performance of each 
NT is summarized in Table 4.3 through cluster sizes 
and mean t values expressed relative to the mean 
over all methods. Results are averaged over clusters; 
values for the individual ROIs can be found in Ta­
ble S4.1 of the Supplementary Materials. Results 
are only reported for methods separately. Data from 
common voxels are omitted due to little or lack of 
overlap between several clusters, caused by differ­
ences in spatial localization across NTs or clusters 
not reaching significance for certain NTs. RO I 5 
was considered an outlier due to large differences 
in cluster size between methods (> factor 50), and 
for that reason not used in calculating an average 
over clusters. Similarly, cluster 10 was excluded due 
to strong differences in localization between NTs. 
Finally, ROIs 1 and 2 were omitted for five methods 
because they formed one large cluster. In  all cases,
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average values are calculated from at least eight of 
the twelve ROIs (see Table S4.1 for details).
The differences in cluster sizes are even more 
pronounced across NTs than for the RTs, with rela­
tive decreases as well as increases up to 30 %. The 
variation in mean t values is more modest but still 
exceeds 5 % between the worst and best performing 
NT. Normalisation using T 1-based parameters esti­
mated using US after coregistration to E1 yields, on 
average, the largest clusters. Highest mean t values 
are obtained when normalising images on the basis 
of parameters estimated via NL registration of the 
T 1 image after coregistration using the S0 dataset.
The orbitofrontal cluster of activation (ROI 10) was 
excluded from the calculation of normalisation per­
formance because o f strong variation in its spatial 
localization across NTs. The location of the orbit- 
ofrontal activation resulting from the different NTs 
is visualized in Figure 4.2a. O n  closer inspection, 
the spatial variation only occurred for the NTs that 
estimate the normalisation parameters directly from 
the EPI data, either using N L  or US. To illustrate 
this effect for the whole brain, Figure 4.2b shows 
the E3 group masks resulting from normalisation 
using parameters o f EPI-based and Ti-based NL 
registration, where E1, E3 and E5 are merely used
Table 4.2. Performance of different means of realigning multi-echo data
Cluster 1 2 3 4 5 6 7 8 9 10 11 12 % SE
Method Cluster size (voxels)
E1 4067 3686 598 387 68 14 134 17 74 40 480 130 11.1 7.2
E2 3831 3540 606 407 59 12 119 14 75 36 542 207 9.0 5.3
E3 3723 3472 598 413 58 7 115 11 74 36 547 223 3.7 6.9
E4 3722 3455 585 403 59 9 115 9 76 28 536 219 0.1 5.3
E5 3764 3483 586 398 63 6 117 9 75 28 522 200 -2.2 5.9
So 3716 3373 605 378 66 23 118 5 64 12 461 89 -9.4 8.6
SUM 3826 3485 649 366 72 31 135 5 49 3 371 13 -12.3 15.4
Int. 3401 3111 562 349 56 6 108 3 48 3 362 13
Mean t value in cluster
E1 7.30 7.23 6.73 6.93 6.22 5.80 6.40 5.88 6.49 5.86 7.11 6.20 0.2 0.3
E1 (int.) 7.56 7.47 6.79 7.05 6.32 5.90 6.54 5.95 6.83 6.17 7.34 6.50 0.5 0.7
E2 7.28 7.17 6.70 6.82 6.21 5.78 6.34 5.82 6.52 5.84 7.34 6.63 0.5 0.4
E2 (int) 7.45 7.34 6.77 6.97 6.24 5.84 6.40 5.86 6.86 6.13 7.66 7.31 1.0 0.5
E3 7.25 7.16 6.69 6.78 6.18 5.81 6.32 5.83 6.52 5.82 7.41 6.72 0.6 0.5
E3 (int.) 7.37 7.29 6.75 6.92 6.20 5.82 6.36 5.88 6.85 6.11 7.73 7.56 0.9 0.9
E4 7.25 7.15 6.67 6.77 6.19 5.76 6.34 5.83 6.46 5.81 7.37 6.74 0.4 0.5
E4 (int.) 7.37 7.27 6.71 6.89 6.22 5.80 6.38 5.85 6.80 6.05 7.66 7.55 0.6 0.9
E5 7.25 7.15 6.67 6.78 6.18 5.78 6.34 5.82 6.45 5.81 7.31 6.72 0.4 0.5
E5 (int.) 7.39 7.29 6.71 6.89 6.24 5.78 6.39 5.83 6.79 6.08 7.59 7.48 0.5 0.8
So 7.28 7.16 6.74 6.89 6.22 5.82 6.29 5.79 6.41 5.78 6.90 6.04 -0.9 0.5
So (int.) 7.41 7.27 6.82 6.98 6.30 6.04 6.33 5.84 6.63 5.94 7.12 6.33 -1.2 0.8
SUM 7.33 7.20 6.88 6.91 6.23 5.88 6.30 5.82 6.37 5.72 6.59 5.75 -1.3 1.1
SUM (int.) 7.50 7.35 7.03 6.97 6.35 6.14 6.43 5.83 6.38 5.72 6.61 5.75 -2.3 1.8
Realignment performance is assessed on the basis of cluster sizes and mean t values of the clusters. Mean t values 
are given for the whole cluster and the intersection (int.) across realignment types (number of voxels in intersec­
tion is also listed). Percentage indicates the performance of that method relative to the average across methods; 
see Methods for details.
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Table 4.3. Performance of different means of normalising multi-echo data
Method Cluster size Mean t value Method Cluster size Mean t value
EPI, NL % SE % SE T„ NL % SE % SE
E1 -29.C 8.7 -2.5 1.1 E1* -25.1 8.4 -2.9 C.4
E3 -2.9 6.3 1.2 C.7 E3 -11.7 7.9 -1.3 C.6
E5 -2.7 9.6 C.6 C.9 E5 -15.8 8.3 -1.4 C.6
Sc -9.1 2.5 -1.3 C.6 SC 22.7 1C.8 2.7 C.8
SUM -2.6 6.9 C.6 C.8 SUM 1C.3 9.4 C.9 C.7
EPI, US T„ US
E1 -2.4 5.2 -1.2 C.5 E1 32.1 1C.2 1.8 C.8
E3 -13.7 7.7 -1.3 C.7 E3 22.5 6.C 1.9 C.4
E5 C.6 4.5 C.1 C.7
SC 22.2 1C.5 1.2 C.9
SUM 17.4 4.4 1.8 C.5
Normalisation performance is assessed on the basis of cluster sizes and mean t values of the clusters. Displayed 
values represent the average over clusters. Percentage indicates the performance of that method relative to the 
mean over methods; see Methods for details. For T1 NL and US methods, E1, E3 etc. indicates the dataset used 
as reference for coregistration. (*: this value does not accurately reflect the performance of the method as in this 
case, most of the activation ofRO I 11 and 12 was missing, caused by the effect of one small single subject SPM 
mask on the group mask.)
as source data for coregistration purposes. It is clear 
that the masks for the T^based parameters hardly 
vary in size. However, group masks obtained from 
directly warping the echo images to a template in 
M N I space show large differences, primarily in in­
ferior regions. The same effects were observed for 
normalisation with US.
Noting that the orbitofrontal activation can be 
identified in all datasets, it can be concluded that 
the group masks are stretched or compressed rela­
tive to each other, rather than containing more or 
less of the brain. The direction of the effect, with 
normalisation based on E1 leading to the smallest 
brain, and E5 to the largest, points to the varying 
degrees of signal dropout from E1 to E5 as the 
source. Since the M N I template resembles EPI im­
ages acquired at a ‘typical’ echo time, the dropout 
will be comparable to that of E3. The E1 image will 
therefore have signal in regions where the template 
does not, and consequently, it has to be compressed 
in order to fit on the template. For the E5 image, it 
is the other way around.
Echo combination
Figure 4.3 shows the performance for the four com­
bination strategies in the random effects analysis. 
Results are averaged over ROIs. Only the common 
voxels are considered. RO I 10 is excluded, again 
due to lack of overlap, and the common voxels for 
RO I 5 and 6 were determined using only E3, PAID 
and MAC-PAID as they did not reach significance 
for BF and T* fitting. Results shown in Figure 4.3 
are also summarized in Table S4.2 o f the Supple­
mentary Materials, where results for significant 
voxels of each method separately are included for 
completeness.
Several points are clear from the group analy­
sis. First, combination using PAID results in the 
highest t values in four of the sessions; for that with 
high amplitude correlated motion its performance 
is similar to the best methods. In the session with­
out motion, the use of PAID results in a seven per­
centage point (pp) increase compared to E3. The 
MAC-PAID data show a similar pattern with values 
around 2 pp lower than PAID; in the case of high 
amplitude correlated motion it does slightly better.
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a. y = 46 x = 0
Figure 4.2.
(a) Coronal and sagittal views o f 
the frontal part o f the brain show­
ing the strong dependence o f the 
spatial location o f the orbitofron- 
tal activation (R O I10) on the 
source image used for EPI-based 
spatial normalisation. The activa­
tion resulting from the different 
normalisation types is indicated by 
the different colours, and has been 
thresholded at an arbitrary level 
(t > 5) for display purposes.
Echo 1 Echo 3 Echo 5
b.
(b) Group brain masks (as deter­
mined by SPM5) resulting from 
normalisation with parameters 
obtained using EPI-based and T1- 
based non-linear registration with 
E1, E3, and E5 as source data.
In case of T1-based normalisa­
tion, E1-5 were used to coregister 
the EPI to the T1  data. Color- 
coding as in (a). The difference in 
normalised brain size for the EPI- 
based methods is clearly visible.
Second, the beam forming and T* fitting not only 
have lower statistics than PAID and M AC-PAID, in 
most cases they also perform worse than E3. Beam- 
form er values are especially reduced for the normal 
session (over 10 pp), whereas T* fitting gives low 
statistics for all sessions. The finding for BF is some­
what surprising, since in a previous study (Buur et 
al., 2008), echoes com bined using BF showed the 
strongest activation o f the source extraction m eth­
ods that were considered, and did better than taking 
the simple sum.
To investigate the possibility that the discrepan­
cy between the previous and current results is caused
by differences in how data were analysed, activation 
statistics were obtained from separate subjects and 
subsequently averaged as was done in (Buur et al., 
2008). Values were extracted from the same ROIs 
that were used in the group analysis. Results are 
shown in Figure 4.4. The most striking difference 
w ith Figure 4.3 is the large increase in relative per­
formance o f the BF, which improves over E3 for al­
most all subjects (as can be seen from single subject 
values as represented by the diamonds). Except for 
lower t  values for PAID in the random  high session, 
results for PAID and MAC-PAID are similar to the 
group analysis, as are the consistently low values
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Figure 4.3. Quality o f echo combination methods assessed by random effects analysis. Performance is calculated 
for each session individually and expressed relative to the mean value across methods. Error bars reflect standard 
error over ROIs.
Figure 4.4. Quality o f echo combination methods assessed by averaging over single subjects. Performance is cal­
culated for each session individually and expressed relative to the mean value across methods. Error bars reflect 
standard error over subjects. Diamonds represent single subject values (average over ROIs).
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for T* fitting. O ne o f the im portant differences be­
tween the random  effects analysis and the averaging 
o f single subjects, which more closely resembles a 
fixed effects analysis, is the way the between-subject 
variability is treated. It turns out that although BF 
increases t  values for single subjects, this effect is 
completely offset by the variation in this increase 
across subjects. It can be shown that the reduction 
in t  values in the group analysis is exactly equal to 
the inverse o f the increase in standard deviation of 
the single subject values (results not shown).
discussion
The aim o f this study was to determ ine the optimal 
preprocessing and echo com bination strategy for 
m ulti-echo fM RI at 3 T. The available options for 
image realignment and spatial normalisation were 
systematically evaluated by their effect on group- 
level activation strength. The performance o f sev­
eral echo com bination m ethods was investigated, 
and their behaviour for data corrupted by different 
types and degrees o f subject m otion was compared. 
Results show that an optim al data processing pipe­
line can have a considerable impact on functional 
activation.
For image realignment, differences in activation 
strength as assessed by mean t  values were small be­
tween most realignment types, probably reflecting 
the robustness o f  the registration algorithm. Al­
though values decrease slightly from E1 to  E5, only 
data realigned using m otion estimates from the S0 
and SUM  images shows a relatively large reduction 
o f up to 2 %. W hile the cluster size for different 
realignment types varies in a similar fashion to the 
t  statistics, this variation is more pronounced. Since 
cluster sizes are directly related to the activation 
strength through the choice o f  statistical threshold, 
it is clear that, when considered together with the 
mean t  values, realignment is most accurate when 
estim ating the parameters from an early echo. The 
results from  this experiment are largely in agreement 
w ith an earlier study (Speck &  Hennig, 1998), with 
the exception that there, S0 perform ed comparably 
to  the early echoes. As field strength and acquisition 
parameters did not differ greatly between experi­
ments, the different findings m ight be related to the
analysis; this study reports group statistics based on 
E3 activation, while in the previous, significant vox­
els in T* maps were averaged over subjects.
For spatial normalisation, more pronounced 
performance differences between m ethods were 
found. Looking at the mean t  statistics and num ber 
o f significant voxels, it is clear that normalisation 
w ith parameters determ ined from unified segmen­
tation o f the T 1 data works better than  the other 
classes o f NTs. The relatively small variation in 
mean t  values w ithin this class indicates that coreg­
istration quality is comparable for all reference da­
tasets (E1, E3, etc). Although the num ber o f sig­
nificant voxels shows greater differences between 
m ethods than mean t  values, as was the case for the 
realignment results, the voxel count for T 1 US data 
is only reduced when E5 is used for coregistration. 
Given the uniform ity o f T x US normalisation, the 
large variation in the T 1 N L  and EPI N L results is 
somewhat surprising. It m ight be that generally, the 
non-linear registration is less robust given the range 
o f input data, and consequently leads to less consist­
ent results.
It is im portant to realize that activation strength 
is only one factor in determ ining the optim al spatial 
normalisation. At least as im portant, if  not more 
so, is anatomical accuracy. The results in this study 
show that, for parameters estimated directly from 
the EPI data, the apparent location o f activation 
maxima close to regions affected by dropout strong­
ly depends on the choice o f  reference echo. The ef­
fect is smaller, bu t nonetheless noticeable, in other 
regions o f  the brain. W hen using the EPI images 
purely for the purpose o f coregistration, there is 
very little spatial variation across m ethods. The rel­
evance o f this result extends beyond the analysis o f 
m ulti-echo data, and argues for the im portance of 
using a TE-m atched M N I tem plate also for single­
echo studies when EPI-based normalisation is used.
The evaluation o f different m ethods for echo 
com bination in this study shows that the acquisi­
tion o f  M E-data can lead to  considerable increases 
in activation across the brain, confirming previ­
ous results suggesting the same (Buur et al., 2CC8; 
Gowland & Bowtell, 2CC7; Poser &  Norris, 2CC9; 
Poser et al., 2CC6; Posse et al., 1999). In addition, it 
directly compares several methods under different 
conditions. Several conclusions can be drawn from
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this comparison. The first is that PAID consistently 
gives the best results in the group analysis, except for 
the high am plitude correlated m otion data, where it 
closely follows the M AC-PAID and BF approaches. 
As the sensitivity gain o f PAID over simple sum m a­
tion and weighted sum m ation based on a local es­
tim ate o f  T* has already been dem onstrated (Poser 
et al., 2006), it should currently be the m ethod of 
choice for group-level neuroim aging studies.
The second main finding is that the BF ap­
proach does not perform well at the group level. In 
fact, when no m otion is present, t  statistics are re­
duced by about 10 % compared to the single echo 
activation. This result seems at odds with a previous 
study (Buur et al., 2008), however in that case, av­
erage values over subjects were reported rather than 
group statistics. It is shown here that although BF 
does indeed increase t  values at the single subject 
level, an accompanying increase in inter-subject 
variability causes a net decrease o f  functional sen­
sitivity when entered into a random  effects analysis.
Thirdly, the performance o f M AC-PAID is gen­
erally similar to that o f PAID, with slightly reduced 
t  statistics except, as m entioned, for the high am­
plitude correlated m otion session. This reduction 
m ight indicate a violation o f the assumption that 
E1 only reflects m otion variance. It should be noted 
that the design in the current study did not allow 
for a systematic analysis o f false positive activation 
as in Buur et al., 2008, which makes it difficult to 
objectively assess the advantage o f the adaptation of 
PAID to M AC-PAID. However, given the previous­
ly dem onstrated ability o f  the dual-echo approach 
to  reduce m otion artefacts, it is not unreasonable 
to  expect benefits from  the com bination with PAID 
under conditions o f strong m otion.
Finally, it is convincingly shown that T* fitting 
is not a reliable m ethod for the analysis o f func­
tional M E-fM RI data. This is true for all m otion 
conditions, and holds both at the group and sin­
gle subject level. These results are in line both with 
previous experimental w ork (Posse et al., 1999) 
and theoretical calculations (Gowland & Bowtell, 
2007). These calculations do suggest that with an 
increasing num ber o f echoes, the performance of 
T* fitting improves and could even exceed that of 
(weighted) echo sum m ation, it remains to be seen 
w hether acquiring m any more echoes will become
feasible, especially when moving to higher field 
strengths.
This study focused explicitly on data analy­
sis w ithin the SPM framework, and the relevance 
o f the results for different analysis software m ight 
depend on the specific algorithms that have been 
implemented. W ith  regard to image realignment, 
several other com m on packages also use a least 
squares algorithm as cost function for m otion es­
tim ation (for a comparison o f m ethods see (Oakes 
et al., 2CC5)), and the recommendations made here 
should therefore be applicable in those cases as well. 
How well the results from this study translate to 
other approaches for spatial normalisation depends 
on whether parameters are estimated directly from 
the functional images or via an anatomical image. 
Since it seems unlikely that the quality o f  coregistra­
tion will be dramatically better or worse than  in this 
study, in the latter case, differences in performance 
will probably more reflect the general characteristics 
o f the normalisation algorithm than choices related 
to m ulti-echo data. A comparative study found very 
similar activation for a num ber o f  m ethods for spa­
tial normalisation (Crivello et al., 2CC2), suggesting 
that the processing steps here are close to optimal 
even if o ther considerations m ight apply for differ­
ent methods.
A further outstanding issue is the validity o f 
results at higher field strengths. D ata preprocess­
ing in general is ham pered by a relative increase o f 
geometric distortions and signal dropout, and ad­
ditional preprocessing strategies such as distortion 
correction m ight become necessary to obtain net 
advantages over 3 T. Additionally, a first study at 
7 T  shows that simple and PAID sum m ation give 
comparable results, reflecting a decreased depend­
ence o f activation on T E  (Poser & Norris, 2CC9). 
This could mean that the relative differences across 
other m ethods are also decreased.
To summarize, the optim al analysis pathway for 
group-level 3 T  M E-fM RI determ ined in this study 
is to estimate the realignment parameters from the 
first echo, perform spatial normalisation with pa­
rameters based on unified segm entation o f  the T 1 
anatomical coregistered to the first echo, and com ­
bine echoes using PAID. If normalisation directly 
via the EPI data is preferred, then  a TE-m atched 
tem plate should be used. For single subject studies
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in which m otion above the level o f  a typical voxel 
size occurs, PAID with additional m otion artefact 
correction and beam form ing also give good results. 
The benefits o f  M E-fM RI data acquisition have by 
now been convincingly demonstrated, and mak­
ing the proper choices in data (pre)processing is an 
im portant factor in maximizing its advantages over 
conventional EPI.
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Table S4.1. Performance o f different means o f .normalising multi-echo data shown for individual ROIs.
Cluster 1 2 3 4 6 7 8 9 11 12 % SE
EPI, NL Cluster size (voxels)
E1 4435 4887 852 350 322 44 133 285 106 -29 8.7
E3 5192 5166 784 467 34 401 69 198 739 435 -2.9 6.3
E5 727 419 50 385 81 229 663 364 -2.7 9.6
SUM 4777 47c6 788 528 389 47 149 639 430 -9.1 2.5
Sc 5150 5132 798 504 30 400 72 188 730 462 -2.6 6.9
Mean t value in cluster
E1 6.51 6.C1 5.58 5.38 5.10 4.64 5.23 5.50 5.07 -2.5 1.1
E3 6.4c 6.c9 5.63 5.60 4.65 5.13 4.92 5.59 6.09 5.58 1.2 0.7
E5 5.55 5.53 4.71 5.24 4.99 5.54 6.06 5.39 0.6 0.9
SUM 6.36 5.82 5.59 5.39 5.19 4.63 5.51 5.71 5.37 -1.3 0.6
Sc 6.4C 6.c8 5.61 5.52 4.60 5.10 4.84 5.57 6.07 5.57 0.6 0.8
EPI, US Cluster size (voxels)
E1 4864 4953 893 601 477 32 222 639 434 -2.4 5.2
E3 4678 4685 707 576 13 440 39 216 660 399 -13.7 7.7
Mean t value in cluster
E1 6.26 5.90 5.52 5.41 5.15 4.60 5.39 5.94 5.47 - 1.2 0.5
E3 6.14 5.8c 5.54 5.57 4.51 5.14 4.67 5.51 6.01 5.41 -1.3 0.7
T„ NL Cluster size (voxels)
E1 4588 4358 580 619 16 366 16 200 564 314 -25.1 8.4
E3 4881 4887 860 576 46 443 11 209 617 400 -11.7 7.9
E5 4684 4673 767 567 19 433 20 216 645 406 -15.8 8.3
SUM 1127 812 109 369 62 178 824 525 22.7 10.8
Sc 1135 647 61 375 84 145 769 472 10.3 9.4
Mean t value in cluster
E1 6.C2 5.75 5.46 5.57 4.55 5.12 4.55 5.25 5.84 5.32 - 1.6 0.4
E3 6.29 5.90 5.48 5.50 4.67 5.15 4.48 5.44 5.99 5.47 0.5 0.6
E5 6.16 5.8C 5.52 5.56 4.58 5.16 4.58 5.48 5.99 5.42 0.7 0.6
SUM 5.92 5.82 5.09 5.24 4.88 5.47 6.05 5.44 0.9 0.8
Sc 5.66 5.84 4.81 5.17 4.90 5.38 6.01 5.36 - 1.2 0.7
T„ US Cluster size (voxels)
E1 4321 4284 648 491 313 123 583 375 4.1 2.9
E3 4165 4C71 605 561 55 308 28 143 586 338 -3.3 3.5
E5 3971 3879 528 602 23 254 4 124 532 280 -19.8 4.6
SUM 4345 4276 669 512 58 283 137 560 345 10.4 1.4
Sc 4171 4C51 612 541 58 311 4 136 609 342 -5.8 4.0
Mean t value in cluster
E1 6.83 6.52 6.21 6.28 5.87 5.80 6.33 5.89 0.5 0.3
E3 6.73 6.44 6.15 6.39 5.39 5.80 5.21 5.94 6.31 5.89 -0.1 0.3
E5 6.63 6.34 6.03 6.37 5.25 5.72 5.05 5.77 6.25 5.77 -2 0.4
SUM 6.88 6.56 6.15 6.30 5.43 5.82 5.81 6.32 5.84 0.8 0.2
Sc 6.75 6.45 6.19 6.38 5.34 5.79 5.03 5.94 6.34 5.86 -0.3 0.4
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Table S4.2. Performance o f echo combination methods — random effects analysis.
Method Echo 3 PAID MC-PAID Beamformer T2* fitting
Session Intersection
% SE % SE % SE % SE % SE
Normal 1.3 1.6 8.1 1.2 6.9 0.8 -10.4 1.3 -7 .2 2.5
Correlated low -0 .4 1.5 5.5 1.6 3.6 1.1 0.8 1.2 -9.5 2.8
Correlated high -1 .5 3.0 4.2 2.9 5.7 2.5 5.7 2.5 -14.1 4.1
Random low 4.4 2.7 7.5 1.2 5.8 0.9 -6.1 1.6 -11.6 3.6
Random high -0 .3 1.7 6.9 2.2 4.5 1.9 -1 .9 1.2 -9.3 3.9
Own voxels
% SE % SE % SE % SE % SE
Normal 1.6 0.8 3.3 0.7 2.8 0.5 -5 .0 0.7 -3.3 1.4
Correlated low -0.5 1.7 0.8 1.8 -0 .4 1.7 5.6 0.8 -5.4 2.1
Correlated high -1 .9 2.8 0.2 3.3 3.1 3.3 9.5 3.1 -11.0 3.7
Random low 4.0 2.6 2.9 1.0 1.6 0.9 -0.3 1.8 -8.2 3.2
Random high -1 .2 2.0 3.2 2.9 0.6 1.7 3.4 2.0 -5.9 4.0
Quality o f echo combination methods as assessed by random effects analysis. Performance is calculated for each 
session individually and expressed relative to the mean value across methods. Values reflect average over ROIs 
and are given for the voxels common across methods (intersection) and for each method separately. ROIs defined 
in the normal session are also used for all motion sessions.
Page 78: Table S4.1. Detailed overview o f 
the normalisation results reported in Table 
4.2, listing cluster sizes and mean t statistics 
for each RO I separately. See the caption o f 
Table 4.2 for details.
cortical reorganization following 
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I njuries to  the peripheral nervous system are often accompanied by changes in the organization o f m otor and sensory cortices. The loss o f sensory input and m otor ou tpu t affects the spatial representation o f affected body parts, a process that in 
some instances is reversible when function is restored. Here, we used functional MRI 
to investigate the reorganization o f hum an m otor cortex following the surgical re-wir­
ing o f peripheral m otor nerves. Patients were studied that, after loss o f  biceps func­
tion resulting from a brachial plexus lesion, had successfully undergone a transfer o f 
intercostal nerves to the musculocutaneous nerve to restore elbow flexion. Patients and 
healthy control subjects perform ed either real or imagined arm movement. Com pared 
to healthy control subjects, the patient group showed increased activation in prem o­
to r cortex for both the execution and imagery conditions. N o  differences were found 
in prim ary m otor cortex. This finding adds to the known role o f prem otor cortex in 
preserving behaviour after cortical injuries by showing its involvement in supporting 
the transfer o f  m otor ou tpu t from one body part to another.
i n t r o d u c t i on
It has been suggested that the fragmented somato- 
topic organization o f the (primate) m otor cortex is 
driven by the need to maximize smoothness (and 
thus minimize wiring length) o f the neuronal clus­
ters representing multiple sensori-motor features 
onto a two-dimensional cortical sheet (Graziano & 
Aflalo, 2007; Schieber, 2001). Accordingly, when a 
subset o f input or ou tpu t features are lost, as oc­
curs following injuries in the peripheral nervous 
system, the spatial distribution o f the remaining 
features settles into a new configuration, a phe­
nom enon known as som atotopic reorganization 
(Nudo et al., 1996). Typically, this reorganization 
has been observed following removal o f a given 
set o f  features. For instance, loss o f  sensory input 
and m otor ou tpu t from peripheral nerve damage 
or limb am putation results in changes in somato- 
topy o f prim ary sensory (S1) and m otor cortices 
(M1) (Merzenich et al., 1983). M ore precisely, the 
area normally representing the affected body parts 
shrinks, while surrounding body part representa­
tions expand into this region (Kaas et al., 1983; 
Sanes et al., 1988). Similarly, the representation o f a 
lost sensorim otor feature can be re-instantiated fol­
lowing restoration o f function, for instance upon re­
versal o f transiently induced nerve blockade, or after 
surgical reconstruction of a limb m any m onths after 
injury (Giraux et al., 2001; N i et al., 2010; Vargas et 
al., 2009). Here we study an intriguing instance of
cortical plasticity following restoration o f function, 
namely the reorganization o f hum an m otor cortex 
that supports the transfer o f m otor ou tpu t from one 
body part to another following surgical re-wiring of 
peripheral m otor nerves. This type of reorganization 
raises the issue of how the brain transfers voluntary 
control from one effector to another.
Patients with a brachial plexus avulsion (BPA) 
offer a unique opportunity  to study this issue. These 
patients experience a complete rupture o f the mus­
culocutaneous nerve (M C N ), with complete loss 
o f control over the biceps muscle. In  order to re­
store elbow flexion, the proximal ends o f intercostal 
nerves (ICNs) 3 to 5 are anastomized to the M C N  
(Malessy & Thomeer, 1998; Narakas, 1990). The 
IC N s connect to intercostal muscles involved in 
volitional breathing and posture control (De Troy­
er &  Estenne, 1988; Taylor, 1960). In those cases 
where reinnervation is successful, biceps function is 
restored. Initially, biceps contraction only occours 
w hen patients engage in a voluntary respiratory ef­
fort, or when coughing and sneezing. Over time (up 
to one year), the coupling between breathing acts 
and biceps contraction diminishes, until the pa­
tients regain voluntary and largely effector-specific 
control over the contractions o f their biceps muscle 
(Malessy et al., 1993). It appears relevant to under­
stand how the patients can learn to stop triggering 
contractions o f the intercostal muscles and start 
contracting the biceps only. Similar problems and 
opportunities appear to arise in patients who, after
82 I CHAPTER 5
peripheral injuries, could improve their m otor fac­
ulties by learning to control a robotic limb with a 
portion o f their brain originally not devoted to  that 
function (Ang et al., 2009; Hochberg et al., 2006).
O ne possibility is that the BPA patients regain 
voluntary control over their biceps through a shift 
in the cortical region controlling the ICNs. In  this 
scenario, voluntary biceps contraction would arise 
once the portion  of prim ary m otor cortex originally 
devoted to control the biceps gains control o f the 
cortical territory devoted to the ICNs, possibly 
through unm asking pre-existing horizontal connec­
tions (Jacobs & Donoghue, 1991). Preliminary sup­
port for this possibility is given by a study showing a 
gradual medio-lateral shift over time o f the cortical 
territory that, when stimulated with transcranial 
magnetic stim ulation (TM S), would elicit m otor 
unit discharges in the biceps (Mano et al., 1995). 
However, this medio-lateral shift in TM S-induced 
effects is not necessarily driven by a reorganization 
of the primary m otor cortex. That shift could also 
arise from a cortical reorganization centered around 
prem otor regions (Baumer et al., 2009; O ’Shea et 
al., 2007a). This second scenario would suggest 
changes localized to anterior prem otor regions, a 
potentially more suitable substrate for re-directing 
control signals towards peripheral m otorneurons.
To distinguish between these possibilities, we 
used functional magnetic resonance imaging (fMRI) 
to  measure brain activity during biceps contraction 
in BPA patients experiencing a successful M C N  
re-innervation, and in a m atched control group. In 
addition, we asked the subjects to imagine contract­
ing their biceps (m otor imagery). Although m otor 
imagery is likely to engage only a portion of the ce­
rebral circuits controlling the actual movements, it 
provides several opportunities for studying changes 
in cerebral activity associated w ith planning a move­
m ent. This approach exploits the large functional 
and neural overlap between m otor planning and 
m otor imagery of a movement (Cisek & Kalaska, 
2004; Jeannerod, 1994; M iller et al., 2010). For 
example, it has been shown that imagining a move­
m ent is sensitive to m otor control variables (Gentili 
et al., 2004), it is contingent on the current physical 
configuration o f  the subject (de Lange et al., 2006; 
Nico et al., 2004), and it relies on  neural processes 
similar to those evoked during performance and
planning o f the same movement (La Fougere et al., 
2010; Stephan et al., 1995). Furthermore, mean­
ingful cerebral comparisons between patients and 
controls require m atched behavioural performance 
(Price &  Friston, 2002). This condition can be met 
with a task involving m otor imagery, whereas real 
m otor performance will often differ between pa­
tients and controls. In other words, m otor imag­
ery allows us to study the cerebral reorganization 
experience by these patients w ithout confounds 
related to alterations in m otor performance and 
somatosensory feedback produced by actual biceps 
contractions.
methods
Subjects
Sixteen patients (14 men, mean age 34.0 ± 7 years, 
range 22-52) that had suffered a root avulsion fol­
lowing a traction lesion o f the brachial plexus par­
ticipated in the study. The mean age at which the 
injury occurred was 23 ± 8 years. Characteristics 
o f the patients are listed in Table 1. O nly patients 
were included that had undergone successful ICN - 
M C  nerve transfer, meaning there was at least some 
recovery o f biceps function as measured with the 
Medical Research Council grade (Seddon, 1954). 
Patients were in the end stage of functional recov­
ery. Exclusion criteria were neurological traum a 
and additional surgical procedures aimed at regain­
ing elbow flexion (e.g. Steindler flexorplasty), and 
general exclusion criteria for M RI scanning (such 
as claustrophobia, pacemaker, and metal implants). 
All patients gave written informed consent accord­
ing to  guidelines o f the local medical ethics review 
committee, which approved the study.
Sixteen healthy right-handed control subjects 
(14 men, aged 35.4 ± 8 years, range 23-50) par­
ticipated in this study after having given informed 
consent. Control subjects were individually age and 
sex matched to  the patients.
Experimental procedure
An arm movement task was developed that the BPA 
patients, who have a very lim ited movement reper­
toire, could properly execute. As the patients can
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only contract their biceps and not the triceps, they 
were unable to move their arm back to a resting 
position while lying in the scanner. Furthermore, 
contraction of the antagonist muscle in the control 
subjects would confound the interpretation of acti­
vation differences between groups. Therefore, rather 
than  having the subjects move their arm, a setup 
was constructed to achieve isometric biceps con­
traction. To this end, a vacuum pillow was placed 
around the subjects’ lower arms that, after evacua­
tion, formed a tight bu t comfortable fit. The lower 
arms were positioned next to the body at a com fort­
able angle between 10° and 30° by using cushions. 
The palm of subjects’ hands faced up to the extent 
that this was possible w ithout causing discomfort. 
Finally, a belt was placed over both arms at the level 
o f the wrist. Subjects were instructed to lie still dur­
ing the experiment.
The subjects’ task was to either push their lower 
arm against the belt at a frequency o f approximately 
0.5 Hz, or imagine perform ing this movement. This 
had to be done for both the left and right arm. Be­
fore the start o f the scanning session, subjects were 
trained to  perform the task adequately, both outside 
the scanner while sitting upright with their wrists 
against a table top, and inside the scanner. To m oni­
to r muscle activity during the task, surface elec­
trodes were placed on both the left and right biceps.
To minimize effects o f muscle fatigue, the func­
tional imaging experiment was split into three 10 
m inute sessions. Subjects were given rest between 
sessions until they indicated they were ready to con­
tinue. Tim e between sessions was no more than 3 
minutes in all cases. Each session consisted of 30 
second blocks. Stimuli were presented using a PC 
running the Matlab-based PsychToolbox (Brain- 
ard, 1997) and were projected onto a screen visible 
through a m irror above the eyes o f the subject. To 
indicate movement execution, green letters were 
used; for the imagery condition, red letters were 
used. The letters ‘L’ and ‘R’ indicated that the task 
should be perform ed using the left and right arm, 
respectively. The task blocks were intermixed with 
30 second baseline blocks where a fixation cross was 
presented. After completion o f the task, the arm re­
straint was removed.
Data acquisition
To reduce travel time and thereby maximize will­
ingness o f the patients to participate in the study, 
data were acquired at two centres in the N ether­
lands. At the Donders Institute (DI) in Nijmegen, 
measurements were performed on a 3 T  T IM  Trio 
M R  scanner (Siemens Medical Solutions, Erlangen, 
Germany). At the Leiden University Medical C en­
ter (LUM C), a 3 T  Achieva scanner (Philips M edi­
cal Systems, Best, The Netherlands) was used. The 
product eight-channel head coil, which was from 
the same m anufacturer on both systems, was used 
for all data collection. Acquisition parameters were 
adjusted to be as equal as possible between the two 
scanners, while still having near optim al settings for 
each system. EM G m onitoring was done with the 
same equipm ent at both centres.
D uring the m otor task, data were acquired 
w ith a single-shot, m ulti-echo EPI sequence. This 
sequence allows for maximal functional sensitiv­
ity across the whole brain using PAID (Poser et al., 
2006) and retrospective removal o f m otion artefacts 
(Buur et al., 2009). At the start o f  each block, 30 
rest volumes were acquired to calculate the weights 
for PAID echo sum m ation. Five echoes were col­
lected with T E  = 9, 23, 36, 50 and 63 ms, using 
parallel imaging to achieve a threefold increase in 
data acquisition speed. On-line image reconstruc­
tion was performed using the GRAPPA (Griswold 
et al., 2002) and SENSE algorithms (Pruessmann 
et al., 1999) on the Siemens and Philips systems, 
respectively. The whole brain was covered by acquir­
ing 30 axial slices (3.5 m m  isotropic voxels, 0.35 
mm interslice gap, 64 x 64 matrix). Flip angle = 
90° , T R  = 2600 ms. A 50 ms delay was added be­
tween successive volumes for removal o f gradient 
artefacts from the EM G  signal, which was recorded 
to m onitor task performance. To this end, carbon 
wire M R  compatible sintered silver/silver-chloride 
electrodes were placed 20 m m  apart on the muscle 
bellies o f the biceps brachii o f each arm, accord­
ing to the European recommendations for surface 
electromyography (Hermens et al., 2000). Refer­
ence electrodes were placed on the left and right 
acromion. The EM G signal was amplified and A /D  
converted with a sampling frequency o f 5 kH z us­
ing a BrainAmp ExG M R  amplifier (Brain Products 
G m BH,Gilching, Germany) and was sent via an
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optical cable to a PC outside the scanner room for 
offline analysis.
Data analysis -  EMG
The EM G  signal was processed offline using Bra- 
invision Analyzer (Brain Products G m BH , Gilch­
ing, Germany). First, M R  artefacts were removed 
(Allen et al., 2000; Van D uinen et al., 2005). Data 
were low-pass filtered (cut-off 400 Hz) and downs­
ampled to 1000 Hz. As m ovement o f  the electrodes 
and wires in the magnetic field can induce artefac- 
tual currents, data was high-pass filtered (cut-off 10 
Hz) to  remove these possible m ovement artefacts. 
Finally, the data was rectified.
To compare task performance, the rms of the 
EM G was calculated per condition and arm, and 
normalised to the mean rms o f the baseline period. 
For each group, differences between execution and 
imagery were assessed with a one-tailed t-test. Dif­
ferences between groups were assessed for all condi­
tions with a two-tailed ¿-test. P  values were adjusted 
for multiple testing using Bonferroni correction.
Data analysis -  functional M RI 
All data were preprocessed and analysed with SPM5 
(Statistical Parametric M apping, www.fil.ion.ucl. 
ac.uk/spm). M otion parameters were estimated 
from the first echo (TE = 9 ms) and applied to 
realign all tim e series. Subsequently, echoes two 
to  five were combined to a single tim e series using 
PAID (Poser et al., 2006), and regression o f  the sum 
with the first echo was applied to reduce signal fluc­
tuations caused by m otion (Buur et al., 2009).
As the patients were not all affected on the 
same side, an additional preprocessing step was 
perform ed to make a proper group comparison 
possible. To this end, data o f all patients injured on 
their left side, as well as the m atched control sub­
jects, were mirrored with respect to the midsaggital 
plane (Ward & Frackowiak, 2003). From this point 
onwards, left and right arms will be regarded as the 
unaffected and affected sides, respectively.
Before spatial normalisation, the time series for 
each voxel was realigned temporally to  acquisition 
o f the first slice. Images were then  normalised to 
a left-right symmetrical EPI tem plate (created by 
averaging the standard and mirrored template) cen­
tered in M N I space (Ashburner & Friston, 1999)
and resampled at an isotropic voxel size o f 2 mm. 
The normalised images were sm oothed with an iso­
tropic 8-m m  full-width-at-half-maximum Gaussian 
kernel.
The data were statistically analysed using the 
general linear model (GLM) and statistical para­
metric m apping (Friston et al., 1994). For every 
subject, regressors for each of the conditions were 
modeled as square-wave functions with duration 
equal to  that o f the task block. The haemodynamic 
responses generated by each task condition were 
modeled by convolving these square-wave functions 
w ith a canonical haem odynam ic response function. 
Effects due to small head movements were account­
ed for by inclusion of the estimated head m otion 
parameters. Parameter estimates for all regressors 
were obtained by m aximum-likelihood estimation, 
using a tem poral high-pass filter (cut-off 128 s), 
and m odeling tem poral autocorrelation as an AR(1) 
process. Finally, contrasts were calculated for all task 
conditions compared to baseline.
Group-level analyses were carried out using a 
random-effects model implemented in SPM5. A 2 x 
2 x 2 factorial analysis was performed, with the fac­
tors G R O U P [2 levels: patients (PAT) and control 
subjects (H C )], A RM  [2 levels: ‘affected’ (AFF) and 
‘non-affected’ (NON-AFF)] and TASK [2 levels: ex­
ecution (EX) and imagery (IM)]. To assess activa­
tion for the affected arm that was com m on to both 
groups, a conjunction analysis (Nichols et al., 2005) 
was perform ed testing PAT AFF > PAT N O N -A FF 
R H C  AFF > H C  NON-AFF. To assess brain ac­
tivity stronger for the affected arm in patients, the 
contrast PAT AFF > H C  AFF (thresholded at p  <
0.01 uncorrected) was masked inclusively by (1) the 
contrast PAT AFF > PAT N O N -A FF and (2) the 
G R O U P X  ARM  interaction (both at p  < 0.05 (un­
corrected). By masking, only regions were included 
that (1) show activation specific for the affected side, 
and (2) show a larger increase for the affected arm 
(relative to the unaffected arm) in the patient than 
the control group. The reverse contrasts were also 
constructed. Anatomical inference was done on the 
basis o f  the SPM Anatom y Toolbox (Eickhoff et al., 
2005) and a meta-analysis o f m otor cortex studies 
(Mayka et al., 2006).
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results
The demographic details o f all subjects are shown in 
Table 5.1. Two patients were excluded due to strong 
biceps contraction during the imagery conditions 
and excessive head m otion, as were the control 
subjects m atched with these patients. These are not 
listed in Table 5.1. The remaining 28 subjects were 
entered into further data analysis.
EMG
Both the patient and control groups had signifi­
cantly higher rms EM G values for execution com ­
pared to imagery, for both arms (p < 0.05), which 
indicates they perform ed the task as instructed. Be­
tween the groups, no significant differences were 
found for any o f the conditions, suggesting task 
execution was comparable.
Functional MR!
For the non-affected as well as the affected side, 
both patient and control groups showed activation
Table 5.1. Demographic and clinical data.
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in brain regions comm only found for movement 
execution, including contralateral prim ary and pre­
m otor cortices (BA 4 and 6), supplem entary m otor 
area (SMA), primary somatosensory cortex (BA 1,
2 and 3), bilateral secondary somatosensory cortex 
(parietal operculum, SII), bilateral ventral oper­
cular prem otor cortex, and ipsilateral cerebellum 
(lobule V) (Grezes & Decety, 2001; Hanakawa et 
al., 2003). A subset o f these regions was activated in 
the imagery condition, primarily SMA and opercu­
lar prem otor cortex.
We first tested for brain regions involved in bi­
ceps contraction with the affected arm com m on for 
both groups. This conjunction analysis revealed a 
cluster o f activation encompassing BA 6, 4p, and 
2/3 (blue in Figure 1a and b). Activation was mainly 
located in BA 6 (~40 %), and to a lesser extent in 
BA 4 (~10 %), as indicated by the A natom y Tool­
box (Eickhoff et al., 2005). Additionally, a cluster 
was found in the cerebellum.
W hen focusing on activation specific for the af­
fected biceps in patients, a part o f prem otor cortex
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M C01 34 R M
M C02 28 R M
M C03 36 R M
M C04 31 R M
F C05 45 R F
M C06 27 R M
F C07 33 R F
M C08 31 R M
M C09 39 R M
M C10 31 R M
M C11 50 R M
M C12 23 R M
M C13 41 R M
M C14 31 R M
Mean 34.3
SD 7.3
P01-14: patients. C01-14: control subjects. *Degree o f recovery assessed using Medical Research Council (MRC) 
Scale for Muscle Strength (Seddon, 1954); 0 = no movement observed, 5  = normal muscle contraction.
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anterior and medial to the prem otor activity com ­
m on for both groups was found (red in Figure 5.1a 
and b). The Anatom y Toolbox located 72 % o f the 
cluster in Area 6 , w ith three o f four activation maxi­
ma assigned to Area 6 (probabilities between 50 and 
70% , one maximum was not assigned).
C om paring these results against the meta-analy­
sis o f Mayka (2006) (Mayka et al., 2006), the global 
m axim um  m ost likely corresponds to SMA (activa­
tion likehood estimation (ALE) = 25 % (Turkeltaub 
et al., 2002)); the three local maxima fall into lateral 
prem otor cortex (ALE = between 75 % and 25 %). 
For imagined biceps contraction, significant effects 
for the contrasts were observed after restricting the 
analysis to the regions activated in the execution 
condition by constructing a 3 m m  sphere centered 
on the global maxima. This was done both for com ­
m on and patient-specific biceps contraction. The 
imagery results m irrored those o f  the execution, 
showing a significant conjunction at the common 
activation m axim um  (Figure 5.1e), and a significant
between-group difference for the patient-specific 
area (Fig 5.1f). Reverse contrasts yielded no signifi­
cant activation.
discussion
In this study, we investigated the cortical plasticity 
underlying the transfer o f  m otor ou tpu t from  one 
body part to another following surgical re-wiring o f 
peripheral m otor nerves. This was done in patients 
where, after a brachial plexus avulsion, nerves were 
transferred from  the intercostal muscles to the bi­
ceps to restore elbow flexion. W hen compared to a 
m atched control group, a region o f prem otor cortex 
was found that was involved in biceps contraction 
in the patient group. Importantly, the area showed 
significantly stronger activation during the imagery 
condition as well as movement execution. No sig­
nificant differences were found in prim ary m otor 
cortex.
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Figure 5.1. (a) Top view o f the motor cortex activation for biceps contraction. Blue indicates activation com­
mon to both groups, red indicates activation that is significantly higher for patients. The yellow line shows 
the location o f the central sulcus. Contrast estimates for the common activation maximum are plotted for the 
execution in (c) and imagery in (e). Likewise, contrast estimates for patient-specific activation are plotted in 
(D) for execution (between group differences p  < .05 cluster-level significant, corrected for multiple comparisons 
using family-wise error (FWE) correction) and (F) for imagery (between group differences p  < .05 voxel-level 
significant (FWE corrected). Pat = patient group, H C  = healthy control group.
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The effects observed in the prem otor cortex were 
specific to the patient group, and present during 
both movement execution and imagery. It is known 
that the prem otor cortex is causally involved in 
preserving behaviour after cortical injuries (O ’Shea 
et al., 2007b). Here we extend those observations 
to  recovery o f function following a transfer o f  pe­
ripheral m otor output. The dorsal prem otor cortex 
is known to support action selection on the basis 
o f  learned sensorim otor associations (Chouinard 
& Paus, 2006; M ajdandzic et al., 2009; Toni et al., 
2001a). M ore precisely, given a desired end-state in­
volving an arbitrary (learned) association between 
sensory cues and m otor responses, the PM d appears 
to  be preferentially and necessarily involved in de­
riving the m otor parameters leading to that end- 
state (Hoshi & Tanji, 2006; Passingham & Toni, 
2001; Toni et al., 2002; Toni et al., 2001b). Fur­
thermore, it is known that the PM d can directly in­
fluence both prim ary m otor cortex as well as spinal 
m otorneurons (Luppino & Rizzolatti, 2000). These 
com putational and anatomical properties make this 
region particularly suitable for supporting recovery 
o f m otor function following central or peripheral 
damage. It remains to be seen whether the dorsal 
prem otor cortex supports the transfer o f voluntary 
control from one effector to another by m odulating 
activity in prim ary m otor cortex, o r via subcortical 
pathways. The lack o f between-groups differences 
in prim ary m otor cortex fits with the latter possi­
bility, and it is in line with previous findings from 
BPA patients in the end stage o f recovery (Mano et 
al., 1995), including a previous fM RI study (Ma- 
lessy et al., 2003). The reported medial-to-lateral 
shift (Mano et al., 1995), resulting in an excitability 
pattern resembling the pre-injury situation, would 
then  be the result o f  a mediating influence o f  pre­
m otor cortex, rather than  an independent effect.
Interpretational issues
Several factors m ight have a confounding effect on 
the interpretation o f the data presented here. First, a 
correlation between muscle output and brain activ­
ity measured by fM RI has previously been reported 
(Dai et al., 2001). Although EM G  results did not 
show significant differences between the patients 
and control group, a direct comparison is difficult 
due to the special nature o f m otor output in the
patients. However, the activation differences are 
restricted to prem otor cortex rather than  showing 
a general effect, which suggests that the differences 
in activation do not reflect differences in the m otor 
output per se. This is further supported by the fact 
that the patients show increased activation not only 
in the execution condition, but also the imagery 
condition.
A second, related, poin t is that although the 
EM G  data do not show significant power for the 
imagery condition, this negative result could of 
course reflect a lack o f sensitivity, since the (unfil­
tered) EM G  data are strongly affected by artefacts 
from the switching gradients o f  the scanner. There­
fore, we cannot fully exclude the possibility that 
the fM RI results reflect performance differences in 
m otor imagery. This explanation is rendered more 
unlikely, however, by the fact that no difference in 
activation between the groups was found for im­
agery with the healthy arm. The difficulties with 
perform ing the imagery task w ould then  have to  be 
restricted to  the affected arm.
Ideally, the task would have been designed in 
such a way as to allow for an objective assessment o f 
imagery performance, as for instance in (Hanakawa 
et al., 2003). This was unfortunately not feasible 
in this study, as m any patients have little control 
over the degree o f contraction o f the biceps; in most 
cases, it is an all-or-nothing movement.
Conclusion
We have investigated the cortical plasticity underly­
ing the restoration o f m otor ou tpu t after peripheral 
nerve re-wiring in patients with a brachial plexus 
lesion. Patient-specific activation was found in dor­
sal prem otor cortex for both m otor execution and 
imagery, suggesting the area is involved in the recov­
ery o f biceps function by supporting the selection o f 
an appropriate m otor action. The results extend the 
known role o f PM d in action selection to include its 
involvement in transfer o f  peripheral nerve output. 
These findings could have im portant implications 
for functional recovery after peripheral lesions, for 
instance in direct stimulation o f PM d as a means to 
improve m otor performance (Ward et al., 2010), or 
w hen choosing target nerves to interface with ro­
botic limbs (Rossini et al., 2010).
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summary
The small signal changes in fM RI data neces­sitate sensitive measurement techniques to be able to measure brain activity and draw reliable inferences about how the brain functions. 
Gradient-echo (GE) echo planar imaging (EPI) is 
the most widely used sequence for fM RI because of 
its acquisition speed and intrinsic functional sensi­
tivity. W hile conventional EPI meets these require­
m ents to a large degree, it has its shortcomings. For 
instance, by collecting images at a single echo time, 
the sensitivity for activation-related signal changes 
is only optim ally tuned  for part o f  the brain. Ad­
ditionally, the slice-wise acquisition scheme o f 2D  
EPI, together with the fact that the tim e between 
subsequent excitations is (much) shorter than the 
tissue T 1, makes it susceptible to signal artefacts re­
sulting from m otion.
The ability to acquire images at m ultiple time 
points after a single excitation opens up new av­
enues for m ethod development aimed at increasing 
the sensitivity o f EPI for brain activation. Although 
multi-echo (ME) EPI was already technically feasi­
ble, it was with the introduction o f parallel imaging 
that a sufficient num ber o f echoes could be acquired 
at an adequate spatial resolution and w ithin a physi­
ologically relevant tim e window that it became in­
teresting for fMRI. The first studies showed that 
considerable increases in functional C N R  can be 
obtained (Poser et al., 2006; Posse et al., 1999) by 
com bining the images using appropriate weighting 
schemes. This thesis expands on  the existing work 
on M E EPI by introducing and evaluating several 
new methods to optimize M E data analysis for 
functional imaging, with an emphasis on reducing 
the effects o f head m otion.
In C h ap te r 2, a m ethod was described aim ed at 
decreasing artefacts caused by subject motion. The 
technique uses a com bination o f dual-echo data 
collection and signal post-processing to reduce the 
signal fluctuations that result from head m otion. 
The assum ption underlying this m ethod is that by 
acquiring an image at a very early echo time, a time 
course with negligible B O LD  contrast is obtained. 
Instead, the signal will primarily reflect variance 
originating from m otion and physiological sourc­
es. The second echo is acquired at a typical T E  for
fM RI and hence contains BOLD signal changes as 
well as m otion artefacts. The early echo tim e course 
is then  used to  remove these effects from the second 
by means o f linear regression.
Flashing checkerboards were used to induce 
activation in visual cortex, while at the same time 
m otion was explicitly introduced into the data by 
cueing subjects to move their heads up and down. 
Results at both 1.5 and 3 T  showed that the m ethod 
is, to a large extent, capable o f reducing false posi­
tive activation as well as recovering true activation 
(in o ther words, reducing the num ber o f  false nega­
tives). For comparison, the effect o f including the 
estimated m otion parameters as regressors was in­
vestigated. O n  average, using the m otion param ­
eters leads to more conservative statistics than  the 
early echo regressor: while resulting in fewer false 
positives, the num ber o f false negatives was mark­
edly higher.
In C h ap te r 3, the com bination o f M E data 
was approached from a slightly different viewpoint 
compared to earlier studies. Rather than  looking for 
an optim al weighting scheme directly, the echoes 
were treated as part o f system consisting o f m ultiple 
sampled channels; in this study, five echoes were ac­
quired. Each channel can be considered a mixture 
o f two sources according to the com m on expression 
for the measured M R  signal (Eq. 3.1), reflecting 
fluctuations arising from changes in T * , and in S0, 
the signal just prior to the time o f excitation. Note 
that these two signal com ponents can have m ultiple 
underlying sources, both physiological in nature 
and originating from, for instance, m otion or scan­
ner instabilities. The T* com ponent is assumed to 
primarily reflect BOLD contrast and, consequently, 
brain activity. Reformulating the M E signal in this 
way allowed for established linear source extraction 
m ethods to be applied to the data, w ith the goal 
o f separating the BOLD com ponent from variance 
unrelated to activation. Several o f these m ethods 
have already proven their value in biomedical imag­
ing, particularly in electrophysiology.
Three types o f  approaches were tested: statistical 
decom position m ethods (e.g. principal com ponent 
analysis), methods relying on prior knowledge of 
the design matrix (W iener filtering), and m ethods 
exploiting the T E  dependence o f the BOLD con­
trast (e.g. adaptive beamformer). Using a Stroop
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paradigm to produce activation in multiple regions 
across the brain, the ability o f  these m ethods to 
extract task-related signal and suppress artefactual 
signal caused by m otion was studied. In this experi­
ment, m otion fluctuations were artificially intro­
duced into the data by adjusting the orientation of 
the acquired images from one volume to the next. 
Both m otion correlated and uncorrelated to the ex­
perim ental design was investigated, at two different 
amplitudes.
Performance was measured by calculating the 
correlation coefficient o f the extracted signals with 
the design matrix and m otion parameters, and tak­
ing the ratio o f  the two. Overall, the adaptive beam- 
form er gives the highest ratio, closely followed by 
W iener filtering (WF). W hile W F yields the highest 
correlation with the design matrix, the low correla­
tion with m otion parameters is an im portant fac­
to r in determ ining the success o f the beamformer 
approach. The beam former works by maximizing 
sensitivity for a target signal, in this case the activa­
tion-related BOLD signal changes, which is speci­
fied by the echo times. At the same tim e the cross­
covariance between echoes provides inform ation on 
interfering sources, which are suppressed. The re­
sults hold across the different types and am ounts o f 
m otion, with m ethods generally perform ing worse 
for correlated than  for random  motion.
Determ ining the optim al strategy for M E com­
bination was further explored in C h ap te r 4. This 
study focused on the use o f  M E data in the context 
o f  com m on image preprocessing steps and group- 
level statistical inference in functional M RI experi­
ments. Several m ethods that had  showed promise 
in earlier studies were considered here. Specifically, 
PAID, a hybrid o f PAID and the dual-echo approach 
described in Chapter 2 (termed M AC-PAID), and 
the adaptive beam former were compared to  simple 
sum m ation. Additionally, exponential fitting was 
included in the analyses. The same data acquisition 
was used as in C hapter 3: activation was induced 
using a Stroop task, and sessions with artificial head 
movements were used to  assess the relative behav­
iour o f the m ethods in the presence o f m otion.
Having m ultiple tim e series available means 
there are m ultiple options for how to process the 
images prior to statistical analysis. Since the dif­
ferent echoes have different properties with regard
to image intensity and contrast, the choice o f  echo 
time (or com bination thereof) used as basis for 
image realignment and normalisation to standard 
space m ight influence the quality o f  preprocessing. 
Therefore, in the first part o f  the chapter, the de­
pendence o f functional sensitivity on  preprocessing 
choices was examined. For realignment as well as 
normalisation, using the first T E  images resulted in 
the best statistics. Additionally, a strong effect o f  the 
choice o f T E  was found for localization o f orbito- 
frontal activation when normalising images to the 
EPI template, signifying the importance o f using a 
tem plate matched to the T E  o f the acquired data.
The performance o f the aforem entioned m eth­
ods was then  evaluated w ithout and in the presence 
o f m otion by looking at the group-level statistics 
averaged across a num ber o f activated brain regions. 
The best and most consistent results were obtained 
w ith PAID, closely followed by M AC-PAID. Some­
what surprisingly, the adaptive beam former perfor­
mance was found to be well below that o f  simple 
sum m ation. The explanation for this is that al­
though statistics are higher for most subjects, this 
positive effect is offset by an increased intersubject 
variability.
Finally, in C h ap te r 5, an investigation into the 
plasticity o f  the m otor system was presented, in 
which M E  EPI was used for data acquisition. The 
choice for M E data collection was m otivated by 
an expectation o f considerable head m otion in the 
studied patient group. In retrospect subject m otion 
proved to be very mild, and as such the data were 
not the most convincing showcase for the potential 
o f M E to reduce the severity o f m otion-induced 
signal fluctuations. The functional results, however, 
provided interesting insights into the mechanisms 
underlying behaviourally relevant changes in m otor 
output following recovery from peripheral nerve 
damage.
Loss o f sensory input and m otor output from 
peripheral nerves damage or limb am putation is 
well known to result in changes in som atotopy of 
prim ary sensory and m otor cortices. In certain cases, 
the m apping is reversed upon restoration o f func­
tion. The patients in this study had all suffered a 
traum atic lesion o f  the brachial plexus, leading to 
a complete loss o f  biceps function. After surgical 
re-wiring o f intercostal nerves to the biceps mus­
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cle, patients regained independent, voluntary con­
trol o f  the biceps after an initial period in which 
contraction was coupled to that o f  the intercostal 
muscles. This reorganization was studied using a 
biceps movement task with both execution and im­
agery conditions, and by com paring the patients to 
a healthy control group.
W hen testing for effects for m otor execution 
with the affected biceps com m on to both groups, 
activation was found in prim ary m otor and somato­
sensory cortices, as well as prem otor cortex. A re­
gion in dorsal prem otor cortex (PMd) was found to 
activate stronger in patients than  in control subjects. 
The same pattern was found for m otor imagery. 
PM d was already known to be involved in preserv­
ing behaviour after injury and has connections both 
to  prim ary m otor cortex and spinal m otorneurons. 
This finding extends the role o f  PM d to recovery of 
function following a transfer o f  peripheral m otor 
output.
general considerations
The applicability o f M E  data acquisition to reduce 
the effects o f m otion on functional sensitivity (false 
negative activation) and specificity (false positive 
activation) has been investigated in this thesis for 
different com bination methods using several dif­
ferent paradigms. In Chapter 2, task blocks with 
subject m otion were interleaved with blocks where 
no movement occurred. This allowed false positive 
activation to be specifically defined as all significant 
voxels other than those resulting from the condition 
w ithout m otion. In Chapters 3 and 4, where mo­
tion was introduced by adjusting the slice orienta­
tion rather than  having subjects nod their head, a 
session w ithout any m otion was used to define a ref­
erence for true activation. W hile in C hapter 4, the 
correlation o f the combined image tim e course with 
the m otion parameters served as a measure for the 
level o f  m otion contam ination, false positives were 
not explicitly examined. In C hapter 4, no attem pt 
was made to quantify the num ber o f  false positives, 
although visual inspection o f the group-level activa­
tion images suggested their complete absence. O n 
the contrary, the m ain effect o f  m otion was a reduc­
tion o f functional sensitivity relative to the session
w ithout m otion.
Although these differences complicate compari­
son o f the m ethods with regard to their efficacy in 
reducing m otion artefacts, some recommendations 
for their use can be made. For most cognitive fMRI 
studies, in which no or very low levels o f m otion 
are expected, the results in C hapter 4 indicate that 
using PAID will give the highest sensitivity to de­
tect brain activation. If  the functional paradigm 
involves a certain am ount o f  m otion, for instance 
w hen subjects have to grasp objects or speak overt­
ly, the optim al m ethod will depend on the degree 
o f motion. However, in a random  effects analysis, 
m otion generally tends to increase false negative 
activation more than it increases false positive ac­
tivation. Even for the m otion sessions in Chapter
5, in which m otion parameters were highly similar 
across subjects, false positives were not observed. If 
m otion is extreme and potentially correlated to the 
experimental paradigm, the use o f  an early echo re­
gressor is able to restore activation, as was shown 
in Chapter 2 for a dual-echo acquisition as well as 
in the session with correlated m otion in Chapter
4. Integrated into PAID — meaning all echoes but 
the first are combined, after which the regression 
is perform ed — the m ethod yields slightly reduced 
bu t still comparable statistical values to PAID. This 
indicates that this com bination provides a good 
balance between sensitivity and specificity: while 
slightly conservative with respect to true activation, 
the m ethod at the same tim e reduces the chance of 
false positives.
These considerations are also im portant when 
data are analysed at the single subject level, which 
is usually the case when fM RI is used to aid clini­
cal decisions, for instance in planning surgical pro­
cedures. Since patients often have difficulties lying 
still, either as a result o f their condition or because 
o f reduced attention to the instructions to  try not to 
move, the early echo regressor m ethod, and in par­
ticular also the adaptive beam former could provide 
the sensitivity necessary in clinical cases. The ability 
o f the beam former to reduce the effects o f  m otion 
in the data is reflected in the fact that the result­
ing data had the lowest correlation to the m otion 
parameters o f all methods that were compared. As 
mentioned, the statistics at group level stay behind 
the single subject results because o f an increased
92 I CHAPTER 6
intersubject variability, and as such, the m ethod is 
generally not recom mended for use in a random 
effects design (it m ight work if  a fixed effects ap­
proach is used).
Although it m ight be stating the obvious, it is 
worth pointing out that all m ethods described in 
this thesis share the same data acquisition scheme. 
This means that at the tim e o f data collection, no a 
priori choices have to be made about how the data 
should be analysed, and this provides some flexibili­
ty  in determ ining the optim al com bination m ethod 
for the specific data. Since it has been convincingly 
shown that M E imaging outperform s acquisition of 
a single echo time course, the results will improve 
considerably even for straightforward sum m ation 
o f the echoes. If, for instance, strong movement is 
identified from the m otion parameters, early echo 
regression m ight help reduce any false positives that 
contam inate the statistical maps. I f  m otion is m od­
erate or absent, PAID will probably be the m ethod 
o f choice.
future developments
The echo com bination strategies described and 
evaluated in this thesis rely on  recent technologi­
cal progress in M RI, in hardware as well as pulse 
sequence development (Griswold et al., 2002; Poser 
et al., 2006; Pruessmann et al., 1999). It will there­
fore be interesting to see if and how these m eth­
ods can be improved and extended in the light o f 
future advances. Currently, functional M R I studies 
are routinely carried out at 3 T. However, the con­
stant drive for higher signal-to-noise has resulted in 
a new generation o f 7 T  scanners, which are being 
installed at more sites each year. The increased SNR 
can be exploited to increase the spatial resolution 
o f the images, allowing more fine-grained activa­
tion patterns to be discerned (Stringer et al., 2011; 
Yacoub et al., 2007). Thinner slices will tend to 
worsen intensity fluctuations caused by subject mo­
tion, since a smaller am ount o f m otion is required 
to  move out o f the image plane. In these cases, the 
use o f M E-based m ethods for m otion artefact cor­
rection could reduce these effects. The advantages 
o f  M E -EPI at 7 T  over conventional EPI in the 
absence o f m otion have already been dem onstrated
(Poser & Norris, 2009).
W hether 7 T  will become as com m on for stan­
dard group-level fM RI studies as 3 T  is now is an 
open question, since the increased field strength is, 
for instance, accompanied by more severe geomet­
ric distortions and a shortening o f T*, which causes 
faster signal dropout. These effects can already be 
problematic for certain subcortical brain regions at
3 T  and it remains to be seen if net improvements 
will be achieved. In any case, parallel accelerated 
data acquisition will help to reduce distortions. The 
shortening o f T* is a potential issue for the early 
echo regressor m ethod, since the TE  o f  this echo 
will have to be very short to prevent BOLD con­
tam ination.
O ne way to reduce T E  is by further accelerating 
the image acquisition, thereby shortening the read­
out for single echoes even more. This is made possi­
ble by new developments in RF coil design. Phased 
array head coils are now becom ing commercially 
available that have more and more coil elements, as 
well as spatial arrangements that allow acceleration 
in two dimensions (Wiggins et al., 2009). Signifi­
cant speed advantages can be obtained by making 
use o f the variation in spatial sensitivity in a second 
dimension. For instance, multiple slices that are ex­
cited simultaneously can be separated using parallel 
imaging algorithms (Moeller et al., 2010). Alter­
natively, 3D  acquisition schemes can be employed, 
since these have two phase encoding directions in 
which k-space lines can be om itted. 3D  M E imag­
ing is definitely an interesting option to explore and 
has already shown promise (Lee et al., 2010), al­
though m otion artefacts manifest themselves very 
differently from slice-wise acquisitions. O n  the one 
hand, since a large slab o f the object is excited at 
once, this makes spin-history effects m uch less o f an 
issue in these sequences. O n  the o ther hand, it be­
comes more difficult to accurately characterize and 
identify the effects o f m otion.
It m ight be that in the future, prospective m o­
tion tracking using, for instance, a camera system 
(Q in et al., 2009) will become feasible as a m ethod 
to prevent m otion artefacts. However, it is likely 
that the extra time investment for calibration o f 
such a system will be unacceptable (especially) for 
clinical studies. In any case, prospective m otion cor­
rection and the m ethods described in this thesis are
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fully com plem entary and their joint use m ight give 
better results than either approach in isolation.
Increases in image acquisition speed not only al­
low for a reduction in TE, but also means that more 
echoes can be acquired w ithin the tim e window that 
BOLD signal changes are still measurable. It will 
be interesting to see if  and which echo com bina­
tion methods will benefit. It could be expected that 
for source extraction techniques such as the beam- 
former, which have proven their value in electro- 
physiological recordings that generally have m any 
more measurement channels, the separation o f 
BOLD signal from other fluctuations will improve. 
This will, to  a certain extent, depend on  the noise 
correlation between echoes, as this will introduce 
dependence across the sampled tim e courses and 
reduce the effective num ber o f channels. A low de­
gree o f correlation was observed at 7 T  with an echo 
spacing o f 13 ms, suggesting a denser sampling can 
still yield improvements (Poser &  Norris, 2009). 
W ith  regard to noise, taking into account the noise 
structure o f the data more explicitly, for instance by 
modeling the cross-correlations between the S0 and 
T* sources (Wu & Li, 2005) m ight lead to further 
improvements.
In addition to  the options sketched above that 
are enabled by technological developments and that 
m ight improve echo com bination further, it is inter­
esting to look for new applications o f  the methods. 
So far, multi-echo data acquisition and com bina­
tion has only been investigated for task-induced 
activation. N o study o f the potential improve­
ments over conventional EPI has been performed 
for resting-state activity. Apart from an (expected) 
increased sensitivity to B O LD  signal changes over 
a larger range o f T* and hence a larger part o f the 
brain, the same m ethods that reduce the effects o f 
m otion m ight also help remove part o f  the signal 
fluctuations originating from physiological effects 
such as the cardiac and respiratory cycles.
conclusion
In the twenty years since it was shown that M RI 
can provide inform ation on the physiological state 
o f  the brain, functional M RI has become one of 
the most popular techniques in neuroimaging. The 
advantages in terms o f speed and functional sensi­
tivity o f  conventional, single-echo EPI have been a 
large factor in that. N ow  that the hardware enabling 
parallel imaging is becoming routinely available on 
more and more systems, m ulti-echo EPI data can 
readily be acquired, resulting in significant advan­
tages compared to  single-echo acquisitions. At its 
worst, echo com bination will provide an increased 
and more uniform  functional sensitivity across the 
brain. At its best, artefacts caused by subject m o­
tion are effectively removed from the data, leading 
to further improvements in quality o f  the data. This 
means that M E-EPI should become the m ethod of 
choice for m any functional imaging studies.
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r \ e  signaalveranderingen veroorzaakt door her- 
Jsenactiviteit zoals gemeten met functionele
m i y  M RI (fMRI) zijn erg klein. H ierdoor is het 
noodzakelijk gevoelige m eetm ethoden te gebrui­
ken om betrouwbaar conclusies te kunnen trekken 
over de werking van de hersenen. Bij M R I wordt 
de magnetische toestand van waterstofkernen in het 
lichaam gemanipuleerd (‘excitatie’ genoemd), om 
vervolgens het signaal op te nemen dat de kernen 
uitzenden. U it dit signaal kunnen de plaats en de 
hoeveelheid kernen worden bepaald. O ok bevat het 
signaal informatie over de lokale omgeving van de 
kernen, die verandert als de hersenen actief worden. 
D oor het signaal in de tijd  te volgen en te relateren 
aan bijvoorbeeld aangeboden beelden kan zicht­
baar gemaakt worden welke hersengebieden bij een 
bepaald proces betrokken zijn. Tweedimensionele, 
gradient-echo echo planar imaging (EPI) combineert 
snelheid met een intrinsieke gevoeligheid voor her- 
senactiviteit en is daarmee de meest gebruikte tech­
niek voor fMRI. M et EPI kunnen de complete her­
senen elke paar seconden in beeld gebracht worden.
De ‘standaard’ EPI m eting voldoet groten­
deels aan de vereisten van snelheid en gevoelig­
heid, maar heeft ook bepaalde gebreken. M et de 
m ethode w ordt bijvoorbeeld slechts een maximale 
gevoeligheid bereikt voor activiteit in een deel van 
het brein. Daarnaast is 2D  EPI kwetsbaar voor ver­
storingen van het signaal, bijvoorbeeld als gevolg 
van hoofdbewegingen; dit heeft te m aken m et het 
hersenplak-voor-hersenplak verzamelen van de 
beelden. Hoofdbeweging is één van de voornaamste 
veroorzakers van ruis in fM RI data en is in meer 
o f  mindere mate aanwezig in elk experiment. Hoe­
wel de beelden standaard worden gecorrigeerd voor 
beweging, blijven er na deze correctie effecten van 
beweging achter in de data.
De mogelijkheid om na iedere excitatie niet 
één maar meerdere beelden — ook wel echo' ge­
noem d — op te nemen biedt nieuwe kansen voor 
m ethode-ontwikkeling gericht op het verhogen van 
de gevoeligheid van EPI voor hersenactiviteit. Hoe­
wel zogeheten multi-echo EPI al een tijd  technisch 
mogelijk is, is het de recent ontwikkelde parallel 
imaging technologie die het mogelijk m aakt om vol­
doende beelden te m eten met zowel een voldoende
ruimtelijke nauwkeurigheid als een tijdsbestek dat 
fysiologisch gezien interessant is. De eerste studies 
hebben laten zien dat substantiële verbeteringen 
van de functionele signaal-ruis-verhouding kunnen 
worden behaald door de echo’s op een slimme ma­
nier samen te voegen. D it proefschrift introduceert 
enkele nieuwe m ethoden voor het optimaliseren 
van m ulti-echo (ME) EPI voor fM RI, waarbij de 
nadruk ligt op het verminderen van de gevolgen van 
hoofdbeweging op de beelden.
In H o o fd s tu k  2 wordt een techniek beschreven 
gericht op het reduceren van de verstoringen die 
veroorzaakt worden door hoofdbeweging van proef­
personen. De m ethode gebruikt een combinatie van 
dataverzameling met twee echo’s en nabewerking 
van de beelden om  de ruis in het signaal die het 
gevolg is van de beweging te verminderen. De aan­
name die bij deze m ethode w ordt gedaan is dat de 
eerste echo, die zo kort mogelijk na excitatie wordt 
gemeten, geen informatie bevat over hersenactivatie, 
maar enkel signaal afkomstig van beweging en van 
fysiologische processen zoals adem haling en hart­
slag. De tweede echo wordt gemeten op een voor 
fM RI gebruikelijke echotijd en bevat een mix van 
signaalveranderingen door activatie en hoofdbe­
weging. H et signaal van de vroege echotijd wordt 
vervolgens gebruikt om de ruis door beweging te 
verwijderen uit de tweede echo door middel van li­
neaire regressie.
Tijdens het scannen werd activatie in de visuele 
schors van de hersenen opgewekt door proefperso­
nen knipperende schaakbordpatronen te laten zien. 
Tegelijkertijd werd beweging in de data geïntrodu­
ceerd door proefpersonen m et hun hoofd te laten 
knikken. De resultaten verkregen bij zowel 1.5 als 3 
T  laten zien dat de m ethode in staat is om  het geme­
ten signaal zodanig op te schonen dat een groot deel 
van de vals-positieve activatie verwijderd wordt, en 
daarnaast om echte activatie te herstellen. Ter ver­
gelijking werd het effect van de veelgebruikte me­
thode om de geschatte bewegingsparameters mee 
te nemen in de regressie-analyse onderzocht. Ge­
middeld gezien leverde dit m inder sterke activatie 
op: hoewel het aantal vals-positieven lager was dan 
bij gebruik van de vroege echo, was de hoeveelheid 
vals-negatieve activatie aanmerkelijk groter.
In H o o fd s tu k  3 werd de combinatie van M E 
data vanuit een wat ander standpunt benaderd
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dan in eerdere studies, waarin direct een optimaal 
weegschema werd gezocht om de echo’s te combi­
neren. In dit experiment werd het signaal van iedere 
echo beschouwd als één van meerdere meetkanalen
— alsof met een aantal camera’s op verschillende po­
sities dezelfde gebeurtenis wordt vastgelegd. In deze 
studie werden vijf echo’s gemeten en waren er dus 
vijf kanalen. Uitgaande van de bekende uitdruk­
king voor het MRI-signaal (Formule 3.1) kunnen 
de gemeten fluctuaties in elk kanaal gezien worden 
als een mix van twee com ponenten, de parameters 
T* en S0. H et is belangrijk om  op te merken dat 
aan veranderingen in deze com ponenten diverse 
onderliggende mechanismen ten grondslag kunnen 
liggen, die fysiologisch van oorsprong kunnen zijn 
m aar ook het gevolg van bijvoorbeeld scannerinsta- 
biliteit. Aangenom en wordt dat de T*-com ponent 
hoofdzakelijk hersenactivatie weerspiegelt. D oor nu 
de M E  signalen te herformuleren als systeem met 
meerdere meetkanalen konden gevestigde m etho­
den toegepast worden, m et als doel de activatie- 
gerelateerde com ponent te scheiden van overige 
signaalfluctuaties.
Drie typen benaderingen werden onderzocht: 
m ethoden die het signaal in com ponenten opdelen 
gebaseerd op bepaalde statistische kenmerken, me­
thoden die gebruikm aken van informatie over de 
verwachte activiteit, en m ethoden die de echotijd- 
afhankelijkheid van activatie benutten. M et een 
Stroop-taak, die activatie in meerdere hersengebie- 
den opwekt, werd het vermogen van de technieken 
om het activatiesignaal te achterhalen en ruis te 
onderdrukken bekeken. In  dit experiment werden 
verschillende sterkten van hoofdbeweging onder­
zocht, zowel gecorreleerd als ongecorreleerd met de 
hersenactivatie. Beweging werd kunstm atig geïntro­
duceerd door de plaats waar de beelden opgenomen 
werden in de tijd  te veranderen ten opzichte van de 
hersenen — door als het ware de camera te bewegen.
De efficiëntie van de m ethoden werd bepaald 
door te kijken naar de correlatie van het verkregen 
activatiesignaal m et zowel de verwachte hersenacti- 
viteit als met de geïntroduceerde beweging. De ratio 
van deze twee waarden is een maat voor kwaliteit 
van de m ethoden (waarbij een hogere waarde beter 
is). Over het algemeen geeft de adaptive beamformer 
de hoogste ratio, op de voet gevolgd door Wiener 
filtering. Hoewel het activatiesignaal verkregen met
W iener filtering de hoogste correlatie m et de ver­
wachte activiteit geeft, wordt het resultaat voor de 
beam former in belangrijke mate bepaald door de 
lage correlatie met de bewegingsparameters.
H et bepalen van de optimale strategie voor 
M E-fM RI werd verder verkend in H o o fd s tu k  4. 
Deze studie richtte zich op de analyse van M E 
beelden in de context van de standaard voorbe­
werking van fM RI data en inferentie over activatie 
op groepsniveau. Een aantal com binatiem ethoden 
die goede resultaten gaven in eerdere studies wer­
den vergeleken, te weten PAID-weging (Poser et 
al., 2006), een combinatie van PAID m et de twee- 
echo benadering voor reductie van bewegingsruis 
van H oofdstuk 2, en de beam former techniek uit 
H oofdstuk 3. Dezelfde dataverzameling werd ge­
bruikt als in H oofdstuk 3: hersenactivatie werd 
bewerkstelligd met een Stroop-taak, en scansessies 
waarbij kunstm atig beweging werd geïntroduceerd 
werden gebruikt om de ruisonderdrukkende eigen­
schappen van de m ethoden in de aanwezigheid van 
hoofdbeweging te kunnen beoordelen.
De beschikbaarheid van meerdere echo’s le­
vert keuzevrijheid op in hoe de data voorafgaand 
aan de statistische analyse verwerkt worden. De 
beelden van verschillende echotijden verschillen 
in signaalsterkte en contrast tussen hersenweefsels
— eigenschappen waar beeldbewerkingstechnieken 
gevoelig voor zijn. H ierdoor kan de keuze voor een 
bepaalde echo als basis voor een bewerkingsstap 
invloed hebben op de nauwkeurigheid waarmee 
activatie kan worden gemeten. H et gaat daarbij 
om het corrigeren van beweging en het ruim te­
lijk vervormen van de beelden naar een standaard 
ruimte (normalisatie) ten  behoeve van analyse van 
proefpersonen op groepsniveau. O m  deze reden 
werden in het eerste deel van de studie de effecten 
onderzocht van keuzes in de voorbewerking van de 
data op hersenactiviteit. Voor zowel bewegingscor- 
rectie als normalisatie resulteerde het gebruik van 
vroege-echotijd beelden in de sterkste activatie. Ver­
der werd in bepaalde gevallen een sterke invloed van 
de keuze voor echo gevonden op de plaats van ac- 
tivatie in de orbitofrontale cortex, wat aangeeft dat 
de analyse niet alleen gevolgen kan hebben voor de 
gevoeligheid maar ook voor de lokalisatie van her- 
senactiviteit.
De voordelen van de eerder genoemde m ethoden
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voor fM RI groepsstudies werden geëvalueerd zon­
der en in de aanwezigheid van hoofdbeweging door 
te kijken naar de activatie op groepsniveau. PAID 
leverde de beste en meest consistente resultaten op, 
nauw gevolgd door de combinatie van PAID met 
correctie voor beweging. Verrassend was het gedrag 
van de beam former techniek, waarvan de gevoelig­
heid nog lager lag dan wanneer een enkele echo 
geanalyseerd werd. De verklaring hiervoor bleek te 
liggen in het feit dat de goede resultaten die werden 
bereikt voor de meeste proefpersonen wanneer deze 
los werden bekeken, teniet werden gedaan door de 
grote variate tussen proefpersonen, een factor van 
belang wanneer activatie op groepsniveau wordt 
bepaald.
In H o o fd s tu k  6  ten  slotte wordt een studie 
naar de plasticiteit van het motorsysteem beschre­
ven, waarbij activiteit werd gemeten m et M E-EPI. 
De keuze voor M E data was gemotiveerd doordat 
een substantiële hoeveelheid beweging werd ver­
wacht in de onderzochte patiëntengroep. Achteraf 
bleek de hoeveelheid hoofdbeweging mee te vallen, 
waardoor de studie niet de bedoelde test voor de 
voordelen van M E dataverzameling in aanwezig­
heid van beweging was. De functionele resultaten 
leverden echter een interessant nieuw inzicht op in 
de m echanismen die ten  grondslag liggen aan ver­
anderingen in het motorsysteem na perifere zenuw- 
schade die relevant zijn voor herstel.
H et is bekend dat verlamming en verlies van 
gevoel door bijvoorbeeld zenuwletsel veranderingen 
to t gevolg hebben in de representaties van lichaams­
delen van de m otor- en sensorische gebieden in de 
hersenen. De patiënten in deze studie hadden alle­
maal een compleet verlies van bicepsfunctie geleden 
als gevolg van een traum a aan de plexus brachialis, 
een knooppunt van zenuwen tussen de nek en de 
arm. N a het omleggen van zenuwen van intercos- 
taalspieren naar de biceps herw onnen de patiënten 
weer zelfstandige controle over de biceps, na een 
initiële periode waarbij beweging van de biceps ge­
koppeld was aan die van de intercostaalspieren. De 
reorganisatie in de hersenen die hieraan ten grond­
slag ligt werd onderzocht door middel van een taak 
waarbij proefpersonen hun  biceps zowel moesten 
aanspannen als zich voorstellen dat ze dat deden. 
De patiënten werden vergeleken met een gezonde 
controlegroep.
Beweging van de aangedane biceps (bij de con­
trolegroep een arbitrair gekozen zijde) leidde in 
beide groepen to t activatie in de primaire m otor- en 
sensorische gebieden, en daarnaast in de prem otor 
cortex. Een deel van de dorsale prem otor cortex 
(PMd) liet sterkere activiteit bij de patiënten zien 
dan bij de controlegroep. D it patroon werd ook 
gevonden bij voorgestelde beweging. H et was al be­
kend dat PM d betrokken is bij het behouden van 
(motor)gedrag na letsel en verbindingen heeft met 
zowel het primaire motorgebied als de m otorneuro­
nen die spieren aansturen. Deze studie breidt die rol 
uit door te laten zien dat het gebied ook betrokken 
is bij herstel van functie na een transfer van perifere 
m otor-output van de ene naar de andere spier.
conclusie
In de tw intig jaar sinds voor het eerst aangetoond is 
dat M RI informatie kan geven over hersenactiviteit 
is functionele M RI één van de meest populaire me­
thoden in de neuroimaging geworden. De voorde­
len van conventionele EPI m et een enkele echo op 
het gebied van snelheid en gevoeligheid voor activa- 
tie hebben hierin een belangrijke rol gespeeld. N u  
de hardware die parallel imaging mogelijk maakt 
standaard deel uitm aakt van steeds meer MRI 
-systemen, kan m ulti-echo EPI data routinem atig 
worden verzameld, wat leidt to t significante verbe­
teringen in functionele gevoeligheid ten opzichte 
van metingen met één echo. In het slechtste geval 
levert M E-EPI een hogere en meer uniform e gevoe­
ligheid voor hersenactivatie over de hersenen op. In 
het beste geval worden artefacten veroorzaakt door 
beweging van proefpersonen succesvol uit de data 
verwijderd, wat de datakwaliteit verder verbetert. 
D it betekent dat M E-EPI de standaard methode 
zou m oeten worden voor veel fM RI studies.
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