This letter revisits the problem of synthesizing the optimal control laws for linear systems with a quadratic cost. Traditionally, these laws are computed using the Hamilton-Jacobi-Bellman method, where the solution to the original problem is obtained by solving the Riccati equation, which hinges upon a priori information of the optimal cost function. Within the general Krotov global optimal control framework, though being less explored in the literature, that information is no longer needed. However, utilizing this framework, the original optimization problem is translated into a non-convex problem, which is solved by using iterative methods. In this letter, we propose a new method to compute a direct (non-iterative) solution by transforming the resulting non-convex optimization problem into a convex problem. It turns out that the proposed method naturally leads to the Riccati inequality as the crucial intermediate step, of which the origin was not well understood, although it serves as a strong backbone to address linear quadratic problems and other significant linear system theoretic results. Numerical results and future directions, particularly for solving the optimal control problem for bilinear systems, are also provided to demonstrate the usability of the proposed method.
I. INTRODUCTION
O PTIMAL control is an extensively investigated and still advancing discipline of control engineering where the objective is to design a control law which optimizes a performance index for a given dynamical system while driving the states to zero (regulation problem) or tracking the output to a given reference trajectory (tracking problem). The generic optimal control problem (GOCP) is given as GOCP: Compute an optimal control law u * (t) which minimizes the performance index (cost functional) 
where x(t) ∈ X ⊂ R n , ∀t ∈ [t 0 , t f ) is the state vector and u(t) ∈ U ⊂ R m is the input vector, l(•) : R n ×R m ×[t 0 , t f ] → R and l f (•) : R n → R are continuous, and denote the running cost and the terminal cost, respectively with x(t f ) ∈ X f . The two prominent tools for tackling the optimal control problems, widely employed in the literature, are Calculus of Variations (CoV) and Hamilton-Jacobi-Bellman (HJB) based techniques. Although, heavily explored in the literature, these techniques have some mild assumptions in their solution procedures. CoV based methods assume the existence of an optimal control law beforehand and then the conditions for optimality are derived [1] . As a result, the necessary conditions for the local optimality are found and it is difficult, if not impossible, to comment on their sufficiency [2] , [3] . Moreover, the CoV based methods introduce the notion of co-states and then exploit their linear relationship with the system states to obtain the closed-form expression of an optimal control law, this is particularly true for linear quadratic optimal control problems. The application of dynamic programming (pioneered by Bellman), to the optimal control design for continuous-time systems leads to the Hamilton-Jacobi-Bellman (HJB) equation, which requires a priori knowledge of the optimal cost function and also gives a necessary condition for optimality. Nevertheless, the condition becomes sufficient [1] if (a) the optimal cost function is continuously differentiable and (b) the gradient of the cost function w.r.t. the state vector equals the co-state corresponding to the optimal trajectory. In many OCPs, either the a priori information of the optimal cost function is not available or it may not be continuously differentiable. For example, consider the optimal control problem for the system:ẋ = xu with performance measure as J(x, u, t) = ∞ 1 [x 2 + u 2 ]dt. For this problem, the optimal cost function is J * (x * , u * , t) = |x * |. Since the HJB equation is not defined at x = 0 because of the non-differentiability of J * (•), approximate solutions were computed in [4] .
Starting in the sixties, the new sufficient conditions for the global optimality were published by Vadim Krotov [5] . The basic idea behind the development of these global methods is a total decomposition of the OCP with respect to time via an appropriate selection of the so-called Krotov function. Once such a decomposition is obtained, the problem is reduced to a family of independent elementary optimization problems parameterized in time t. It has been shown in [6] that the two problems-original OCP and the optimization problem resulting from decomposition-are completely equivalent and solving the latter optimization problem could be much easier than solving the original OCP. The equivalent optimization problems are then solved using iterative methods to obtain a sequence of improved (or minimizing the cost function) admissible input-state pairs. The overall Krotov method, however, is abstract in the sense that the selection of Krotov function is not straightforward. Numerous works have used the complete Krotov methodology for solving OCPs encountered in control of structural vibration problems in buildings [7] , MEMS-based energy harvesting problem [8] , magnetic resonance systems [9] , quantum control [10] , computation of extremal space trajectories [11] , where Krotov iterative methods and variants are used to obtain the optimal trajectories. The iterative methods are primarily used because 1) the equivalent optimization problem obtained upon the application of Krotov conditions may be non-convex; 2) the optimal control law may not belong to the set of admissible (permitted) control laws depending on the optimization constraints; still an approximate solution closer to the optimal solution can be achieved. In this letter, we propose a new method to obtain a direct (or non-iterative) optimal solution of the resulting equivalent optimization problem using convex optimization techniques. Particularly, suitable Krotov functions are proposed to address the following finite-and infinite-time horizon linear quadratic (LQ) OCPs.
OCP 1 (Finite Horizon LQ Tracking Problem): Compute an optimal control law u * (t) which minimizes the quadratic cost functional 2J(e(t), u(t),
z(t) − y(t); subject to the system dynamicsẋ(t) = A(t)x(t) + B(t)u(t); y(t) = C(t)x(t) such that the output y(t) tracks the desired reference trajectory z(t). Here x(t 0 ) = x 0 is given, x(t f ) is free and t f is fixed. Also, Q(t) 0 and R(t) 0, ∀t ∈ [t 0 , t f ].
OCP 2 (Finite Horizon LQ Regulation Problem): Compute an optimal control law u * (t) which minimizes the cost func-
and drives the states of system to zero. Here
. Considering t f → ∞, and the matrices A, B, C, Q and R as constant (time-invariant) matrices, we obtain the infinite horizon (IH) versions of OCP 1 and OCP 2.
Although the algebraic Riccati equation plays a central role in determining the optimal control laws for the IH-LQR problem, the said problem can also be equivalently expressed as classical semi-definite programs (SDP) with convex Riccati inequalities. In these programs, computing the state-feedback gain is translated into finding the trace of the positive semidefinite matrix variable subject to a linear matrix inequality (LMI), which is obtained using the Schur complement lemma to rewrite the Riccati inequality as an LMI. See, for instance ( [12] , [13] , [14] , [15] ). It is worth noting that incorporating this LMI into the SDP problem, which is merely derived by relaxing the equality in the Riccati equation to an inequality, renders a uniform solution framework to address a variety of LQ-OCPs, such as the robustness of LQ controllers [16] , the solvability of the stochastic algebraic Riccati equation [14] . In [15] , new theoretical insights and alternative proofs of the well-known results in the control theory are provided in the SDP framework. In [17] , the authors extended the results and provided a technique where the SDPs can be used to characterise the solutions of IH-LQ-OCPs without requiring the information of initial conditions. Note that the aforesaid LMI first appeared long ago in the seminal paper [18] where it was emphasized that its origin is much less appreciated in the literature. One of the main contributions of this letter is that using only Krotov sufficient conditions (i.e., without using any subsequent iterative methods as seen in general Krotov theory), we compute control laws for finite-and infinite-horizon LQ-OCPs in which the Riccati inequalities arise naturally as a key intermediate step. Nevertheless, the feasibility of Riccati inequality (or LMI) can be further studied using symplectic algebra [19] or SDP techniques [15] . The novelty of the method consists in convexification of the resulting non-convex equivalent optimization problem, which can be extended to address the constrained linear and nonlinear optimal control problems as demonstrated in Section III-C.
The rest of this letter is organised as follows. Section II presents the main propositions and corollaries to solve the OCPs 1 and 2 following a brief background of the generic Krotov framework to address the GOCP. Section III demonstrates the benefits of the proposed method through numerical examples and compares the computation of input-state signals with the HJB method and the general Krotov optimal control method. In addition, a nonlinear OCP problem is also considered in this section to numerically demonstrate a possible extension of the proposed method. Finally, the concluding remarks, along with future directions, are provided in Section IV.
II. COMPUTATION OF OPTIMAL CONTROL LAWS

A. Krotov Sufficient Conditions in Optimal Control
The underlying idea behind Krotov sufficient conditions for global optimality of control processes is the total decomposition of the original OCP with respect to time using the so-called extension principle [6] .
1) Extension Principle: The essence of the extension principle is to replace the original optimization problem with complex relations and/or constraints by another problem such that the constraints are relaxed in the new reduced problem definition but the solution of the new problem still satisfies those constraints. Consider a scalar-valued performance functional ϕ(ξ ) defined over a set M and the optimization problem as
Consider a set N a superset of M, the original problem can be reformulated as
The equivalent problem is also called the extension of the original problem because it is now defined over a wider set, and indicates that whenever the solutionξ of the equivalent problem lies in M, it is mandatory thatξ is also a solution of the original problem. The key idea is to select the non-unique functional φ such that solving the equivalent problem becomes simpler than solving the original problem.
2) Application of Extension Principle to Optimal Control
Problems: The next theorem provides a specific equivalent functional for the GOCP satisfying the extension principle.
Theorem 1: Let q(x(t), t) is a piecewise smooth function, denoted as Krotov function. Then, there exists an equivalent representation of (1) given as
Subsequently, the sufficient conditions of global optimality are given in the following theorem.
Theorem 2 (Krotov Sufficient Conditions) :
then (x * (t), u * (t)) is an optimal process.
Proof: See [6, Sec. 2.3] for the proof. Due to non-uniqueness of the function q, the representations given in Theorem 1 are also not unique.
Remark 1: The necessary conditions for minimizing the functions s and s f coincide with Pontryagin minimum principle and a specific selection of q(x(t), t) leads to the Hamilton-Jacobi-Bellman equation.
It is interesting to note that the control function u * (t) minimizes the performance indices J(•) and J eq (•), which may be seen as an inverse problem as defined in [20] .
Remark 2: In the literature, the optimal process is computed using the so-called Krotov iterative methods, see, e.g., [7] , [8] , yielding a sequence of improving admissible processes because the equivalent optimization problem may be non-convex. For the finite-time LQR problem, this is demonstrated in Section III.
In this letter, the angle of our attack is to obtain directly (or non-iteratively) an optimal process of the equivalent (linear quadratic) problems to be formulated using Theorems 1 and 2 via a suitable selection of the Krotov functions.
Definition 1: Given a Krotov function q(x, t), whenever an optimal process is directly (or non-iteratively) obtained, then q(x * , t) is defined as the solving function.
B. Solution of OCP 1 (LQT Problem)
Applying Theorems 1 and 2, the equivalent optimization problem for the OCP 1 is given as Equivalent OCP 1: Compute an optimal control law u * (t)
One of the main results of this letter is given in the next proposition, which will be useful in computing the direct solution to OCP 1.
Proposition 1: For the Equivalent OCP 1, let the Krotov function be chosen as
Then the following statements are equivalent (a) s(x, u, t) and s f (x(t f )) are bounded below and convex in (x, u) and x(t f ) respectively;
where 0 denotes the zero matrix of appropriate dimension, (P) Ṗ + PA + A T P + C T QC and C T (t f )F(t f )C(t f ) − P(t f ), and the vector g satisfies the differential equatioṅ (2) and rearranging yields
Adding and subtracting the terms (6) , and introducing a positive definite matrixR such thatR 2 = R andR −1R−1 = R −1 , we get (7) , as shown at the bottom of the next page. Note that the first term in (7) is quadratic in x and it is convex iff it is positive semi-definite. The second term is positive definite and is strictly convex. Since the third term is linear in x, it is bounded below if g satisfies (5). The last term, independent of x and u, is bounded because z(t) and g(t) are bounded. Hence, the function s(x, u, t) is convex iff the weight matrix of the first quadratic term in (7) is positive semi-definite, which by applying the Schur complement lemma can be expressed as satisfying the inequality given by the first element of the block diagonal matrix in (4) for some matrix P. Next, with q selected as in (3), s f (x(t f )) is given as
The function s f is convex iff the second element of the block diagonal matrix in (4) satisfies the inequality and bounded below with g(t
The following corollary synthesizes the optimal control law for the OCP 1.
Corollary 1: The following statements are true 1) The function q(x * , t) = x * T Px * − 2g T x * is a solving function for OCP 1.
2) The global optimal control law for OCP 1 is given by
and g is the solution of (5). Proof: It is straightforward to show that the global minimum is achieved if P satisfies (9), and g satisfies (5) .
Corollary 2: The stabilizing optimal control law for the IH-LQT problem is given as
with P + P T 0 and
Proof: Solving (9) and (5) with boundary conditions P(∞) = 0 and g(∞) = 0 respectively is equivalent to (10) and (11) . Furthermore, it is necessary to ensure the stability of the closed-loop system (since the problem is an infinite horizon problem), which can be easily shown by considering x T P + P T x as a candidate Lyapunov function.
C. Solution to OCP 2 (LQR)
Proceeding in a similar manner, the globally optimal process for OCP 2 can be obtained. The next proposition and the subsequent corollaries provide another main result of this letter.
Proposition 2: For the OCP 2, let the Krotov function be chosen as q(x, t) = x T (t)P(t)x(t). Then the following statements are equivalent (a) s(x, u, t) = ∂q ∂t + ∂q ∂x [Ax + Bu] + x T Qx + u T Ru and
where 0 denotes the zero matrix of appropriate dimension,¯ (P) Ṗ + PA + A T P + Q and¯ F(t f ) − P(t f ). Proof: The equivalence of the two statements can be proved along the lines of the proof of Proposition 1.
Corollary 3: With q(x, t) selected as in Proposition 2, the following statements are true 1) The function q(x * , t) = x * T Px * is a solving function for OCP 2.
2) The global optimal control law for OCP 2 is given by
where P is the solution of the matrix differential equation
with the final value P(t f ) = F(t f ). Corollary 4: The stabilizing optimal control law for the IH-LQR problem is given as u * = − 1 2 R −1 B T P T + P x * where P satisfies PA+A T P+Q−ϒ(P) = 0 and P + P T 0. As evident from the above results, no a priori assumptions on the availability of the optimal cost function and no iterative methods are required while deriving the optimal control laws. It turns out that these assumptions are obtained as a crucial intermediate step in Propositions 1 and 2.
III. NUMERICAL RESULTS
In this section, the proposed solution methodology is demonstrated via numerical examples. First, we present the computation of an optimal process using Krotov iterative method [6] , where an arbitrary Krotov function is selected.
A. Computation of Optimal Process Using Krotov Iterative Method
Example 1 (Finite Horizon Regulation): Compute the optimal control input u * (t) for the systemẋ = −x + u with x(0) = 10 which minimizes 2J = 5 0 l(x(t), u(t))dt, where l = (x 2 + u 2 ).
Solution -Using Classical HJB Equation:
The HJB equation requires a priori information of the optimal cost function
J * (x * , t) = (1/2)x * T p * (t)x * , where p * (t) is a real, positive function (in case of a matrix, symmetric and positivedefiniteness conditions are also required) to be determined. From the optimality condition, the optimal control law is finally given by u * (t) = −p * (t)x * (t) where p * (t) is the solution of the differential Riccati equationṗ * − 2p * + 1 − p * 2 = 0 with final value p * (5) = 0. The corresponding optimal cost is computed to be J * = 20.71. Solution -Using Krotov Iterative Method: The method initializes with some admissible process (x 0 , u 0 ). An improved admissible process (x 1 , u 1 ) is computed in the following manner 1) Formulate q 0 such that s 0 and s f 0 will satisfy t) , t), for the given x(0), and set u 1 
is computed by starting over from (x 1 , u 1 ), formulation of q 1 andû 1 , and so on [7] . Applying the above method to Example 1, following iterations are obtained 0: Initial guess: u 0 = 0, x 0 (t) = 10e −t and the corresponding cost is J 0 = 25. I: First iteration: Maximize the functions s 0 (x, u 0 , t) = 2 ∂q 0 ∂t − 2x ∂q 0 ∂x + x 2 and s f 0 = −q 0 (5, x(5) ). Let the improving function be chosen as
Then, s 0 = x 2 (α 0 − 2α 0 + 1) + 2x(β 0 − 2α 0 β 0 ), s f 0 = −α 0 (5)x 2 (5) − β 0 (5)x (5) . The differential equationṡ α 0 − 2α 0 + 1 = 0, α 0 (5) = 0 andβ 0 − 2α 0 β 0 = 0, β 0 (5) = 0 ensure that both the optimization problems are bounded. Solving numerically these equations for α 0 (t) and β 0 (t) respectively yields the control input asû 0 (t) = −α 0 (t)x 0 (t) − β 0 (t). The corresponding computed cost is J 1 = 20.8331. II: Second iteration: The initial admissible process is now u 1 = −α 0 (t)x 1 withẋ 1 = −(1+α 0 (t))x 1 . Advancing the iteration, i.e., putting k = 1, the functions are computed as (5) . Note that β k (t) = 0, k = 0, 1, . . . Again, choosing α 1 such thatα 1 − 2α 0 α 1 − 2α 1 + 1 + α 2 0 = 0 and α 1 (5) = 0, the control input is computed aŝ u 1 = −α 1 (t)x with x(0) = 10. The corresponding cost is computed to be J 2 = 20.7108. Continuing iterations for obtaining the improved process, the following differential equations are solved at the (k + 1)−th iteratioṅ
The improvement in the gain α k (t), k = 0, 1, 2, . . . and the optimal gain p * (t) is shown in Figure 1 , where for k = 2 it can be seen that the gain trajectory is almost equal to the optimal trajectory and for the third iteration, the computed cost is J 3 = 20.7107. Clearly, the solution obtained using this method is not direct but a sequential one improving successively at each iteration. In further iterations for obtaining the optimal process, a dramatic reduction in cost functional values is seen in initial steps of Krotov method when the search is started far from the extremum, which slows down once reaches closer to the extremum. Finally, it yields a convergent sequence of admissible processes whose limit is (x * , u * ) [6] . Numerous works have been reported in the literature comparing the amount of computational burden of Krotov iterative method with gradient-type methods, e.g., see [9] . 
B. Computation of Optimal Process Using the Proposed Method
Using (10) Finally, the P matrix is selected as P = P 2 according to Corollary 2 and g(t) is calculated to be g(t) = −2.857 sin(0.0314t) + 0.003 cos(0.0314t) 0.0039 cos(0.031t) − 5.68 sin(0.031t) .
C. Extension to Nonlinear OCP
For a class of nonlinear systems, specifically for bilinear systems, the optimization problems have been solved using Krotov iterative methods, where a sequence of admissible processes are computed, see ( [7] , [8] ). However, the proposed method can be extended to obtain non-iteratively the optimal process of a nonlinear OCP.
Example 3: Compute the optimal control law for the systeṁ x(t) = x(t)u(t), x 0 = 5 which minimizes J = 1 2 ∞ 0 (x 2 + u 2 )dt. Solution: Select the solving function q(x, t) as
which is a continuous and differential function and its particular derivatives are continuous for all (t, x) except at a finite number of points. Then using Theorems 1 and 2 the equivalent optimization problem is given by s(x * (t), u * (t), t) = min x,u s(x(t), u(t), t), where s(x, u, t) = 1 2 (u + |x|) 2 . Since the function s(•) is already convex, the global optimal control law is given by u * = −|x * (t)| which results in the stable closedloop systemẋ * (t) = −x * (t)|x * (t)|. The final cost is computed as J * = 5. Using the proposed method, the preliminary results for solving an optimal control problem of scalar nonlinear systems are reported in [21] . An exhaustive analysis of such problems shall be carried out in the future.
IV. CONCLUSION
In this letter, we propose a novel method to compute globally optimal control laws for linear quadratic regulation and tracking problems based on Krotov sufficient conditions. The solution to the linear optimal control problem has been widely addressed in the literature using the celebrated CoV/HJB methods, which synthesize the global optimal control law by using some mild assumptions in their solution procedure. In order to address this issue, we solved the optimal control problem using the general Krotov optimal control theory framework, which does not require the notion of co-states (and hence the related assumptions), and any a priori information regarding the optimal cost function. In Krotov formulation, the original optimal control problem is translated into an equivalent (possibly, non-convex) optimization problem, which is generally solved using iterative methods to yield the globally optimal solution. The angle of our attack is to compute a non-iterative solution, which is achieved by using convex optimization techniques for solving the equivalent optimization problem. One of the significant benefits of the proposed method is that we obtained the widely used Riccati LMI as a crucial intermediate step whose origin was not well understood in the literature. The proposed method paves a way to address constrained optimal control problems in the sense of computing suboptimal solutions whenever the global semi-active-constrained control solutions are not practically implementable.
