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Abstract 
 
Significant technological advancement of wire electrical discharge machining 
(WEDM) process has been observed in recent times in order to meet the 
requirements of various manufacturing fields especially in the production of parts with 
complex geometry in precision die industry. Taper cutting is an important application 
of WEDM process aiming at generating complex parts with tapered profiles. Wire 
deformation and breakage are more pronounced in taper cutting as compared with 
straight cutting resulting in adverse effect on desired taper angle and surface 
integrity. The reasons for associated problems may be attributed to certain stiffness 
of the wire. However, controlling the process parameters can somewhat reduce these 
problems. Extensive literature review reveals that effect of process parameters on 
various performance measures in taper cutting using WEDM is also not adequately 
addressed. Hence, study on effect of process parameters on performance measures 
using various advanced metals and metal matrix composites (MMC) has become the 
predominant research area in this field. In this context, the present work attempts to 
experimentally investigate the machining performance of various alloys, super alloys 
and metal matrix composite during taper cutting using WEDM process. The effect of 
process parameters such as part thickness, taper angle, pulse duration, discharge 
current, wire speed and wire tension on various performance measures such as 
angular error, surface roughness, cutting rate and white layer thickness are studied 
using Taguchi’s analysis. The functional relationship between the input parameters 
and performance measures has been developed by using non-linear regression 
analysis. Simultaneous optimization of the performance measures has been carried 
out using latest nature inspired algorithms such as multi-objective particle swarm 
optimization (MOPSO) and bat algorithm. Although MOPSO develops a set of non-
dominated solutions, the best ranked solution is identified from a large number of 
solutions through application of maximum deviation method rather than resorting to 
human judgement. Deep cryogenic treatment of both wire and work material has 
been carried out to enhance the machining efficiency of the low conductive work 
material like Inconel 718. Finally, artificial intelligent models are proposed to predict 
the various performance measures prior to machining. The study offers useful insight 
into controlling the parameters to improve the machining efficiency. 
Keywords: Wire electrical discharge machining (WEDM); Taper cutting; Multi-
objective particle swarm optimization (MOPSO); Maximum deviation 
method; Bat algorithm (BA); Deep cryogenic treatment (DCT); Artificial 
neural network (ANN); Support vector regression (SVR); Multi-gene 
genetic programming (MGGP)   
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BACKGROUND AND MOTIVATION 
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1.1  Introduction 
Wire electrical discharge machining (WEDM) process is a widely accepted non-
traditional manufacturing process in industries. Although it is first introduced to the 
manufacturing industry in late 1960s, its popularity is rapidly increased in 1970s when 
computer numerical control (CNC) system was incorporated into WEDM (Ho et al., 
2004). Die-sinking electrical discharge machining (EDM) process possesses 
limitations of producing tight corners or intricate patterns but the flexibility of wire in 
three dimensional axis of WEDM process allows to produce intricate patterns and 
cuts. Its broad capabilities make it as a potential non-traditional machining process 
because it provides an effective solution for difficult-to-machine materials applied in 
tooling, especially in aerospace and defence applications. WEDM provides the best 
alternative or sometimes the only alternative for machining conductive, high strength 
and temperature resistant metals, super alloys, composites with scope of generating 
intricate shapes and profiles (Benedict, 1987; Lok and Lee, 1997). Considering its 
increasing demand in the field of manufacturing, a significant amount of research has 
been directed to improve the machining efficiency, surface integrity and eliminate wire 
breakages (Huang et al., 1999; Rajurkar et al., 1997; Tosun and Cogun, 2003; 
Kanlayasiri and Boonmung, 2007).  
Moreover, modelling and optimization of process parameters, modelling of wire 
deformation and wire breakages in straight cutting WEDM has been a topic for 
research during last three decades (Dauw et al., 1989; Rajurkar and Wang, 1993; 
Puri and Bhattacharyya, 2003; Mahapatra and Patnaik, 2007; Mukherjee et al., 
2012). Generally, it is difficult to achieve curved surfaces frequently used for molds 
and dies using traditional processes as well as straight cutting in WEDM process. 
However, it is feasible to generate the curved surfaces using WEDM’s tapering 
capability. Taper cutting is a useful application of the wire electrical discharge 
machining process used for the production of parts with complex geometry such as 
extrusion and cutting dies (Huse and Su, 2004; Sanchez et al., 2008; Plaza et al., 
2009). During taper cutting, the wire is subject to deformation resulting in deviations 
in the inclination angle of machined parts. The major concerns of the tool engineers 
are dimensional errors and loss of tolerances encountered during taper cutting. A 
limited number of research works deal with performance evaluation in taper cutting 
using WEDM process (Kinoshita et al., 1987; Huse and Su, 2004; Sanchez et al., 
2008; Plaza et al., 2009). Hence, there is an urgent need of research to improve the 
machining efficiency during taper cutting using WEDM.   
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1.2  Working principle of wire electrical discharge machining process 
The working principle of WEDM is similar to conventional die-sinking EDM process 
involving the erosion effect produced by electric discharges. The material is eroded 
from the work piece by a series of discrete sparks occurring between work piece and 
wire electrode separated by a stream of dielectric fluid which is continuously fed to 
the machining zone with the help of nozzle as shown in Figure 1.1. The WEDM 
process makes use of electrical energy generating a channel of plasma between the 
wire electrode (cathode) and work piece (anode) and convert it into thermal energy at 
a temperature of around 8000-12000°C initializing a substantial amount of melting 
and vaporizing of material on the surface of the work piece (Ho et al., 2004). When 
the pulsating direct current power supply occurring between 20,000 and 30,000Hz is 
turned off, the plasma channel breaks down (Krar and Check, 1997). This causes a 
sudden reduction in temperature allowing the circulating dielectric fluid to the plasma 
channel and flushes away the molten particles from the work piece surface in the 
form of debris. 
Basically, there are four basic elements of WEDM machine such as the power 
supply unit, the positioning system, the drive system and the dielectric system as 
shown in Figure 1.2. The power supply unit comprises of electric pulse generator, 
motor driver units for X, Y, U, V axes positioning system and CNC controller. The 
positioning system comprises of a main work table (X-Y) on which the work piece is 
clamped, an auxiliary table (U-V) and wire drive mechanism. The main table moves 
along the X and Y axis and it is driven by the D.C servo motors. The power supply 
and dielectric system used in WEDM is similar to conventional EDM. The main 
difference lies only in type of dielectric used. WEDM process uses de-ionized water 
due to its low viscosity and rapid cooling rate. The filtration of dielectric fluid before 
recirculation is highly essential so that change in its insulation qualities during the 
machining process is minimized. In this process, a thin wire electrode continuously 
fed through the work piece which enables part of complex shapes to be machined 
with high accuracy. The wire is wound on a spool and is kept at constant tension. The 
drive system continuously delivers the fresh wire to the work area. The servo system 
maintains the gap between wire and the work piece which varies from 0.01 to 0.40 
mm. WEDM is a stress-free cutting operation as the wire electrode never touches the 
work piece surface. The dimensional accuracy generally achieved is of the order of 
±5 μm or even lower in some cases.  
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Figure 1.1 Working principle of WEDM process 
 
4 
 
 
 
Figure 1.2 Block diagram of WEDM (Mahapatra et al., 2007) 
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1.3 Taper cutting using WEDM process  
Taper cutting is a unique application of the wire electrical discharge machining 
process used for production of difficult-to-machine parts involving complex shapes, 
tight corners, deep slots and features with multiple angles used in the aerospace and 
defense applications (Plaza et al., 2009). In WEDM process, the material is cut by a 
series of discrete electric discharges between the wire electrode and the work 
material submerged in a dielectric fluid. The region where the discharge occurs is 
heated to extremely high temperatures causing melting of work surface and its 
removal (Benedict, 1987; Kanlayasiri and Jattakul, 2013; Ho et al., 2004). The 
movement of wire is controlled numerically to achieve the desired three-dimensional 
shape and accuracy. It is absolutely essential to hold the wire in a designed position 
against the object because the wire repeats complex oscillations due to electro-
discharge between the wire and work piece. In case of straight or vertical cutting, the 
wire electrode is vertically supported between upper and lower wire guides and the 
two wire guides are capable of providing movement in a horizontal XY plane relative 
to the work piece as shown in Figure 1.3. However, in the manufacturing of products 
with taper or draft angles, the WEDM is equipped with four interpolated axes: X and Y 
for the horizontal movement of the machine table and U and V for the horizontal 
movement of the upper guide with respect to the lower guide. Hence, the taper angle 
is achieved by applying a relative movement between the upper and lower guides as 
shown in Figure 1.3. However, the following troubles may arise while cutting of a 
tapered profile (Kinoshita et al., 1987). 
(i) The wire tension fluctuates in a wide range. 
(ii) The situation of forces acting on the wire is very complicated. 
(iii) The flushing of working fluid is not always sufficient. 
(iv) The local deformation of the wire is observed especially when the taper is large. 
(v)  The wire is suspended with various modes depending on the programmed taper. 
By tilting the wire, flushing action in the gap between the wire and work piece can 
no longer be perpendicular with respect to the work piece as in case of vertical 
cutting (Martowibowo and Wahyudi, 2012). Since the wire is inclined in taper cutting 
operation, the discharge height becomes longer and wire deflection is more than 
ordinary vertical cutting. A varying degree of taper ranging from 15° for a 100 mm 
thick to 30° for a 400 mm thick work piece can be obtained on the cut surface 
(Benedict, 1987). 
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Figure 1.3 Wire EDM cutting 
During taper cutting operation in WEDM, the wire is subjected to deformation 
resulting deviations in the inclination angle of machined parts. As a result, the wire 
will not follow the mathematically correct path assumed by the CNC controller. If the 
wire had no stiffness, it would exactly adapt to the geometry of the guide. In the ideal 
case, the programmed angle would be θ; this is the angle expected in the machined 
part as shown in Figure 1.4. However, the wire possesses a certain value of stiffness 
causing deviation of the wire with respect to its ideal shape. The angle Ф represents 
the angle induced by this effect (Plaza et al., 2009). The value of the error depends 
on factors such as the distance between upper and lower guides, the stiffness of the 
wire, the geometry of the guides and the forces exerted during the cutting process. 
Moreover, wire rupture and wire lag cause angular error in tapering operation 
influencing adversely on surface finish characteristics and geometrical accuracy of 
the work piece (Puri and Bhattacharyya, 2003; Rajurkar and Wang, 1991). Therefore, 
it is vital to minimize the angular error occurring due to the wire deformation through 
proper selection of a combination of process parameters for improving the surface 
integrity and machining performance.  
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Figure 1.4 Deformation of wire in taper cutting of WEDM 
1.4 Important process parameters of WEDM tapering process 
The proper selection of the machining parameters is desirable prior to staring of 
any machining process. WEDM tapering process is affected by various process 
parameters such as electrical parameters (pulse on time, pulse off time, pulse 
duration, discharge current, gap voltage and pulse frequency), non-electrical 
parameters (wire speed, wire tension, machining time, flushing pressure and taper 
angle), electrode and work materials base parameters (wire material, wire size and 
part thickness). Some of the important process parameters influencing performance 
measures in WEDM are outlined as follows:  
Pulse on time: It is defined as the time during which the machining is performed. 
During this time, voltage is applied to the gap between the work piece and the wire 
electrode. The pulse on time is referred as Ton and represents the duration of time in 
micro seconds (µs) for which the current is flowing in each cycle (Figure 1.5). 
Discharge energy increases with increasing in pulse on time resulting in higher 
cutting rate.  
Pulse off time: It is also called as pause time during which the spark energy supply is 
paused and after this duration, next spark will occur. Discharge between the 
electrodes leads to ionization of the spark gap. Before another spark can take place, 
the medium must de-ionized and regain its dielectric strength. This process takes few 
micro seconds and power must be switched off during this time. With a lower value of 
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pulse off time, more number of discharges occurs in a second resulting in increase in 
the sparking efficiency. As a result, the cutting rate increases. Too low values of pulse 
off time may lead to short-circuits and arcing. The pulse off time is referred as Toff and 
represented as duration of time in micro seconds (µs). The sum of pulse on time and 
pulse off time in a cycle is called pulse cycle time or total spark time.  
 
Figure 1.5 Graphical Representation of Sparking Cycles 
Duty factor: The important process parameter which controls the number of sparks 
per unit time is duty factor. It is defined as the ratio of pulse on time to total spark 
time. Higher values of duty factor imply increase in number of sparks per unit time. It 
is expressed in terms of percentage. Mathematically defined as,  
            
   
        
                                                                                              (1.1) 
where  Ton and Toff are the pulse-on-time and pulse-off-time respectively. 
Pulse duration: It is the sum of ignition delay time and discharge duration. Pulse 
duration which is represented in µs.  
Discharge current: It is the most important machining parameter as it directly governs 
the spark energy. The maximum amount of amperage that can be used is governed 
by the surface area of the cut for a work piece-tool combination. Higher value of 
discharge current results in higher material removal but in turn produces numerous 
adverse effects on the machined surface. It is measured in terms of Ampere. 
Gap voltage: Gap voltage or open circuit voltage is the supply voltage between the 
wire and work piece. Higher gap voltage results more discharge energy. It is 
expressed in terms of Volt. 
Flushing Pressure: Apart from the electrical parameters, pressure of the dielectric 
may have an effect on the machining performance during WEDM. Velocity of the 
dielectric flow is directly proportional to the inlet dielectric pressure. A high velocity 
flow would lead to better flushing of debris from the discharge gap, thus improving 
machining efficiency and surface finish in the work piece. Flushing pressure is 
expressed in bar.  
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Wire speed: Wire speed is also the important process parameter indicating the speed 
of the wire in WEDM.  Higher wire speed results in less wire breakage, better 
machining stability and slightly more cutting speed. It is represented in mm/s. 
Wire tension: Wire tension determines how much the wire is to be stretched between 
upper and lower wire guides. More the thickness of job, more is the tension required. 
Within considerable range, an increase in wire tension significantly increases the 
cutting speed and accuracy. However, improper setting of tension may result in the 
job inaccuracies as well as wire breakage. Wire tension is expressed in Newton. 
Part thickness: Part thickness refers to the thickness of the work piece which is 
considered as one of the important parameter in WEDM taper cutting process.  
Taper angle: Taper angle or wire inclination angle is another important factor for taper 
cutting in WEDM. The maximum angle that can be obtained is a function of the work 
piece thickness and the mechanical behaviour of wire.  
The above process parameters possibly influence the various performance 
measures such as angular error, surface roughness, cutting rate, kerf width, 
dimensional deviation and white layer thickness during taper cutting in WEDM 
process. However, in this present thesis, the effect of six important process 
parameters such as part thickness, taper angle, pulse duration, discharge current, 
wire speed and wire tension on performance measures such as angular error, surface 
roughness, cutting rate and white layer thickness are considered for analysis.   
1.5  Need for research 
Tapering process of WEDM provides an effective approach for machining 
conductive, high strength and temperature resistant materials and capable of 
generating components with curved surfaces, intricate shapes with high degree of 
dimensional accuracy and surface finish. Although it is a unique ability of WEDM 
process, only few articles deal with tapering operation in WEDM in the last decade 
(Kinoshita et al., 1987; Sanchez et al., 2008; Plaza et al., 2009). Some past studies 
focus on improving the accuracy in taper cutting considering the wire guide and 
incurvation of the wire (Kinoshita et al., 1987). Some numerical and computer 
simulation models have been developed to predict the angular error in WEDM taper 
cutting (Sanchez et al., 2008; Plaza et al., 2009). Taper cutting in WEDM is a 
complex process involving large number of process variables with complicated cutting 
conditions. Hence, proper selection of process parameters is a major issue in this 
process. Traditionally, selection of process parameters is carried out relying heavily 
on the operator’s experience or conservative technological data provided by the 
WEDM equipment manufacturers. This may sometimes lead to inconsistent 
machining performance. It is found that the parameter setting given by the 
10 
 
manufactures are only applicable for common steel grades (Levy and Maggi, 1990). 
Hence, many researchers have adopted various statistical and evolutionary 
approaches to obtain the optimum parameter settings for advanced materials, alloys, 
super alloys, metal matrix composites in WEDM process (Tarang et al., 1995; Konda 
et al., 1999; Gokler and Ozanozgu, 2000; Mahapatra and Patnaik, 2007). However, 
least attention is paid by the researchers to optimize the process parameters during 
WEDM taper cutting. Therefore, it is essential to study the interrelationship between 
various process parameters affecting the WEDM tapering process and identifying the 
optimal machining condition.  
Technological advancement demands application of superior metals, alloys, super 
alloys and metal matrix composites etc. New materials of increasing strengths and 
capabilities are being developed continuously and performance characteristics are 
not only dependent on the machining parameters but also on materials of the work 
part (Ho et. al., 2004). Hence, in this present thesis, an attempt has been made to 
experimentally investigate the effect of process parameters on performance 
measures for different types of advanced work materials during WEDM taper cutting.  
Though taper cutting involves several technological barriers with complex cutting 
conditions, it is essential to properly understand the process with related attributes 
prior to machining. These issues can be resolved by adopting artificial intelligence 
(AI) techniques.  AI techniques are quite capable for developing prediction models 
applied to any complicated data series. Several researchers proposed various AI 
models in the field of WEDM such as artificial neural network (ANN) model (Spedding 
and Wang, 1997a; Liao et al., 2002; Sarkar et al., 2005; Saha et al., 2008), adaptive 
neuro-fuzzy inference system (ANFIS) model (Caydas et al., 2009) and genetic 
programming (GP) (Kondayya and GopalKrishna, 2011). However, the application of 
AI models in WEDM taper cutting is not explored in the literature. 
1.6 Research objectives 
Based on the discussions presented in previous sections, it is prudent to 
extensively study on WEDM taper cutting for advanced materials. The important 
theme of this research is to experimentally investigate the effect of process 
parameters on performance characteristics such as angular error, surface roughness, 
cutting rate and white layer thickness for four different work materials using statistical 
approach for WEDM taper cutting. Artificial intelligence models are also proposed to 
predict the performance measures during the process to provide guidelines for the 
tool engineers in selection of optimum set of process parameters prior to machining. 
The basic objectives of this study are set based on literature gap found through 
exhaustive literature review (Chapter 2) are as follows: 
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 To study the influence of process parameters during WEDM taper cutting process   
and obtain the best performance output using nature inspired optimization 
algorithms. 
 To develop an intelligent approach for multi-response optimization in taper cutting 
using WEDM. 
 To fabricate the metal matrix composite (MMC) through powder metallurgy route 
and study the effect of process parameters on various performance measures 
when taper cutting is carried out on MMC using WEDM process. 
 To study the effect of deep cryogenic treatment on wire electrode and work 
material during taper cutting in WEDM process.  
 To develop process models for prediction of the various performance measures of 
WEDM taper cutting process using artificial intelligent techniques.  
1.7 Organisation of thesis 
To meet the above objectives, the thesis is organized into eight chapters including 
this chapter. A brief outline of each chapter is given as follows: 
Chapter 1: Background and motivation 
This chapter introduces the concept of WEDM and taper cutting using WEDM 
including working principles and basic applications. This chapter provides the 
justification, motivation and need for present research work.  
Chapter 2: Critical literature review 
The purpose of this chapter is to review related literature so as to provide 
background information on the issues to be considered in the thesis and emphasize 
the relevance of the present study. This chapter highlights the literatures related to 
WEDM into different approaches such as assessment of WEDM process through 
analytical models, numerical models and empirical models, prediction of performance 
measures using artificial intelligence models, parametric appraisal of WEDM process 
parameters and process modification of WEDM. Literature review provides a 
summary of the base knowledge already available in the field of wire electrical 
discharge machining process. Finally, the chapter is concluded by summarizing a 
strong conclusion from the existing literatures and identifying the possible literature 
gap so as to establish the relevance of the present study.  
Chapter 3: Performance analysis and optimization of process parameters in 
taper cutting using WEDM process 
This chapter proposes an experimental investigation on machinability of two 
different work materials such as AISI 304 SS and AISI D2 tool steel in WEDM taper 
cutting process. Experiments are conducted using Taguchi’s experimental design 
considering six important process parameters such as part thickness, taper angle, 
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pulse duration, discharge current, wire speed and wire tension. The effect of process 
parameters on various performance measures such as angular error, surface 
roughness, cutting rate and white layer thickness are studied and comparison of the 
results are made for both the work materials. A meta-heuristic approach known as 
multi-objective particle swarm optimization (MOPSO) is proposed in the present 
chapter for multi-objective optimization during WEDM taper cutting process. However, 
MOPSO results in a large number of non-dominated solutions. Therefore, maximum 
deviation method has been adopted for ranking the solution to ease the decision 
making process of choosing the best solution 
Chapter 4: An intelligent approach for multi-response optimization in taper 
cutting using WEDM process  
In this chapter, a new intelligent approach based on neuro-fuzzy system is 
proposed for multi-response optimization in taper cutting using WEDM process. In 
neuro-fuzzy system, the membership functions for each response are generated by 
fuzzy c-mean clustering depending on belongingness of each experimental data to 
fuzzy clusters. However, the membership function is repeatedly updated when the 
system parameters continuously changes in a non-deterministic fashion. Artificial 
neural network is used for these types of systems as it is capable of modifying itself 
by adapting the weights. Hence, the membership values of each response are 
adjusted by neural network process till root mean square error is minimized. Center of 
area (COA) method, a defuzzification strategy, is then applied to aggregate all 
membership functions to obtain multi performance characteristic index (MPCI) values. 
MPCI is treated as an equivalent single performance measure for simultaneously 
optimizing all the four performance measures. The relationship between MPCI and 
process parameters is expressed mathematically using non-linear regression 
analysis. A new meta-heuristic approach known as bat algorithm is then employed to 
obtain best parametric combination during taper cutting process in WEDM. Finally, 
the robustness of the proposed approach is validated by comparing this approach 
with the proposed multi-objective optimization approach of the previous chapter.  
Chapter 5: Performance assessment in taper cutting of metal matrix composite 
using WEDM process 
In this chapter, an aluminium boron carbide (AlB4C) metal matrix composite is 
fabricated through powder metallurgy route considering its wide applications in 
nuclear and defence industries. Its various mechanical and electrical properties are 
also studied. The machinability of AlB4C composite is investigated during taper 
cutting in WEDM and the effect of process parameters on performance measures are 
discussed. Then, a multi-response optimization is carried out for suggesting a best 
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parametric setting for WEDM taper cutting of AlB4C composite. In this chapter, 
maximum deviation method is applied to convert multiple performance characteristics 
into an equivalent single performance characteristic known as composite score (CS). 
Traditional approaches hardly develop good functional relationship between process 
parameters and performance characteristics when the process behaves in a non-
linear manner and involve large number of interacting parameters. To overcome this 
limitation, the relationship between process parameters and performance measures 
is developed through a back propagation neural network (BPNN) model. In order to 
achieve faster convergence, Levenberg-Marquardt algorithm (LMA) has been used. 
Bayesian regularization is also adopted due to is generalization capability to minimize 
error using minimal weights and thus avoids cross-validation. Finally, the process 
model is optimized by a new meta-heuristic approach known as bat algorithm. 
Chapter 6: Effect of deep cryogenic treatment on performance measures in 
taper cutting using WEDM process 
This chapter investigates the effect of deep cryogenic treatment (-1960C) on 
coated Broncocut-W wire electrode and low conductive Inconel 718 work material. 
The influence of process parameters on performance measures for deep 
cryogenically treated wire and work material during WEDM taper cutting has been 
studied by using Taguchi’s experimental design. Due to the involvement of complex 
cutting conditions and several machining parameters, it is difficult to obtain a good 
functional relationship between input parameters and output characteristics using 
traditional approaches. Hence, the present chapter proposes an artificial neural 
network model to properly map the input and outputs and developed the process 
model. Finally, the process model is optimized by using a latest meta-heuristic 
approach known as bat algorithm to suggest the optimum parametric combination for 
cryo-treated Inconel 718 work material.           
Chapter 7: Prediction of performance measures in taper cutting using WEDM 
applying artificial intelligent techniques 
This chapter proposes three artificial intelligence models such as artificial neural 
network (ANN) model, support vector regression (SVR) model and multi-gene genetic 
programming (MGGP) model to predict the performance measures such as angular 
error, surface roughness, cutting rate and white layer thickness during taper cutting in 
WEDM process for four different work materials such as AISI 304 SS, AISI D2 tool 
steel, AlB4C MMC and cryo-treated Inconel 718. The proposed models are validated 
through comparison of experimental data with predicted data. The model accuracy 
are evaluated using root mean square error (RMSE), mean absolute percentage error 
(MAPE) and coefficient of determination (R2). Analysis of the result reveals that multi-
14 
 
gene genetic programming (MGGP) model performs better as compared to ANN and 
SVR model. The model provides an inexpensive and time saving alternative to study 
the performance characteristics in taper cutting before actual cutting operation.  
Chapter 8: Executive summary and conclusions 
This chapter presents the summary of the results, recommendations and scope for 
future work in the direction of WEDM taper cutting process for different work 
materials. It also discusses the specific contributions made in this research work and 
the limitations there in. This chapter concludes the work covered in the thesis with 
implications of the findings and general discussions on the area of research. 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 2 
 
 
 
 
 
LITERATURE REVIEW
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2.1 Introduction 
The development of advanced engineering materials and the need for complex 
three dimensional shaped components has made WEDM an important manufacturing 
process. Several attempts have been made from 1960s to improve the machining 
conditions, performance characteristics and wire electrode properties of WEDM 
process. However, selection of optimum machining parameters for obtaining higher 
accuracy and better surface characteristics is a challenging task in WEDM due to the 
presence of large number of process variables and complicated stochastic process 
mechanisms.   
The current chapter highlights the development and problems associated with 
various aspects of wire electrical discharge machining process.  In this direction, the 
literature survey begins with papers published after 1990 with maximum attention 
paid to last twenty years. Table 2.1 provides the source and number of citations from 
each source. The majority of the citations are found in peer-reviewed journals. 
Table 2.1 Summary of Publications referred 
Sl. No Source Citation 
1 Applied Soft Computing 1 
2 Arabian Journal for Science and Engineering 1 
3 Advances in Production Engineering and Management 1 
4 CIRP Annals-Manufacturing Technology 9 
5 Computer Aided Design 1 
6 Ceramics International 1 
7 Defence Technology 1 
8 European Journal of Scientific Research  1 
9 Engineering Applications of Artificial Intelligence 1 
10 Expert System with Applications 3 
11 International Journal of Advanced Manufacturing Technology 33 
12 International Journal of Machine Tools and Manufacture 19 
13 International Journal of Production Research 2 
14 International Journal of Precision Engineering and Manufacturing 2 
15 Journal of Applied Sciences 1 
16 Journal of Materials Processing Technology 35 
17 Journal of Manufacturing Processes 1 
18 Journal of Manufacturing Systems 2 
19 Journal of Materials Engineering and Performance 1 
20 Journal of Mechanical Science and Technology 1 
21 Journal of Mechatronics and Intelligent Manufacturing 
  
1 
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22 Journal of the Brazilian Society of Mechanical Sciences and 
Engineering 
1 
23 Journal of the Institution of Engineers (India): Series C  2 
24 Journal of Scientific and Industrial Research 1 
25 Materials and Design 2 
26 Materials and Manufacturing Processes 8 
27 Mechanics Research Communications 1 
28 Precision Engineering 7 
29 Proceedings of the Institution of Mechanical Engineers, Part B: 
Journal of Engineering Manufacture 
3 
30 Proceedings of the Institution of Mechanical Engineers, Part C: 
Journal of Mechanical Engineering Science 
1 
31 Proceedings of the World Congress on Engineering  1 
32 Proceedings of the 2003 IEEE Swarm Intelligence Symposium 1 
33 Proceedings of the International Conference on Mechanical 
Engineering 
1 
34 Proceedings of the 2nd Manufacturing Engineering Society 
International Conference 
1 
35 Robotics and Computer Integrated Manufacturing 1 
36 Total Quality Management 1 
37 Transactions of Nonferrous Metals Society of China 2 
38 Book 8 
    Total 160 
The literature review provides ample confidence to identify an appropriate gap or 
methodological weakness in the existing study area to solve the research problem. 
The research papers on WEDM straight cutting and taper cutting are principally 
classified into six groups such as (1) assessment of WEDM process through 
analytical models (2) assessment of WEDM process through numerical models (3) 
assessment of WEDM process through empirical models (4) prediction of 
performance measures of WEDM process using artificial intelligence techniques (5) 
parametric optimization of WEDM process (6) process modification of WEDM. 
(1) Assessment of WEDM process through analytical models 
Zewang et al. (1991) have introduced a four-axes simultaneous control 
programming using ruled surface mathematical model which is suitable for all kinds of 
different top and bottom profile workpiece machining including profile with line and 
arc combinations as well as parametric curves. Finally, they validate the programming 
method through experimentation. Yan et al. (1995) have proposed a mathematical 
model to design ruled surfaces for wire-cut electrical discharge machining. They 
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combined Plucker coordinate representation of lines and boundary planes concept to 
derive a mathematical model for designing the work piece surface and generating the 
tool motion and cut profile for general wire-cut EDM. Beltrami et al. (1996) have 
reported the development of an analytical model to evaluate the wire deflection to 
improve WEDM accuracy in high speed cutting of any contour. Rajurkar et al. (1997) 
have developed a multiple input model for estimating the work piece height with a 
WEDM adaptive control system. They describe the relationship between the output 
value of average gap voltage and input values of sparking frequency and cutting feed 
through the new multiple input model. The model was validated through 
experimentation. Liu and Esterling (1997) have demonstrated a solid modelling 
technique for the analysis of four-axis WEDM cut geometries. Mohri et al. (1998) 
have proposed a mathematical model to investigate the effect of wire vibration on 
machining performance. The model was validated through experimentation. The 
measured displacement of a wire electrode in machining a thin plate is analysed with 
impulsive force measured through impulse response by a single discharge. A third 
order system equation for WEDM is proposed considering machining removal and 
vibration aspect of the system. Huse et al. (1999) have studied the fundamental 
geometry properties of wire electrical discharge machining process in corner cutting 
and also derived the concept of discharge angle by analytical geometry. They have 
developed a mathematical model to estimate the material removal rate considering 
wire deflection with transformed exponential trajectory of wire center. Wang and 
Ravani (2003) have presented tool motion generation for wire cut EDM using a 
computational method based on boundary profiles and contours. They related the 
parameters of the two boundaries or contour curves through the normalized arc 
length and showed that this correlation provided a unique representation of the ruled 
surface.  
In other direction, mathematical modelling of wire vibration and the development of 
vibration measurement system have also been attempted by many researchers. Puri 
and Bhattacharyya (2003) have presented an analytical approach for the solution of 
the wire-tool vibration equation considering multiple spark discharges to investigate 
into the characteristic effect of wire vibration in WEDM. They have also studied the 
trend of variation of the maximum amplitude of the wire vibration with the ratio of ‘the 
height of a job’ to ‘the span of the wire between the guides’ and found that the higher 
the thickness of the work piece, the larger will be the maximum amplitude of vibration 
for a given span of the wire between the guides. Guo et al. (2003) have developed a 
mathematical model for the vibration of wire electrode under the action of successive 
discharges and they have also analysed the effect of wire fluctuation on the 
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distribution of the discharge points. They suggest that distribution of discharge points 
depends on the mode of electrode vibration which can be changed by adjusting the 
machining parameters such as pulse duration, pulse frequency, wire span and wire 
tension. Huse and Su (2004) have proposed a theoretical model for material removal 
during WEDM’s tapering process using the concept of inclined discharge angle 
analysis. Han et al. (2007) describes a simulation model for wire electrical discharge 
machining in corner cut of rough cutting. They analysed the wire electrode vibration 
due to the reaction force acting on the wire electrode during the wire-EDM. They 
have developed a geometrical model between the wire electrode path and NC path 
and investigated the relationship between the wire electrode movement and NC 
movement. Finally, the feasibility of the simulation method was proved by comparing 
the simulation results with the experimental results. Lin and Liao (2009) have 
presented an analytical methodology for generating wire radius compensated NC 
data equations for the machining of non-column work pieces on a five-axis WEDM. 
They validate the proposed approach by machining three workpieces with various top 
and bottom basic curves and then comparing their geometrical dimensions with those 
of specimens produced using the radius compensation scheme built into the WEDM 
machine. Dodun et al. (2009) have investigated the error in machining of small corner 
angle in thin parts using mathematical modelling and experimentation. They observed 
that the corner angle and the thickness of the work piece exerted more influence on 
the machining error. Shichun et al. (2009) have developed a mathematical model of 
wire lateral vibration in machining process to study the kerf variations in micro-
WEDM. The relationship between machining parameters and wire vibration amplitude 
was also analysed by them. Sarkar et al. (2011) have developed an analytical model 
to measure gap force intensity and analysed the wire lag phenomenon during cutting 
cylindrical job in WEDM. They verified the proposed model through experimentation. 
Fan et al. (2013) have investigated the dynamic characteristics of multi-cutting wire 
electrode in WEDM-HS (high speed WEDM) subjected to working fluid considering 
the effect of debris. They have proposed a fluid-solid coupling nonlinear vibration 
model by analysing the forces acting on the multi-cutting wire which locate in the 
dielectric fluid. Chen et al. (2014) have proposed a geometrical model to analyse and 
reduce the geometrical inaccuracy of rough corner cutting. The feasibility of the 
model was confirmed through experimental investigation. 
(2) Assessment of WEDM process though numerical models 
Many researchers have proposed several numerical models to gather information 
on process behaviour and reduce the cost of experimentation and machining time in 
WEDM process. Banerjee et al. (1993) have determined the temperature distribution 
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in the material of the wire in order to predict failure due to thermal load. A simple 
computational model is developed which will give the temperature values by varying 
magnitudes of parameters such as input power, pulse on time, wire velocity and wire 
diameter. A finite-difference thermal model to predict the temperature distribution 
along the wire for the WEDM process in the zone of the discharge channel is 
proposed. Saha et al. (2004) have developed a simple finite element model to predict 
the thermal distribution in the wire accurately. The model is quite capable to optimize 
the different parameters of the system to prevent wire breakage. The model also 
predicts the displacement and stress developed within the wire due to non-uniform 
thermal distribution profile. Hargrove and Ding (2007) have applied finite element 
method (FEM) to determine work piece temperature for different cutting parameters. 
They have investigated the effect of WEDM parameters such as discharge voltage 
and pulse on time on the damaged layer thickness of a machined work piece using 
low carbon steel (AISI 4340) as the work piece. The thickness of the temperature 
affected layers for different cutting parameters was computed based on a critical 
temperature value. Tomura and Kunieda (2009) have developed a two dimensional 
finite element method (FEM) program to analyse the electromagnetic field 
considering electromagnetic induction. Changes in the electromagnetic force applied 
to the wire were calculated and distributions of the current density and magnetic flux 
density was analysed assuming trapezoidal pulse current.  
Similarly, Sanchez et al. (2008) and Plaza et al. (2009) have studied the effect of 
process parameters such as part thickness, taper angle, pulse off time, pulse energy 
and open circuit voltage on angular error in WEDM taper cutting using central 
composite rotatable design. They have derived a quadratic equation for the prediction 
of angular error. A finite element model is also developed by them to describe the 
mechanical behaviour of the soft wires, typically used in taper cutting operations 
considering non-linear phenomena such as contact mechanics, plastic behaviour, 
stress stiffening and large displacements. FEM simulation results have been 
validated through experimental tests. Okada et al. (2009) have investigated the effect 
of fluid flow in the kerf to achieve better jet flushing conditions of working fluid from 
the nozzles in wire EDM. The fluid flow and debris motion in the kerf were analysed 
by computational fluid dynamics (CFD) simulation and compared with the observation 
by high-speed video camera. The influence of flow rate of working fluid from nozzles, 
the nozzle stand-off distance on flow field in the kerf and debris particle motion were 
studied. Banerjee and Prasad (2010) have reported a transient thermal analysis for 
the determination of temperature distribution in the wire of a WEDM process under 
multiple discharge condition using a finite difference method. They have proposed 
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two thermal models such as (i) the random pulse model for short wire length and thin 
work pieces (ii) the cluster model for thicker work pieces. Finally, they suggested that 
an optimum combination of power and duty factor as well as a critical value of 
frequency provides better machining without wire rupture. Weingartner et al. (2012) 
have investigated the influence of high-speed rotating work pieces on wire electrical 
discharge machining. They have also developed an electro-thermal model using finite 
difference method for explaining the influence of relative speed on WEDM.  They 
found that the volume of eroded craters increases as relative speed is increased 
indicating that a higher melting efficiencies are achieved for higher relative speeds. 
(3) Assessment of WEDM process through empirical models 
Performance improvement in WEDM is recognised as a key research area in 
manufacturing due to requirement of the tolerance and surface finish imposed by 
various industries such as tool and die making (Ho et al., 2004). Several attempts 
have been made by many researchers to improve the performance of WEDM process 
using various empirical models and design of experiment techniques such as full 
factorial design, Taguchi’s experimental design and response surface methodology 
(RSM) (Anand, 1996; Liao et al., 2004; Poros and Zaborski, 2009; Rakwal and 
Bamberg, 2009; Islam et al., 2010; Pasam et al., 2010; Patil and Brahmankar, 2010; 
Abdulkareem et al., 2011; Lingadurai et al., 2012).  
Scott et al. (1991) have used a full factorial design to determine the most 
favourable combination of the WEDM parameters and suggested that discharge 
current, pulse duration and pulse frequency are most significant control factors 
affecting the material removal rate (MRR) and surface finish. Tosun and Cogun 
(2003) have experimentally investigated the effect of process parameters on wire 
electrode wear in wire electrical discharge machining process using AISI 4140 steel 
as the work piece material. They have reported that increase in pulse duration and 
open circuit voltage increases the wire wear ratio (WWR) whereas increase in wire 
speed decreases it. The variation of WWR with machining parameters was also 
modelled statistically using regression analysis. Miller et al. (2004) have investigated 
the effect of spark on time duration and spark on time ratio on the material removal 
rate and surface integrity of four types advanced materials such as porous metal 
foams, metal bond diamond grinding wheels, sintered Nd-Fe-B magnets and carbon-
carbon bipolar plates. Hascalyk and Caydas (2004) have experimentally studied the 
effect of WEDM parameters such as open circuit voltage, pulse duration, wire speed 
and di-electric fluid pressure on performance characteristics of AISI D5 steel. 
Similarly, Yan et al. (2005) explore the machinability of the 6061 aluminium alloy and 
Al2O3P/6061Al composite by WEDM to investigate the effect of machining parameters 
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on wire breakage for the composite material. Kanlayasiri and Boonmung (2007) have 
investigated the effect of machining variables such as pulse peak current, pulse on 
time, pulse off time and wire tension on the surface roughness of wire-EDMed DC53 
die steel and developed a empirical model using multiple regression method. They 
have concluded that pulse on time and pulse peak current are significant variables 
affecting on the surface roughness. Garg et al. (2014) have also studied the effect of 
process parameters on cutting speed and surface roughness in wire electrical 
discharge machining of Titanium-6-2-4-2 (HSTR aerospace alloy). 
Many researchers have also used Taguchi’s design of experiment to study the 
effect of various process parameters on performance measures in wire electrical 
discharge machining process. Liao et al. (1997) have proposed an approach for 
determining the best parameter settings based on Taguchi method and the analysis 
of variance (ANOVA). It is suggested that MRR and surface finish are highly 
influenced by the table feed rate and pulse on time. Similarly, an attempt have been 
made by Huang et al. (1999) to study the influence of machining parameters (pulse 
on time, pulse off time, table feed rate, flushing pressure, distance between wire 
periphery, work piece surface and machining history) on the machining performance 
(gap width, surface roughness and white layer depth) of WEDM in finish cutting 
operations using Taguchi’s experimental design method. It is observed that the pulse 
on time, the distance between the wire periphery and the work piece surface are the 
significant factors affecting the machining performance. An empirical model of 
machining parameters and machining performance is also developed by regression 
analysis. Puri and Bhattacharyya (2003) have studied the variation of geometrical 
inaccuracy caused due to wire lag with various machine control parameters. 
Experimental investigation based on Taguchi method has been carried out on die 
steel involving thirteen control factors at three different levels. Tosun et al. (2004) 
have investigated the effect of machining parameters such as pulse duration, open 
circuit voltage, wire speed and dielectric flushing pressure on the kerf and material 
removal rate in WEDM operations using Taguchi experimental design method and 
ANOVA. They have also developed a regression model to study the variation of kerf 
and MRR on machining parameters. Shah et al. (2011) have adopted Taguchi’s L27 
orthogonal array to study the effects of seven control factors on machining output 
characteristics such as material removal rate, kerf and surface roughness of tungsten 
carbide samples machined by wire electrical discharge machining. Muthuraman et al. 
(2012) have conducted experiments on O1 steel in WEDM process using Taguchi’s 
L32 orthogonal array at different cutting conditions of pulse on time, pulse off time, 
wire feed, flow rate, wire tension and voltage and analysed their influence on outputs 
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such as material removal rate, wire wear ratio, surface roughness and dimensional 
deviation. Similarly, the effect of eight control factors on material removal rate, 
surface roughness and kerf are studied by Ikram et al. (2013) in wire electrical 
discharge machining process for D2 tool steel. They have used Taguchi’s 
experimental design and ANOVA to obtain the significance of parameters and found 
that pulse on time is the most significant factor affecting the surface roughness, kerf  
and material removal rate. A multiple linear regression model is developed to 
establish the relationship between control factors and performance measures. Finally, 
they found a good agreement between the experimental result and predicted result.  
An attempt has been made by Puri and Bhattacharyya (2005) to model the white 
layer depth through response surface methodology (RSM) in a WEDM process 
comprising a rough cut followed by a trim cut on die steel. Hewidy et al. (2005) have 
also developed empirical models using RSM for correlating various WEDM machining 
parameters such as peak current, duty factor, wire tension and water pressure with 
the material removal rate, wear ratio and surface roughness while machining Inconel 
601. They have concluded that MRR increases with the increase of peak current and 
water pressure, wear ratio increases with increase of peak current and surface 
roughness increases with increase in peak current and decreases with the increase 
of duty factor and wire tension. Kung and Chiang (2008) have used face centered 
central composite design for conducting the experiment on aluminium oxide based 
ceramic material (Al2O3+TiC) in WEDM process. They have also developed empirical 
models using response surface methodology to investigate the inf luence of 
machining parameters on material removal rate (MRR) and surface roughness (SR). 
Haddad and Tehrani (2008) have adopted design of experiment (DOE) approach to 
plan the experiments and studied the effect of machining parameters on material 
removal rate of AISI D3 tool steel in cylindrical wire electrical discharge turning 
(CWEDT). They have also developed a model for MRR using response surface 
methodology (RSM). Patil and Brahmankar (2010) have proposed two models such 
as a semi-empirical model and the response surface model for material removal rate 
in WEDM. The semi-empirical model is developed by using dimensional analysis and 
non-linear estimation methods such as simplex method and quasi-Newton method. 
Finally, the proposed models were validated using experimental analysis. For 
experimentation, they have considered silicon carbide particulate reinforced 
aluminium matrix composite as the work material. Aggarwal et al. (2015) have 
proposed an empirical model for prediction of cutting rate and surface roughness in 
WEDM process using response surface methodology. 
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(4) Prediction of performance measures of WEDM process using artificial 
intelligence techniques 
Wire electrical discharge machining is an advanced thermo-electrical process 
consisting of several process parameters and complicated stochastic process 
mechanism. Due to contribution of large number of process variables on performance 
measures in WEDM process, development of a process model which predicts the 
characteristics of the process is a critical issue. Hence, many researchers have 
proposed various artificial intelligence or soft computing models for predicting various 
performance characteristics of WEDM process (Sarkar et al., 2005; Yuan et al., 2009; 
Khan and Rajput 2012). Spedding and Wang (1997a) have developed a model to 
predict the process performances of WEDM process using a feed-forward back-
propagation neural network collecting data based on a central composite rotatable 
experimental design. They have also compared the performance measures predicted 
through response surface methodology (RSM) and 4-16-3 architecture back 
propagation neural network in another work  and concluded that both models are able 
to predict the performance measures within a reasonable range of accuracy 
(Spedding and Wang 1997b). Yan et al. (2001) have presented a feed forward neural 
network model using a back propagation learning algorithm for the estimation of the 
work piece height in WEDM. In order to carry out the processing of a work piece with 
variable height, they have developed an adaptive control system performed in 
hierarchical structure of three control loops using the fuzzy control strategy in order to 
maintain optimal machining and improve the stability of machining operation at the 
stair section where work piece thickness changes. 
Liao et al. (2002) have also proposed a feed forward neural network model with 
back propagation learning algorithm to estimate the work piece height and distinguish 
the machining condition in wire electrical discharge machining (WEDM). Lee and Leo 
(2007) have presented an adaptive control system with self-tuning fuzzy logic 
algorithm with grey predictor to improve the efficiency of machining a work piece with 
varying thickness in the wire-EDM process. Yuan et al. (2008) have proposed a 
Gaussian process regression (GPR) model and optional decision making approach 
for optimization of high speed wire EDM process. The mean current, pulse on time 
and pulse off time were considered as input features and material removal rate 
(MRR) and surface roughness as performance measures. Model performance of the 
GPR was compared with back propagation neural network (BPNN), support vector 
regression (SVR) and relevance vector machine (RVM) based on the experimental 
results on the data set of high-speed WEDM process. They have observed that GPR 
model showed better performance than other models in terms of model accuracy. 
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Saha et al. (2008) have developed a second order multi-variable regression model 
and a feed forward back propagation neural network (BPNN) model to correlate the 
input process parameters such as pulse on time, pulse off time, peak current and 
capacitance with the performance measures such as cutting speed and surface 
roughness while machining of tungsten carbide-cobalt (WC-Co) composite material. 
Comparing both the models, they conclude that the BPNN model yields better 
prediction than regression model. Caydas et al. (2009) have developed an adaptive 
neuro-fuzzy inference system (ANFIS) model for the prediction of the white layer 
thickness (WLT) and the average surface roughness of AISI D5 tool steel in WEDM 
process. The model combining modelling function of fuzzy inference with the learning 
ability of artificial neural network generate a set of rules directly from the experimental 
data. Similarly, Amini et al. (2011) have used multilayer perceptron neural network 
model to estimate material rate and surface roughness of TiB2 nanocomposite 
ceramic in WEDM process. Kondayya and GopalKrishna (2011) have proposed the 
prediction models for material removal rate and surface roughness using a potential 
evolutionary modelling algorithm genetic programming (GP). Nayak and Mahapatra 
(2012) have proposed two artificial intelligence models such as artificial neural 
network (ANN) model and adaptive neuro-fuzzy inference system (ANFIS) model for 
prediction of angular error during taper cutting in WEDM process. They have 
suggested that ANFIS model performs better than ANN model. The wire electrical 
discharge turning is also modelled using artificial neural network with feed forward 
back-propagation algorithm and an adaptive neuro-fuzzy inference system by 
Krishnan and Samuel (2013). 
(5) Parametric optimization of WEDM process 
WEDM has become an important machining process in manufacturing industries 
to machine intricate shapes of hard and composite materials. However, the selection 
of right combination of input parameters in WEDM is difficult as the process involves 
a large number of control variables. Although many attempts have been made to 
improve the performance characteristics viz., surface roughness, cutting speed, 
dimensional accuracy and material removal rate, the full potential of the process is 
not completely explored because of complex and stochastic nature the process 
(Chiang and Chang, 2006; Gauri and Chakraborty, 2009). Huang and Liao (2003) 
have used grey relational analysis and AVOVA to determine the optimal machining 
parameters for WEDM process and found that the table feed rate has significant 
influence on MRR while gap width and surface roughness are mainly influenced by 
pulse on time. Sarkar et al. (2008) have modelled and optimized wire electrical 
discharge machining parameters in trim cutting operation of γ-TiAl. A second order 
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mathematical model in terms of machining parameters was developed for surface 
roughness, dimensional shift and cutting speed using RSM. Finally, optimization of 
process variables for trim cutting operation was done by using desirability function 
and Pareto optimization algorithm. Gauri and Chakraborty (2009) have used 
weighted principal component (WPC) method to optimise the multiple performance 
measures of WEDM process. They found that the WPC method offers significantly 
better overall quality than the other approaches. Grey-Taguchi technique is adopted 
by Datta and Mahapatra (2010) and Jangra et al. (2010) for multi-response 
optimization in WEDM process. Gadakh (2012) have applied techniques for order 
preference by similarity to ideal solution (TOPSIS) method for solving multiple 
response optimization problems in WEDM process. Rajyalakshmi and Ramaiah 
(2013) have also applied Taguchi-grey relational analysis to simultaneously optimize 
material removal rate, surface roughness and spark gap of wire cut electrical 
discharge machining (WEDM) on Inconel 825. Kanlayasiri and Jattakul (2013) have 
used desirability function approach for simultaneous optimization of dimensional 
accuracy and surface roughness for finishing cut of wire-EDMed K460 tool steel 
considering cutting speed, peak current and offset distance as the cutting variables. It 
is found that both peak current and offset distance have significant effect on the 
dimension of the specimen while peak current alone affects the surface roughness. 
Chalisgaonkar and Kumar (2013) have applied utility concept method to predict and 
select the optimal setting of machining parameters in wire electrical discharge 
machining of pure titanium. 
Although many researchers have used various traditional methods to solve 
optimization problems in WEDM process, traditional techniques may not be robust 
and sometimes tend to produce a local optimal solution. Many researchers have 
focused on employment of non-traditional evolutionary algorithms for the process 
modelling and optimization of manufacturing processes, which are expected to 
overcome some of the limitations of conventional process modelling techniques 
(Prasad and Krishna, 2009; Boopathi and Sivakumar, 2013; Rao and Kalyankar, 
2013; Selvakumar et al., 2014). Tarng et al. (1995) have used neural network to 
associate the cutting parameters such as pulse duration, pulse interval, peak current, 
open circuit voltage, servo reference voltage, electric capacitance and table speed 
with the cutting performance such as cutting speed and surface finish. Finally, 
simulated annealing algorithm is used to determine the optimal combination of control 
parameters in WEDM. Kuraiakose and Shunmugam (2005) have developed a 
multiple regression model to represent the relationship between input and output 
variables and a multi-objective optimization method based on a Non-Dominated 
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Sorting Genetic Algorithm (NSGA) to optimize WEDM process. Mahapatra and 
Patnaik (2007) have established the relationship between control factors and 
performance measures like MRR, surface finish and kerf by means of non-linear 
regression analysis resulting in valid mathematical models. Finally, genetic algorithm 
is employed to optimize the WEDM process with multiple objectives. Chen et al. 
(2010) have proposed an integrating back-propagation neural network (BPNN) and 
simulated annealing approach to determine an optimal parameter setting of the 
WEDM process. Sadeghi et al. (2011) have applied Taguchi’s technique and Tabu 
search algorithm for determining parametric influence and optimizing material 
removal rate and surface roughness during WEDM process. Kumar and Agrawal 
(2012) have made an attempt to optimize the machining conditions for maximum 
material removal rate and surface finish using non-dominated sorting genetic 
algorithm-II (NSGA-II). Mukherjee et al. (2012) have applied six different non-
traditional optimization algorithms such as genetic algorithm, particle swarm 
optimization, sheep flock algorithm, ant colony optimization, artificial bee colony and 
biogeography based optimization for single and multi-objective optimization of WEDM 
process. It is suggested that all the six algorithms have potential to achieve optimal 
parameter settings but the biogeography based algorithm performs better amongst 
all. Yang et al. (2012) have proposed a hybrid method including response surface 
methodology (RSM) and back-propagation neural network (BPNN) integrated 
simulated annealing algorithm (SAA) to determine an optimal parameter setting of 
wire electrical discharge machining (WEDM) process while cutting profiles on pure 
tungsten. Saha et al. (2013) have proposed a neuro-genetic technique through 
hybridization of a radial basis function network (RBFN) and non-dominated sorting 
genetic algorithm (NSGA-II) to optimize the multi-response of wire-electro discharge 
machining process. Shayan et al. (2013) have presented two approaches for 
modelling and optimization of dry WEDM process of WC-Co. The first approach was 
based on mathematical model and desirability function whereas the second approach 
based on neural network and particle swarm optimization. They have suggested that 
BPNN-PSO approach was more efficient in optimization process rather than 
mathematical model-desirability function. Muthukumar et al. (2015) have employed 
accelerated particle swarm optimization (APSO) algorithm to optimize the machining 
parameters for maximizing material removal rate and minimizing surface roughness 
and kerf width during wire electrical discharge machining of AISI D3 die-steel. 
(6) Process modification of WEDM  
Machining speed and surface integrity continue to be issues of focus in current 
wire EDM research. To achieve these requirements, many researchers have 
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attempted various technological modifications in the existing wire electrical discharge 
machining process (Sanchez et al., 2007; Janardhan and Samuel, 2010; Kao et al., 
2011; Maher et al., 2014). Kinoshita et al. (1987) have developed a guide for wire 
electrode during taper cutting in WEDM. Liao et al. (1997) have developed a 
computer aided pulse discrimination system based on the characteristics of voltage 
waveform during WEDM machining. Using this system, a large amount of sparking 
frequency data during wire rupture process and under normal working conditions 
were collected and analysed. They identified two symptoms of wire rupture i.e. the 
excess of arc sparks, and a sudden rise of the total sparking frequency. They have 
also presented a chart to monitor the wire breaking and its relationships with the 
metal removal rate and machining parameters. Liao and Woo (1997) have developed 
a pulse discrimination system to study the characteristics of pulse trains in the WEDM 
process under various machining conditions. The effect of pulse on time, pulse off 
time and feed were studied varying the proportions of short sparks, arc sparks and 
normal sparks in the total sparks in a specific sampling period. Yan and Liao (1998) 
have proposed a new sparking frequency monitoring adaptive control system for the 
WEDM process. The fuzzy logic strategy is selected to implement adaptive control 
optimization method. The experimental results reveals that the developed control 
system results in suitable performance. Ebeid et al. (2003) have developed a 
knowledge-based system to select an optimal setting of process parameters and 
diagnose the machining conditions for WEDM. The system allowed a fast retrieval for 
information and ease of modification or appending data. The sample outcomes for 
alloy steel AI 2417 and Al 6061 were presented in the form of charts to aid WEDM 
users for improving the performance of the process. Lautre and Manna (2006) have 
developed a binary coded relational base expert system for fault diagnosis and 
maintenance of Wire-EDM. The proposed system is time saving, easy to maintain, 
capable of self-learning and knowledge acquisition. This system can also support and 
guide the operator through proper identification of actual faults of WEDM and suggest 
proper remedial actions against faults during WEDM operation. Yan and Lai (2007) 
have proposed a new transistor controlled RC type fine-finish power supply for 
WEDM. The transistor controlled power supply composed of a full-bridge circuit, two 
snubber circuits and a pulse control circuit, which is designed to provide the functions 
of anti-electrolysis, high frequency and very low energy pulse control. Experimental 
results verified that the developed model is quite capable to reduce recast layer, 
eliminate rusting and bluing in titanium and reduce micro-cracking in tungsten carbide 
caused by electrolysis and oxidation. Chiu et al. (2007) have carried out an on-line 
adjustment of the axial force imposed by the machine on the wire in taper cutting. 
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Similarly, an on-line supervision system which monitors and diagnoses degraded 
cutting regimes in advance is proposed by Cabanes et al. (2008). The system 
consists of two well differentiated parts: the virtual instrumentation system (VIS) that 
measures relevant magnitudes and the diagnostic system (DS) that detects low 
quality cutting regimes and predicts wire breakage. The proposed system is validated 
through experimental tests. Yu et al. (2011) have proposed a novel pulse voltage and 
auxiliary voltage configuration for wire electrical discharge machining (WEDM) of 
polycrystalline silicon (polysilicon) used in solar cell production and found that 
auxiliary supply mode performs better than conventional pulse- voltage supply.    
Many researchers have adopted different techniques to improve various properties 
of wire electrode and work material in order to achieve higher machining performance 
as well as productivity of wire electrical discharge machining process (Takino et al., 
2005; Kumagai.et al., 2007; Lee et al., 2013). Kozak et al. (2004) have presented a 
technique to machine low conductive materials in wire electrical discharge machining 
process. A conductive silver coating is applied in the work piece surface. Because of 
the silver coating, the drop voltage in work piece material has been reduced; thereby 
decreasing energy loss in work piece material. It has been observed that conductive 
silver coating not only minimizes the variation in resistance but also increases the 
productivity of the process. Kurth et al. (2004) have discussed the use of new 
composite wires comprising a high tensile core and several coatings. They have used 
new wire electrode materials like pearlitic steel, phosphates and chromates and 
suggested that coated pearlitic wire is cheaper and better performing tool for high 
precision cutting. Menzies and Koshy (2008) have presented a concept of hybrid 
wire-EDM process that utilizes a wire embedded with electrically non-conducting 
abrasives. Material removal in this process is studied through electrical erosion that is 
augmented by two body abrasion. They have observed a significant improvement in 
material removal rate and generate surfaces with minimal recast layer in WEDM 
process. Kapoor et al. (2012) have investigated the effect of cryogenic treatment on 
the brass wire electrode used in wire electrical discharge machining. It is observed 
that cryogenic treatment improves the electrical conductivity of the wire electrode 
which also results better material removal rate.  
In order to reduce the electrolytic current during erosion and obtain better surface 
quality, some researchers have used low-conductive deionized water through the 
ionization of distilled water. Kim and Kruth (2001) have found that low electrical 
conductivity of the dielectric results higher metal removal rate when the gap between 
wire electrode and work material is reduced. Yang et al. (2006) have improved the 
machining performance of wire electrochemical discharge machining by adding SiC 
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abrasive to electrolyte. They have observed that surface roughness is increased 
because the abrasive helps to refine the micro-cracks and melted zone that is formed 
by discharge heat erosion. Yeh et al. (2013) have used two different dielectrics such 
as pure water and pure water with sodium pyrophosphate powder on wire electrical 
discharge machining of polycrystalline silicon. They have compared the effect of 
dielectric on cutting speed and surface roughness. It is observed that pure water with 
sodium pyrophosphate powder increases machining efficiency and improves 
infiltration of the phosphorous element on the surface. 
Recently, many researchers have proved that WEDM process has the ability to 
machine advanced materials, composites, nano fibers and perform better than the 
other non-traditional machining processes. Park at al. (2012) have investigated the 
process of wire electrical machining of carbon nano fibers (CNFs). They found that 
WEDM reduced machining time to 1/10th as compared to EDM using a wire electrode. 
Zhang (2014) have investigated the microstructure and properties of conductive 
TiN/Si3N4 nanocomposite ceramics after machining in WEDM process. Manjaiah et 
al. (2014) have studied the wire electric discharge machining characteristics of TiNi 
shape memory alloys. Bobbili et al. (2015) have experimentally investigate the effect 
of WEDM machining parameters on material removal rate and surface roughness of 
hot-pressed boron carbide.                                                                
2.2 Critical analysis of literature 
Literature on WEDM is classified according to different models depending upon 
techniques and solution methodology used by the authors. Figure 2.1 shows a pie 
chart with distribution of WEDM literature studied in terms of percentage. It shows 
that 26% of the studied literature employs empirical models whereas 21% of the 
studied literature uses different optimization models. Only 12% of the studied 
literature applied artificial intelligent models to improve the performance of WEDM 
process. It is found that 22% of the studied literature employs some technological 
modification to the basic WEDM process. As for as numerical and analytical model 
concerned, the chart shows that only 7% and 14% of work in WEDM process 
respectively. When the studied literature are analysed on the basis of WEDM straight 
cutting and taper cutting, it is found that only 2% of research work has been carried 
out in WEDM taper cutting process using analytical models, 1% of research work has 
been carried out using numerical models and 1% of research work has been carried 
out using empirical models whereas the application of optimization models and 
artificial intelligent models are not explored in the field of WEDM taper cutting. Hence, 
the proposal for the current research is derived from identifying the literature gap.                                                                                
30 
 
 
Figure 2.1 Literature appraisal in terms of percentage 
2.3 Conclusions 
Critical review of past literatures suggests that taper cutting using WEDM has 
emerged as a subject of extensive research with broad usage in production and 
manufacturing engineering. A limited research work was proposed to enhance the 
machining efficiency with the use of mathematical and numerical models. However, 
critical analysis of the process with various advanced work materials combined with 
statistical and artificial intelligent techniques has not been made. Hence, considering 
the above literature gap, an attempt has been made to propose a robust framework 
to enhance the machining efficiency during taper cutting in WEDM process. The 
present work attempts to experimentally investigate the machining performance of 
various alloys, super alloys and metal matrix composite during taper cutting using 
WEDM process. The experimental results are analyzed using statistical and 
intelligent techniques. In the recent decade, a large number of meta-heuristic 
algorithms have been proposed inspire by nature analogy. However, most of these 
algorithms do not always perform according to expectations even if having some 
special features. The success of meta-heuristic algorithms depends on exploration 
and exploitation ability of the algorithm. From extensive literature review, it is found 
that the application of two latest meta-heuristic algorithms such as multi-objective 
particle swarm optimization (MOPSO) and Bat algorithm (BA) is not explored in the 
field of WEDM taper cutting. Hence, considering this the present wok uses multi-
objective particle swarm optimization (MOPSO) and Bat algorithm (BA) to obtain the 
optimum parametric conditions during taper cutting in WEDM process. Although 
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MOPSO develops a set of non-dominated solutions, the best ranked solution is 
identified from a large number of solutions through application of maximum deviation 
method rather than resorting to human judgement. Deep cryogenic treatment of both 
wire and work material has been carried out to enhance the machining efficiency of 
the low conductive work material like Inconel 718. The present work also proposes 
various artificial intelligent models to predict performance measures prior to taper 
cutting in WEDM process. The proposed models has been successfully applied to a 
wide range of applications. 
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PERFORMANCE ANALYSIS AND 
OPTIMIZATION OF PROCESS 
PARAMETERS IN TAPER CUTTING 
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3.1 Introduction 
In today’s manufacturing scenario, the precision and die industries not only 
emphasise on productivity, tolerance and dimensional accuracy but also demands 
complicated profiles with inclined or curved surfaces. Hence, tapering operation of 
WEDM process is a viable approach for machining high strength and temperature 
resistant materials with intricate shapes and complex profiles. The problem of taper 
cutting is proposed first time by Kinoshita et al. in 1987. Literature review reveals that 
limited number of publications appear in the field of taper cutting considering limited 
types of work piece materials (Kinoshita et al., 1987; Sanchez et al., 2008; Plaza et 
al., 2009). Hence, there is a need for studies in the field of WEDM taper cutting for 
different classes of engineering materials. In the present chapter, two different work 
materials such as AISI 304 stainless steel (AISI 304 SS) and AISI D2 tool steel are 
used for taper cutting using WEDM process considering their applications in the field 
of manufacturing and tool and die making industries. AISI 304 SS is one of the 
strategic grade of steel having wide engineering applications mostly in the field of 
chemical equipment, refrigeration equipment, food processing, pressure vessels, 
cryogenic vessels and machinery parts requiring high corrosion resistance (Groover, 
1996). However, machinability of these material is difficult compared to other alloy 
steels due to high strength, low thermal conductivity, high ductility and high work 
hardening tendency (Korkut et al., 2004; Tekiner and Yesilyurt, 2004; Anthony xavior 
and Adithan, 2009). Wire electrical discharge machining process has the potential to 
machine AISI 304 SS (Abdulkareem et al., 2011). Similarly, AISI D2 tool steel is one 
of the most popular high-chromium, high-carbon steels of D series having high 
compressive strength and wear resistance properties (Koshy et al., 2002; Guu, 2005; 
Dumitrescu et al., 2006). It has found wide applications in tool and die making 
industries including blanking dies, punches, shear blades and slitting cutters that 
involve complicated profiles with various tool angles.          
Furthermore, the selection of various process parameters in WEDM plays crucial 
role in achieving optimal machining performance. During tapering operation, 
occurrence of frequent wire breakage causes surface damage and reduction in 
machining performance because the wire having stiffness and tension moves with 
some angle. Therefore, it is vital to minimize the angular error occurring due to the 
wire deformation through the proper parameter selection so that the surface integrity 
and machining performance can be enhanced to desired level. Hence, selection of 
the process parameters is a major issue in the field of taper cutting operation in 
WEDM. Many past studies have attempted to optimize the WEDM process 
parameters using various traditional, statistical, multi-criteria decision making and 
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evolutionary algorithm methods (Kuriakose and Shunmugam, 2005; Mahapatra and 
Patnaik, 2007; Sarkar et al., 2008; Yang et al., 2012; Saha et al., 2013). However, 
most of the research works have focused on vertical cutting by WEDM. Literature 
reveals that limited number of experimental and simulation work has been carried out 
for analysis of the taper cutting during WEDM process (Huse and Su, 2004; Sanchez 
et al., 2008; Plaza et al., 2009). However, the effect of various process parameters on 
various performance measures during taper cutting process is not properly addressed 
in the literature.  
With a view to alleviate this difficulty, a simple but reliable method based on 
Taguchi’s design of experiment is used for investigating the effect of various process 
parameters on angular error, surface roughness, cutting rate and white layer 
thickness to determine optimal process setting for two different work piece materials  
(AISI 304 SS and AISI D2 tool steel). Analysis of variance (ANOVA) is employed to 
find out the significant influence of the process parameters. The performance 
characteristics of both the materials are also compared. However, the traditional 
Taguchi method fails to optimize all the four performance measures simultaneously. 
To overcome this limitation, in the present chapter, a popular evolutionary algorithm 
known as multi-objective particle swarm optimization (MOPSO) is applied for 
simultaneous optimization of more than one performance measures during taper 
cutting in WEDM. Since the system is highly complex and non-linear in nature, the 
interrelationship among various process parameters and performance characteristics 
is established through a multiplicative regression model which is used as the 
objective function for the proposed algorithm. MOPSO results large number of non-
dominated solutions. Due to large number of non-dominated solutions, deciding the 
best alternative amongst the Pareto frontiers is difficult and may be subjective in 
nature. To avoid the subjectiveness and imprecision in decision making process, 
maximum deviation method is applied to determine the objective weight of each 
objective. Finally, the ranking of the solution is carried out through composite score 
calculation and the top ranking solution is treated as the best solution among the set 
of non-dominated solutions. 
3.2 Particle swarm optimization 
Particle swarm optimization (PSO) is an evolutionary computation technique 
inspired by the flocking behaviour of the birds. It was first developed by Kennedy and 
Eberhart in 1995 (Kenedy and Eberhart, 1995). PSO is a population based heuristic 
where the population of the potential solutions is called a swarm and each individual 
solution within the swarm is called a particle. Each particle moves around in the 
search space with a velocity which is continuously updated by the particle’s individual 
34 
 
contribution and the contribution of the particle’s neighbours or the contribution of the 
whole swarm. The members of the whole population are maintained during the 
search procedure so that information is socially shared among all individuals to direct 
the search towards the best position in the search space. Each particle has a fitness 
value and the optimization process involves finding the minimum fitness value for 
each particle (Kenedy and Eberhart, 2001). 
Consider a search space of d dimension and n particles whose i
th
particle at a 
particular position  xxxX idiii ,......, 21  and velocity  vvvV idiii ,......, 21 . Each particle 
moves towards its personal best ( pbest ),  pppP idiii ,......, 21  which is defined by its 
own best performance in the swarm. The overall best performance of the particle with 
respect to the swarm is called global best ( gbest ). Each particle tries to changes its 
position according to current positions, current velocities, distance between the 
current positions and pbest  and distance between the current positions and gbest . 
The updated velocity and position of each particle can be calculated by the following 
equations (3.1 and 3.2). 
   XgbestrcXpbestrcVwV titititi  22111                                                    (3.1) 
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                                                                                                         (3.2) 
where   = cognitive acceleration coefficient and   = social acceleration co-efficient, 
  and    are the random numbers provide a stochastic characteristic for the particles 
velocities in order to simulate the real behavior of the birds in a ﬂock, pbest  is the 
personal best of the particle and gbest  is the global best of the particle. X
t
i  is the 
current position of the i
th
particle at iteration t , V
t
i  is the velocity of i
th
 particle at 
iteration t . The inertia weight parameter w is a control parameter which is used to 
control the impact of the previous velocities on the current velocity of each particle. 
Hence, the parameterw regulates the trade-off between global and local exploration 
ability of the swarm. The recommended value of the inertia weight w is to set to a 
large value for the initial stages in order to enhance the global search of the search 
space and gradually decrease to get more reﬁned solutions facilitating the local 
search in the last stages. In general, the inertia weight factor is set according to the 
following Equation (3.3) (Natarajan et al., 2006; Moderas et al., 2010). 
t
t
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ww
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minmax
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
                                                                                         (3.3) 
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where ww and maxmin are initial and final weights, tmax is the maximum number of 
iterations and t is the current iteration number. 
3.2.1 Proposed MOPSO algorithm 
Real world problems require simultaneous optimization of several 
incommensurable and often conflicting objectives. Multi-objective optimization with 
such conflicting objective functions gives rise to a set of optimal solutions instead of 
one optimal solution. These solutions are optimal in the wider sense that no other 
solutions in the search space are superior to another when all objectives are 
considered. The optimal solutions are known as Pareto-optimal solutions (Deb, 2001; 
Coello et al., 2002). Pareto front is a set of Pareto optimal solutions (non-dominated 
solutions) being considered optimal, if no objective can be improved without 
sacrificing at least one other objective. To identify the non-dominance, each solution 
is compared with every single solution and checked for satisfying the rules given 
below for the solution under consideration. 
Due to simple concept, easy implementation and rapid convergence, PSO has 
gained much attention and been successfully applied to a wide range of applications 
such as power and voltage control, neural network training, mass spring system, task 
assignment, supplier selection and ordering problem, automated drilling and state 
estimation for electric power distribution systems (Yoshida et.al., 2000; Brandstatter 
and Baumgartner, 2002; Dong et al., 2005; Modares et al., 2010; Kim and Son, 2012; 
Belmecheri, 2013; Ciurana et al., 2009). The successful application of PSO in many 
single objective optimization problems reflects its effectiveness and seems to be 
particularly suitable for multi-objective optimization due to its ease of implementation 
and computational efficiency. The main difficulty in extending PSO to multi-objective 
problems is to find the best way of selecting the guides for each particle in the swarm. 
Basic difference between a PSO (single-objective) with a multi-objective particle 
swarm optimization (MOPSO) is the distribution of gbest . In MOPSO algorithm, gbest  
must be redefined in order to obtain a set of non-dominated solutions (Pareto front). 
In single-objective problems, only one gbest  exists. In multi-objective optimization 
problems, more than one conflicting objectives will be optimized simultaneously. 
There may be multiple numbers of non-dominated solutions which are located on or 
near the Pareto front. Therefore, each non-dominated solution can be the gbest . 
Extending PSO to handle multiple objectives has been proposed by several 
researchers with various concepts (Mostaghim and Teich, 2003; Colleo et al., 2004; 
Wang and Singh, 2007; Montalvo et al., 2010; Lee and Kim, 2013). They provided an 
approach in which Pareto dominance is incorporated into PSO to allow the heuristic 
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to handle problems with several objective functions. The algorithm uses a secondary 
repository of particles to guide particle flight. The approach was validated using 
several test functions and metrics drawn from the standard literature on evolutionary 
multi-objective optimization. However, the recently developed crowding distance 
based MOPSO is found to be one of the best techniques among them (Deb et al., 
2002; Yang et al., 2011; Ebrahimipour et al., 2012). Therefore, in order to achieve a 
good performance of MOPSO in terms of the trade-off between exploration and 
exploitation and maintain the diversity of the non-dominated solutions in the external 
archive, the concept of crowding distance together with a mutation operator is applied 
in the proposed work. This technique has been extensively applied in evolutionary 
multi-objective algorithms to promote diversity.  
In the proposed algorithm, numbers of particle’s positions are generated randomly 
and velocities are set to zero. Initially, pbest  for each particle is assigned as the 
particle’s current position. While solving single-objective optimization problems, the 
gbest   that each particle uses to update its position is completely determined once a 
neighborhood topology is established. However, in the case of multi-objective 
optimizations problems, each particle might have a set of different gbest  from which 
just one can be selected in order to update its position. Such set of gbest is usually 
stored in a different place from the swarm that is called as external archive ( ). This 
is a repository in which the non-dominated solutions found so far are stored. The 
MOPSO maintains an external archive ‘ ’ of non-dominated solutions of the 
population which is updated after every iteration. Then, the current solutions of 
repository are examined and if any one of them is dominated by new solutions, it will 
be deleted from repository.  In case the number of non-dominated solutions exceeds 
the maximum size of the archive, number of solutions is reduced as a result by using 
crowding distance factor (CD) that is discussed in the section below. Based on this 
approach, solutions with smaller CD factors are deleted. Consequently, solutions in 
large crowded spaces remain in repository. Then, the global best guide is randomly 
selected from a specified top 10% of the stored archive   and stores its position to
gbest . After the guide selection, positions and velocities of particles are updated 
according to the Equation (3.7) and (3.8). Then, a mutation operator is used which is 
helpful in terms of preventing premature convergence due to existing local Pareto-
fronts.                                                                                                                      
3.2.2 Crowding distance 
Crowding distance technique has been extensively applied in evolutionary multi-
objective algorithms to promote diversity. The use of crowding distance measure in 
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MOPSO for gbest  selection was first proposed by Raquel and Naval in 2005 (Raquel 
and Naval, 2005). The approach is quite capable in converging towards the Pareto 
front and generating a well-distributed set of non-dominated solutions. In this study, 
crowding distance approach has only been applied to make gbest  selection. 
Crowding distance (CD) factor is defined to show how much a non-dominated 
solution is crowded with other solutions. The crowding distance value of a solution 
provides an estimate of the density solutions surrounding that solution. Consider a set 
of solutions including k non-dominated ones. Figure 3.1 shows the calculation of the 
crowding distance of point i  which is an estimate of the size of the largest cuboid 
enclosing i without including any other point. Crowding distance is computed by the 
following steps (Raquel and Naval 2005; Ebrahimipour et al., 2012). First, it is 
necessary to sort solutions in an ascending order for each objective function. CD 
factor of boundary solutions which have the lowest and highest objective function 
values are given an infinite crowding distance values so that they are always 
selected. For other solutions, CD factor is calculated by following relation. 
 
 ff
ff
CD
minmax
ii
i


  11                                                                                                   (3.4) 
Where F1 and F 2 are the objective functions. f max and f min are the highest and 
lowest objective function values.  
Finally, the overall crowding factor is computed by adding the entire individual 
crowding distance values in each objective function. 
 
Figure 3.1 Crowding distance calculation 
3.2.3 Mutation 
PSO algorithms have found to show a very high convergence speed for single 
objective. However, such convergence speed may be achieved at the cost of the 
diversity in the context of multi- objective optimization (Colleo et al., 2004; Pant et al., 
2007; Singh and Mahapatra, 2012). To allow the MOPSO algorithm to explore the 
search space to a greater extent, with diversified solutions, a mutation operator has 
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been used.  A mutation operator is introduced to improve the global search ability. As 
the mutation rate is being independent from iteration number, the algorithm can jump 
out from local optimal all the time in multi-modal problems. When the change of the 
whole archive tends to decrease, the mutation process will begin (Tripathi et al., 
2007). This helps to prevent premature convergence due to existing local Pareto 
fronts. The mutation operator also boosts the exploitation capability of the MOPSO. If 
the number of iteration is less than the product of maximum number of iteration and 
probability of mutation, then only the mutation is performed on the new position of the 
particle.      
Given a particle, a randomly chosen variable, saymk  is mutated to assume a value 
mk
'
as given below: 
     { 
    (       )                      
    (       )                      
                                                         (3.5) 
when flip denotes the random event of returning 0 or 1. UB denotes the upper limit of 
the variable   while LB denotes the lower limit. The function   is defined as 
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where r is the random number generated in the range [0, 1], tmax is the maximum 
number of iterations and t is the number of iteration. The parameter b determines the 
degree of dependence of mutation on the iteration number (Tripathi et al., 2007).  
The performance of this approach is highly competitive in converging towards the 
Pareto front and generated a well-distributed set of non-dominated solutions. In this 
study, crowding distance approach has only been applied to make gbest  selection 
(Deb et al., 2002) and mutation operator is used to prevent the premature 
convergence (Colleo et al., 2004). The detail algorithm of the proposed multi-objective 
particle swarm optimization is described below. 
3.2.4 MOPSO algorithm 
1. For     to  (  is the population size)  
a. Initialize position of the particles randomly  
b. Initialize   
      (  is the velocity of each particle)  
c. Evaluate each particle’s fitness  
d. Compare each particle’s fitness with the particle’s      . Compare the 
fitness with the population’s overall previous best 
e. Find out the personal best (     ) and global best (     ). 
 2. End For  
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 3. Initialize the iteration counter    . 
 4. Store the non-dominated vectors found into archive ‘ ’ 
    (‘ ’ is the external archive that stores non-dominated solutions found)  
 5. Repeat  
  a. Compute the crowding distance values of each non-dominated solution in 
the archive  . 
            b. Sort the non-dominated solutions in ‘ ’ in descending crowding distance   
values  
   c. For     to  
i. Randomly select the global best guide from a specified top 10% of the 
sorted archive   and store its position to      .  
ii. Compute the new velocity:  
                     
       
       (        
 )       (         
 )                          (3.7)                      
                   (       is the global best guide for each non-dominated solution)  
                   iii. Calculate the new position of  
                       
      
     
                                                                                    (3.8) 
                   iv. If (t < ( PMUTt *max ), then perform mutation on   
   .  
                    (tmax  is the maximum number of iterations)   
                    (PMUT is the probability of mutation)  
                   v. Evaluate   
    
d. End For  
            e. Insert all new non-dominated solution into archive   if they are not 
dominated by any of the stored solutions. All dominated solutions in the 
archive are removed by the new solution from the archive. If the archive is 
reached its maximum, the solution to be substituted is determined by the 
following steps:  
 i. Compute the crowding distance values of each non-dominated                                                       
solution in the archive   
ii. Sort the non-dominated solutions in archive ‘ ’ in descending crowding               
distance values  
iii. Randomly select a particle from a specified bottom 10% of the sorted 
archive    and replace it with the new solution  
f. Update the personal best solution of each particle. If the current        
dominates the position in memory the particles position is updated. 
            g. Increment iteration counter   
6. Until maximum number of iterations is reached. 
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3.2.5 Solution ranking by maximum deviation method 
Multi-objective particle swarm optimization hardly generate a single optimal 
solution. Thus, decision maker consider many possible substitutional solutions before 
arriving at the best solution among non-dominated solutions. The curve or surface 
describing the optimal trade-off solutions between objectives is known as Pareto 
front. To judge a best solution among non-dominated solutions, a solution ranking 
approach is proposed in the present work. There are various multi attribute decision 
making methods such as Simple Additive Weight (SAW), Weighted Product Method 
(WPM), Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS), 
Analytic Hierarchy Process (AHP) and Preference ranking organisation method for 
enrichment of evaluations (PROMETHEE) (Rao, 2007; Yoon and Hwang, 1995; 
Saaty, 2008; Brans and Vincke, 1985) are applied by several researchers for solution 
ranking. However, usually the weights assigned in the multi attribute decision making 
(MADM) are quite subjective in nature and affect the decision of ranking the 
alternative solutions. To avoid the embedded uncertainty and subjective assignment 
of weights from the experts, it is prudent to extract the accurate information from the 
available numerical data using maximum deviation method proposed by Wang 
(Wang, 1998). The distinguishing ability and objectivity of the maximum deviation 
method seems to be superior to other MADM methods (Wu and Chen, 2007; Chen 
and Hung, 2009; Chen et al., 2010). The basic idea of maximum deviation theory 
rests on smaller weight should be assigned to the attribute having smaller values in 
comparison to the attribute having larger deviations. The deviation method is selected 
to compute the differences of the performance values of each alternative and the 
following steps are suggested here to obtain the optimal set of parameter for the 
given problem. 
Step-1: Normalization of the evaluation matrix 
The normalization process is needed to transform different scales and units among 
various attributes into common measurable units to allow the comparisons of different 
attributes. The decision matrix  r ij  is obtained from MOPSO by treating the non-
dominated solutions as alternatives and objective values as the attributes. Each 
element of the decision matrix  r ij  represents the value of jth attribute of ith
alternative, where ni ,,.........2,1 and mj .,,.........2,1 .To normalize the evaluation 
matrix following equations are used.        
 
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rr
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ijij
ijij
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'


       For non-beneficial attributes                                         (3.9)           
41 
 
 
   rr
rr
r
ijij
ijij
ij
minmax
min
'


      For beneficial attributes                                               (3.10)        
Step-2:  Weights determination through maximum deviation method 
In the present work, maximum deviation method is considered to compute the 
differences of performance values of each alternative. For the attribute
 mjA j ,.......2,1 , the deviation value of the alternative  niSi ,.........2,1 from all the 
other alternatives can be computed as follows. 
   wrrwD jnl ljijjij d  1 ,                                                                                      (3.11) 
wherew j is the weight of the attribute to be calculated and  wD jij is the deviation 
value of alternatives. 
Then the total deviation values of all alternatives with respect to other alternatives for 
the attribute mjA j ,.......2,1 , can be defined by the following relation
     wrrdwDwD jni nl ijijjmj ijjj     1 11 ,                                                             (3.12) 
where  wD jj  is the total deviation value of all the alternatives.  
The deviation of all the attributes along all the alternatives can be represented as 
           mj ni nl jljijjMj jj wrrdwDwD 1 1 11 ,                                                         (3.13) 
where  wD j  is the total deviation value of all the alternatives.  
Based on the above analysis, we have to choose the weight vector w to maximize all 
deviation values for all the attributes, for which we can construct a linear model as 
follows 
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To solve the above model, we construct the Lagrange function: 
            mj jjmj ni nl ljijj wwrrdwL 1 21 1 1, 1,                                                    (3.15) 
where is the Lagrange multiplier. The partial derivative of  ,wL j with respect to w j
and are: 
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Thus from Equation (3.15) and (3.16)   and   can be determined as 
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Further the normalized attribute weights from the above can be determined as 
follows: 
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Step-3: Calculation of composite score 
The non-dominated solutions obtained through MOPSO are further ranked by 
determining the composite score of each solution by summing the weighted 
performance in all the attributes. The top ranking solutions may be considered by the 
decision maker to decide the optimum set of parameters. 
3.3 Experimental Details  
The experiments were conducted on AC Progress V2 high precision CNC WEDM 
manufactured by Agie-Charmilles Technologies Corporation as shown in Figure 3.2. 
In this machine, all the axes are servo controlled and can be programmed to follow a 
CNC code which is fed through the control panel and has the following specification 
Simultaneous control axis                       : X, Y, U, V, Z 
Axis Travels                                            : 350×250×256 mm 
Maximum work piece dimension            : 750×550×256 mm 
Maximum work piece weight                  : 450 kg 
U& V axis travels                                    : ±70 mm 
Maximum taper angle <˚/ Height            : ±30˚/100 mm 
 
Figure. 3.2 CNC-Wire Cut EDM Machine (AC Progress V2) 
3.3.1 Work piece and wire electrode material  
The current study uses two materials AISI 304 stainless steel and AISI D2 tool 
steel of diameter 25mm and thickness of 20mm, 30mm and 40mm respectively as the 
work piece material. The work piece materials were supplied by Manohar Metals 
43 
 
Private Limited, Mumbai. The chemical composition of both the materials AISI 304 SS 
and AISI D2 tool steel has been given in Table 3.1. Table 3.2 shows the thermal and 
mechanical properties of the work piece materials.  
Table 3.1 Chemical composition of work materials used in the study 
Chemical/ Amount (%)  Material I (AISI 304 SS) Material II (AISI D2 tool steel) 
Carbon (C) 0.08 1.55 
Manganese (Mn) 2 0.60 
Silicon (Si) 0.75 0.60 
Chromium (Cr) 18-20 11.8 
Nickel (Ni) 8-12 0.30 
Phosphorus (P) 0.045 0.03 
Sulphur (S) 0.03 0.03 
Molybdenum (Mo) - 0.8 
Vanadium (V) - 0.8 
Cobalt (Co) - 1 
Copper (Cu) - 0.25 
Iron (Fe) balance balance 
Table 3.2 Thermal and mechanical properties of work materials used in the study 
Properties Material I (AISI 304 SS) Material II (AISI D2 tool steel) 
Density (Kg/m
3
) 8000 7700 
Melting temperature (
0
C) 1400 1421 
Thermal conductivity (W/m.K) 16.3 20 
Poisson’s ratio 0.29 0.29 
Modulus of elasticity (GPa) 193-200 200 
Hardness (HRC) 70 57 
X-ray diffraction analysis is carried out for both the materials to confirm the 
certainty of the constituents present in the work piece specimen using XRD machine 
supplied by XRD-PHILIPS Analytical Ltd. The XRD plot of the AISI 304 stainless steel 
sample used in the present study is shown in Figure 3.3. It clearly shows that there 
are no peaks other than γ-phase (austenite). Similarly, the XRD analysis of AISI D2 
tool steel shown in Figure 3.4 confirms that the carbide and chromium peaks clearly 
matches with the work material. 
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Figure 3.3 X-ray diffraction plot of the AISI 304 SS  
 
Figure 3.4 X-ray diffraction plot of the AISI D2 Tool steel  
A wire commonly used nowadays for taper cutting (Plaza et al., 2009) is the coated 
Broncocut-W (by Bedra) of diameter 0.2 mm. The detailed mechanical properties of 
the wire electrode are shown in Table 3.3. This wire is considered as soft due to its 
low yield strength and high elongation.  
Table 3.3 Mechanical properties of coated Broncocut-W wire used in the study 
Mechanical Properties Broncocut–W wire electrode (by Bedra) 
Composition Base material: CuZn:20 
          Coating: CuZn: 50  
Tensile strength (MPa) 450 
Yield Strength (MPa) 255 
Young modulus (MPa) 90,000 
Poisson coefficient 0.33 
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3.3.2 Process parameters and performance measures 
The input parameters and their levels are chosen based on the review of literature, 
experience, significance and their relevance as per some preliminary investigations 
(Mahapatra and Patnaik 2007; Plaza et al., 2009; Sanchez et al., 2008). Plaza et al. 
(2009) have suggested that part thickness and taper angle are the most influencing 
variables in WEDM taper cutting. Hence, in the present work, part thickness, taper 
angle, pulse duration, discharge current, wire speed and wire tension are considered 
as the input parameters each at three levels. Their limits as shown in Table 3.4 are 
set on the basis of capacity and limiting conditions of the WEDM ensuring continuous 
cutting avoiding the breakage of the wire. 
Table 3.4 Input parameters with their levels 
Input variables Unit Symbol 
Levels 
Level  
I 
Level  
II 
Level 
III 
Part thickness mm A 20 30 40 
Taper angle Degree B 5 6 7 
Pulse duration µs C 24 28 32 
Discharge current  A D 14 16 18 
Wire speed mm/s E 90 120 150 
Wire tension N F 12 14 16 
      
As discussed in the previous section, angular error (AE), surface roughness (SR) 
and cutting rate (CR) and white layer thickness (WLT) are considered as the four 
important output performance measures for optimizing machining parameters of 
WEDM taper cutting process.                                                                                              
(a) Angular error (AE): It is one the important performance measure during taper 
cutting in WEDM process. The angular error can be expressed in minute and 
calculated by the following formula:  
Angular error = θ-Ф 
where θ is the programmed angle or the angle expected in the machined part and Ф 
is the actual angle obtained in the machined part due to the wire deformation. 
After machining, the angle of the inclined surface ( Ф) is measured with respect to 
the top surfaces using a CNC coordinate measuring machine MC 850 (accuracy ±2.5 
µm) manufactured by ZESIS, Germany as shown in Figure 3.5 .The geometry of the 
test part is also shown in Figure 3.6. 
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Figure 3.5 Angle measurement after machining using CMM  
 
Figure 3.6 Geometry of the test part for measuring angular error in WEDM     
experiments 
(b) Surface roughness: The surface roughness value (in µm) has been obtained by 
measuring the mean absolute deviation, Ra (surface roughness) from the average 
surface level using SURFCOM 130A as shown in Figure 3.7. The surface roughness 
tester was set to a cut-off or work piece length of 10 mm and evaluation length of 15 
mm with traverse speed 1 mm/s. The measured profile was digitized and processed 
through the advanced surface finish analysis software for evaluation of the roughness 
parameters.  
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 Figure 3.7 Surface roughness tester (Model: Surfcom 130A, Make: Switzerland) 
(c) Cutting rate (CR): It is a desirable characteristic to give least machine cycle time 
leading to increased productivity. In the present study, cutting rate is a measure of job 
cutting which is digitally displayed on the screen of the machine and expressed in 
mm/min. 
(d) White layer thickness (WLT): The WEDMed surface is created by a sequence of 
distinct precisely controlled spark produced between the wire electrode and the work 
piece. The molten material produced during the spark is partly flushed away by the 
dielectric and the rest re-solidifies forming a white layer (or recast layer) on the 
machined surface. This layer usually differs significantly from the base material and 
typically very fine grained and hard. Hard and brittle white layer increases the 
possibility of crack propagation which in turn has detrimental effect on surface quality 
and fatigue strength of the product (Ramasawmy et al., 2005; Bosheh and Mativenga, 
2006; Newton et al., 2009). To enhance the life of the WEDM machined part, the 
white layer is generally removed as this layer plays a critical role particularly for 
applications in which the part is subjected to cyclical stress or fluctuating loads.  
To measure the white layer thickness, cross section of work piece samples were 
polished successively with silicon carbide emery papers of grit sizes 80, 120, 220, 
320, 400, 600, 800, 1000, 1200 and 1500 using automatic polishing machine. The 
surface was subsequently electro polished using automatic polishing machine with 
various grades of diamond paste (5, 3, 1µm respectively) to have mirror finish. 
Thereafter, these faces were etched with nital solution (97% ethyl alcohol and 3% 
nitric acid) for 20 to 25 seconds. A Scanning Electron Microscope (SEM) (Model-
JSM-6480LV, Japan) with a magnification 500x is employed to analyse the white 
layer. The depths of white layer were measured carefully from the micrographs using 
48 
 
image processing in MATLAB 13 and the maximum depth was considered as the 
white layer thickness.  
3.3.3 Experimental strategy 
To evaluate the effect of machining parameters on performance characteristics, a 
special designed experimental procedure is required. In this study, the Taguchi 
method, a powerful tool for parameter design of the performance characteristics was 
used to determine optimal machining parameters for minimization of angular error, 
surface roughness, white layer thickness and maximization of cutting rate in WEDM 
process. It is planned to study the behaviour of six control factors such as part 
thickness (A), taper angle (B), pulse duration (C), discharge current (D), wire speed 
(E), and wire tension (F) and two interactions viz., A×B and A×C based on past 
experience. The standard linear graph as shown in Figure 3.8 is used to assign the 
factors and interactions to various columns of the orthogonal array (Peace, 1993; 
Phadke, 1989). 
 
Figure 3.8 Standard linear graph 
The array chosen is the L27 (3
13) which have 27 rows corresponding to the number 
of experiments with 13 columns at three levels as shown in Table 3.5. The factors 
and their interaction are assigned to the columns by using the standard linear graph. 
The plan of experiments is as follows: The first column was assigned to part thickness 
(A), the second column to taper angle (B), the fifth column to pulse duration (C), the 
ninth column to discharge current (D), the tenth column to wire speed (E), the twelfth 
column to wire tension (F), the third column and fourth column are assigned to (A×B)1 
and (A×B)2 respectively to estimate the interaction between part thickness (A) and 
taper angle (B), the sixth column and seventh column are assigned to (A×C)1 and 
(A×C)2 respectively to estimate interaction between part thickness (A) and pulse 
duration (C). According to the Taguchi design concept, a L27 orthogonal array table is 
chosen for the experiments as shown in Table 3.5. The experiments are conducted 
for each combination of factors (rows) as per selected orthogonal array. Figure 3.9 
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and 3.10 shows the work material of AISI 304 SS and AISI D2 tool steel respectively 
after taper cutting in WEDM process. The experimental results of performance 
characteristics for both the materials AISI 304 stainless steel and AISI D2 tool steel 
are present in Table 3.6. 
Table 3.5 Orthogonal array for L27 (3
13) Taguchi design 
L27 
(3
13
) 
1 2 3 4 5 6 7 8 9 10 11 12 13 
  A B (A×B)1 (A×B)2 C (A×C)1 (A×C)2 (B×C)1 D E (B×C)2 F   
1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 2 2 2 2 2 2 2 2 2 
3 1 1 1 1 3 3 3 3 3 3 3 3 3 
4 1 2 2 2 1 1 1 2 2 2 3 3 3 
5 1 2 2 2 2 2 2 3 3 3 1 1 1 
6 1 2 2 2 3 3 3 1 1 1 2 2 2 
7 1 3 3 3 1 1 1 3 3 3 2 2 2 
8 1 3 3 3 2 2 2 1 1 1 3 3 3 
9 1 3 3 3 3 3 3 2 2 2 1 1 1 
10 2 1 2 3 1 2 3 1 2 3 1 2 3 
11 2 1 2 3 2 3 1 2 3 1 2 3 1 
12 2 1 2 3 3 1 2 3 1 2 3 1 2 
13 2 2 3 1 1 2 3 2 3 1 3 1 2 
14 2 2 3 1 2 3 1 3 1 2 1 2 3 
15 2 2 3 1 3 1 2 1 2 3 2 3 1 
16 2 3 1 2 1 2 3 3 1 2 2 3 1 
17 2 3 1 2 2 3 1 1 2 3 3 1 2 
18 2 3 1 2 3 1 2 2 3 1 1 2 3 
19 3 1 3 2 1 3 2 1 3 2 1 3 2 
20 3 1 3 2 2 1 3 2 1 3 2 1 3 
21 3 1 3 2 3 2 1 3 2 1 3 2 1 
22 3 2 1 3 1 3 2 2 1 3 3 2 1 
23 3 2 1 3 2 1 3 3 2 1 1 3 2 
24 3 2 1 3 3 2 1 1 3 2 2 1 3 
25 3 3 2 1 1 3 2 3 2 1 2 1 3 
26 3 3 2 1 2 1 3 1 3 2 3 2 1 
27 3 3 2 1 3 2 1 2 1 3 1 3 2 
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                          Figure 3.9 AISI 304 SS work samples after taper cutting  
          
Figure 3.10 AISI D2 tool steel samples after taper cutting
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Table 3.6 Experimental results of performance measures for AISI 304 SS and AISI D2 tool steel 
Expt. 
No. 
Material I (AISI 304 SS) Material II (AISI D2 tool steel) 
Angular error 
(min) 
Surface  
roughness (µm) 
Cutting rate 
(mm/min) 
White layer 
thickness (µm) 
Angular error 
(min) 
Surface 
roughness (µm) 
Cutting rate 
(mm/min) 
White layer 
thickness (µm) 
1 24.46 2.298 0.8140 12.5 29.81 2.406 0.7644 9.560 
2 36.35 2.168 0.9970 13.4 44.36 2.219 0.8951 12.50 
3 38.70 2.648 1.6460 15.5 42.11 2.897 1.5764 14.13 
4 40.65 2.746 0.9124 14.2 45.15 2.968 0.8616 12.90 
5 41.82 2.806 0.9930 15.1 47.33 2.866 0.9515 13.60 
6 43.82 2.995 1.0452 13.1 48.79 3.008 0.9986 11.40 
7 45.74 2.667 0.9056 13.9 52.65 2.994 0.9412 9.810 
8 46.75 2.582 0.9256 12.4 49.63 2.706 0.8664 8.950 
9 49.88 3.014 1.2458 14.0 50.86 3.219 1.1892 7.600 
10 47.90 2.628 0.8170 13.4 54.63 2.841 0.7828 9.770 
11 56.36 2.758 0.9520 14.4 57.25 2.912 0.9508 10.55 
12 30.78 2.961 0.9940 12.9 41.99 3.205 0.9768 8.250 
13 49.25 3.096 0.8320 13.4 52.61 3.451 0.7489 9.920 
14 50.75 3.173 0.9610 12.7 54.56 3.527 0.8808 6.250 
15 41.60 3.442 1.3820 15.3 50.25 3.661 1.1932 12.89 
16 17.05 2.671 0.8750 12.3 25.86 2.824 0.7644 10.58 
17 27.93 2.961 0.9958 13.8 34.21 3.004 0.8648 12.44 
18 17.18 3.299 1.0270 20.9 26.25 3.678 0.9673 17.35 
19 18.71 2.145 0.9954 13.5 30.99 2.433 0.8164 11.29 
20 16.15 2.178 1.0710 12.6 22.14 2.182 0.9190 9.450 
21 17.16 2.224 1.1025 16.4 24.24 2.339 1.0156 13.88 
22 33.95 2.316 0.9795 12.4 43.01 2.515 0.8952 5.210 
23 37.70 2.348 1.0568 13.6 52.29 2.608 0.9518 11.85 
24 28.81 2.597 1.4350 22.5 35.32 2.963 1.3104 19.56 
25 37.83 2.614 0.7002 14.1 42.23 2.845 0.5616 11.57 
26 36.80 2.884 1.1354 15.2 39.94 2.971 0.9812 13.63 
27 27.33 2.966 1.6600 19.5 31.71 3.156 1.1156 14.89 
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3.4 Results and Discussions  
Experiments have been performed using Taguchi’s experimental design on two 
different work materials (AISI 304 SS and AISI D2 tool steel). Experimental results of 
performance characteristics for both the materials as shown in Table 3.6 are analysed 
to determine the influence of various process parameters on angular error, surface 
roughness, cutting rate and white layer thickness using the popular statistical 
software package MINITAB 16. 
3.4.1 Single-objective optimization of process parameters 
3.4.1.1 Effect of input parameters on angular error 
Analysis of variance (ANOVA) is carried out to investigate the significant effect of 
each parameter and their interaction in relation to angular error. From the Table 3.7 
and 3.8, it is evident that part thickness, taper angle, pulse duration, discharge 
current, wire tension, interaction of part thickness and taper angle and interaction of 
part thickness and pulse duration are the significant parameters for angular error 
during tapering cutting in both the materials AISI 304 SS and AISI D2 tool steel  using 
WEDM. The coefficient of determination (R2) which indicates the percentage of 
variation explained by the model to the total variation in the response are 0.996 and 
0.987 for both the work materials respectively. It is also found that interaction 
between part thickness and taper angle is the most influential parameter for angular 
error with highest percentage contribution of 48.02% and 46.43 % for AISI 304 SS 
and AISI D2 tool steel respectively. Hence, analysis of result reveals that irrespective 
of work piece material, part thickness, taper angle and interaction between part 
thickness and taper angel are found to be the most influential parameters for 
obtaining minimum angular error whereas wire speed and wire tension have no 
significant effect on angular error during taper cutting in WEDM process.  
Table 3.7 ANOVA for angular error (AISI 304 SS) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 774.58 774.58 387.291 161.36 0.000 21.34 
Taper angle          (B) 2 404.13 404.13 202.064 84.19 0.000 11.13 
Pulse duration      (C) 2 174.25 174.25 87.126 36.3 0.000 4.80 
Discharge current (D) 2 145.09 145.09 72.543 30.22 0.001 3.99 
Wire speed           (E) 2 23.94 23.94 11.972 4.99 0.053 0.66 
Wire tension         (F) 2 31.93 31.93 15.963 6.65 0.030 0.88 
A×B 4 1742.61 1742.61 435.653 181.51 0.000 48.02 
A×C 4 317.38 317.38 79.346 33.06 0.000 8.74 
Error 6 14.4 14.4 2.4 
  
0.39 
Total 26 3628.31          
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Table 3.8 ANOVA for angular error (AISI D2 tool steel) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 510.99 510.99 255.493 40.46 0.000 17.73 
Taper angle          (B) 2 462.77 462.77 231.387 36.64 0.000 16.06 
Pulse duration      (C) 2 139.95 139.95 69.977 11.08 0.010 4.85 
Discharge current (D) 2 152.87 152.87 76.434 12.10 0.008 5.30 
Wire speed           (E) 2 11.29 11.29 5.643 0.89 0.457 0.39 
Wire tension         (F) 2 68.73 68.73 34..365 5.44 0.045 2.38 
A×B 4 1337.63 1337.63 334.407 52.96 0.000 46.43 
A×C 4 158.57 158.57 39.643 6.28 0.025 5.50 
Error 6 37.89 37.89 6.314 
  
1.31 
Total 26 2880.69          
Analysis of main effects plots shown in Figure 3.11 and 3.12 leads to the 
conclusion that the third level of part thickness (A3), first level of taper angle (B1), third 
level of pulse duration (C3), first level of discharge current (D1), second level of wire 
speed (E2) and first level of wire tension (F1) provide the minimum value of angular 
error during taper cutting in both the work materials (AISI 304 SS and AISI D2 tool 
steel) using WEDM.  A significant interaction between factors A and B and A and C 
are observed for angular error for both the work piece materials as shown in Figures 
3.13 and 3.14. From Figure 3.13 (a), it is clear that the interaction between third level 
of part thickness and first level of taper angle shows minimum angular error while 
taper cutting in AISI 304 SS.  Similarly, the interaction between part thickness and 
pulse duration presents minimum angular error while taper cutting in AISI 304 SS as 
shown in Figure 3.13 (b). The optimal setting for AISI 304 SS work piece is obtained 
as A3B1C3D1E2F1 (Figure 3.11) confirms that the effect of interaction for A3B1 and 
A3C3 is minimum. Similarly, Figure 3.14 (a) shows that the interaction between part 
thickness and taper angle and Figure 3.14 (b) shows the interaction between part 
thickness and pulse duration provide minimum angular error during taper cutting of 
AISI D2 tool steel. The optimal setting for AISI D2 tool steel work piece is obtained as 
A3B1C3D1E2F1 (Figure 3.12) confirms that the effect of interaction for A3B1 and A3C3 is 
minimum. 
321
42
39
36
33
30
321 321
321
42
39
36
33
30
321 321
A
M
e
a
n
 o
f 
M
e
a
n
s
B C
D E F
Main Effects Plot for Means
Data Means
 
54 
 
Figure 3.11 Main effect plot of angular error (AISI 304 SS) 
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Figure 3.12 Main effect plot of angular error (AISI D2 tool steel) 
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(a)                                                                                  (b) 
Figure 3.13 Interaction graph of (a) A×B (b) A×C for angular error (AISI 304 SS) 
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(a)                                                                (b) 
 Figure 3.14 Interaction graph of (a) A×B (b) A×C for angular error (AISI D2 tool steel) 
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From Figure 3.11 and 3.12, it is evident that increase of part thickness causes 
decrease in angular error because a longer length of the wire electrode in a thicker 
work piece provides more opportunities for the spark to occur and enough space for 
movement in U-V axes using upper guide and lower guide. Hence, it reduces angular 
error. 
Comparision of angular error value of both the work pieces such as AISI 304 SS 
and AISI D2 tool steel has been carried out for all the expeimental runs which is 
shown in Figure 3.15. It (Figure 3.15) indicates that the angular error for AISI D2 tool 
steel is relatively higher than AISI 304 SS in most of the cases when taper cutting is 
done with same parametric condition. It is observed that angular error is reduced by 
around 16 % during taper cutting in AISI 304 SS as compared to AISI D2 tool steel 
while machining is done with the same parametric condition. Since D2 tool steel is a 
high chromium high carbon tool steel and possesses high tensile strength than AISI 
304 SS, the deflection of wire between the upper guide and lower guide is more 
resulting in increase in angular error.    
 
Figure 3.15 Comparison of angular error for all experimental runs between AISI 304 
SS and AISI D2 tool steel 
3.4.1.2 Effect of input parameters on surface roughness 
The relative importance of the machining parameters with respect to the surface 
roughness was investigated using ANOVA as presented in Table 3.9 and 3.10 having 
coefficient of determination (R2) value 0.99 and 0.971 for AISI 304 SS and AISI D2 
tool steel respectively. It is observed that part thickness, taper angle, pulse duration 
and the interaction of part thickness and taper angle significantly affects the surface 
roughness for both the work materials. From Table 3.9 and 3.10, it is clear that part 
thickness was found to be the most significant factor affecting the surface roughness 
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having percentage contribution of 38.63% and 36.91% for AISI 304 SS and AISI D2 
tool steel respectively.   
Table 3.9 ANOVA for surface roughness (AISI 304 SS) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness        (A) 2 1.27309 1.27309 0.63655 112.25 0.000 38.63 
Taper angle           (B) 2 0.9507 0.9507 0.47535 83.83 0.000 28.85 
Pulse duration       (C) 2 0.53646 0.53646 0.26823 47.3 0.000 16.28 
Discharge current  (D) 2 0.04251 0.04251 0.02125 3.75 0.088 1.29 
Wire speed           (E) 2 0.00902 0.00902 0.00451 0.79 0.494 0.27 
Wire tension         (F) 2 0.00294 0.00294 0.00147 0.26 0.780 0.08 
A×B 4 0.3711 0.3711 0.09277 16.36 0.002 11.26 
A×C 4 0.07507 0.07507 0.01877 3.31 0.093 2.27 
Error 6 0.03402 0.03402 0.00567 
  
0.01 
Total 26 3.29491          
Table 3.10 ANOVA for surface roughness (AISI D2 tool steel) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 1.5603 1.5603 0.7801 38.47 0.000 36.91 
Taper angle          (B) 2 1.2154 1.2154 0.6077 29.97 0.001 28.75 
Pulse duration      (C) 2 0.6665 0.6665 0.3333 16.44 0.004 15.76 
Discharge current (D) 2 0.1793 0.1793 0.0896 4.42 0.066 4.24 
Wire speed           (E) 2 0.0079 0.0079 0.0039 0.19 0.828 0.18 
Wire tension         (F) 2 0.0031 0.0031 0.0001 0.01 0.992 0.07 
A ×B 4 0.3677 0.3677 0.0919 4.53 0.050 8.69 
A ×C 4 0.1076 0.1076 0.0269 1.33 0.360 2.54 
Error 6 0.1216 0.1216 0.0202 
  
2.87 
Total 26 4.2269 
    
 
Similarly, the optimum parameter setting for minimum surface roughness during 
taper cutting in both the work materials are presented through the mean effect plot as 
shown in Figures 3.16 and 3.17 respectively. Figure 3.16 leads to the conclusion that 
third level of part thickness (A3), first level of taper angle (B1), first level of pulse 
duration (C1), first level of discharge current (D1), first level of wire speed (E1) and 
third level of wire tension (F3) results minimum value of surface roughness during 
taper cutting in AISI 304 SS using WEDM. From Figure 3.17, it is observed that third 
level of part thickness (A3), first level of taper angle (B1), second level of pulse 
duration (C2), first level of discharge current (D1), first level of wire speed (E1) and 
third level of wire tension (F3) results minimum value of surface roughness during 
taper cutting in AISI D2 tool steel.  A significant interaction between factors A and B 
observed for surface roughness are shown in Figure 3.18 for both the work materials. 
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It is observed that the surface roughness increases with the increase of pulse 
duration and discharge current. In taper cutting process using WEDM, each spark 
discharge causes a small area of the work piece to be heated to an extremely high 
temperature to vaporize or melt to be eroded away by the dielectric. The discharge 
energy increases with increase in pulse duration and discharge current which 
produces a large size crater. This results in larger surface roughness on the work 
piece. 
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Figure 3.16 Main effect plot of surface roughness (AISI 304 SS) 
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 Figure 3.17 Main effect plot of surface roughness (AISI D2 tool steel) 
58 
 
321
3.2
3.0
2.8
2.6
2.4
2.2
A
M
e
a
n
s
1
2
3
B
Interaction Plot for Means
Data Means
    
321
3.6
3.4
3.2
3.0
2.8
2.6
2.4
2.2
A
M
e
a
n
s
1
2
3
B
Interaction Plot for Means
Data Means
 
 
  (a)                                                                     (b) 
Figure 3.18 Interaction graph of A×B for surface roughness (a) AISI 304 SS (b) AISI 
D2 tool steel 
Comparision of surface roughness value of both the work pieces such as AISI 304 
SS and AISI D2 tool steel has been carried out for all the expeimental runs which is 
shown in Figure 3.19. It (Figure 3.19) indicates that the surface roughness for AISI D2 
tool steel is relatively higher than AISI 304 SS in most of the cases when taper cutting 
is done with same parametric condition. It is found that surface roughness of tapered 
surface is increased 7.08% during taper cutting in AISI D2 tool steel as compared to 
AISI 304 SS while machining is done with the same parametric condition. It is 
observed that more wire breakage occurs while machining of AISI D2 tool steel as 
compared to AISI 304 SS in WEDM due to superior mechanical properties. Wire 
breakage is one important aspects in WEDM process which not only reduces the 
machining performance but also results surface damage. Hence, surface roughness 
value is more in case of AISI D2 tool steel.     
 
Figure 3.19 Comparison of surface roughness for all experimental runs between AISI 
304 SS and AISI D2 tool steel 
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The micrographs of machined surface is also taken for analysing the surface 
integrity after taper cutting using scanning electron microscope (Model-JEOL JSM 
6480 LV, Japan).  Experiments has been conducted using the optimum set of input 
parameters for AISI 304 SS (A3B1C1D1E1F3) and AISI D2 tool steel (A3B1C2D1E1F3) 
obtained for surface roughness using both the work materials. The SEM profile of the 
experimental samples at optimal level of input parameters for surface roughness and 
an arbitrary experimental setting from Table 3.4 (A1B1C2D2E2F2) are compared and 
analysed as shown in Figure 3.20 and 3.21 respectively. From Figure 3.20 and 3.21, 
it has been found that the optimum parameter condition reduces the pore size, voids 
and improves the surface quality. It is clearly observed at high part thickness, low 
pulse duration and low discharge current, the surface is finer, craters are shallow, 
density of global appendages are low. 
     
(a)                                                               (b) 
Figure 3.20 SEM Micrograph (a) at (A1B1C2D2E2F2) (b) at optimal level of surface 
roughness (A3B1C1D1E1F3) of AISI 304 SS 
     
                              (a)                                                                    (b) 
Figure 3.21 SEM Micrograph at (a) (A1B1C2D2E2F2) (b) optimal level of surface 
roughness (A3B1C2D1E1F3) (AISI D2 tool steel)  
Pores Pores 
Pores and voids 
Pores and voids 
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3.4.1.3 Effect of input parameters on cutting rate 
ANOVA shown in Table 3.11 and 3.12 reveals that part thickness, pulse duration, 
discharge current, wire speed, wire tension and interaction between part thickness 
and taper angle are the significant characteristics for cutting rate during taper cutting 
of both the work materials respectively. The coefficient of determination (R2) which 
indicates the percentage of total variation in the response are found to be 0.99 and 
0.98 for both the work materials respectively. It is observed that pulse duration is the 
most influential parameter for cutting rate with highest percentage contribution of 
54.89% and 57.98 % for AISI 304 SS and AISI D2 tool steel respectively. 
Table 3.11 ANOVA for cutting rate (AISI 304 SS) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
Contribution 
Part thickness        (A) 2 0.0939 0.0939 0.0469 19.95 0.002 6.52 
Taper angle           (B) 2 0.0024 0.00244 0.0012 0.52 0.620 0.16 
Pulse duration       (C) 2 0.7895 0.7895 0.3947 167.78 0.000 54.89 
Discharge current  (D) 2 0.0324 0.0324 0.0162 6.89 0.028 2.25 
Wire speed           (E) 2 0.2217 0.2217 0.1108 47.12 0.000 15.41 
Wire tension         (F) 2 0.1416 0.1416 0.0708 30.11 0.001 9.84 
A ×B 4 0.0953 0.0953 0.0238 10.13 0.008 6.62 
A ×C 4 0.0469 0.0469 0.0117 4.98 0.041 3.26 
Error 6 0.0141 0.0141 0.0023 
  
0.98 
Total 26 1.4381          
Table 3.12 ANOVA for cutting rate (AISI D2 tool steel) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 0.0465 0.0465 0.0232 6.82 0.028 4.84 
Taper angle          (B) 2 0.0185 0.0185 0.0092 2.71 0.145 1.82 
Pulse duration      (C) 2 0.5881 0.5881 0.2941 86.29 0.000 57.98 
Discharge current (D) 2 0.0744 0.0744 0.0372 10.92 0.010 7.33 
Wire speed           (E) 2 0.1126 0.1126 0.0563 16.53 0.004 11.10 
Wire tension         (F) 2 0.0447 0.0447 0.0223 6.56 0.031 4.40 
A×B 4 0.0617 0.0617 0.0167 4.93 0.042 6.08 
A×C 4 0.0417 0.0417 0.0104 3.06 0.107 4.11 
Error 6 0.0204 0.0204 0.0034 
  
2.01 
Total 26 1.0143          
Similarly, the factorial plots presented in Figure 3.22 lead to the conclusion that the 
third level of part thickness (A3), second level of taper angle (B2), third level of pulse 
duration (C3), third level of discharge current (D3), third level of wire speed (E3) and 
third level of wire tension (F3) provide the maximum value of cutting rate during taper 
cutting of AISI 304 SS in WEDM. Similarly, first  level of part thickness (A1), second 
level of taper angle (B2), third level of pulse duration (C3), third level of discharge 
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current (D2), third level of wire speed (E3) and third level of wire tension (F3) provide 
the maximum value of cutting rate during taper cutting of AISI D2 tool steel in WEDM 
as shown in Figure 3.23. A significant interaction between factors A and B observed 
for cutting rate as shown in Figure 3.24 for both the work materials.  From Figure 3.24 
it is clear that the interaction between part thickness and taper angle provides the 
maximum cutting rate during taper cutting of both the work materials respectively.  
The optimum parameter setting obtained for maximum cutting rate for AISI 304 SS 
and AISI D2 tool steel as shown in Figure 3.22 and 3.23 respectively also confirms 
the result of interaction between part thickness and taper angle. The main effect plots 
reveals that high pulse duration and discharge current improves the cutting rate. This 
is because the discharge energy increases with increase in pulse duration and 
discharge current leading to a faster cutting rate. It is also observed that increase of 
wire speed and wire tension also increases the cutting rate. Higher wire tension 
generally decreases the amplitude of wire vibration resulting in decrease in the cut 
width, to enable higher speed is higher for the same discharge energy. However, if 
the applied tension exceeds the tensile strength of the wire, it leads to wire breakage.  
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Figure 3.22 Main effect plot of cutting rate (AISI 304 SS) 
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Figure 3.23 Main effect plot of cutting rate (AISI D2 tool steel) 
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       (a)                                                                (b) 
Figure 3.24 Interaction graph of A×B for cutting rate using (a) AISI 304 SS (b) AISI D2 
tool steel  
Comparision of cutting rate of both the work pieces such as AISI 304 SS and AISI 
D2 tool steel has been carried out for all the expeimental runs which is shown in 
Figure 3.25. Due to high compressive strength, high toughness and wear resistance 
properties of AISI D2 tool steel more wire breakages occur during taper cutting in AISI 
D2 tool steel as compared to AISI 304 SS which minimizes the cutting rate of AISI D2 
tool steel as compared to AISI 304 SS. It (Figure 3.25) indicates that the cutting rate 
for AISI 304 SS is relatively higher than AISI D2 tool steel in most of the cases when 
taper cutting is done with same parametric condition. It is also observed that cutting 
rate is reduced 9.06% in case of taper cutting in AISI D2 tool steel as compared to 
AISI 304 SS while machining is done with the same parametric condition. 
 
Figure 3.25 Comparison of cutting rate for all experimental runs between AISI 304 SS 
and AISI D2 tool steel 
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3.4.1.4 Effect of input parameters on white layer thickness 
The micrographs for white layer thickness of tapered surface of both the materials 
AISI 304 SS and AISI D2 tool steel was taken using scanning electron microscope 
and the thickness of white layer is measured using image processing toolbox in 
MATLAB 16 Some of the micrographs of white layer thickness for different cutting 
conditions are shown in Figures (3.26-3.28) and (3.29-3.31) for AISI 304 SS and AISI 
D2 tool steel respectively.  
 
Figure 3.26 SEM Micrograph showing white layer on the cross section of machined 
surface at A=30mm, B=50, C=32 µs, D=14A, E=120 mm/s and F=12N 
(AISI 304 SS) 
            
Figure 3.27 SEM Micrograph showing white layer on the cross section of machined 
surface at A=20mm, B=50, C=32µs D=18A, E=150mm/s and F=16N (AISI 
304 SS) 
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Figure 3.28 SEM Micrograph showing white layer on the cross section of machined 
surface at A=40mm, B=60, C=32µs D=18A, E=120mm/s and F=12N (AISI 
304 SS) 
 
Figure 3.29 SEM Micrograph showing white layer on the cross section of machined 
surface at A=30mm, B=50, C=32µs, D=14A, E=120mm/s and F=12N 
(AISI D2 tool steel) 
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Figure 3.30 SEM Micrograph showing white layer on the cross section of machined 
surface at A=20mm B=50, C=32µs, D=18A and E=150mm/s and F=16N 
(AISI D2 tool steel) 
      
Figure 3.31 SEM Micrograph showing white layer on the cross section of machined 
surface at A=40mm B=60, C=32µs, D=18A, E=120mm/s and F=12N (AISI 
D2 tool steel) 
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The relative importance of the machining parameters with respect to white layer 
thickness was investigated to determine the optimum combination of process 
parameters more accurately using the analysis of variance. The results of ANOVA for 
white layer thickness were presented in Table 3.13 and 3.14 for both the work 
materials respectively. The coefficient of determination (R2) which indicates the 
percentage of total variation in the response are found to be 0.899 and 0.922 for both 
the work materials respectively. Analysis of the result reveals that pulse duration and 
discharge current are the significant factors for white layer thickness with percentage 
contribution of 35.78%, 19.48% and 19.77%, 27.38 % while taper cutting of AISI 304 
SS and AISI D2 tool steel respectively in WEDM.     
Table 3.13 ANOVA for white layer thickness (AISI 304 SS) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness        (A) 2 14.296 14.2956 7.1478   2.47 0.165 8.32 
Taper angle           (B) 2 7.629 7.6289  3.8144 1.32 0.335 4.44 
Pulse duration       (C) 2 61.482 61.4822 30.7411 10.62 0.011 35.78 
Discharge current  (D) 2 33.307 33.3067 16.6533 5.75 0.040 19.38 
Wire speed           (E) 2 0.042 0.0422 0.0211 0.01 0.993 0.02 
Wire tension         (F) 2 0.029 0.0289 0.0144 0.00 0.995 0.01 
A×B 4 9.476 9.4756 2.3689 0.82 0.558 5.51 
A×C 4 28.182 28.1822 7.0456 2.43 0.158 16.40 
Error 6 17.364 17.3644 2.8941 
  
10.10 
Total 26 171.807          
 
Table 3.14 ANOVA for white layer thickness (AISI D2 tool steel) 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 11.188 11.188 5.593 1.69 0.262 4.37 
Taper angle          (B) 2 3.092 3.092 1.546 0.47 0.648 1.21 
Pulse duration      (C) 2 50.544 50.544 25.272 7.62 0.023 19.77 
Discharge current (D) 2 69.990 69.990 34.995 10.55 0.011 27.38 
Wire speed           (E) 2 0.530 0.530 0.264 0.08 0.924 0.196 
Wire tension         (F) 2 4.049 4.049 2.024 0.61 0.574      1.58 
A×B 4   57.584 57.584 14.395 4.34 0.055 22.52 
A×C 4 38.726 38.726 9.681 2.92 0.117 15.15 
Error 6 19.903 19.903 3.317 
  
7.78 
Total 26 255.606          
The effect of input parameters on white layer thickness was also observed through 
the main effect plot as shown in Figure 3.32 and 3.33 for both the work materials 
respectively. It is found that first level of part thickness (A1), first level of taper angle 
(B1), first level of pulse duration (C1), first level of discharge current (D1), second level 
67 
 
of wire speed (E2) and first level of wire tension (F1) results minimum value of white 
layer thickness while machining of AISI 304 SS in WEDM process. Similarly, in case 
of machining of AISI D2 tool steel the optimum parameter setting for white layer 
thickness was found to be first level of part thickness (A1), first level of taper angle 
(B1), first level of pulse duration (C1), first level of discharge current (D1), second level 
of wire speed (E2) and second level of wire tension (F2). Analysis of Figures 3.32 and 
3.33 show that with the increase in discharge current, the thickness of white layer 
increases. Higher discharge current certainly facilitate the rise in temperature of the 
machined surface producing more molten metal readily. The flushing pressure of the 
dielectric becomes inadequate to carry away the additional molten material produced 
by higher discharge current. In such circumstances, the vaporization pressure is 
incapable to flush the molten metal away from the surface of the work piece and 
during subsequent quenching causes the metal to re-solidify on the machined surface 
to form the added thickness of recast layer. It is also observed that the white layer 
thickness increases with increase in part thickness and taper angle. When the taper 
angle and part thickness is more, it is difficult for the di-electric fluid to flush out the 
debris along the entire length of the work piece. So flushing efficiency will be 
decreased when the taper angle increases, resulting in increase in white layer 
thickness.     
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Figure 3.32 Main effect plot of white layer thickness (AISI 304 SS) 
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Figure 3.33 Main effect plot of white layer thickness (AISI D2 tool steel) 
Comparision of white layer thickness of both the work pieces such as AISI 304 SS 
and AISI D2 tool steel has been carried out for all the expeimental runs which is 
shown in Figure 3.34. Since electrical conductivity of AISI 304 SS is more as 
compared to AISI D2 tool steel, higher cutting rate is achieved in case of AISI 304 SS 
resulting in more material to vaporize and melt at similar machining condition and 
flushing pressure. Therefore, improper flushing occurs in case of AISI 304 SS causing 
relatively high white layer thickness. It (Figure 3.34) indicates that the white layer 
thickness for AISI 304 SS is relatively higher than AISI D2 tool steel in most of the 
cases when taper cutting is done in WEDM process. It is obtained that white layer 
thickness is reduced 21.8% during taper cutting in AISI D2 tool steel as compared to 
AISI 304 SS while machining is done with the same parametric condition. 
 
Figure 3.34 Comparison of white layer thickness for all experimental runs between 
AISI 304 SS and AISI D2 tool steel 
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3.4.2 Multi-objective optimization using MOPSO 
Traditional Taguchi method can optimize a single objective function, it cannot 
solve multi-objective optimization problem. Therefore, angular error (AE), surface 
roughness (SR), cutting rate (CR) and white layer thickness (WLT) can be optimized 
individually by using Taguchi technique. But it may so happen that the optimal setting 
for a response cannot ensure other response variables within acceptable limits. On 
the other hand, all the four responses may not be applicable simultaneously for 
industrial applications. The choice of responses purely depends on the requirement of 
process engineer and industries. Therefore, in the present work, two responses are 
conserved to be optimized treating other as constraint at a time. The constraint value 
is selected from the experimental observations. 
In the present chapter, the empirical relationship between the input factors and 
responses are developed by multiple regression analysis. Although Taguchi analysis 
is capable of generating the functional relationship between the input factors with the 
responses but that model is linear in nature having low coefficient of determination. 
From literature, it is found that many researchers adopted various multiplicative or 
exponential models for the complex machining processes (Plaza et al., 2009; Ozel 
and Karpat, 2005; Fang and Zahanshahi, 1997; Tosun et al., 2003). Due to the 
complexity involved in the tapering process of WEDM, an attempt is made to develop 
a non-linear multiplicative model by multi-variable regression analysis.  
Hence, in the present chapter, the non-linear (multiplicative) model is expressed in 
the following form.  
fedcba xxxxxKxY 654321                                                                                               (3.19) 
where  61.........xxxi  are the six input variables such as part thickness, taper angle, 
pulse duration, discharge current, wire speed and wire tension respectively. 
The coefficient of the non-linear (multiplicative) model has been determined by using 
the statistical software package SYSTAT 7.0. The final models for angular error, 
surface roughness, cutting rate and white layer thickness for AISI 304 SS are given 
below in Equations (3.20-3.23) respectively.  
Angular error,
185.0
6
099.0
5
559.0
4
152.0
3
195.0
2
473.0
1197.42 xxxxxxAE
                                 (3.20) 
92602 .R   
Surface roughness,
017.0
6
033.0
5
114.0
4
426.0
3
449.0
2
065.0
1238.0
 xxxxxxSR                             
(3.21)                                              
99002 .R   
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Cutting rate,
526.0
6
459.0
5
290.0
4
431.1
3
055.0
2
099.0
10001.0 xxxxxxCR                                           (3.22) 
992.02 R  
White layer thickness, 
002.0
6
024.0
5
763.0
4
878.0
3
289.0
2
195.0
1026.0
 xxxxxxWLT                      (3.23) 
99002 .R   
Similarly, the relationship between the input factors and performance measures are 
also developed for AISI D2 tool steel. The developed models for the four performance 
measures are present in Equations (3.24—3.27) respectively. 
Angular error,
250.0
6
042.0
5
416.0
4
193.0
3
076.0
2
308.0
1935.38 xxxxxxAE
                                   (3.24) 
95302 .R   
Surface roughness,
0190
6
0120
5
2450
4
3790
3
4580
2
0380
11870
...... xxxxxx.SR                                 (3.25)                                              
988.02 R  
Cutting rate,
3200
6
3310
5
5360
4
3461
3
1440
2
0830
100010
...... xxxxxx.CR                                         (3.26) 
99302 .R   
White layer thickness, 
1670
6
0100
5
4171
4
0941
3
2560
2
2010
10010
...... xxxxxx.WLT                         (3.27) 
96902 .R   
The higher coefficient of determination (R2) confirm the suitability of the proposed 
model and the correctness of the calculated constants. Similarly, the normal 
probability plot of residuals for the developed models for both the work materials are 
shown in Figure 3.35 and 3.36 respectively. Since in all the cases, p-value of the 
normality plots is found to be above 0.05, it signifies that residuals follows normal 
distribution.  
 The Anderson-Darling test (AD Test) is also carried out in order to compare the fit 
of an observed cumulative distribution function to an expected cumulative distribution 
function. Smaller the AD value, greater is the evidence that the data fit to the normal 
distribution. The test results are shown in Figures 3.33-3.34 for respective 
performance measures (angular error, surface roughness, cutting rate and white layer 
thickness) standardized residuals. The following figures suggest that all the data are 
normally distributed.    
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(a)                                                                  (b) 
    
(b)                                                                   (d) 
Figure 3.35  Normal probability plot of residuals of AISI 304 SS (a) angular error (b) 
surface roughness (c ) cutting rate (d) white layer thickness 
    
(a)                                                                    (b) 
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                            (c)                                                                   (d) 
Figure 3.36 Normal probability plot of residuals of AISI D2 tool steel for (a) angular     
error (b) surface roughness (c) cutting rate (b) white layer thickkness 
In this study, four responses such as angular error, surface roughness, cutting rate 
and white layer thickness are considered. However, all the four responses may not be 
applicable simultaneously for industrial applications. The choice of responses purely 
depends on the requirement of process engineer and industries. Therefore, two 
responses are considered to be optimized treating other two responses are treated as 
constraints at a time. The constrained value is selected from the experimental 
observations. In the present work, the objectives are minimization of angular error, 
surface roughness and white layer thickness and maximization of cutting rate which 
are functions of process parameters such as part thickness, taper angle, pulse 
duration, discharge current, wire speed and wire tension. Hence, six optimization 
problems are formed considering two performance measures as objectives and two 
as constraints for AISI 304 SS. The empirical relation between input parameters and 
performance measures obtained in equations (3.20-3.23) are used as functional 
relations for solving the multi-objective particle swarm optimization (MOPSO) 
problem. MOPSO algorithm discussed in Section 3.2 is coded in MATLAB 13 for 
solving the problems. 
Problem 1: 
Minimize Angular error (AE) 
Minimize Surface roughness (SR) 
Subject to  
              Cutting rate (CR)   1.66 mm/min 
              White layer thickness (WLT)   12.3 µm 
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where 1.66 mm/min and 12.3 µm are the maximum value of cutting rate and minimum 
value of white layer thickness respectively, obtained from the experimental result as 
present in Table 3.6. 
Problem 2: 
Minimize Angular error (AE) 
Maximize Cutting rate (CR)  
Subject to  
              Surface roughness (SR)   2.145µm 
              White layer thickness (WLT)   12.3µm 
where 2.145 µm and 12.3 µm are the minimum values of surface roughness and 
minimum value of white layer thickness respectively obtained from the experimental 
result as shown in Table 3.6. 
Problem 3:  
Minimize Angular error (AE) 
Minimize white layer thickness (WLT) 
Subject to  
               Surface roughness (SR)  2.145µm 
               Cutting rate (CR)   1.66 mm/min 
where 2.145 µm and 1.66 mm/min are the minimum values of surface roughness and 
maximum value of cutting rate respectively obtained from the experimental result as 
shown in Table 3.6. 
Problem 4: 
Minimize surface roughness (SR) 
Maximize cutting rate (CR) 
Subject to  
                Angular error (AE)   16.15min 
                White layer thickness   12.3µm 
where 16.15 min and 12.3 µm are the minimum values of angular error and minimum 
value of white layer thickness respectively obtained from the experimental result as 
shown in Table 3.6. 
Problem 5:  
Minimize surface roughness (SR) 
Minimize white layer thickness (WLT) 
Subject to  
               Angular error (AE)   16.15min 
               Cutting rate (CR)   1.66mm/min 
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where 16.15 min and 1.66 mm/min are the minimum values of angular error and 
maximum value of cutting rate respectively obtained from the experimental result as 
shown in Table 3.6. 
Problem 6:  
Maximize Cutting rate (CR)  
Minimize White layer thickness (WLT)  
Subject to  
               Angular error (AE)   16.15min 
               Surface roughness (SR)   2.145µm 
where 16.15 min and 2.145 µm are the minimum values of angular error and 
minimum value of surface roughness respectively obtained from the experimental 
result as shown in Table 3.6. 
Similarly following same procedure, six optimization problems are formed 
considering two performance measures as objectives and two as constraints for AISI 
D2 tool steel. The constraint for the performance measures are considered such as 
angular error (AE)   22.14min, surface roughness (SR)   2.182µm, cutting rate (CR) 
  1.5764mm/min and white layer thickness (WLT)   5.21µm from experimental data 
as listed in Table 3.6. The empirical relation between input parameters and responses 
obtained in equations (3.24-3.27) are used as functional relations.  
      A number of trials were conducted to optimize the parameters involved in 
MOPSO. The final values of the parameters used in the experiment are, Swarm 
size=200, Number of iterations=100, values of both the cognitive (c1) and social 
parameters (c2) are taken as 2 and the inertia weight (w) is taken as 0.4. It is to be 
noted that equivalent minimization function is used in the MATLAB program wherever 
an objective is maximized. This leads to the development of six sets of Pareto fronts 
for AE and SR, AE and CR, AE and WLT, SR and CR, CR and WLT, CR and WLT 
generating optimal solution for the responses for both the work materials such as AISI 
304 SS and AISI D2 tool steel. A sample set of the non-dominated optimal solutions 
for AE and SR for AISI 304 SS developed by MOPSO are listed in Table 3.15. Figure 
3.37 Shows the Pareto front for AE and SR. 
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Table 3.15 Pareto optimal solution set for AE and SR with corresponding variable 
settings (AISI 304 SS) 
Sl. 
No 
Part 
thickness 
Taper 
angle 
Pulse 
duration 
Discharg
e current 
Wire 
speed 
Wire 
tension 
Angular 
error 
Surface 
Roughness 
1 39.65 5.01 31.81 14.033 126.77 12.45 14.81 1.631 
2 39.51 5.01 29.37 14.001 129.31 12.78 15.04 1.557 
3 39.88 5.14 31.73 14.001 108.75 12.45 15.31 1.529 
4 39.52 5.02 28.81 14.001 114.49 12.76 15.54 1.466 
5 39.65 5.02 28.48 14.001 96.95 13.38 15.76 1.461 
6 39.51 5.02 26.27 14.202 98.12 12.63 16.20 1.357 
7 39.88 5.02 25.81 14.202 98.91 12.76 16.32 1.306 
8 39.88 5.02 24.88 14.001 98.12 12.63 16.79 1.243 
9 39.85 5.34 24.88 14.001 98.12 12.76 17.45 1.227 
10 38.02 5.03 24.88 14.001 98.12 13.71 18.50 1.227 
11 37.69 5.01 24.88 14.001 98.12 14.24 18.80 1.226 
12 37.69 5.03 24.88 14.033 108.75 13.38 19.04 1.225 
13 37.69 5.02 24.88 14.033 96.95 13.38 19.22 1.223 
14 37.69 5.02 24.88 14.033 98.45 12.76 19.72 1.221 
15 36.04 5.02 24.88 14.033 98.91 12.96 20.85 1.22 
16 36.04 5.02 24.88 14.033 98.91 13.38 20.97 1.22 
17 35.51 5.02 24.88 14.033 98.12 14.24 21.37 1.22 
18 35.51 5.02 24.88 14.033 98.12 14.58 21.46 1.219 
19 36.04 5.02 24.88 14.033 98.12 15.04 21.50 1.217 
 
 Figure 3.37 Pareto optimal front for objectives AE and SR (AISI 304 SS) 
Since MOPSO results nineteen different set of non-dominated solutions, a solution 
ranking method is applied here to know the best optimum solution for minimizing 
angular error (obj 1) and surface roughness (obj 2) simultaneously during taper 
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cutting in WEDM.  The normalized objective values are calculated by using Equation 
3.9 for non-beneficial attributes (AE, SR, and WLT) and Equation 3.10 for beneficial 
attributes (CR). The objective weights are determined for the normalized values of 
objectives by applying maximum deviation method using Equation (3.11-3.18). The 
weights obtained through the maximum deviation method are 0.5512 and 0.4488 for 
angular error and surface roughness respectively. The weighted normalized objective 
values are calculated by multiplying the normalized objective values and the objective 
weights. The solutions are ranked based upon the composite scores obtained by 
summing all the weighted objective function values for each alternative. Finally, the 
top ranking solution as shown in Table 3.16 is treated as the best optimum solution 
for minimizing angular error and surface roughness simultaneously. 
Table 3.16 Ranking of Pareto optimal set for objectives AE and SR (AISI 304 SS) 
Sl. No. 
Objective values  Weighted normalized 
objective values 
Composite 
score 
Rank 
Angular 
Error 
Surface 
Roughness 
 Angular  
Error 
Surface 
Roughness 
1 1.000 0.000  0.551 0.000 0.551 14 
2 0.965 0.179  0.532 0.080 0.612 12 
3 0.925 0.246  0.510 0.111 0.62 11 
4 0.890 0.399  0.490 0.179 0.669 6 
5 0.857 0.411  0.472 0.184 0.657 8 
6 0.792 0.662  0.437 0.297 0.734 4 
7 0.774 0.785  0.427 0.352 0.779 2 
8 0.706 0.937  0.389 0.421 0.810 1 
9 0.605 0.976  0.334 0.438 0.772 3 
10 0.448 0.976  0.247 0.438 0.685 5 
11 0.403 0.978  0.222 0.439 0.661 7 
12 0.368 0.981  0.203 0.440 0.643 9 
13 0.340 0.986  0.187 0.442 0.630 10 
14 0.266 0.990  0.146 0.444 0.591 13 
15 0.098 0.993  0.054 0.446 0.499 15 
16 0.079 0.993  0.043 0.446 0.489 16 
17 0.019 0.993  0.011 0.446 0.456 17 
18 0.005 0.995  0.003 0.447 0.449 18 
19 0.000 1.000  0.000 0.449 0.449 19 
Similarly, the above explained MOPSO algorithm and ranking methodology is 
applied for all the formulated optimization problems for both the work material. Table 
3.17 and 3.18 shows the best ranked solution for all the combination of multiple 
responses for AISI 304 SS and AISI D2 tool steel respectively. In Table 3.17 and 
3.18, the performance measures are represented as obj 1 and obj 2 for the respective 
problems such as in the first problem angular error is represented as obj 1 and 
surface roughness is represented as obj 2 respectively. In the second problem 
angular error is represented as obj 1 and cutting rate is represented as obj 2. 
Similarly, the performances measures are represented as obj1 and obj2 in the 
corresponding problems as shown in Table 3.17 and 3.18.  
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Table 3.17 Best ranked solution for multiple objectives of AISI 304 SS 
 
Problem 
No. 
Multiple objectives Optimum input parameters Objectives 
Normalized 
 objectives 
Weighted  
normalised  
Composite  
score 
 
A  
(mm) 
B  
(min) 
C  
(µs) 
D 
(A) 
E 
( mm/s) 
F 
(N) Obj 1 Obj 2 Obj 1 Obj 2 Obj1  Obj 2 
 1 Angular error and 
surface roughness 39.88 5.02 24.88 14.001 98.12 12.63 16.79 1.24 0.706 0.937 0.389 0.421 0.810 
2 Angular error and 
cutting rate 39.88 5.05 28.72 14.54 111.41 12.13 21.14 1.06 0.978 0.508 0.844 0.014 0.858 
3 Angular error and 
white layer thickness 39.67 6.01 30.6 15.62 149.58 12.98 19.15 11.62 0.973 0.526 0.833 0.112 0.945 
4 Surface roughness 
and cutting rate 37.26 5.01 31.95 17.97 149.80 12.06 1.388 1.774 0.859 0.907 0.429 0.453 0.882 
5 Surface roughness and 
white layer thickness 39.55 5.26 31.48 18 128.94 12.55 1.586 13.44 0.945 0.658 0.716 0.159 0.875 
6 Cutting rate and 
white layer thickness 38.45 5.11 32 17.68 135.98 12 1.778 10.58 0.868 0.998 0.563 0.350 0.913 
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Table 3.18 Best ranked solution for multiple objectives of AISI D2 tool steel 
 
Problem 
No. 
Multiple objectives Optimum input parameters Objectives 
Normalized 
 objectives 
Weighted  
normalised  
Composite  
score 
 
A  
(mm) 
B  
(min) 
C  
(µs) 
D 
(A) 
E 
(mm/s) 
F 
(N) Obj 1 Obj 2 Obj 1 Obj 2 Obj1  Obj 2 
 1 Angular error and 
surface roughness 38.65 5    32 14.11 150 12.42 19.93 1.86 0.916 0.984 0.710 0.221 0.931 
2 Angular error and 
cutting rate 39.88 5.26 30.28 16.29 131.63 12.23 18.23 1.55 0.889 0.426 0.850 0.019 0.869 
3 Angular error and 
white layer thickness 39.42 5.31 31.62 18.11 149.92 12.98 18.36 12.68 0.941 0.618 0.868 0.047 0.916 
4 Surface roughness 
and cutting rate 39.85 5 32 16.49 150 12.11 1.765 1.325 0.914 0.892 0.587 0.319 0.906 
5 Surface roughness and 
white layer thickness 38.29 5.66    32  17.92 150 12. 1.586 13.44 0.887 0.986 0.838 0.054 0.892 
6 Cutting rate and 
white layer thickness 39.14 5.77 30.88 18 145.26 12.29 1.444 15.29 0.904 0.685 0.770 0.101 0.871 
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3.5 Conclusions  
The present chapter proposes a systematic study of the effect of process 
parameters on various performance characteristics such as angular error, surface 
roughness, cutting rate and white layer thickness using Taguchi’s experimental 
design. Part thickness, taper angle, pulse duration, discharge current, wire speed and 
wire tension has been considered as the input parameters in the study. The 
machinability of two different work piece materials such as AISI 304 SS and AISI D2 
tool steel are analysed during taper cutting in WEDM process and individual analysis 
of performance measures have been carried out. The relationship between input 
parameters and performance measures are developed through multiplicative 
regression models which helps the tool engineers for prediction of various 
performance measures prior to machining. The higher coefficient of determination 
value and lower Anderson Darling test (AD) value signifies the validity of the 
proposed model. In the second phase, the chapter proposes a multi-objective particle 
swarm optimization (MOPSO) approach for simultaneous optimization of performance 
measures for both the work materials. MOPSO has been implemented by combining 
the non-domination sorting with basic PSO. The mechanism of crowding distance is 
incorporated into the algorithm of PSO specifically for global best selection. The 
diversity of non-dominated solutions in the external archive is maintained using the 
mechanism of crowding distance together with a mutation operator. The proposed 
algorithm is highly competitive in converging towards the Pareto front and generates 
a well-distributed set of non-dominated solutions. From the research carried out, the 
following important findings are discussed below. 
From the individual analysis of performance measures, it is concluded that part 
thickness, taper angle and interaction between part thickness and taper angle are 
found to be most influencing factor for minimum angular error with percentage 
contribution of 21.34 %, 11.13 %, 48.02% respectively for AISI 304 SS and 17.73 %, 
16.03 %, 46.43 % respectively for AISI D2 tool steel. It is observed that angular error 
is reduced by 16 % during taper cutting in AISI 304 SS as compared to AISI D2 tool 
steel while machining is done with the same parametric condition. From analysis of 
variance of surface roughness it is observed that part thickness, taper angle and 
pulse duration are found to be most important parameters with percentage 
contribution of 38.63 %, 28.85 %, 16.28 % respectively for AISI 304 SS and 36.91 %, 
28.75 % and 15.76 % respectively for AISI D2 tool steel. It is found that surface 
roughness of tapered surface is increased by 7.08% during taper cutting of AISI D2 
tool steel as compared to AISI 304 SS while machining is done with the same 
parametric condition. Similarly, pulse duration and wire speed are found to be the 
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most influential parameter for cutting rate with percentage contribution of 54.89 %, 
15.41 % and 57.98 %, 7.33 % for AISI 304 SS and AISI D2 tool steel respectively. It 
is also observed that cutting rate is reduced by 9.06 % in case of taper cutting in AISI 
D2 tool steel as compared to AISI 304 SS while machining is done with the same 
parametric condition. From analysis of variance of white layer thickness, it is 
concluded that pulse duration and discharge current are found to be the most 
influential parameters with percentage contribution of  35.78%, 19.38 5%  and 
19.77%, 27.38% for AISI 304 SS and AISI D2 tool steel respectively. It is also 
observed that white layer thickness is reduced by 21.8 % during taper cutting in AISI 
D2 tool steel as compared to AISI 304 SS while machining is done with the same 
parametric condition.  
Multi-objective optimization is carried out using a popular meta-heuristic algorithm 
known as multi-objective particle swarm optimization (MOPSO) approach. MOPSO 
successfully results a set of non-dominated solutions which are further ranked by 
using maximum deviation theory. Although in the present work, four performance 
measures are considered but two or three conflicting performance measures are 
used at a time required in practice. Hence, six set of optimization problems are 
successfully solved using MOPSO approach considering two performance measures 
as objectives and other two as constraints. The best non-dominated solution that 
simultaneously improves angular error and surface roughness of AISI 304 SS is 
stated as part thickness-39.88mm, taper angle-5.020, pulse duration- 24.88µs, 
discharge current-14.001A, wire speed- 98.12 mm/s, wire tension-12.63N. Similarly, 
six set of problems have been solved for both work material such as AISI 304 SS and 
AISI D2 tool steel. The best solutions considering two conflicting performance 
measures at a time during taper cutting in AISI 304 SS and AISI D2 tool steel are 
presented in Table 3.17 and 3.18 respectively. This research work offers an effective 
guideline to select optimum parameter settings for achieving the minimum angular 
error, surface roughness, white layer thickness and maximum cutting rate during 
taper cutting in AISI 304 SS and AISI D2 tool steel using WEDM process to the 
experimenter and practitioners. 
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CHAPTER 4 
 
 
 
 
 
 
AN INTELLIGENT APPROACH FOR  
MULTI-RESPONSE OPTIMIZATION 
IN TAPER CUTTING USING  
WEDM PROCESS
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4.1 Introduction 
Real world problems require simultaneous optimization of multiple responses. In 
the previous chapter, simultaneous optimization of the performance measures are 
carried out using multi-objective particle swarm (MOPSO) approach for two different 
work materials such as AISI 304 SS and AISI D2 tool steel during taper cutting in wire 
electrical discharge machining process. Multi-objective optimization results a number 
of non-dominated Pareto optimal solutions. In this case, none of the objective 
functions can be improved without degrading some of the other objective value and 
all the solutions are considered as equally good. However, in this chapter a hybrid 
multi-response optimization approach is suggested for simultaneous optimization of 
the various performances during taper cutting in WEDM process. Many researchers 
(Antony, 2000; Lin and Lin, 2002; Huang and Liao, 2003; Gadakh, 2012; Kanlayasiri 
and Jattakul, 2013) have applied various methods for converting multi-responses into 
equivalent single responses for simultaneous optimization of the responses. Usually, 
multi-criteria decision making methods such as grey relational analysis (GRA), 
principal component analysis (PCA), desirability approach (DA) and techniques for 
order preference similarity to ideal solution (TOPSIS) are embedded with design of 
experiment (DOE) approach for handling the multi-response optimization problems. 
However, uncertainties, impreciseness and arbitrary human judgement for weight 
assignment to criteria and alternatives result in inferior solutions. To overcome this 
limitation, in the present chapter, a new intelligent approach based on neuro-fuzzy 
system is proposed for converting multi-responses into equivalent single response. In 
neuro-fuzzy system, the membership functions for each response are generated by 
fuzzy c-mean clustering depending on belongingness of each experimental data to 
fuzzy clusters. However, the membership function is repeatedly updated when the 
system parameters continuously changes in a non-deterministic fashion. Therefore, 
neural network is used for these types of systems as it is capable of modifying itself 
by adapting the weights. Hence, the membership values of each response are 
adjusted by neural network process till root mean square error is minimized. Center of 
area (COA) method, a defuzzification strategy, is then applied to aggregate all 
membership functions to obtain multiple performance characteristic index (MPCI) 
values. Treating MPCI as a single response, the relationship between MPCI and 
process parameters is expressed mathematically using non-linear regression 
analysis.  Finally, a new meta-heuristic approach known as bat algorithm is employed 
to obtain best parametric combination that maximizes MPCI during taper cutting 
process in WEDM. 
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4.2 Proposed Methodology   
The present work includes the Taguchi’s design of experiment as well as 
intelligent tools to minimize the uncertainty in decision-making. The proposal is to 
map multiple performance characteristics into an equivalent single performance 
characteristic index called as MPCI through neuro-fuzzy based model. The 
relationship between MPCI and process parameters is developed through a 
statistically valid non-linear regression model. Finally, bat algorithm is used to find out 
best parameter setting using the developed process model. Figure 4.1 illustrates the 
flow chart of the proposed methodology. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1 Flow chart of proposed methodology for multi-response optimization 
4.2.1 Normalization of response data 
Initially, the experiments are conducted by Taguchi’s design of experiment 
considering angular error (AE), surface roughness (SR), cutting rate (CR) and white 
layer thickness (WLT) as four performance measures (responses) during taper 
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cutting in WEDM process. However, out of four responses, three responses such as 
AE, SR and WLT are to be minimized and CR is to be maximized. Therefore, to avoid 
the conflicting nature, performance characteristics are converted to respective signal-
to-noise (S/N) ratios by using the following Equation (4.1) and (4.2). 
The larger-the-best performance characteristic can be expressed as: 
  210 /1/1log10/ iYnNratioS                                                                        (4.1) 
The smaller-the-best performance characteristic can be expressed as: 
  210 /1log10/ iYnNratioS                                                                              (4.2) 
where iY is the 
thi  experimental data of response i . 
Then, the S/N ratios of responses are normalized to obtain normalized response (
ijZ ) 
so that they lie in the range, 10  ijZ . Normalization is carried out to avoid the 
scaling effect and minimize the variation of S/N ratio obtained at different scales. For 
responses of larger-the-best and smaller-the-best type, normalization is carried out 
using Equation 4.3 and 4.4 respectively. 
For smaller the best 
 
   n,.......,j,Xminn........,j,Xmax
Xn.........,j,Xmax
Z
ijij
ijij
ij
2121
21


                                           (4.3) 
For larger-the-best 
 
   n,.......,j,Xminn........,j,Xmax
n,......,jXminX
Z
ijij
,ijij
ij
2121
21


                                            (4.4) 
where Z ij  is the normalized value of ith experimental data of response j. 
           X ij is the ith experimental data of response j. 
4.2.2 Determination of fuzzy membership function 
Systems, where relationship between the input and output is highly nonlinear or 
not known at all, fuzzy logic can be effectively applied to classify the input and output 
data sets broadly into different fuzzy classes. Several ways are available for 
assigning membership function to crisp data sets through intuition, inference and 
applying some artificial intelligent (AI) tools. Data points are divided into different 
classes using conventional clustering technique. The two most popular methods of 
clustering the data are hard c-mean clustering (HCM) and fuzzy c-mean clustering 
(FCM) (Bezdek et al., 1984). HCM is used to classify data in a crisp sense. In this 
method, each data point is assigned a single membership in any one and only one 
data cluster. FCM extends the crisp classiﬁcation idea into a fuzzy classiﬁcation 
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notion. Thus, the membership to the various data points can be assigned in each 
fuzzy set (fuzzy class, fuzzy cluster). With the restriction (analogous to the crisp 
classiﬁcation) that the sum of all membership values for a single data point in all of 
the classes has to be unity. It is advantageous to use the FCM as it minimizes the 
uncertainty in assigning the membership function of a crisp data into various fuzzy 
classes. Basically, fuzzy c-means algorithm calculates fuzzy partition matrix to group 
some of data points into c clusters. Therefore, the aim is to cluster centers (centroids) 
that minimize dissimilarity function mJ  (Sahu et al., 2012). 
         





 
 
n
1k 1
2'
m
** min,Jmin,
c
i
ikikm dmvUvUJ                          (4.5) 
where ik is the membership value of the
thk data point in the thi cluster, 'm is 
weighting parameter varying in the range [1, ∞], U  is fuzzy partition matrix, v  is 
cluster center matrix and d is similarity matrix given in Equation 4.6. Utilizing the 
Euclidean distance measure to characterize the similarity, the elements of d is 
calculated by: 
     
m
j ijkjikikik
vxvxvxdd
1
2
(For 1i tocand k =1ton )            (4.6) 
where m is the number of features, xk  is the k
th data point and vi is the centroid of i
th 
cluster that can be presented by: 
 im...........,........iii vv,vv 21 (For 1i toc ) 
In addition, cluster centers are calculated using following formulation 
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where x is fuzzy variable describing data point. In essence, fuzzy partitioning is 
performed through an iterative optimization utilizing following formulation: 
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It should be noted that sum of membership values for a cluster must be equal to one 
i.e.  



KIi
ik 1  
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Finally, the best available solution within a predefined accuracy criterion is 
determined by: 

 )r()r( uu
1
 
where ε is error level for the termination of iteration which varies between 0 and 1. In 
detail, this iterative procedure converges to a local minimum of mJ .  
4.2.3 Updating fuzzy membership function 
The membership function is repeatedly updated when the system parameters 
continuously changes in a non-deterministic fashion. Hence, artificial neural network 
(ANN) has been attempted in this present chapter for prediction purpose 
because ANN has the capacity to map inputs and outputs efficiently in  complex 
situations and it is capable of modifying itself by adapting the weights. Neural 
network do not learn by adding new rules to their knowledge base, they can learn by 
modifying their overall structure. In this chapter, a back propagation neural network 
(BPNN) is used to generate the fuzzy membership function for fuzzy classes of an 
output-data set. BPNN is applied that uses each data in training-data set and 
corresponding membership values indifferent class, obtained by FCM, for training 
itself to simulate the relationship values between input data and membership values. 
Using BPNN, each training-data set can be assigned a membership value in different 
fuzzy classes. Testing-data set is used to check the performance of neural network. 
Once the neural network is trained, its ﬁnal version can be used to determine the 
membership values of any input data in the different fuzzy classes. 
A back propagation neural network (BPNN) architecture consisting of three layers 
such as input layer, hidden layer and output layer. Functioning of neural network 
proceed in two stages viz., learning or training and testing or inferences. The network 
architecture is represented as l-m-n where l neurons are present at input layer (equal 
to the number of inputs in the models), m neurons at the hidden layer (optimized 
through experimentation) and n neurons at the output layer depending on number of 
outputs desired from the model as shown in Figure 4.2. Input layer receives 
information from the external sources and passes this information to the network for 
processing. Hidden layer receives information from the input layer, does all the 
information processing, output layer receives processed information from the network 
and sends the results out to an external receptor. The input signals are modified by 
interconnection weight known as weight factor  
jiW  which represents the 
interconnection of thi node of the first layer to 
thj node of the second layer. The sum 
of modified signals (total activation) is then modified by a sigmoid transfer function  f . 
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Similarly, outputs signal of hidden layer are modified by interconnection weight  
jiW  
of thk node of output layer to
thj node of hidden layer. The sum of the modified signal 
is then modified by sigmoid transfer  f function and output is collected at output layer 
(Strike et al., 2005). 
Let )I...,.........I,I(I plppP 21 , N..........,P 21  is the
thP pattern among N input 
patterns. Where
jiW and kjW are connection weights between
thi input neuron to
thj
hidden neuron, and
thj hidden neuron to thk output neuron respectively.   
Output from a neuron in the input layer is, 
l,,,i,IO pipi 21                                         (4.9) 
  m,j,OWfO l
i pijipj
21
0
                                       (4.10)                                                       
 Output from a neuron in the output layer is, 
  n,,k,OWfO pjmj kjpk 210                                                                            (4.11)  
Sigmoid transfer function  f  is a bounded, monotonic, non-decreasing, S-shaped 
function that provides a graded nonlinear response. The logistic sigmoidal function is 
given as 
 
xe
xf


1
1
                                                                        
(4.12) 
Sigmoid transfer function is recommended for obtaining activation signals from input 
and hidden layer neurons whereas linear transfer function is used to get the same at 
output layer neurons. All data are normalized in the 0.1-0.9 range to avoid the scaling 
effect of parameter values. Therefore, all of the data  ix are converted to normalize 
values  normX  as follows. 
1.08.0
minmax
min 








XX
XX
X inorm                          (4.13) 
where iX  is 
thi  input or output variable X . 
minX  and maxX  are minimum and maximum value of variable X .  
Initially, the connection weights are generated randomly in the range of -1 to +1. 
Batch mode type of supervised learning has been adopted in the present case where 
interconnection weights are adjusted using delta rule algorithm after sending the 
entire training sample to the network. During training, the predicted output is 
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compared with the desired output and the mean square error is calculated. If the 
mean square error is more than a prescribed limiting value, it is back propagated from 
output to input and weights are further modified till the error or number of iterations is 
within a prescribed limit. Mean square error, 
pE for pattern p is defined as 
 2
1 2
1
pipi
n
i
p ODE 

                                                                      (4.14)                                                                                                  
where 
piD is the target output, and piO is the computed output for the 
thi  pattern. 
Weight change at any time t is given by 
     1 tWtEtW p                                     (4.15) 
10  .e.iratelearning  
10  .e.icoefficentmomentum  
Learning rate is defined as the rate by which a neural network updates its weight 
to minimize the error. It should be kept low to escape the local optima. The input 
value ix is again passed through the neural network with updated weights, and the 
errors are computed. This iteration technique is continued until the error value of the 
final output is within the prescribed limit. This procedure is continued for all data in the 
training-data set. Then, a testing-data set is used to verify the efficiency of the neural 
network to simulate the nonlinear relationship. When network attains a satisfactory 
level of performance, a relationship between input and output data established and 
the weights are used to recognize the new input patterns. By the BPNN method each 
training-data set can be assigned a membership value in different fuzzy classes. 
Once the neural network is trained, its final version can be used to determine the 
membership values of any input data in the different fuzzy classes. 
 
Figure 4.2 A back propagation neural network (BPNN) model 
4.2.4 Crisp output 
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Defuzzification is the conversion of a fuzzy quantity to a precise quantity. Among the 
various methods, the COA method is used for defuzzifying fuzzy output function into 
a crisp data (Chen and Hwang, 1992). In this method, the fuzzy output µA(y) 
transform into a crisp value y. It is given by the expression as in Equation 4.16. 
 ∫ (y)dyAμ
∫ (y).ydy
A
μ
=y                                                             (4.16) 
4.2.5 Optimization by Bat algorithm  
Most real world design optimization problems are highly non-linear and involve 
various design variables under complex constraints. Modern meta-heuristic 
algorithms have been developed to carry out global search with three main purposes 
such as solve problems faster, solve large complex problems and obtain robust 
solutions. Intensification and diversification are two major characteristics of meta-
heuristic algorithms. Intensification, also called exploitation, searches around the 
current best solutions and selects the best candidates. Diversification, also called 
exploration, allows the optimizer to explore the search space more efficiently, mostly 
by means of randomization (Yang, 2010). To cope with the above issues, several 
meta-heuristic algorithms have been proposed by several researchers for global 
optimization such as Genetic Algorithm (GA) (Deb, 1999), Particle Swarm 
Optimization (PSO) (Kennedy and Eberhart, 1995), Simulated Annealing (SA) 
(Kirkpatrick et al., 1983), Harmony Search (HS) (Yang, 2009) and Firefly Algorithm 
(FA) (Yang, 2010). In this paper, a new efficient meta-heuristic method like Bat 
Algorithm (BA) is used. BA is a bio-inspired algorithm based on the echolocation or 
bio-sonar characteristics of micro bats, developed by X. S. Yang in 2010 (Yang, 
2010). Bats have a mechanism called echolocation which guides them to detect prey 
and to avoid obstacles. In echolocation, each pulse only lasts a few thousandths of a 
second (up to about 8-10ms). However, it has a constant frequency which is usually 
in the region of 25-150 kHz corresponding to the wavelengths of 2-14mm. These bats 
emit very loud sound and listen for the echo that bounces back from the surrounding 
objects (Yang, 2010). Thus, a bat can compute how far they are from an object and 
easily distinguish the difference between an obstacle and a prey even in complete 
darkness. Yang developed three generalized rules for bat algorithms to transform the 
behaviour of bats into algorithms as follows 
1) All bats use echolocation to sense distance and they are also guess the difference 
between food/prey and background barriers in a some magical way. 
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2) Bat fly randomly with velocity iv  at position ix  with a fixed frequency minf , varying 
wavelength   and loudness 0A  to search for prey. They can automatically adjust 
the wavelength (or frequency) of their emitted pulses and adjust the rate of pulse 
emission  10,r , depending on the proximity of their target. 
3)  Although the loudness can vary in many ways, we assume that the loudness 
varies from a large (positive) 0A to a minimum constant value minA . 
The basic steps of BA can be explained in the algorithm as shown below. For each 
bat i , its position ix  and velocity iv  in a d-dimensional search space should be 
defined. ix  and iv should be subsequently updated during the iterations. The new 
solutions t
ix  and velocities 
t
iv  at time step t  can be calculated by  
  minmaxmini ffff                                                                                         (4.17) 
  i*tititi fxxvv   11                                                                                           (4.18) 
t
i
t
i
t
i vxx 
1
                                                                                                         
(4.19)  
where   in the range of [0, 1] is a random vector drawn from a uniform distribution. 
Here, *x  is the current global best location (solution) which is located after 
comparing all the solutions among all the n bats. As the product ii f is the velocity 
increment, either if (or i ) can be used to adjust the velocity change while fixing the 
other factor i (or if ), depends on the domain of the problem of interest. minf =0 and
1maxf are used in the experimentation depending the domain size of the problem of 
interest. Initially, each bat is randomly assigned a frequency which is taken uniformly 
from  maxmin f,f . In the local search, once a solution is selected among the current 
best solutions, a new solution for each bat is generated locally by using a local 
random walk which is defined as 
toldnew Axx                                                                                                       (4.20) 
where   is a random number drawn between [-1, 1] and tt AA  is the average 
loudness of all the bats at this time step.  After that the loudness iA and the rate of 
pulse emission ir is also updated accordingly as the iterations proceed. Once a bat 
found its prey, the loudness usually decreases while the rate of pulse emission 
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increases and the loudness can be chosen as any value of convenience. 10 A and
0minA can be used for simplicity. Assuming 0minA means that a bat has just 
found the prey and temporarily stop emitting any sound we have,  
,AA ti
t
i 
1   texpr ti 
 11                                                                              
(4.21) 
where   and are constants. The parameter   have similar effect as the cooling 
factor in simulated annealing algorithm that controls the convergence rate of this 
algorithm. For any 0< <1, 0<  we have, 0tiA , 0iti rr  , as t . Hence, the 
fine tuning of the parameters αand γ can affect the convergence rate of the bat 
algorithm. 
Bat algorithm has two major advantages such as frequency tuning and dynamic 
control of exploration and exploitation. It uses the frequency based tuning and pulse 
emission rate changes to mimic bat behavior that leads to good convergence and 
simpler implementation compared with other algorithms. Bat algorithm uses a 
dynamic strategy for exploration and exploitation (Yang and Gandomi, 2012; 
Gandomi et al., 2013). The pseudo code of bat algorithm is present below. 
 Pseudo code of Bat Algorithm 
Objective function    Tdx........,.........xx,xf 1  
Initialize the bat population  n..........,ixi 21 and iv  
Define pulse frequency if  at ix  
Initialize pulse rates 
ir and the loudness iA  
While (t < Max number of iterations) 
Generate new solutions by adjusting frequency 
and updating velocities and location/solutions 
i f (rand > ir ) 
Select the solution among the best solutions randomly 
Generate the local solution around the selected best solution 
end if 
Generate a new solution by flying randomly 
if (rand< iA & )x(f i < )x(f * ) 
Accept the new solutions 
Increase ir and reduce iA  
end if 
Rank the bats at each iteration and find their current best 
*x  
end while 
Post process results and visualization. 
4.3 Experimentation 
The details of the experimentation have been already discussed in Section 3.3 of 
Chapter 3. The same result of various performance measures while taper cutting in 
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AISI 304 SS and AISI D2 tool steel using WEDM as shown in Table 3.6 of Chapter 3 
has been used for analysis in this chapter. 
 
4.4 Results and discussions 
In the present chapter, the analysis has been carried out by using the same result 
of performance measures obtained during taper cutting in WEDM for both the work 
materials such as AISI 304 SS and AISI D2 tool steel as shown in Table 3.6 of 
Chapter 3. However, out of four performance measures, three responses such as 
angular error, surface roughness and white layer thickness are to be minimized and 
cutting rate is to be maximized. Since the performance measures are contradicting in 
nature, they are converted to S/N ratio to make them into same characteristic nature 
as explained in Section 4.2.1. The S/N ratios of performance measures for both the 
work materials are shown in the Table 4.1. The S/N ratios exhibit large variation as 
evident from Table 4.1. Therefore, they are normalized by using Equation 4.3 and 4.4 
as shown in Table 4.2. These normalized data sets have been clustered using fuzzy 
clustering into four fuzzy classes R1, R2, R3. and R4. There are twenty seven numbers 
of data sets as listed in Table 4.2, each of them comprising four performance 
measures. They have been divided into four fuzzy classes R1, R2, R3 and R4 using 
fuzzy c-mean clustering technique. The fuzzy partition matrix U gives an idea of the 
membership of each of data into four fuzzy classes. The matrix U is shown in Table 
4.3 which gives an idea of the membership of each data into four fuzzy classes when 
the objective function of FCM is converged after thirty two and twenty seven iterations 
for AISI 304 SS and AISI D2 tool steel respectively. 
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Table 4.1 Signal-to-noise ratio of performance measures 
Expt. 
No. 
Material I - AISI 304 SS Material II- AISI D2 tool steel 
Angular 
error 
Surface 
roughness  
Cutting   
rate  
White  
layer thickness 
Angular 
error  
Surface 
roughness  
Cutting  rate  
White  
layer thickness 
1 -27.769 -7.227 -1.788 -21.938 -29.487 -7.626 -2.334 -19.609 
2 -31.21 -6.721 -0.026 -22.542 -32.940 -6.923 -0.963 -21.938 
3 -31.754 -8.458 4.329 -23.807 -32.488 -9.239 3.953 -23.003 
4 -32.181 -8.774 -0.796 -23.046 -33.093 -9.449 -1.294 -22.212 
5 -32.428 -8.962 -0.061 -23.58 -33.503 -9.146 -0.432 -22.671 
6 -32.833 -9.528 0.384 -22.345 -33.767 -9.566 -0.012 -21.138 
7 -33.206 -8.520 -0.861 -22.86 -34.428 -9.525 -0.526 -19.833 
8 -33.396 -8.239 -0.672 -21.868 -33.915 -8.647 -1.246 -19.036 
9 -33.959 -9.583 1.909 -22.923 -34.128 -10.154 1.505 -17.616 
10 -33.607 -8.393 -1.756 -22.542 -34.749 -9.069 -2.127 -19.798 
11 -35.019 -8.812 -0.427 -23.167 -35.156 -9.284 -0.438 -20.465 
12 -29.765 -9.429 -0.052 -22.212 -32.463 -10.117 -0.204 -18.329 
13 -33.848 -9.816 -1.598 -22.542 -34.421 -10.759 -2.512 -19.930 
14 -34.109 -10.029 -0.346 -22.076 -34.737 -10.948 -1.102 -15.918 
15 -32.382 -10.736 2.810 -23.694 -34.023 -11.272 1.534 -22.205 
16 -24.634 -8.533 -1.160 -21.798 -28.253 -9.017 -2.334 -20.490 
17 -28.921 -9.429 -0.037 -22.798 -30.683 -9.554 -1.262 -21.896 
18 -24.700 -10.368 0.231 -26.403 -28.383 -11.312 -0.289 -24.786 
19 -25.441 -6.629 -0.04 -22.607 -29.824 -7.723 -1.762 -21.054 
20 -24.163 -6.761 0.596 -22.007 -26.904 -6.777 -0.734 -19.509 
21 -24.690 -6.943 0.848 -24.297 -27.691 -7.381 0.134 -22.848 
22 -30.617 -7.295 -0.18 -21.868 -32.671 -8.011 -0.962 -14.337 
23 -31.527 -7.414 0.48 -22.671 -34.368 -8.326 -0.429 -21.474 
24 -29.191 -8.289 3.137 -27.044 -30.960 -9.435 2.348 -25.827 
25 -31.557 -8.346 -3.096 -22.984 -32.512 -9.082 -5.011 -21.267 
26 -31.317 -9.200 1.103 -23.637 -32.028 -9.458 -0.165 -22.690 
27 -28.733 -9.443 4.402 -25.801 -30.024 -9.983 0.950 -23.458 
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Table 4.2 Normalised value of performance measures 
Expt. No. 
Material I- AISI 304 SS Material – II AISI D2 tool steel 
Angular error 
Surface 
roughness 
Cutting rate 
White 
 layer thickness 
Angular error 
Surface 
roughness 
Cutting rate 
White  
layer thickness 
1 0.332 0.146 0.175 0.027 0.313 0.187 0.299 0.459 
2 0.649 0.023 0.409 0.142 0.731 0.032 0.452 0.662 
3 0.699 0.446 0.990 0.383 0.677 0.543 1.000 0.754 
4 0.739 0.522 0.307 0.238 0.750 0.589 0.415 0.685 
5 0.761 0.568 0.405 0.340 0.800 0.522 0.511 0.725 
6 0.799 0.706 0.464 0.104 0.832 0.615 0.558 0.592 
7 0.833 0.461 0.298 0.203 0.912 0.606 0.500 0.478 
8 0.850 0.392 0.323 0.013 0.850 0.412 0.420 0.409 
9 0.902 0.719 0.668 0.214 0.875 0.745 0.727 0.285 
10 0.870 0.429 0.179 0.142 0.951 0.505 0.322 0.475 
11 1.000 0.532 0.356 0.261 1.000 0.553 0.510 0.533 
12 0.516 0.682 0.406 0.079 0.674 0.736 0.536 0.347 
13 0.892 0.776 0.200 0.142 0.911 0.878 0.279 0.487 
14 0.916 0.828 0.367 0.053 0.949 0.920 0.436 0.138 
15 0.757 1.000 0.788 0.361 0.863 0.991 0.730 0.685 
16 0.043 0.464 0.258 0.000 0.163 0.494 0.299 0.535 
17 0.438 0.682 0.408 0.191 0.458 0.612 0.418 0.658 
18 0.050 0.910 0.444 0.878 0.179 1.000 0.527 0.909 
19 0.118 0.000 0.408 0.154 0.354 0.209 0.362 0.585 
20 0.000 0.032 0.492 0.040 0.000 0.000 0.477 0.450 
21 0.049 0.077 0.526 0.476 0.095 0.133 0.574 0.741 
22 0.595 0.162 0.389 0.013 0.699 0.272 0.452 0.000 
23 0.678 0.191 0.477 0.166 0.905 0.342 0.511 0.621 
24 0.463 0.404 0.831 1.000 0.492 0.586 0.821 1.000 
25 0.681 0.418 0.000 0.226 0.68 0.508 0.000 0.603 
26 0.659 0.626 0.560 0.351 0.621 0.591 0.541 0.727 
27 0.421 0.685 1.000 0.763 0.378 0.707 0.665 0.794 
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Table 4.3 Membership values from fuzzy clustering method 
Exp. 
No 
Material  I- AISI 304 SS Material II- AISI  D2 tool steel 
Member 
ship 
value  
of R1 
Member 
ship 
value  
of R2 
Member 
ship 
value 
 of R3 
Member 
ship 
value  
of R4 
Member 
ship 
value  
of R1 
Member 
ship 
 value  
of R2 
Member 
ship  
value  
of R3 
Member 
ship 
value  
of R4 
1 0.185 0.655 0.110 0.050 0.040 0.036 0.895 0.029 
2 0.386 0.336 0.194 0.085 0.339 0.168 0.338 0.155 
3 0.201 0.129 0.311 0.359 0.239 0.442 0.120 0.198 
4 0.826 0.015 0.148 0.011 0.662 0.129 0.050 0.159 
5 0.383 0.031 0.550 0.037 0.691 0.131 0.048 0.129 
6 0.151 0.018 0.813 0.018 0.700 0.066 0.024 0.210 
7 0.951 0.006 0.039 0.004 0.604 0.037 0.021 0.338 
8 0.756 0.047 0.173 0.024 0.656 0.060 0.062 0.222 
9 0.203 0.044 0.681 0.071 0.198 0.087 0.046 0.669 
10 0.830 0.032 0.119 0.019 0.667 0.057 0.047 0.229 
11 0.580 0.041 0.336 0.043 0.699 0.052 0.030 0.220 
12 0.287 0.088 0.571 0.055 0.120 0.057 0.029 0.794 
13 0.443 0.054 0.452 0.050 0.309 0.111 0.060 0.520 
14 0.321 0.051 0.576 0.052 0.217 0.098 0.066 0.619 
15 0.194 0.082 0.490 0.234 0.264 0.281 0.072 0.382 
16 0.173 0.577 0.163 0.087 0.121 0.193 0.575 0.110 
17 0.272 0.120 0.523 0.085 0.209 0.472 0.161 0.157 
18 0.155 0.164 0.200 0.481 0.149 0.543 0.150 0.158 
19 0.022 0.947 0.017 0.014 0.028 0.028 0.926 0.018 
20 0.051 0.868 0.045 0.036 0.092 0.114 0.716 0.077 
21 0.111 0.639 0.102 0.148 0.093 0.164 0.672 0.071 
22 0.423 0.312 0.202 0.063 0.299 0.135 0.242 0.324 
23 0.495 0.195 0.237 0.073 0.709 0.085 0.067 0.138 
24 0.061 0.059 0.074 0.806 0.125 0.688 0.094 0.093 
25 0.610 0.121 0.213 0.056 0.373 0.173 0.216 0.239 
26 0.169 0.041 0.720 0.070 0.279 0.511 0.073 0.138 
27 0.029 0.025 0.043 0.903 0.024 0.933 0.021 0.022 
ANN has the capacity to map inputs and outputs efficiently in complex situations 
by adapting the weights. Therefore, four neurons in input layer and four neurons in 
output layer have been chosen. To determine the number of neurons in the hidden 
layer, various BPNN models have been chosen to achieve performance error equal 
to 0.001. Five BPNN models with architecture 4–4–4, 4–5–4, 4–6–4, 4–7–4 and 4–8–
4 have been selected. Out of 27 data 75% of data (1–20) are selected as training 
data and 25% of the data (21–27) have been used to test the performance of the 
selected neural network. Finally, BPNN architecture 4-7-4 shows minimum root mean 
square error (RMSE). Learning and momentum parameters are set at 0.09 and 0.50. 
The same procedure is followed for both the work materials. The number of epochs 
95 
 
run was 131790 and 150000 for AISI 304 SS and AISI D2 tool steel respectively. In 
spite of higher number of iterations to converge at a final value, low learning rate is 
used to ensure the neural network to escape from local optima. Using back 
propagation, initially assigned weights are repeatedly adjusted to minimize the mean 
square error until this error achieves the target 0.001. 
Figure 4.3 and 4.4 shows co-rrelation between the actual memberships function 
and predicted membership function via neuro-fuzzy model for training data and 
testing data for both work materials respectively. It can be observed that data are well 
fitted because a high degree of coefficient of determination (R2) as 0.9926 and 
0.9961 for training and coefficient of determination (R2) as 0.97959 and 0.92558 for 
testing data is obtained for AISI 304 SS and AISI D2 tool steel respectively. 
   
(a)                                                                   (b) 
Figure 4.3 Regression plot for training data set for (a) AISI 304 SS (b) AISI D2 tool 
steel 
        
(a)                                                                 (b) 
Figure 4.4 Regression plot for testing data set for (a) AISI 304 SS (b) AISI D2 tool 
steel 
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Table 4.4 presents the membership function values for output predicted by neural 
network. After getting fuzzified value, it is needed to defuzzify them to get a crisp 
value containing the combined quality characteristic which can be used as higher the 
best criteria. This is done by center of area (COA) method. These defuzzified values, 
called Multiple Performance Characteristic Index (MPCI), are also listed in Table 4.4. 
MPCI values are now considered as the single equivalent response for analysis. The 
process model between the input parameters and MPCI value is developed by a 
multiplicative equation as given in Equation 4.22 and 4.23 with coefficient of 
determination (R2) of 0.927 and 0.955 for AISI 304 SS and AISI D2 tool steel 
respectively. 
For AISI 304 SS 
9350
6
1050
5
1621
4
7680
3
3731
2
4220
100010
...... xxxxxx.MPCI                                       (4.22) 
For AISI D2 tool steel 
838.0
6
293.0
5
370.1
4
854.0
3
259.0
2
176.0
10001.0 xxxxxxMPCI 
                                   (4.23)                         
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Table 4.4 Adjusted membership function from neural network and MPCI value for both work materials  
Expt.
No. 
Material I-AISI 304 SS Material II-AISI D2 Tool steel 
Membership 
value of R1 
Membership 
value of R2 
Membership 
value of R3 
Membership 
value of R4 MPCI 
Membership 
value of R1 
Membership 
value of R2 
Membership 
value of R3 
Membership 
value of R4 MPCI 
1 0.185 0.655 0.110 0.050 0.1744 0.050 0.034 0.895 0.022 0.2990 
2 0.386 0.336 0.194 0.085 0.3522 0.341 0.169 0.340 0.150 0.5075 
3 0.201 0.129 0.311 0.359 0.6436 0.239 0.442 0.120 0.197 0.6710 
4 0.826 0.015 0.148 0.011 0.6807 0.642 0.120 0.055 0.183 0.7003 
5 0.383 0.031 0.550 0.037 0.5483 0.686 0.129 0.048 0.137 0.7398 
6 0.151 0.018 0.813 0.018 0.5282 0.681 0.072 0.039 0.208 0.7556 
7 0.951 0.006 0.039 0.004 0.7716 0.584 0.059 0.039 0.319 0.7396 
8 0.756 0.047 0.173 0.024 0.7199 0.668 0.059 0.038 0.236 0.7041 
9 0.203 0.044 0.681 0.071 0.6923 0.178 0.084 0.050 0.688 0.4511 
10 0.830 0.032 0.119 0.019 0.7701 0.705 0.051 0.035 0.209 0.8064 
11 0.580 0.041 0.336 0.043 0.7358 0.700 0.059 0.036 0.205 0.8603 
12 0.287 0.088 0.571 0.055 0.4432 0.167 0.098 0.051 0.684 0.4496 
13 0.443 0.054 0.452 0.050 0.5372 0.325 0.075 0.045 0.554 0.6448 
14 0.321 0.051 0.576 0.052 0.4929 0.180 0.081 0.049 0.690 0.3617 
15 0.194 0.082 0.490 0.234 0.6967 0.268 0.280 0.070 0.381 0.8207 
16 0.173 0.577 0.163 0.087 0.3129 0.117 0.197 0.580 0.105 0.3461 
17 0.272 0.120 0.523 0.085 0.4299 0.210 0.467 0.162 0.160 0.5555 
18 0.155 0.164 0.200 0.481 0.6696 0.149 0.546 0.146 0.157 0.7932 
19 0.022 0.947 0.017 0.014 0.0131 0.020 0.030 0.925 0.025 0.3633 
20 0.051 0.868 0.045 0.036 0.0502 0.093 0.111 0.713 0.082 0.3772 
21 0.111 0.639 0.102 0.148 0.0879 0.228 0.059 0.984 0.185 0.7317 
22 0.423 0.312 0.202 0.063 0.3530 0.142 0.119 0.056 0.684 0.1565 
23 0.495 0.195 0.237 0.073 0.5565 0.705 0.083 0.040 0.173 0.7934 
24 0.061 0.059 0.074 0.806 0.6516 0.097 0.607 0.185 0.110 0.6653 
25 0.610 0.121 0.213 0.056 0.5557 0.222 0.478 0.151 0.148 0.4832 
26 0.169 0.041 0.720 0.070 0.5611 0.529 0.238 0.088 0.145 0.6220 
27 0.029 0.025 0.043 0.903 0.7153 0.190 0.556 0.182 0.071 0.6422 
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Finally, Bat algorithm is used to optimize MPCI to obtain optimum parametric 
combination for both the work materials such as AISI 304 SS and AISI D2 tool steel 
respectively during taper cutting in WEDM process. The empirical relationship 
between the control factors and MPCI obtained from multiplicative regression 
analysis (Equation 4.22 and 4.23) is considered as objective function for the present 
problem. Bat algorithm is coded using MATLAB 13.0. The algorithm considers a bat 
size of 20, loudness constant 0.7, pulse rate 0.5 and maximum number of iterations 
150. The other parameters are selected suitably to achieve the convergence. A 
number of trials were conducted to optimize the parameters during taper cutting 
process of WEDM. Finally, the maximum MPCI value with the optimum process 
parameter setting is obtained which is present in Table 4.5 for both AISI 304 SS and 
AISI D2 tool steel. Figure 4.5 and 4.6 illustrates that bat algorithm converges towards 
global optimum during taper cutting in AISI 304 SS and AISI D2 tool steel 
respectively. 
Table 4.5 Optimum parameter setting 
Control factors and 
 performance measures 
Optimum Parametric condition 
AISI 304 SS AISI D2 tool steel 
Part thickness            (mm) 27.33  30.25 
Taper angle               (degree) 5.51 5.88 
Pulse duration            (µs) 29.57 31.47 
Discharge current       (A) 17.34 18 
Wire speed                (mm/s) 131.5 130.15 
Wire tension               (N) 12.14 12.33 
                 MPCI 0.9699           0.9744     
 
 
Figure 4.5 Convergence plot for AISI 304 SS 
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Figure 4.6 Convergence plot for AISI D2 tool steel 
In order to validate the proposed hybrid optimization approach, a comparison is 
carried out with the suggested MOPSO algorithm of the previous chapter. In the 
previous chapter, a multi-objective particle swarm optimization approach is suggested 
for simultaneous optimization of two performance measures keeping the other two 
performance measures as constraint during taper cutting in two different work piece 
materials (AISI 304 SS and AISI D2 tool steel) using WEDM process. However, in the 
present chapter, a new intelligent approach is proposed for optimizing all the 
performance measures simultaneously. For the comparison of the two suggested 
methods, experimental results of two performance measures such as angular error 
and surface roughness are considered and optimum parameter setting were obtained 
by using two proposed optimization approaches. The selected tuning parameters for 
MOPSO algorithm are Swarm size=200, Number of iterations = 100, values of both 
the cognitive (c1) and social parameters (c2) are taken as 2 and the inertia weight (w) 
is taken as 0.4 whereas the bat algorithm considers a bat size of 10, loudness 
constant 0.7, pulse rate 0.5 and maximum number of iterations 50 to obtain the 
optimum parameter setting. The results of both the optimization methods are 
compared as shown in Table 4.6. Analysis of the result from Table 4.6 reveals that 
approximately similar result is obtained from both the approaches. However, the 
suggested approach in this chapter is quite simple and computationally elegant as 
compared to MOPSO algorithm because one hundred iterations are needed in 
MOPSO to get best Pareto front for two objectives whereas only fifty iterations are 
required for neuro fuzzy embedded bat algorithm in case of both the work materials 
such as AISI 304 SS and AISI D2 tool steel. 
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Table 4.6 Comparison of the optimization processes 
 
 
Control factors 
 and Performance 
measures 
ÀISI 304 SS AISI D2 tool steel 
Optimum 
machining 
condition by 
MOPSO and 
Maximum 
deviation theory 
Optimum 
machining 
condition by 
Neuro-fuzzy 
with Bat 
algorithm 
Optimum 
machining 
condition by 
MOPSO and 
Maximum 
deviation theory 
Optimum 
machining 
condition by 
Neuro-fuzzy 
with Bat 
algorithm 
Part thickness       (mm)            39.88 39.54 38.65 39.63 
  Taper angle       (degree)               5.02 5.32 5 5 
Pulse duration       (µs)           24.88 24.63 32 31.48 
 Discharge current    (A) 14.001 14.35 14.11 13.86 
   Wire speed         (mm/s)              98.12 100 150 148.25 
Wire tension          (N)              12.63 12 12.42 12.25 
 
4.5 Conclusions 
Taper cutting operation is a major concern among the tool engineers while 
producing tools and dies for complex parts involving tight corners, deep slots and 
feature at multiple angles using wire electrical discharge machining process. The 
proposed approach can effectively assist engineers in determining the optimal 
process parameter setting for simultaneously minimizing the angular error, surface 
roughness, white layer thickness and maximizing cutting rate during taper cutting 
operation using WEDM. The present chapter depicts the effective process 
parameters optimization approach that integrates Taguchi’s parameter design, fuzzy 
c-mean clustering techniques (FCM), back propagation neural network (BPNN) and 
bat algorithm (BA). Using neuro-fuzzy approach for converting multiple responses 
into equivalent single response, uncertainty and impreciseness in human judgement 
can be avoided since the approach uses the experimental data itself for finding out 
weights for each criterion. The suggested process model can be used in any taper 
cutting operation for prediction of angular error, surface roughness, cutting rate and 
white layer thickness before experimentation because a high degree of correlation is 
obtained. Optimization of multiple performance measures is demonstrated through a 
latest, simple, and efficient meta-heuristic like bat algorithm. However, application of 
bat algorithm reveals a parameter setting that can simultaneously optimize all 
performance measures. The optimum combination of process parameters that 
simultaneously optimizes four performance measures such as angular error, surface 
roughness, cutting rate and white layer thickness while taper cutting in AISI 304 SS in 
WEDM is stated as part thickness-27.33mm, taper angle-5.510, pulse duration-
29.57µs, discharge current- 17.34A, wire speed-131.5mm/s and wire tension-12.14N. 
Similarly, the optimum parametric combination for taper cutting in AISI D2 tool steel is 
101 
 
part thickness-30.25mm, taper angle-5.880, pulse duration-31.44µs, discharge 
current-18A, wire speed-130.15mm/s and wire tension-12.33N.    
The proposed approach is validated with results obtained through the MOPSO 
algorithm. Comparison of the results reveals that both the approaches lead to similar 
optimal process parameters when two objectives are considered during taper cutting 
in WEDM process (Table 4.6). However, neuro fuzzy integrated bat algorithm 
approach is simple and computationally elegant as compared to MOPSO algorithm 
because one hundred iterations are needed in MOPSO to get best Pareto front for 
two objectives whereas only fifty iterations are required for neuro fuzzy embedded bat 
algorithm in case of both the work materials such as AISI 304 SS and AISI D2 tool 
steel. The methodology, being simple and robust, can be applied in other situations 
where multiple conflicting objectives are desired to be optimized simultaneously. 
 
 
 
CHAPTER 5 
 
 
 
 
 
 
PERFORMANCE ASSESSMENT IN 
TAPER CUTTING OF METAL 
MATRIX COMPOSITE USING WEDM 
PROCESS  
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5.1 Introduction 
Increasing trend in the use of light weight material in emerging industrial applications 
demands for advanced metal matrix composites (MMCs). Metal matrix composites 
(MMCs) are materials in which one constituent is a metal or alloy forming matrix. The 
other constituents embedded in the metal matrix to serve as reinforcement. 
Aluminium based metal matrix composites have proved themselves an most 
acceptable MMC in aerospace, automotive and military industries due to their high 
strength to wear ratio, stiffness, light weight, good wear resistance  and improved 
thermal and electrical properties (Rao and Padmanabhan, 2012). Aluminium is widely 
used as a structural material especially in the aerospace industry because of its light 
weight whereas the significant drawback with aluminium metal and alloys as 
structural materials is their relatively low elastic modulus, strength and melting point. 
To improve the strength of these materials, a reinforced element like boron carbide 
(B4C) is used in the present chapter to form a metal matrix composite (MMC). Boron 
carbide is a non-metallic potential material with outstanding hardness, excellent 
mechanical, thermal and electrical properties and also the third hardest material after 
diamond and boron nitride (Sezer and Brand, 2001). Its low density, high chemical 
inertness and melting point and large neutron capture section make boron carbide an 
attractive material for micro-electronic, nuclear, military, space and medical 
applications (Roy et al., 2006). Aluminium reinforced boron carbide composite is a 
high strength and high hardness material which is used in various engineering fields. 
This composite is used as structural neutron absorber, armor plate materials and a 
substrate material for computer hard disks (Bluementhal et al., 1994; Chapman et al., 
1999). 
Metal matrix composite can be fabricated using several techniques such as stir 
casting, thixoforming, spray deposition and powder metallurgy (Hashim et al., 1999; 
Kang et al., 2002; Gupta et al., 1993; Rahimian et al., 2010). All the processing 
technologies have their own merits and demerits. Technical problems like high 
residual porosity, interfacial chemical reaction, reinforcement segregation and 
clustering are observed during conventional stir casting methods and thixoforming 
process. Spray deposition method involves difficulties in obtaining repeatability of 
reinforcement quantities, spray management and maintaining atmospheric conditions 
restricting the use of this promising method (O’Dnnell and Looney, 2001). However, 
Torralba et al. (2003) have found that powder metallurgy process is a highly effective 
and economic method as compared with the other processes. It is advantageous to 
fabricate AlB4C MMC using powder metallurgy (PM) route because the produced 
composites exhibit a higher dislocation density, limited segregation of particles and 
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small grain size resulting in superior mechanical properties (Mazen and Ahmed, 
1998). Hence, in the present chapter, powder metallurgy route is adopted for 
fabrication of aluminium boron carbide MMC.            
However, the reinforcement materials existing in various forms (particulate, whiskers 
and continuous fibers) in MMCs make it difficult to machine using traditional 
machining processes due to its abrasive nature. Heavy tool wear is also caused due 
to the presence of hard reinforcement. To overcome such difficulties, attempt has 
been made to machine MMCs using different non-conventional machining processes 
such as abrasive water jet machining (AWJM), laser beam machining (LBM) and 
electrical discharge machining (EDM) (Hamatani and Ramulu, 1990; Muller and 
Monaghan, 2000; Puhan et al., 2013). However, these processes have certain 
limitations like linear cutting and elaborate preparation of preshaped electrode. 
Hence, few studies have used wire electrical discharge machining process and 
proved it as an effective and economical method in machining of modern composite 
materials (Garg et al., 2010). Gatto and Iuliano (1997) have performed WEDM tests 
under one roughing and two finishing conditions on two composites such as 
SiC/2009Al alloy with 15% whiskers and with 20% particles reinforcement. Yan et al. 
(2005) have investigated the machinability of Al2O3p/6061 Al composite by WEDM. 
Manna and Bhattacharyya (2006) have carried out experimental investigation in 
WEDM to determine parameter setting for machining aluminium-reinforced silicon 
carbide metal matrix composite. Liu et al. (2009) have studied wire electro-chemical 
discharge machining of Al6061 reinforced with Al2O3 particles. Patil and Brahmankar 
(2010) have investigated WEDM performance while machining in Al359 with 20% 
SiCP. Satishkumar et al. (2011) have carried out experimental investigation in WEDM 
process parameters during machining of Al6063/SiCp
 composites with different 
proportions. Saha et al. (2013) have studied WEDM characteristics in 5 vol% titanium 
carbide (TiC) reinforced austenitic manganese steel metal matrix composite. But it 
has been found that the use of aluminium boron carbide MMC in WEDM process is 
not fully explored in the literature. Taper cutting in WEDM is a viable solution for 
machining advanced materials with complex geometry (Plaza et al., 2009).  However, 
no attempt has been made to study the machinability and effect of process 
parameters during taper cutting of AlB4C MMC in WEDM process.   
Therefore, in the present chapter, aluminium boron carbide (AlB4C) composite with 
reinforcement of 0wt%, 10wt% and 20wt% of B4C powders were fabricated by 
powder metallurgy process. The effect of percentage of reinforcement (B4C) on 
various properties such as hardness, density and electrical conductivity of the AlB4C 
MMC is studied. X-ray diffraction (XRD) is used to study phase identification and 
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trace elements. Scanning electron microscopy (SEM) analysis is also carried out for 
microstructure analysis of composite sample surface. Taguchi’s design of experiment 
is used to study the effect of various process parameters on performance measures 
such as angular error, surface roughness and cutting rate during taper cutting of 
aluminium boron carbide composite using WEDM process. Analysis of variance 
(ANOVA) is employed to find out the significance of the process parameters.  
However, in the present chapter, the effect of machining parameters on white layer 
thickness during taper cutting of AlB4C MMC is not studied. Formation of white layer 
is a result of molten materials that are not completely flushed away by dielectric fluid 
from the work piece surface. These molten materials solidify during cooling process 
and deposit on the work piece. However, in this work, the fabricated AlB4C composite 
is prepared through powder metallurgy route which comprises powders of very small 
particle size (2.939µm), which is easily flushed away by the proper use of dielectric 
fluid. During taper cutting of MMC, negligible amount of white layer thickness is 
observed through SEM. Therefore, in the present chapter, white layer thickness is not 
considered as a performance measure for further analysis. It is difficult to find a single 
optimal combination of process parameters for multiple performance characteristics 
using traditional Taguchi method. To overcome this limitation, a new approach known 
as maximum deviation method is applied to convert multiple performance 
characteristics into an equivalent single performance characteristic. Traditional 
approaches hardly develop good functional relationship between process parameters 
and performance characteristics when the process behaves in a non-linear manner 
and involve large number of interacting parameters. To overcome this limitation, the 
relationship between process parameters and performance characteristics is 
developed through a back propagation neural network (BPNN) model. In order to 
achieve faster convergence, Levenberg-Marquardt algorithm (LMA) has been used. 
Bayesian regularization is also adopted due to is generalization capability to minimize 
error using minimal weights and thus avoids cross-validation. Finally, the process 
model is optimized by a new meta-heuristic approach known as bat algorithm. 
5.2 Proposed methodology   
The present chapter proposes an integrated approach for prediction and optimization 
of WEDM process parameters during taper cutting in aluminium boron carbide 
(AlB4C) metal matrix composite.  
5.2.1 Maximum deviation method 
Traditional Taguchi method fails to optimize multiple performance measures 
simultaneously. Hence, maximum deviation method is used for converting multiple 
performance measures into equivalent single performance measure. This method is 
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proposed by Wang to compute the weight of each criterion with numerical information 
(Wang, 1998). Maximum deviation method is quite capable to compute the weight of 
each performance measures in any complex problems with numerical information 
(Wu and Chen, 2007; Yingming, 1997). The details of maximum deviation method is 
already discussed in Section 3.2.5 of Chapter 3. The composite score (CS) is 
obtained through summing the weighted performance characteristics values which is 
treated as the equivalent single performance measure for the present chapter.     
5.2.2 A hybrid optimization approach using neural network and bat algorithm 
For multiple performance characteristics optimization, a hybrid approach using 
artificial neural network in association with bat algorithm is implemented for obtaining 
the optimum machining parameter setting for AlB4C MMC during taper cutting in 
WEDM process. The detailed methodology is explained in the flow chart as shown in 
Figure 5.1. An artificial neural network (ANN) is a highly flexible nonlinear mapping 
tool consisting of neurons and weighted connection links which consist of user-
defined inputs and produce an output that reflects the information stored in 
connections during training. Hence, in the present chapter, the fitness function for the 
proposed algorithm is developed using the weights and biases obtained from the 
ANN model. A back propagation neural network (BPNN) architecture consisting of 
three layers such as input layer, hidden layer and output layer is commonly 
considered to develop functional relationship between input-output processes. 
Functioning of neural network proceeds in two stages such as learning or training and 
testing or validation. The network architecture (as shown in Figure 5.2) is represented 
as l-m-n where l neurons are present at input layer (equal to the number of inputs in 
the models), m neurons at the hidden layer (optimized through experimentation) and 
n neurons at the output layer depending on number of outputs desired from the 
model. Input layer receives information from the external sources and passes this 
information to the network for processing. Hidden layer receives information from the 
input layer, does all the information processing, output layer receives processed 
information from the network and sends the results out to an external receptor. The 
detail of artificial neural network is already discussed in Section 4.2.3 of Chapter 4. In 
order to achieve faster convergence, Levenberg Marquardt Algorithm (LMA) is 
applied in the present chapter. LMA is a suitable approach for non-linear optimization 
and significantly performs better than gradient decent, conjugate gradient methods 
and quasi-newton algorithms for medium sized problems (Hagan and Menhaj, 1994). 
Bayesian regularization is used to provide better generalization performance and 
avoid over fitting (Ciurana et al., 2009)  
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The proposed Levenberg-Marquardt algorithm (LMA) with Bayesian regularization 
(Mahapatra and Sood, 2012) is given as: 
1.  Compute the Jacobian (by finite differences or using the chain rule) 
2.  Compute the error gradient, g= Jte 
3.  Approximate the Hessian using the cross product Jacobian, H= JtJ 
     where H is the Hessian matrix, J is the Jacobian matrix that contains first    
derivatives of the network errors with respect to the weights and biases, e is a vector 
of network errors 
4.  Calculate the fitness function, F= β*Ed+ α*Ew where Ed is the sum of squared 
errors and Ew is the sum of squared weights.α and β are the objective function 
parameters. 
5.  Solve (H+λI) δ= g to find δ 
6.  Update the network weights w using δ 
7.  Recalculate the fitness function using the updated weights 
8.  If the fitness function has not decreased, discard the new weights, increase λ 
using v and go to step 5.  
9.  Else decrease λ using v 
10. Update the Bayesian hyper parameters using Mackay’s or Poland’s formulae 
Y= W- (α*tr(H-1)) 
β= (N-y)/ 2.0*Ed 
α = W/ (2.0*EW+tr(H
-1)) 
      where W is the number of network parameters (number of weights and biases)  
           N is the number of entries in the training set 
          Y is the number of effective parameters 
           tr(H-1) is the trace of the inverse Hessian matrix 
The weights and biases obtained from the neural network models are used to 
develop the functional relationship between process parameters and composite score 
of responses. A new meta-heuristic algorithm known as Bat algorithm is used for 
obtained the best parametric setting for taper cutting in AlB4C composite using 
WEDM. The details of Bat algorithm is already discussed in Section 4.2.5 of Chapter 
4.              
 
 
 
 
 
 
107 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.1 Flow chart for proposed hybrid optimization bat algorithm with neural 
network 
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Figure 5.2 A proposed neural network model 
5.3 Experimental details 
5.3.1 Fabrication of aluminium boron carbide (AlB4C) composite 
In the present chapter, fine aluminium powder (Al- 99.7%, Fe- 0.17%, Mg-0.0016%, 
Zn-0.0053%, Cu-0.00159%) of particle size 20µm (625 mesh)  is selected as the 
matrix and boron carbide powder particle size 105µm (140 mesh) as the 
reinforcement for preparing the AlB4C MMC. The aluminium and boron carbide 
powder were supplied by Loba Chemie Pvt. Ltd., Mumbai. Based on the exhaustive 
literature survey, it is found that powder metallurgy (PM) of the solid phase 
processing method serves better than the other MMC fabrication process (Torralba et 
al., 2003; Mazen and Ahmed, 1998). Hence, PM method is adopted in the present 
chapter for fabrication of boron carbide reinforced aluminium composite. Powder 
metallurgy is a process for forming metal parts by heating compacted metal powders 
to just below their melting points. This process generally consists of three basic steps 
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such as mixing or blending, compacting and sintering. The detailed procedure of 
fabrication of AlB4C MMC is described below.     
5.3.1.1 Mixing or blending of powders 
Powdered aluminium of particle size of 20 µm was mixed with boron carbide powder 
of particle size of 105 µm to form a mechanical mixture of aluminium boron carbide 
powder. Three different types of mixture was prepared with respect to weight 
percentage such as 100% Al+ 0% B4C, 90% Al+10% B4C and 80% Al+ 20% B4C. 
Blending of powders were carried out in a ball planetary mill (Model – 
PULVERISETTE-5, Make- FRITSCH, Germany) with 300 rpm as shown in Figure 
5.3. It consists of three cylindrical bowl of chrome steel within which 15 balls made up 
of chrome steel is present. To achieve a homogeneous distribution of the 
reinforcement in the mixture, the blending machine is continued for one million 
revolutions. The particle size of the aluminium boron carbide mixture is analysed 
through particle size analyser (Malvern zetasizer, Nano-ZS90, UK) as shown in 
Figure 5.4 and the particle size of the aluminium boron carbide mixture is obtained as 
2.939 µm.     
  
Figure 5.3. Ball Planetary Mill 
 
Figure 5.4 Particle size analyser  
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5.3.1.2 Cold uniaxial pressing 
The prepared aluminium boron carbide mixtures is then pressed by a cold uniaxial 
pressing machine (Make-SOILLAB, Type-Hydraulic) as shown in Figure 5.5. A 
stainless steel die of 25 mm internal diameter is used to fabricate the circular green 
samples of three different thicknesses 20 mm, 30 mm and 40 mm. All the green 
samples are compacted at load of 16 ton which accounted 280 Mpa pressure. Stearic 
acid was applied at the wall of the die and punch to allow the powder to flow freely 
and prevent the specimens from sticking on the walls. In order to avoid damage of 
the components during ejection, the compaction pressure was decreased to 5Mpa 
immediately after maximum pressure was obtained. With this slight pressure applied 
to the green component, the die body was split and both sides of the die were pulled 
from the component. The pressure on the component was completely released, the 
top punch was removed and the component was ejected by downward movement of 
the floating die body (O’Donnell and Looney, 2001).      
 
Figure 5.5 Cold uniaxial pressing machine 
5.3.1.3 Sintering of the green samples 
Sintering was then carried out in a horizontal tubular furnace as shown in Figure 5.6 
in argon atmosphere of 1.5 bar pressure. The green samples were sintered carefully 
at an elevated temperature but just below the melting point of major constituent. 
Twenty seven samples with different reinforcement of B4C (100%Al+0%B4C, 
90%Al+10%B4C, 80%Al+20%B4C) were baked at three different temperatures 5 0  C, 
 00  C and  50  C respectively with a holding time of 1hour. All the samples were 
allowed to cool to room temperature within the unit on completion of the sintering 
cycle. Then the sintered samples are removed from the furnace. 
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Figure 5.6 Horizontal tubular furnace 
5.3.1.4 Heat treatment (Quenching and Ageing) 
To refine the microstructure of the material and improve the mechanical properties, 
various heat treatment processes are carried out.  uenching was carried out at a 
temperature of  00  C for 3 hours and quenched in iced water.  uenching operation 
initiates natural ageing in the composites. In order to prevent it, all samples were 
immediately aged at 200  C for eight hours in a closed Muffle furnace (as shown in 
Figure 5.7) and left to cool in it.  
 
Figure 5.7 Muffle furnace 
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Finally, the fabricated samples of aluminium boron carbide composite with three 
different thickness are shown in Figure 5.8.     
 
Figure 5.8 Prepared aluminium boron carbide composite work pieces 
5.3.1.5 Microstructure and phases of AlB4C metal matrix composite 
The microstructure of sintered AlB4C metal matrix composite is obtained through 
scanning electron microscope (SEM) (Model–JEOL JSM 6480 LV). From Figure 5.9 
(b, c), it is observed that boron carbide particles are homogeneously distributed in the 
matrix. Analysis of the micrographs shown in Figure 5.9 reveals that increase in 
weight percentage of boron carbide (B4C), increases the phase accumulation along 
grain boundaries. As the percentage of boron carbide increases, either B4C or its 
nonstoichiometric boron carbide derivatives starts to be retained along the grain 
boundaries resulting in decrease in interfacial strength. It is also found that the 
modulus of the composite depends mainly on the weight percentage of reinforcement 
rather than the interfacial wetting.  
X-ray diffraction (XRD) analysis is also carried out using XRD instrument supplied by 
XRD-PHILIPS Analytical ltd. PW 3040. Figure 5.10 shows the XRD peaks  of 
aluminum boron carbide composites with different weight percentage of B4C 
reinforcements such as 0%, 10% and 20%. It suggests that the presence of 
aluminium and boron carbide peaks in the samples and no other noticeable 
diffraction peaks appears. This XRD plot is also supported by the report of 
Thangadurai and Asha, (2014) and Rao and Padmanabhan, (2012). The results 
confirms the suitability of the prepared samples in respect of uniform distribution of 
particles and confirm that they are accurate for further analysis.   
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(a) Al/0%B4C 
     
              (b) Al/10%B4C                                                      (c) Al/20%B4C.        
Figure 5.9 SEM micrographs of AlB4C composites 
 
Figure 5.10 XRD plot of AlB4C composites 
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5.3.2 Properties of AlB4C composite 
Hardness of the sintered composites has been measured using Vickers hardness 
tester (Leco Vickers Hardness tester, Model: LM248AT). The average hardness value 
of the composites with respected to the percentage of reinforcement is presented in 
Table 5.1. From Figure 5.11, it is observed that as the percentage of boron carbide 
increases the hardness of the composite increases. It is found that the hardness of 
Al/20%B4C is more as compared to Al/5%B4C and Al/0%B4C This result also 
supported by the report of Mohammad Sharifi et al. (2011) and Rao and 
Padmanabhan (2012). They have also found that the hardness of the AlB4C 
composite increases with the increasing the boron carbide content.  
Table 5.1 Properties of AlB4C composite 
Sample 
Properties 
Hardness 
(HV) 
Density 
(g/cm3) 
Electrical conductivity 
(Siemens/meter) 
Al/0%B4C 108.6 2.7 3.767×10
7 
Al/10%B4C 172.7 2.25 2.46×10
7 
Al/20%B4C 229.4 1.9 1.825×10
7 
 
 
Figure 5.11 Hardness verses composition of boron carbide in AlB4C composite 
The density of the sample is measured using Archimedes principle. The density of 
different samples is presented in Table 5.1. The effect of boron carbide reinforcement 
on density is analysed as shown in Figure 5.12. It is observed that the density of the 
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composite decreases from 2.7g/cm3 to 1.9g/cm3 when the percentage of B4C 
reinforcement increases from 0 to 20%. Higher amount of porosity is formed in the 
composite due to the increase percentage of reinforcement in the composite which 
decreases the density. Aluminium has higher density of 2.70 g/cm3 compared to 
boron carbide which is 2.51 g/cm3. Composite of these two materials will produce a 
composite with lower density. Mohanty et al. (2008) in their study have observed that 
the density of AlB4C MMC is decreased from 2.8 g/cm
3 to 1.8 g/cm3 when the 
percentage of boron carbide reinforcement increases from 0 to 25%.   
 
Figure 5.12 Density verses composition of boron carbide in AlB4C composite 
Electrical conductivity of the fabricated AlB4C MMC is measured by digital electrical 
conductivity measuring device using aluminium plating at room temperature. The 
electrical conductivity values for different composites are presented in Table 5.1. The 
effect of boron carbide reinforcement on electrical conductivity of the AlB4C MMC is 
analysed as shown in Figure 5.13. It is observed that the electrical conductivity 
decreases when the boron carbide percent increases in the MMC from 0 to 20% due 
to resistive nature for electricity conduction of boron carbide particles. However, the 
conductivity of the prepared sample is acceptable for machining in WEDM because 
the process needs minimum conductivity of the work piece as 0.01 S/cm (Fleisher et 
al., 2006). Hence, electrical conductivity decreases with increase percentage of boron 
carbide reinforcement in AlB4C MMC. Similar result was also reported by Mohanty et 
al. in 2008 (Mohanty et al., 2008). They found that the electrical conductivity 
decreases with the increasing percentage of boron carbide.  
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Figure 5.13 Electrical conductivity verses composition of boron carbide in AlB4C   
composite 
5.3.3 Experimental strategy 
Experiments were carried out by using the same wire electrical discharge machine 
and same wire electrode which is already explained in Section 3.3 of Chapter 3. The 
fabricated AlB4C MMCs are used as the work piece material. In the present chapter, 
seven input parameters such as percentage of born carbide, part thickness, taper 
angle, pulse duration, discharge current, wire speed and wire tension were chosen 
with three different levels as shown in Table 5.2. Angular error, surface roughness 
and cutting rate is considered as the three important performance measures during 
taper cutting of AlB4C using WEDM. The performance characteristic measurements 
are already discussed in Section 3.3.2 of Chapter 3.        
Table 5.2 Input parameters with their levels 
Input variables Unit Symbol 
Levels 
Level  
I 
Level  
II 
Level 
 III 
Percentage of B4C % A      0 10 20 
Part thickness mm B      20 30 40 
Taper angle Degree C 5 6 7 
Pulse duration µs D 24 28 32 
Discharge current  A E 14 16 18 
Wire speed mm/s F 90 120 150 
Wire tension N G 12 14 16 
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Taguchi’s experimental design is used in the present chapter for conducting the 
experiments considering seven input parameters. The details of experimental design 
is already described in Section 3.3.3. of Chapter 3. The experimental results of 
various performance characteristics during taper cutting of AlB4C in WEDM are 
present in Table 5.3.     
Table 5.3 Experimental results of performance measures for AlB4C MMC 
Expt. 
.no 
A B C D E F G 
Angular  
error (min) 
Surface 
roughness 
 (µm) 
Cutting  
rate 
 (mm/min) 
1 1 1 1 1 1 1 1 38.44 3.87 0.722 
2 1 1 2 2 2 2 2 43.22 4.69 0.756 
3 1 1 3 3 3 3 3 46.25 6.35 1.118 
4 1 2 1 2 2 3 3 43.28 5.21 0.874 
5 1 2 2 3 3 1 1 44.22 5.76 0.901 
6 1 2 3 1 1 2 2 42.00 4.58 0.889 
7 1 3 1 3 3 2 2 40.25 5.86 1.116 
8 1 3 2 1 1 3 3 45.98 4.09 0.992 
9 1 3 3 2 2 1 1 48.49 5.13 0.857 
10 2 1 1 2 3 2 3 55.32 5.53 0.924 
11 2 1 2 3 1 3 1 56.83 5.29 0.997 
12 2 1 3 1 2 1 2 59.77 5.02 0.711 
13 2 2 1 3 1 1 2 48.55 5.32 0.854 
14 2 2 2 1 2 2 3 52.19 5.82 0.725 
15 2 2 3 2 3 3 1 54.33 6.15 0.824 
16 2 3 1 1 2 3 1 30.11 5.21 0.798 
17 2 3 2 2 3 1 2 41.34 5.88 0.885 
18 2 3 3 3 1 2 3 42.66 5.16 0.973 
19 3 1 1 3 2 3 2 43.48 5.22 1.005 
20 3 1 2 1 3 1 3 47.51 5.45 0.816 
21 3 1 3 2 1 2 1 49.85 5.06 0.855 
22 3 2 1 1 3 2 1 44.33 5.34 0.849 
23 3 2 2 2 1 3 2 42.81 5.14 0.981 
24 3 2 3 3 2 1 3 46.65 5.22 0.994 
25 3 3 1 2 1 1 3 35.56 4.66 0.795 
26 3 3 2 3 2 2 1 38.99 5.18 0.845 
27 3 3 3 1 3 3 2 44.35 5.24 0.804 
 
118 
 
5.4 Results and discussions 
Experiments have been conducted using fabricated AlB4C composite as the wok 
piece material and the results of various performance measures shown in Table 5.3 
were analysed using the popular statistical software MINITAB 16. 
5.4.1 Effect of process parameters on angular error  
ANOVA has been carried to study the significant effect of process parameters on 
angular error. From Table 5.4, it is evident that percentage of B4C, part thickness, 
taper angle and interaction between percentage of B4C and part thickness are the 
significant parameters for minimization of angular error. The coefficient of 
determination which indicates the percentage of variation explained by the model to 
the total variation in the performance measure is 0.957. It is observed that the 
interaction between percentage of B4C and part thickness is the most influential 
parameter for angular error with highest percentage contribution of 33.32% followed 
by part thickness, percentage of B4C, taper angle with percentage contribution of 
27.88%, 15.51% and 15.37% respectively.  
Table 5.4 ANOVA for angular error 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Percentage of B4C    (A) 2 172.70 172.70 86.350 7.27 0.047 15.51 
Part thickness         (B) 2 310.42  310.42 155.251 13.07 0.018 27.88 
Taper angle             (C) 2 171.14 171.14 85.569 7.20 0.047 15.37 
Pulse duration         (D) 2 5.22 5.215   2.608 0.22 0.812 0.469 
Discharge current    (E) 2 14.121 14.121 7.060 0.59 0.594 1.268 
Wire speed              (F) 2 0.540 0.539 0.270 0.02 0.978 0.048 
Wire tension            (G) 2 7.000 7.000 3.500 0.29 0.760 0.628 
A×B 4 370.98 370.98 92.744          7.81 0.036 33.32 
A×C 4 13.58 13.58 3.396 0.29 0.874 1.219 
Error 6 47.51 47.51 11.878 
  
4.267 
Total 26 1113.20          
Analysis of the result presented in Figure 5.14 lead to the conclusion that first level of 
percentage of B4C (A1), third level of part thickness (B3), first level of taper angle (C1), 
first level of pulse duration (D1), first level of discharge current (E1), third level of wire 
speed (F3) and first level of wire tension (G1) is the optimum parameter setting for 
angular error during taper cutting of AlB4C MMC in WEDM. A significant interaction 
between factors A and B is observed which is shown in Figure 5.15. From Figure 
5.15, it is clear that the interaction between percentage of B4C and part thickness 
shows minimum angular error during taper cutting of  AlB4C MMC in WEDM. The 
optimal setting for AlB4C MMC work piece is obtained as A1B3C1D1E1F3G1 (Figure 
5.14) confirms that the effect of interaction for A1B3 is minimum. 
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Figure 5.14 Main effect plot of angular error 
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Figure 5.15 Interaction graph of A×B for angular error 
5.4.2 Effect of process parameters on surface roughness 
The relative importance of the machining parameters with respect to the surface 
roughness was investigated using ANOVA as shown in Table 5.5. Discharge current 
is found to the most influential parameters for surface roughness with percentage 
contribution of 49.30% during taper cutting of AlB4C using WEDM. The coefficient of 
determination is found as 0.926 which shows the efficiency of the model. Similarly, 
the optimum parameter setting for surface roughness can be obtained studying the 
factorial plot shown in Figure 5.16. Analysis of the result reveals that first level of 
percentage of B4C (A1), third level of part thickness (B3), first level of taper angle (C1), 
first level of pulse duration (D1), first level of discharge current (E1), first level of wire 
speed (F1) and first level of wire tension (G1) is the optimum parameter setting for 
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surface roughness during taper cutting of AlB4C MMC in WEDM. From Figure 5.16, it 
is found that the surface roughness of the machined surface increases with the 
increase in taper angle, pulse duration, discharge current and wire speed.  
Table 5.5 ANOVA for surface roughness 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Percentage of B4C  (A) 2 0.88605 0.88605 0.44303 3.00 0.160 11.07 
Part thickness         (B) 2 0.32539  0.32539 0.16269 1.10 0.415 4.060 
Taper angle             (C) 2 0.16276 0.16276 0.08138 0.55 0.614 2.030 
Pulse duration         (D) 2 1.26387 1.26387 0.63194 4.28 0.101 15.80 
Discharge current    (E) 2 3.94343 3.94343 1.97171 13.37 0.017 49.30 
Wire speed              (F) 2 0.14143 0.14143 0.07071 0.48 0.651 1.768 
Wire tension            (G) 2 0.02012 0.02012 0.01006 0.07 0.935 0.251 
A×B 4 0.21010 0.21010 0.05253           0.36 0.829 2.627 
A×C 4 0.45426 0.45426 0.11356 0.77 0.597      5.680 
Error 6 0.58999 0.58999 0.14750 
  
7.377 
Total 26 7.99741          
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Figure 5.16 Main effect plot of surface roughness 
5.4.3 Effect of process parameters on cutting rate  
Table 5.6 shows the ANOVA analysis for cutting rate with percentage contribution of 
each parameter. Analysis of the result reveals that percentage of B4C, pulse duration, 
discharge current, wire speed and the interaction between percentage of B4C and 
part thickness are found to be significant factors for cutting rate during taper cutting in 
AlB4C using WEDM process. The coefficient of determination is found as 0.981. It is 
also observed that pulse duration is the most influential parameter for cutting rate 
with highest percentage contribution of 42.07% followed by interaction of percentage 
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of B4C and part thickness, wire speed and discharge current with percentage 
contribution of 19.57%, 13.12% and 8.63% respectively.        
Table 5.6. ANOVA for cutting rate 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Percentage of B4C (A) 2 0.01585 0.01585 0.00792 5.29 0.075 5.07 
Part thickness         (B) 2 0.00208  0.00208 0.00104  0.70 0.550 0.66 
Taper angle             (C) 2 0.00094 0.00094 0.00047 0.31 0.747 0.30 
Pulse duration         (D) 2 0.13132 0.13132 0.06566 43.85 0.002 42.07 
Discharge current    (E) 2 0.02691 0.02691 0.01345 8.99 0.033 8.62 
Wire speed              (F) 2 0.04097 0.04097 0.02048 13.68 0.016 13.12 
Wire tension            (G) 2 0.01798 0.01798 0.00899 6.01 0.062 5.76 
A×B 4 0.06108 0.06108 0.01527           10.20 0.023 19.57 
A×C 4 0.00893 0.00893 0.00223 1.49 0.354      2.861 
Error 6 0.00599 0.00599 0.00149 
  
1.919 
Total 26 0.31209          
The optimum parameter setting for cutting rate is obtained from the main effect plot 
as shown Figure 5.17. It is observed that, first level of percentage of B4C (A1), third 
level of part thickness (B3), third level of taper angle (C3), third level of pulse duration 
(D3), third level of discharge current (E3), third level of wire speed (F3) and third level 
of wire tension (G3) provide maximum cutting during taper cutting of AlB4C MMC 
using WEDM process. From Figure 5.17, it is found that cutting rate increases with 
the increase of pulse duration and wire speed. A significant interaction between 
percent of B4C and part thickness is also obtained which is shown in Figure 5.18. 
From Figure 5.18, it is clear that the interaction between first level of percentage of 
B4C and third level of part thickness shows maximum cutting rate during taper cutting 
of  AlB4C MMC in WEDM. The optimal setting for AlB4C MMC work piece is obtained 
as A1B3C3D3E3F3G3 (Figure 5.17) confirms that the effect of interaction for A1B3 is 
maximum. 
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Figure 5.17 Main effect plot of cutting rate 
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Figure 5.18 Interaction graph of A×B for cutting rate 
The optimum parametric settings and significant factors of performance measures 
such as angular error, surface roughness and cutting rate during taper cutting of 
AlB4C metal matrix composite are compared with result obtained during taper cutting 
of AISI 304 SS and AISI D2 tool steel (Chapter 3). Comparison of the result reveals 
that similar effect of process parameters on performance measures has been 
observed irrespective of different work materials such as AISI 304 SS, AISI D2 tool 
steel and AlB4C metal matrix composite.    
5.4.4 Multi-response optimization using maximum deviation method and bat 
algorithm  
Traditional Taguchi method can optimize a single objective function, it cannot solve 
multi-objective optimization problem. In the present chapter, all the three performance 
measures such as angular error (AE), surface roughness (SR) and cutting rate (CR) 
can be optimized individually using Taguchi technique and the effect of process 
parameters on performance measures has been studied. It may so happen that the 
optimal setting for a performance measure cannot ensure other performance 
measures within acceptable limits. To overcome this problem in the present chapter, 
maximum deviation method is applied for converting multiple performance 
characteristics into equivalent single performance characteristic. For simultaneous 
optimization of all the three performance measures, the normalized objective values 
are calculated using Equation 3.9 for angular error and surface roughness since both 
the objectives are non-beneficial attributes whereas the normalized objective value 
for cutting rate can be calculated using Equation 3.10 since it is a beneficial attribute. 
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The objective weights are determined for the normalized values of objectives by 
applying maximum deviation method using Equations (3.11-3.18). The weights 
obtained through the maximum deviation method are 0.3066, 0.3065 and 0.3868 for 
angular error, surface roughness and cutting rate respectively. The weighted 
normalized objective values are calculated by multiplying the normalized objective 
values and the objective weights as shown in Table 5.7. The composite score is 
obtained by summing all the weighted objective function values for each alternative 
which is treated as the equivalent single performance characteristic for optimization. 
The values of composite score are also listed in Table 5.7.  
Table 5.7 Composite score calculation 
 Expt. 
No 
Normalized Response 
 values  
Weighted Normalized 
Response values    Composite 
score AE SR CR AE SR CR 
1 0.7192 1.0000 0.0270 0.2165 0.3090 0.0105 0.5360 
2 0.5580 0.6694 0.1106 0.1680 0.2068 0.0431 0.4179 
3 0.4558 0.0000 1.0000 0.1372 0.0000 0.3900 0.5272 
4 0.5560 0.4597 0.4005 0.1673 0.1420 0.1562 0.4656 
5 0.5243 0.2379 0.4668 0.1578 0.0735 0.1821 0.4134 
6 0.5991 0.7137 0.4373 0.1803 0.2205 0.1706 0.5714 
7 0.6581 0.1976 0.9951 0.1981 0.0611 0.3881 0.6472 
8 0.4649 0.9113 0.6904 0.1399 0.2816 0.2693 0.6908 
9 0.3803 0.4919 0.3587 0.1145 0.1520 0.1399 0.4064 
10 0.1500 0.3306 0.5233 0.0452 0.1022 0.2041 0.3514 
11 0.0991 0.4274 0.7027 0.0298 0.1321 0.2741 0.4360 
12 0.0000 0.5363 0.0000 0.0000 0.1657 0.0000 0.1657 
13 0.3783 0.4153 0.3514 0.1139 0.1283 0.1370 0.3792 
14 0.2556 0.2137 0.0344 0.0769 0.0660 0.0134 0.1564 
15 0.1834 0.0806 0.2776 0.0552 0.0249 0.1083 0.1884 
16 1.0000 0.4597 0.2138 0.3010 0.1420 0.0834 0.5264 
17 0.6214 0.1895 0.4275 0.1870 0.0586 0.1667 0.4123 
18 0.5769 0.4798 0.6437 0.1736 0.1483 0.2511 0.5730 
19 0.5492 0.4556 0.7224 0.1653 0.1408 0.2817 0.5878 
20 0.4134 0.3629 0.2580 0.1244 0.1121 0.1006 0.3372 
21 0.3345 0.5202 0.3538 0.1007 0.1607 0.1380 0.3994 
22 0.5206 0.4073 0.3391 0.1567 0.1258 0.1322 0.4148 
23 0.5718 0.4879 0.6634 0.1721 0.1508 0.2587 0.5816 
24 0.4423 0.4556 0.6953 0.1331 0.1408 0.2712 0.5451 
25 0.8163 0.6815 0.2064 0.2457 0.2106 0.0805 0.5368 
26 0.7006 0.4718 0.3292 0.2109 0.1458 0.1284 0.4851 
27 0.5199 0.4476 0.2285 0.1565 0.1383 0.0891 0.3839 
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Analysis of variance (ANOVA) is also carried out to investigate the significant effect of 
each parameter and their interaction in relation to composite score. From the Table 
5.8, it is evident that percentage of B4C, part thickness and discharge current are the 
significant parameters with percentage contribution of 24.60%, 15.49% and 13.70% 
respectively for maximum composite score during taper cutting in AlB4C MMC using 
WEDM. The effect of various process parameters on composite score has been 
studied using Taguchi analysis through MINITAB 16 software package. Analysis of 
result as shown in Figure 5.19 leads to the conclusion that first level of percentage of 
B4C (A1), third level of part thickness (B3), first level of taper angle (C1), third level of 
pulse duration (D3), first level of discharge current (E1), third level of wire speed (F3) 
and third level of wire tension (G3) are the optimum parameter setting for composite 
score during taper cutting in AlB4C MMC using WEDM process. 
Table 5.8 ANOVA for composite score 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Percentage of B4C  (A) 2 0.11483 0.11483 0.05741 13.07 0.018 24.60 
Part thickness         (B) 2 0.07235  0.07235 0.03617  8.24 0.038 15.49 
Taper angle             (C) 2 0.02836 0.02836 0.01418 3.23 0.146 6.075 
Pulse duration         (D) 2 0.05493 0.05493 0.02746  6.25 0.059 11.76 
Discharge current    (E) 2 0.06397 0.06397 0.03198 7.28 0.046 13.70 
Wire speed              (F) 2 0.02879 0.02879 0.01439 3.28 0.144 6.167 
Wire tension            (G) 2 0.01148 0.01148 0.00574 1.31 0.366 2.460 
A×B 4 0.07117 0.07117 0.01779           4.05 0.102 15.24 
A×C 4 0.00331 0.00331 0.00082 0.19 0.933      0.709 
Error 6 0.01757 0.01757 0.00439 
  
0.038 
Total 26 0.46678          
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Figure 5.19 Main effect plot of composite score 
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Taguchi method is quite capable of suggesting optimum parametric condition through 
factorial plots and developing functional relationship between the input parameters 
with the performance characteristics. However, the functional model in Taguchi 
method is mostly linear in nature. Therefore, complexity involved in the tapering 
operation of WEDM may not be fully captured in a linear model. Since ANN is quite 
capable to map inputs and outputs in complex situations efficiently, the optimum 
parametric condition defined through factorial plot is predicted through neural 
networks. The back propagation neural network (BPNN) has been developed using 
the experimental data set as shown in Table 5.3. Out of 27 data, 75% of data (1–20) 
are selected as training data and 25% of the data (21–27) have been used to test the 
performance of the selected neural network. To determine the number of neurons in 
the hidden layer, various back propagation neural network (BPNN) models have been 
chosen to achieve performance error equal to 0.001. Five BPNN models 7-5-1, 7-6-1, 
7-7-1, 7-8-1 and 7-9-1 have been selected. Finally, BPNN architecture 7-8-1 showed 
minimum root mean square error (RMSE). Learning and momentum parameters are 
set at 0.08 and 0.50. The number of epochs run was 1000. In spite of higher number 
of iterations to converge at a final value, low learning rate is used to ensure the 
neural network to escape from local optima. Using back propagation neural network, 
initially assigned weights are repeatedly adjusted to minimize the error until the error 
achieves the target of 0.001. It can be observed that data are well fitted because a 
high degree of coefficient of determination (R2) as 0.99535 for testing data is obtained 
as shown in Figure 5.20. Using the trained neural network model, the predicted value 
of composite score for optimum set of input parameters (A1B3C1D3E1F3G3 obtained by 
Taguchi method) is obtained as 0.7690. 
 
Figure 5.20 Co-rrelation plot for testing data set 
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In order to explore the optimization landscape to obtain best parametric setting, a 
new meta-heuristic approach like bat algorithm is used to obtain the best parametric 
combination of machining parameters. The well-trained neural network model is used 
as the fitness function for the process model. Finally, the developed model is 
optimized using bat algorithm. Bat algorithm is coded using MATLAB 13.0. The 
algorithm considers a bat size of 25, loudness constant 0.7, pulse rate 0.5 and 
maximum number of iterations 100. The other parameters are selected suitably to 
achieve the convergence. Finally, the maximum composite score and the statistical 
values of the best solution are obtained by bat algorithm as shown in Table 5.9. 
Figure 5.21 illustrates that bat algorithm converges towards global optimum. Finally 
the result obtained from bat algorithm is compared as shown in Table 5.9 with the 
results of Taguchi’s optimum setting for machining parameters to maximize 
composite score. Comparison of results reveals that composite score (0.9816) 
obtained from bat algorithm is superior than the predictive composite score value 
(0.7690) obtained from Taguchi analysis. 
Table 5.9 Comparison of optimum parameter setting for composite score  
Control factors and Performance 
measures 
Optimum machining 
condition predicted by 
Taguchi analysis and ANN 
model 
Optimum machining 
condition by ANN 
integrated Bat 
algorithm 
Percentage of B4C      (%) 0 9.8 
  Part thickness            (mm) 40 39.53 
      Taper angle               (degree) 5 5.889 
Pulse duration           (µm) 32 30.57 
          Discharge current     (A) 14 18 
     Wire speed                (mm/s) 120 135 
           Wire tension              (N) 12 12.33 
 Composite score       (CS) 0.7690 0.9816 
 
 
Figure 5.21 Convergence plot  
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5.5 Conclusions  
In this chapter, a hybrid approach is proposed for multi-response optimization during 
taper cutting in aluminium boron carbide (AlB4C) MMC using WEDM. Considering the 
increasing demand and application of MMC in various engineering fields, AlB4C MMC 
is successfully fabricated through powder metallurgy route. The various properties 
such as hardness, density and electrical conductivity of the MMC is also measured. 
Microstructure of the sample surface is analysed by using scanning electron 
microscope (SEM) which shows a homogeneous microstructure of the prepared 
MMC. X-ray diffraction (XRD) analysis is also carried out to study the phase 
identification and trace elements which shows there is no interface reaction observed 
between the matrix and reinforcement. The effect of increase of reinforcement (B4C) 
in the MMC on various properties is also analysed in this chapter. With increasing the 
percentage of reinforcement (B4C) from 0% to 20%, the hardness of the MMC 
increases from 108.6HV to 229.4HV. It is also found that the density and electrical 
conductivity of the AlB4C composites decreases from 2.7 gm/cm
3 to 1.9 gm/cm3 and 
with the increasing percentage of boron carbide reinforcement from 0% to 20%. The 
machinability of the prepared MMC is investigated by Taguchi’s experimental design 
using taper cutting of WEDM process. The effect of seven important process 
parameters such as percentage of B4C, part thickness, taper angle, pulse duration, 
discharge current, wire speed and wire tension on three performance measures such 
as angular error, surface roughness and cutting rate are studied individually. It is 
found that interaction between percentage of B4C and part thickness is the most 
influential parameter for angular error with highest percentage contribution of 33.32% 
followed by part thickness, percentage of B4C, taper angle with percentage 
contribution of 27.88%, 15.51% and 15.37% respectively. It is observed that 
discharge current is the most influential parameters for surface roughness with 
percentage contribution of 49.30% whereas pulse duration is the most significant 
parameter for cutting rate with highest percentage contribution of 42.07% followed by 
interaction of percentage of B4C and part thickness, wire speed and discharge current 
with percentage contribution of 19.57%, 13.12% and 8.63% respectively .        
In order to optimize, multiple performance characteristics simultaneously, maximum 
deviation theory has been proposed to convert multiple performance characteristics 
into a single equivalent performance characteristic known as composite score (CS). 
As the process is a complex one, the functional relationship between the process 
parameters and performance characteristic during taper cutting process in WEDM 
process has been developed using artificial neural network (ANN). For faster training 
of ANN, Levenberg-Marquardt algorithm is used. The suggested process model can 
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be used in any taper cutting operation for prediction of various performance 
characteristics before experimentation because a high degree of correlation is 
obtained. A latest evolutionary algorithm known as bat algorithm has been 
successfully used to predict the optimal parameter setting so as to produce the 
optimal result in the process. The best parametric setting that simultaneously 
improves all the performance measures is Percentage of B4C-9.8%, part thickness-
39.53mm, taper angle-5.8890, pulse duration-30.57µs, discharge current-18A, wire 
speed-135mm/s, wire tension-12.33N. Although the approach is applied in taper 
cutting using WEDM, the approach is quite generic and can be applied in any 
complex machining situation for developing the process model. This integrated 
approach can be applied for process performance improvement in any production 
process which involves multiple-responses.                                      
 
 
 
 
 
 
 
CHAPTER 6 
 
 
 
 
 
 
 EFFECT OF DEEP CRYOGENIC 
TREATMENT ON PERFORMANCE 
MEASURES IN TAPER CUTTING 
USING WEDM PROCESS
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6.1 Introduction 
In the recent era, technological advancement demands complex shaped products of 
superior metals, alloys (titanium and Inconel) and composites with improved 
mechanical and wear resistance properties. Since conventional machining processes 
hardly meet these requirements, taper cutting operation using wire electrical 
discharge machining (WEDM) provides an effective solution for producing 
complicated and tapered profiles using any difficult-to-machine materials, super alloys 
and composites, especially for aerospace and defence applications. During taper 
cutting operation in WEDM, the wire is subjected to deformation resulting deviations 
in the inclination angle of machined parts. As a result, the machined part loses its 
precision. For achieving better output characteristics during taper cutting operation in 
WEDM process, simultaneous improvement on properties of wire electrodes and 
work piece materials seems to be vital. In order to improve the wire electrode and 
work piece properties, several heat treatment processes are generally adopted. 
However, cryogenic treatment is a supplementary process over the traditional heat 
treatment process that modifies the microstructure and mechanical properties of a 
wide range of materials such as tool steels, tungsten carbides, composites and 
polymers (Molinari et al., 2001; Amini et al., 2012, Vimal et al., 2008; Surberg et al., 
2009; Sreeramaready et al., 2009; Indumathi et al., 1999). In this process, the 
materials are cooled down to the particular cryogenic temperature at a controlled rate, 
retained at the stage for a longer duration and brought back to room temperature and 
tempered to ease the brittleness of the material.  
Cryogenic treatment brings remarkable improvements in mechanical properties like 
increasing the wear resistance, tensile strength and hardness through refining the 
microstructure of the materials (ArockiaJaswin and Mohanlal, 2010). Cryogenic 
treatment also causes longer part life, less failure due to cracking, improved thermal 
properties, better electrical properties and improved machinability (Kumar et al., 
2012). In recent times, cryo-processing has been successfully applied in non-
conventional machining processes resulting in successful application in electrical 
discharge machining (EDM) and wire EDM through treatment of electrodes and wires 
which are used for machining of toughened and high strength to weight ratio 
materials (Srivastava and Pandey, 2012; Kapoor et al., 2012; Jatti and Singh, 2014). 
Kapoor et al. (2012) have investigated the effect of deep cryogenic treated brass wire 
electrode in wire electrical discharge machining and found that cryogenic treatment 
improves material removal rate. From the analysis of variance (ANOVA), they 
observed that wire type, pulse width, time between two pulses and wire tension are 
important parameters for improving material removal rate. Jafferson and Hariharaan 
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(2013) have analysed the machining performance of micro-EDM by both 
cryogenically treated and untreated copper, brass and tungsten micro-electrodes. 
They suggested that significant reduction in tool wear can be achieved if the tools are 
cryogenically treated. Gill and Singh (2010) have investigated the effect of deep 
cryogenic treatment of copper electrode on machinability of Ti 6246 alloy in electric 
discharge drilling. The study confirms that improved material removal rate, wear ratio, 
tool wear rate and precise drilled holes can be achieved with cryogenic treatment. 
Dhobe et al. (2014) have investigated the effect of WEDM parameters on surface 
finish of cryo-treated AISI D2 tool steel. They have suggested that pulse on time, 
peak current and spark gap voltage are the significant factors for surface roughness 
while machining of cryo-treated tool steels in WEDM process. Jatti and Singh (2014) 
have studied the effect of cryogenic treatment on the machinability of NiTi shape 
memory alloy work pieces in electro discharge machining. They found that the 
electrical conductivity of the work piece is improved due to cryogenic treatment and 
material removal rate is increased by 19%. The literature survey reveals that most of 
the studies has been directed towards cryogenic treatment of tool and work piece in 
EDM process. Few attempts have been made to enhance various properties of both 
wire electrode and work piece in WEDM process using cryogenic treatment. 
However, in case of taper cutting operation of WEDM process, the application of 
cryogenic treatment is not adequately addressed in the literature. 
Therefore, the present study attempts to study the effect of deep cryogenic treatment 
on both wire electrode and work piece during taper cutting operation in WEDM 
process. In today’s manufacturing scenario, nickel based super alloy such as Inconel 
718 finds widespread application in aerospace, automobile and other major industries 
due to its high strength to weight ratio and wear resistance properties.  However, 
these nickel based alloys are difficult to machine due to its superior mechanical 
properties in addition to the lower thermal conductivity. Hence, in the present chapter,  
Taguchi’s design of experiment is used to study the effect of various process 
parameters on angular error, surface roughness, cutting rate and white layer 
thickness during taper cutting of deep cryo treated Inconel 718 with deep cryo treated  
coated Broncocut-W wire. Analysis of variance (ANOVA) is employed to find out the 
significance of the process parameters. However, the traditional Taguchi method 
cannot optimize multiple performance characteristics simultaneously. To overcome 
this limitation, maximum deviation method is applied to convert multiple performance 
characteristics into an equivalent single performance characteristic. Traditional 
approaches hardly develop good functional relationship between process parameters 
and performance characteristics when the process behaves in a non-linear manner 
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and involve large number of interacting parameters. To overcome this limitation, the 
relationship between process parameters and performance characteristics is 
developed through a back propagation neural network (BPNN) model. In order to 
achieve faster convergence, Levenberg-Marquardt algorithm (LMA) has been used. 
Bayesian regularization is also adopted due to is generalization capability to minimize 
error using minimal weights and thus avoids cross-validation. Finally, the process 
model is optimized by a new meta-heuristic approach known as bat algorithm. 
6.2 Proposed methodology 
In the present chapter, the simultaneous optimization of the performance measures 
such as angular error, surface roughness, cutting rate and white layer thickness 
during taper cutting of cryo-treated Inconel 718 work material has been carried out. 
Maximum deviation method is applied to convert multiple performance measures into 
equivalent single performance measure called as composite score (CS). Artificial 
neural network has been used to develop the functional relationship between the 
input parameters and MPCI. Finally, the developed process model has been 
optimized by using latest meta-heuristic algorithm known as bat algorithm. The details 
of proposed methodology are already explained in Section 5.2 of Chapter 5.         
6.3 Experimental details 
6.3.1 Deep cryogenic treatment  
Several traditional heat treatment processes are being adopted for improving the 
thermal and mechanical properties of metals, alloys and composites. However, deep 
cryogenic treatment is the supplementary process over the traditional heat treatment 
processes. In the present chapter, the work piece material used is Inconel alloy 718, 
a nickel chromium  based super alloy characterized by high strength, high corrosion 
resistant, good tensile and high creep rupture strength having extensive  applications 
in aerospace and naval industries. Broncocut-W wire is chosen as the wire electrode 
in the present study for taper cutting operation. The Inconel 718 work material was 
supplied by Manohar Metals Private Limited, Mumbai. Table 6.1 shows the chemical 
composition and mechanical and thermal properties of the work material.  The X-ray 
diffraction plot of the Inconel 718 sample used in the present study is shown in Figure 
 .1. It clearly shows that there are no peaks other than γ-phase (austenite) phase 
which corresponds to face-centred cubic Ni-based γ-phase of Inconel 718 alloy. The 
sharp peak of the diffraction patterns reveals the crystalline nature of the alloy. No 
other peaks are observed from the XRD pattern confirming highly pure nature of the 
alloy. 
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Table 6.1 Chemical composition and mechanical and thermal properties of Inconel 
718 sample used in the study 
Chemical Composition Mechanical and thermal  properties 
`` 
 
C (0.039%), Si (0.027%), Mn (0.032%), S 
(0.005%), P (0.008%), Cr (17.21%), 
Fe(20.143%), Mo (3.121%), Co (0.086%), Nb 
(4.989%), Cu (0.009%), V (0.015%), Ti 
(0.816%), W (0.214%) and Ni (52.739%) 
Density 8190Kg/m
3
 
Melting point 
temperature 
1344 
0
C 
Thermal 
conductivity 
11.4 W/m.K 
Tensile strength 1100N/mm
2
 
Hardness 320HV 
Poisson’s ratio 0.27-0.3 
Young’s  modulus 205GPa 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1 X-ray diffraction plot of the Inconel 718 work material 
To improve the microstructure, mechanical and electrical properties, both wire 
electrode and work piece material are deep cryogenically treated by the following 
procedure. The cryogenic treatment is executed under dry condition where the work 
piece being treated is not exposed to the liquid nitrogen to eliminate the risk and 
damage of thermal shock. Initially, the coated Broncocut-W wire electrode of diameter 
0.2 mm and Inconel 718 work piece of diameter 25 mm with three different 
thicknesses of 20 mm, 30 mm and 40 mm are placed in the cryogenic chamber 
(Kryo560-16) as shown in Figure 6.2. The cryogenic chamber is coupled with a liquid 
nitrogen tank through an insulated tubular pipe. Liquid nitrogen passes through the 
tubular pipe and enters into to cryogenic chamber in gaseous state. The flow of liquid 
nitrogen is controlled by a solenoid valve. First, both wire electrode and work piece 
material is placed inside the cryogenic chamber and the temperature is slowly 
reduced to -196 0C by computerized programmable controller at the rate of 10C/min. 
The temperature is held constant for twenty four hours at temperature of -1960C. 
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Then, it is slowly brought to the room temperature and then two tempering cycles are 
performed to both coated Broncocut-W wire and Inconel 718 work piece to relieve the 
stresses induced by cryogenic treatment. The temperature is increased to 
+1960C/min at the rate of 10C/min. Figure 6.3 shows the graphical representation of 
deep cryogenic treatment and two stage tempering process followed in the study. 
Discovery Xenon Flash thermal conductivity measuring meter (thermal conductivity 
range - 0.1 to 2000 W/m-K with accuracy of ±5%) is then used for measuring the 
thermal conductivity of the wire electrode and work piece material before and after 
cryogenic treatment. The micro-hardness is measured by micro-hardness tester 
(Model-7005/ Vaiseshika, India) having range of 20 HV-1500 HV with accuracy of ±10 
(for <100 HV) and ±20 (100 HV). The tensile strength is also measured with universal 
testing machine (Instron, UK/SATEC 600KN). Comparison of results (Table 6.2 and 
6.3) shows that there is increase in micro hardness and thermal conductivity after 
deep cryogenic treatment of coated Broncocut-W wire  and Inconel 718 work material 
whereas tensile strength of the wire electrode and work material is reduced. It is 
observed that thermal conductivity and micro hardness are increased by 19.23% and 
7.34% respectively due to deep cryogenic treatment of wire whereas the tensile 
strength value is reduced by 9.4% (Table 6.2).Generally, the molecules comprising 
the brass wire are distributed randomly which causes obstacle for the flow of 
electrons. Deep cryogenic treatment causes the wire molecules to be aligned in a 
uniform and compact manner resulting in improvement in thermal conductivity as well 
as micro-hardness. Similarly, from Table 6.3, it is observed that, thermal conductivity 
and micro hardness are increased by 33.33% and 9.06% respectively due to deep 
cryogenic treatment of Inconel 718 whereas the tensile strength value is reduced by 
9.09%. 
 
Figure 6.2 Deep cryogenic treatment set up  
134 
 
 
Figure 6.3 Temperature Vs. time cycle for cryogenic treatment and two stage 
tempering process 
Table 6.2 Properties of coated Broncocut-W wire before and after cryogenic 
treatment 
Property Untreated Deep cryogenically treated 
Thermal Conductivity (W/m.K) 130 155 
Micro hardness (HV) 245 263 
Tensile strength (N/mm
2
) 430 390 
Table 6.3 Properties of Inconel 718 before and after cryogenic treatment 
Property Untreated Deep cryogenically treated 
Thermal Conductivity (W/m.K) 11.4 15.2 
Micro hardness (HV) 320 349 
Tensile strength (N/mm
2
) 1100 1000 
After deep cryogenic treatment of both wire electrode and work piece Inconel 718, 
the micro structural investigations of wire electrode have been carried out by using 
scanning electron microscope (SEM) (Model-JEOL-JSM-6084LV) at 500x 
magnification. The microstructure of coated Broncocut-W wire electrode before 
cryogenic treatment and after cryogenic treatment shown in Figure 6.4 and 6.5 
respectively has been analysed. It can be observed from Figure 6.4 that larger size 
micro-cavities and voids are present in the untreated Broncocut-W wire section as 
compared to the cryogenically treated wire electrode which affects the electron 
movement, decreases the material capacity of heat transmission and decreases the 
electrical conductivity. However, the size of micro-cavities is significantly reduced 
after the treatment of the wire electrode as shown in Figure 6.5. 
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Figure 6.4 SEM image of untreated coated Broncocut-W wire 
 
Figure 6.5 SEM image of cryogenically treated coated Broncocut-W wire 
Similarly, microstructural investigation of Inconel 718 sample is carried out before and 
after deep cryogenic treatment as shown in Figures 6.6 and 6.7 respectively using 
scanning electron microscope (SEM) (Model-JEOL-JSM-6084LV) at 500x. The 
surface of untreated work piece sample exhibits defects like micro voids, pores, and 
pinholes as shown in Figure 6.6.  Analysis of the images reveals that micro voids and 
pinholes are reduced after deep cryogenic treatment shown in Figure 6.7 as 
compared to the untreated work piece surface. The surface of the work piece is free 
from micro-voids and pinholes due to proper distribution of precipitated chromium 
carbides after deep cryogenic treatment of Inconel 718. 
Micro- cavities 
 Improved Micro- 
cavities 
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Figure 6.6 SEM image of untreated Inconel 718 work material 
 
 
 
 
 
 
 
 
 
Figure 6.7 SEM image of cryogenically Inconel 718 work material 
6.3.2 Experimental strategy  
Experiments have been conducted using the same experimental procedures as 
explained in Section 3.3 of Chapter 3 considering six input parameters such as part 
thickness, taper angle, pulse duration, discharge current, wire speed and wire tension 
and four performance measures such as angular error, surface roughness, cutting 
rate and white layer thickness. Taper cutting has been carried out using deep cryo-
treated coated Broncocut-W wire and Inconel 718 work material. The experimental 
results of performance measures are listed in Table 6.4.   
Pinholes 
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Table 6.4 Experimental results of performance measures for deep cryo treated 
Inconel 718 
Expt.
no 
A B C D E F 
Angular  
error (minute) 
Surface 
roughness 
(µm) 
Cutting rate 
(mm/min) 
White layer 
thickness  
(µm) 
1 1 1 1 1 1 1 30.221 2.245 0.926 3.9 
2 1 1 2 2 2 2 37.447 2.198 1.003 6.9 
3 1 1 3 3 3 3 39.119 2.742 1.745 8.4 
4 1 2 1 2 2 3 41.546 2.884 0.928 5.2 
5 1 2 2 3 3 1 42.485 2.893 1.015 6.0 
6 1 2 3 1 1 2 45.824 2.998 1.129 4.9 
7 1 3 1 3 3 2 46.616 3.112 0.975 5.6 
8 1 3 2 1 1 3 48.847 2.661 0.996 4.4 
9 1 3 3 2 2 1 52.145 2.995 1.345 5.8 
10 2 1 1 2 3 2 50.255 2.715 0.968 4.6 
11 2 1 2 3 1 3 58.654 2.871 0.971 5.7 
12 2 1 3 1 2 1 33.526 2.994 0.997 4.2 
13 2 2 1 3 1 1 50.398 3.115 0.932 5.3 
14 2 2 2 1 2 2 53.254 2.996 0.981 4.0 
15 2 2 3 2 3 3 44.658 3.112 1.422 6.7 
16 2 3 1 1 2 3 25.257 2.783 0.943 3.5 
17 2 3 2 2 3 1 32.542 2.845 1.135 5.7 
18 2 3 3 3 1 2 27.568 3.556 1.129 9.3 
19 3 1 1 3 2 3 28.356 2.553 1.018 5.5 
20 3 1 2 1 3 1 24.736 2.114 1.185 4.8 
21 3 1 3 2 1 2 26.845 2.221 1.213 8.6 
22 3 2 1 1 3 2 34.628 2.229 0.992 3.7 
23 3 2 2 2 1 3 45.265 2.415 1.125 5.4 
24 3 2 3 3 2 1 35.548 2.648 1.553 9.8 
25 3 3 1 2 1 1 33.667 2.754 0.895 7.0 
26 3 3 2 3 2 2 41.529 2.889 1.258 8.3 
27 3 3 3 1 3 3 34.289 2.665 1.764 7.7 
6.4 Results and discussions 
The experiments has been conducted as per Taguchi’s L27 orthogonal array 
considering cryo-treated Inconel 718 as the work piece material with cryo-treated 
coated Broncocut-W wire electrode. Experimental results as shown in Table 6.4 are 
analysed to determine the influence of various process parameters on angular error, 
surface roughness, cutting rate and white layer thickness using the popular statistical 
software package MINITAB 16.  
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6.4.1 Effect of process parameters on angular error 
To investigate the significance of process parameters and their interactions on 
angular error, analysis of variance (ANOVA) has been carried out. From the Table 
6.5, it is evident that part thickness, taper angle, pulse duration, discharge current, 
wire tension, interaction of part thickness and taper angle and part thickness and 
pulse duration are the significant parameters for angular error during tapering 
process of WEDM at significance level of 0.05. The coefficient of determination (R2) 
which indicates the percentage of total variation in the response is 0.988. It is 
observed that interaction between part thickness and taper angle, part thickness and 
taper angle are the most important variables with percentage contribution of 
45.916%, 18.208% and 11.051% respectively to minimize the angular error during 
taper cutting in WEDM process. The findings are similar to the results obtained by 
Plaza et al. (2009) and Sanchez et al. (2008). It is also observed that the similar 
result are obtained for angular error during taper cutting of AISI 304 SS (Table 3.7) 
and AISI D2 tool steel (Table 3.8) and AlB4C metal matrix composite (Table 5.4). 
Hence, irrespective of different work materials, interaction between part thickness and 
taper angle, part thickness and taper angle are found to be the most influential 
parameters for angular error during taper cutting in WEDM process. 
Table 6.5 ANOVA for angular error 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 423.89 423.89 211.943 45.23 0.000 18.208 
Taper angle          (B) 2 257.27 257.27 128.634 27.45 0.001 11.051 
Pulse duration      (C) 2 146.97 146.97 73.484 15.68 0.004 6.313 
Discharge current (D) 2 101.92 101.92 50.960 10.88 0.010 4.377 
Wire speed           (E) 2 24.89 24.89 12.446 2.66 0.149 1.069 
Wire tension         (F) 2 65.61 65.61 32.807 7.00 0.027 2.818 
      A×B 4 1068.94 1068.94 267.234 57.03 0.000 45.916 
      A×C 4 210.41 210.41 52.604 11.23 0.006 9.038 
      Error 6 28.11 28.11 4.686 
  
     1.207 
      Total 26 2328.02          
Analysis of the results presented in main effect plot as shown in Figure 6.8 leads to 
the conclusion that the third level of part thickness (A3), first level of taper angle (B1), 
third level of pulse duration (C3), first level of discharge current (D1), second level of 
wire speed (E2) and first level of wire tension (F1) represent optimum parameter 
setting for minimization of angular error. A significant interaction between factors A 
and B and A and C are observed for angular error as shown in Figures 6.9 and 6.10 
respectively. From Figure 6.9, it is clear that the interaction between third level of part 
thickness and first level of taper angle provide minimum angular error while taper 
cutting of deep cryo-treated Inconel 718. Similarly Figure 6.10 shows that the 
interaction between third level of part thickness and third level of pulse duration are 
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also provide minimum angular error during taper cutting of deep cryo-treated Inconel 
718. The optimal setting for Inconel 718 is obtained as A3B1C3D1E2F1 (Figure 6.8) 
confirms that the effect of interaction for A3B1 and A3C3 is minimum. From, Figure 6.8, 
it is evident that increase of part thickness causes decrease in angular error because 
a longer length of the wire electrode in a thicker work piece provides more 
opportunities for the spark to occur and enough space for movement in U-V axes 
using upper guide and lower guide. 
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Figure 6.8 Main effect plot of angular error 
321
50
45
40
35
30
A
M
e
a
n
s
1
2
3
B
Interaction Plot for Means
Data Means
 
Figure 6.9 Interaction plot of A×B for angular Error 
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Figure 6.10 Interaction graph of A×C for angular error 
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6.4.2 Effect of process parameters on surface roughness 
ANOVA having coefficient of determination (R2) value of 0.979 shown in Table 6.6 
indicates that part thickness, taper angle, pulse duration, discharge current and 
interaction of part thickness and taper angle are the significant parameters with 
percentage contribution of 36.72%, 25.28%, 8.262%, 15.09% and 7.464% 
respectively for minimizing surface roughness during tapering process of WEDM at 
significance level of 0.05. The optimum parameter setting for minimum surface 
roughness is presented through the factorial plot shown in Figure 6.11. It leads to the 
conclusion that the third level of part thickness (A3), first level of taper angle (B1), 
second level of pulse duration (C2), first level of discharge current (D1), third level of 
wire speed (E3) and first level of wire tension (F1) provide the minimum value of 
surface roughness. A significant interaction between factors A and B is also observed 
for surface roughness (Figure 6.12). Analysis of the result shown in Figure 6.11 
reveals that surface roughness initially increases with increase of thickness of work 
piece then decreases. However, increase of pulse duration and discharge current 
causes increase in surface roughness due to more discharge energy is inputted per 
pulse. The findings are similar to the results obtained during taper cutting of taper 
cutting of AISI 304 SS (Table 3.9) and AISI D2 tool steel (Table 3.10) and AlB4C 
metal matrix composite (Table 5.5). It is observed that irrespective of different work 
materials, part thickness, taper angle, pulse duration and discharge current are the 
most influential factors for surface roughness during taper cutting in WEDM process. 
Table 6.6 ANOVA for surface roughness 
Factor DF Seq SS Adj SS Adj MS F P 
%contr
ibution 
Part thickness        (A) 2 1.12451 1.12451 0.56226 53.67 0.000 36.72 
Taper angle           (B) 2 0.77426 0.77426 0.38714 36.95 0.000 25.28 
Pulse duration       (C) 2 0.25301 0.25301 0.12651 12.07 0.008 8.262 
Discharge current  (D) 2 0.46227 0.46227 0.23117 22.06 0.002 15.09 
Wire speed           (E) 2 0.01634 0.01634 0.00817 0.78 0.500 0.533 
Wire tension         (F) 2 0.00576 0.00576 0.00288 0.28 0.769 0.188 
        A×B 4 0.22859 0.22859 0.05714 5.45 0.034 7.464 
        A×C 4 0.13472 0.13472 0.03368 3.21 0.098 4.399 
        Error 6 0.06286 0.06286 0.01047 
  
2.052 
        Total 26 3.06233          
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Figure 6.11 Main effect plot of surface roughness 
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            Figure 6.12 Interaction graph of A×B for surface roughness 
6.4.3 Effect of process parameters on cutting rate 
ANOVA for cutting rate shown in Table 6.7 indicates that part thickness, pulse 
duration, wire speed, wire tension, interaction of part thickness and taper angle and 
interaction of part thickness and pulse duration are the significant factors and 
interactions for cutting rate during tapering process of WEDM at significance level of 
0.05. It is observed that pulse duration is the most influential factor with percentage 
contribution of 53.34%.The coefficient of determination (R2) which indicates the 
percentage of variation explained by the model to the total variation in the 
performance measure is 0.984. It is also observed that the similar result are obtained 
for cutting rate during taper cutting of AISI 304 SS (Table 3.11) and AISI D2 tool steel 
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(Table 3.12) and AlB4C metal matrix composite (Table 5.6). Hence, irrespective of 
different work materials, pulse duration is found to be the most influential parameter 
for cutting rate during taper cutting in WEDM process, 
Table 6.7 ANOVA for cutting rate 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 0.13156 0.13156 0.06578 16.23 0.004 8.637 
Taper angle           (B) 2 0.01132 0.01132 0.00566 1.40 0.318 0.743 
Pulse duration       (E) 2 0.81249 0.81249 0.40624 100.24 0.000 53.34 
Discharge current (D) 2 0.02952 0.02952 0.01475 3.64 0.092 1.938 
Wire speed           (E) 2 0.20141 0.20141 0.10070 24.85 0.001 13.22 
Wire tension         (F) 2 0.09529 0.09529 0.04764 11.76 0.008 6.256 
        A×B 4 0.11930 0.11930 0.02982 7.36 0.017 7.832 
        A×C 4 0.09785 0.09785 0.02446 6.04 0.027 6.424 
        Error 6 0.02432 0.02432 0.00405 
  
      1.596 
        Total 26 1.52306          
The optimum parameter setting for cutting rate is presented through the main effect 
plot shown in Figure 6.13. It leads to the conclusion that the third level of part 
thickness (A3), third level of taper angle (B3), third level of pulse duration (C3), third 
level of discharge current (D3), third level of wire speed (E3) and third level of wire 
tension (F3) provide the maximum cutting rate. A significant interaction between 
factors A and B and A and C are also observed for cutting rate are shown in Figures 
6.14 and 6.15 respectively. Higher wire tension generally decreases the amplitude of 
wire vibration resulting in decrease in the cut width, so that the speed is higher for the 
same discharge energy. However, if the applied tension exceeds the tensile strength 
of the wire, it leads to wire breakage. 
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Figure 6.13 Main effect plot of cutting rate 
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Figure 6.14 Interaction graph of A×B for cutting rate 
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Figure 6.15 Interaction graph of A×C for cutting rate 
6.4.4 Effect of process parameters on white layer thickness 
The micrographs for white layer thickness of tapered surface of cryo-treated Inconel 
718 has been analysed using scanning electron microscope and the thickness of 
white layer is measured by using image processing in MATLAB 16. The maximum 
thickness is considered for further analysis. Some micrographs of white layer 
thickness of deep cryogenically treated Inconel 718 with different cutting condition are 
shown in Figures (6.16-6.18). 
144 
 
    
Figure 6.16 SEM Micrograph showing white layer on the cross section of machined 
surface at A=30mm, B=50, C=32 µs, D=14A, E=120 mm/s and F=12N 
 
Figure 6.17 SEM Micrograph showing white layer on the cross section of machined 
surface at A=20mm, B=50, C=32µs D=18A, E=150mm/s and F=16N 
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Figure 6.18 SEM Micrograph showing white layer on the cross section of machined 
surface at A=40mm, B=60, C=32µs D=18A, E=120mm/s and F=12N  
The relative importance of the machining parameters with respect to white layer 
thickness is investigated to determine the optimum combination of process 
parameters using the analysis of variance. The results of ANOVA for white layer 
thickness were presented in Table 6.8. The coefficient of determination (R2) is found 
to be 0.961. Analysis of the result reveals that part thickness, pulse duration and 
discharge current are the significant factors for white layer thickness with percentage 
contribution of 10.90%, 31.84% and 27.38% while taper cutting of deep cryotreated 
Inconel 718 in WEDM. The findings are similar to the results obtained during taper 
cutting of taper cutting of AISI 304 SS (Table 3.13) and AISI D2 tool steel (Table 
3.14). It is observed that irrespective of different work materials pulse duration and 
discharge current are the most influential factors for surface roughness during taper 
cutting in WEDM process. 
Table 6.8 ANOVA for white layer thickness 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 8.8052 8.8052 4.4026 8.46 0.018 10.90 
Taper angle          (B) 2 2.3830 2.3830 1.1915 2.29 0.182 2.950 
Pulse duration       (C) 2 25.720 25.720 12.860 24.71 0.001 31.84 
Discharge current (D) 2 29.736 29.736  14.868 28.57 0.001 27.38 
Wire speed           (E) 2 0.1252 0.1252 0.0626 0.12 0.889 0.155 
Wire tension         (F) 2 0.8563 0.8563 0.4281 0.82 0.483      1.060 
A×B 4   6.4370 6.4370 1.6093 3.09 0.105 22.52 
A×C 4 3.5793 3.5793 0.8948 1.72 0.263 4.431 
Error 6 3.1222 3.1222 0.5204 
  
3.865 
Total 26 80.765          
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The effect of input parameters on white layer thickness was also observed through 
the main effect plot as shown in Figure 6.19. It is found that second level of part 
thickness (A2), second level of taper angle (B2), first level of pulse duration (C1), first 
level of discharge current (D1), second level of wire speed (E2) and first level of wire 
tension (F1) results minimum value of white layer thickness while taper cutting of 
deep cryotreated Inconel 718 in WEDM process. 
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       Figure 6.19 Main effect plot of white layer thickness 
The effect of process parameters on various performance characteristics is also 
analysed by comparing the output characteristics during taper cutting in WEDM 
process for both cryo-treated wire and work piece and untreated wire and work piece. 
From twenty seven set of experiments, one combination of input parameters (part 
thickness-20mm, taper angle-50, pulse duration-24µs, discharge current-14A, wire 
speed-90mm/s, wire tension-12N) has been randomly chosen for conducting 
experiments using both cryo-treated and untreated work piece. Table 6.9 shows the 
comparison of output characteristics found during taper cutting in WEDM using both 
wire electrode and work piece before and after deep cryogenic treatment. From Table 
6.9 it is found that angular error is reduced by 0.24% whereas surface roughness is 
reduced by 23% and cutting rate is increased by 8.67% when the untreated wire and 
work piece is replaced by a cryotreated wire and work piece. It is concluded that no 
significant change is obtained in the value of angular error and white layer thickness 
whereas surface roughness and cutting rate is improved due to deep cryogenic 
treatment of both Broncocut-W wire electrode and work piece Inconel 718. 
147 
 
Table 6.9 Comparison of performance characterises after machining using deep cryo-
treated wire and work piece with un-treated wire and work piece  
Parametric combination Performance 
Characteristics 
Untreated 
wire and 
work piece 
Deep cryo-
treated wire and 
work piece 
(20 mm/ 5
0
/ 24 µs/ 14A Angular error (minute) 24.52 24.46 
/90mm/s/12 N) Surface roughness (µm) 2.985 2.298 
 Cutting rate (mm/min) 0.749 0.814 
 White layer thickness (µm) 3.90 3.86 
The microstructural changes and surface integrity analysis is carried out to compare 
the effect of deep cryogenic treatment on work piece surface after taper cutting in 
WEDM process by scanning electron microscope (SEM) (JEOL JSM 6480 LV). 
Figures 6.20 and 6.21 show the comparison between the WEDM tapered surfaces of 
untreated Inconel 718 and cryo-treated Inconel 718. Figure 6.20 clearly shows that 
large size pores and voids are found in the tapered surface of the untreated Inconel 
718 work piece whereas the pore size is gradually reduced in the deep cryo-treated 
work piece surface as shown in Figure 6.21. Deep cryogenic treatment of both work 
piece and wire electrode gives better surface finish and smooth appearance of the 
surface because improved thermal conductivity of both wire and work piece makes 
the discharge channel enlarged and broadened with the help of dielectric fluid. It also 
helps easy flushing of debris for which discharge energy also dispersed in uniform 
direction resulting small pores and voids on tapered surface of the work piece. 
Hence, it is clear that deep cryogenic treatment of both wire electrode and work piece 
improves the surface quality of the desired product in WEDM tapering process.  
 
Figure 6.20 SEM micrograph of untreated Inconel 718 after machining 
Pores and 
voids 
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Figure 6.21 SEM micrograph of cryo-treated Inconel 718 after machining 
6.4.5 Multi-response optimization using artificial neural network integrated bat 
algorithm   
Simultaneous optimization of four performance measures such as angular error (AE), 
surface roughness (SR) and cutting rate (CR) and white layer thickness (WLT) has 
been carried out using the same procedure explained in Chapter 5. Maximum 
deviation method is applied for converting multiple performance characteristics into 
equivalent single performance characteristic known as composite score (CS). For 
simultaneous optimization of all the performance measures, the normalized objective 
values are calculated by using Equation 3.9 for angular error, surface roughness and 
white layer thickness since the objectives are non-beneficial attributes whereas the 
normalized objective value for cutting rate can be calculated by using Equation 3.10 
since it is a beneficial attribute. The objective weights are determined for the 
normalized values of objectives by applying maximum deviation method using 
Equations (3.11- 3.18). The weights obtained through the maximum deviation method 
are 0.2717, 0.2236, 0.2392 and 0.2653 for angular error, surface roughness, cutting 
rate and white layer thickness respectively. The weighted normalized objective values 
are calculated by multiplying the normalized objective values and the objective 
weights as shown in Table 6.10. The composite score is obtained by summing all the 
weighted objective function values for each alternative which is treated as the 
equivalent single performance characteristic for optimization. The values of 
composite scores are also listed in Table 6.10.  
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Table 6.10 Composite score calculation using maximum deviation method 
 Expt. 
No 
Normalized Response 
 values  
Weighted Normalized Response values    Composite 
score 
AE SR CR WLT AE SR CR WLT 
1 0.8383 0.9092 0.0357 0.9365 0.2280 0.2037 0.0085 0.2482 0.6884 
2 0.6252 0.9417 0.1243 0.4603 0.1701 0.2110 0.0297 0.1220 0.5327 
3 0.5759 0.5645 0.9781 0.2222 0.1567 0.1264 0.2338 0.0589 0.5758 
4 0.5044 0.4660 0.0380 0.7302 0.1372 0.1044 0.0091 0.1935 0.4442 
5 0.4767 0.4598 0.1381 0.6032 0.1297 0.1030 0.0330 0.1598 0.4255 
6 0.3783 0.3870 0.2693 0.7778 0.1029 0.0867 0.0644 0.2061 0.4600 
7 0.3549 0.3079 0.0921 0.6667 0.0965 0.0690 0.0220 0.1767 0.3642 
8 0.2891 0.6207 0.1162 0.8571 0.0786 0.1390 0.0278 0.2271 0.4726 
9 0.1919 0.3890 0.5178 0.6349 0.0522 0.0871 0.1238 0.1683 0.4314 
10 0.2476 0.5832 0.0840 0.8254 0.0674 0.1306 0.0201 0.2187 0.4368 
11 0.0000 0.4750 0.0875 0.6508 0.0000 0.1064 0.0209 0.1725 0.2998 
12 0.7408 0.3897 0.1174 0.8889 0.2015 0.0873 0.0281 0.2356 0.5524 
13 0.2434 0.3058 0.0426 0.7143 0.0662 0.0685 0.0102 0.1893 0.3342 
14 0.1592 0.3883 0.0990 0.9206 0.0433 0.0870 0.0237 0.2440 0.3979 
15 0.4126 0.3079 0.6064 0.4921 0.1122 0.0690 0.1449 0.1304 0.4565 
16 0.9846 0.5361 0.0552 1.0000 0.2678 0.1201 0.0132 0.2650 0.6661 
17 0.7699 0.4931 0.2762 0.6508 0.2094 0.1104 0.0660 0.1725 0.5583 
18 0.9165 0.0000 0.2693 0.0794 0.2493 0.0000 0.0644 0.0210 0.3347 
19 0.8933 0.6956 0.1415 0.6825 0.2430 0.1558 0.0338 0.1809 0.6135 
20 1.0000 1.0000 0.3337 0.7937 0.2720 0.2240 0.0798 0.2103 0.7861 
21 0.9378 0.9258 0.3659 0.1905 0.2551 0.2074 0.0875 0.0505 0.6004 
22 0.7084 0.9202 0.1116 0.9683 0.1927 0.2061 0.0267 0.2566 0.6821 
23 0.3947 0.7913 0.2647 0.6984 0.1074 0.1772 0.0633 0.1851 0.5329 
24 0.6812 0.6297 0.7572 0.0000 0.1853 0.1410 0.1810 0.0000 0.5073 
25 0.7367 0.5562 0.0000 0.4444 0.2004 0.1246 0.0000 0.1178 0.4427 
26 0.5049 0.4626 0.4177 0.2381 0.1373 0.1036 0.0998 0.0631 0.4039 
27 0.7184 0.6179 1.0000 0.3333 0.1954 0.1384 0.2390 0.0883 0.6611 
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Analysis of variance (ANOVA) is carried out to investigate the significant effect of 
each parameter and their interaction on composite score. From the Table 5.8, it is 
evident that part thickness, taper angle, discharge current , wire speed, wire tension 
and the interaction between part thickness and taper angle are the significant 
parameters with percentage contribution of 20.92%, 11.95%, 32.31%, 8.492%, 
4.849% and 18.36% respectively for maximum composite score during taper cutting 
in deep cryogenically treated Inconel 718 using WEDM. The coefficeint of 
determination (R2) is obtain as 0.986. The effect of various process parameters on 
composite score has been studied using Taguchi analysis through MINITAB 16 
software package. Analysis of result as shown in leads to the conclusion that third 
level of part thickness (A3), first level of taper angle (B1), first level of pulse duration 
(C1), first level of discharge current (D1), third level of wire speed (E3) and first level of 
wire tension (F1) are the optimum parameter setting for composite score during taper 
cutting in cryo-treated Inconel 718 using WEDM process (Figure 6.22). 
Table 6.11 ANOVA for composite score 
Factor DF Seq SS Adj SS Adj MS F P 
% 
contribution 
Part thickness       (A) 2 0.0833 0.0833 0.0416 45.97 0.000 20.92 
Taper angle          (B) 2 0.0476 0.0476 0.0238 26.29 0.001      11.95 
Pulse duration      (C) 2 0.0039 0.0039 0.0019 2.17 0.195 0.979 
Discharge current (D) 2 0.1286 0.1286  0.0643 70.97 0.000 32.31 
Wire speed           (E) 2 0.0338 0.0338 0.0169 18.68 0.003 8.492 
Wire tension         (F) 2 0.0193 0.0193 0.0096 10.70 0.010      4.849 
A×B 4   0.0731 0.0731 0.0182 20.18 0.001 18.36 
A×C 4 0.0026 0.0026 0.0006 0.72 0.607 0.653 
Error 6 0.0054 0.0054 0.0009 
  
1.356 
Total 26 0.3980          
 
Figure 6.22 Main effect plot of composite score 
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Taguchi method is quite capable of suggesting optimum parametric condition through 
factorial plots and developing functional relationship between the input parameters 
with the performance characteristics. However, the functional model in Taguchi 
method is mostly linear in nature. Therefore, complexity involved in the tapering 
operation of WEDM may not be fully captured in a linear model. Since ANN is quite 
capable to map inputs and outputs in complex situations efficiently, the optimum 
parametric condition defined through factorial plot is predicted through neural 
networks. The back propagation neural network (BPNN) has been developed using 
the experimental data set as shown in Table 6.4. Out of 27 data, 75% of data (1–20) 
are selected as training data and 25% of the data (21–27) have been used to test the 
performance of the selected neural network. To determine the number of neurons in 
the hidden layer, various back propagation neural network (BPNN) models have been 
chosen to achieve performance error equal to 0.001. Six BPNN models 6-4-1, 6-5-1, 
6-6-1, 6-7-1, 6-8-1 and 6-9-1 have been selected. Finally, BPNN architecture 6-5-1 
showed minimum root mean square error (RMSE). Learning and momentum 
parameters are set at 0.09 and 0.30. The number of epochs run was 1500. In spite of 
higher number of iterations to converge at a final value, low learning rate is used to 
ensure the neural network to escape from local optima. Using back propagation, 
initially assigned weights are repeatedly adjusted to minimize the error until the error 
achieves the target of 0.001. It can be observed that data are well fitted because a 
high degree of coefficient of determination (R2) as 0.99554 for testing data is 
obtained. Using the trained neural network model, the predicted value of composite 
score for optimum set of input parameters (A3B1C1D1E3F1) is obtained as 0.7810. 
In order to explore the optimization landscape to obtain best parametric setting, a 
new meta-heuristic approach like bat algorithm is used to obtain the best parametric 
combination of machining parameters. The well-trained neural network model is used 
as the fitness function for the process model. Finally, the developed model is 
optimized using bat algorithm. Bat algorithm is coded using MATLAB 13.0. The 
algorithm considers a bat size of 25, loudness constant 0.7, pulse rate 0.5 and 
maximum number of iterations 100. The other parameters are selected suitably to 
achieve the convergence. Finally, the maximum composite score and the optimum 
combination of process parameters are obtained by bat algorithm as shown in Table 
6.12. Figure 6.23 illustrates that bat algorithm converges towards global optimum. 
Finally, the result obtained from bat algorithm is compared as shown in Table 6.12 
with the results of Taguchi’s optimum setting for machining parameters to maximize 
composite score. Comparison of results reveals that composite score (0.9865) 
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obtained from bat algorithm is superior than the predictive composite score value 
(0.7810) obtained from Taguchi analysis. 
Table 6.12 Comparison of optimum parameter setting for composite score  
Control factors and Performance 
measures 
Optimum machining  
condition by Taguchi method 
Optimum machining condition 
by ANN-Bat algorithm 
Part thickness (mm) 40 37.33 
Taper angle (degree) 5 6 
Pulse Duration (µm) 24 31.55 
Discharge Current (A) 14 17.62 
Wire Speed(mm/s) 150 138.33 
Wire Tension (N) 12                       12 
Composite Score 0.7810 0.9865 
 
Figure 6.23 Convergence plot for composite score during taper cutting in deep 
cryotreated Inconel 718 
6.5 Conclusions 
The effect of deep cryogenic treatment on both wire electrode (coated Broncocut-W 
wire) and work material (Inconel 718) has been studied by comparing various 
mechanical and thermal properties before and after deep cryogenic treatment. The 
results reveal that deep cryogenic treatment improves thermal conductivity and micro-
hardness of both wire electrode and work piece which helps to produce precise and 
accurate components during taper cutting in WEDM process.  It is found that thermal 
conductivity and micro hardness value of coated Broncocut-W wire are increased by 
19.23% and 11% respectively as compared to untreated wire whereas the tensile 
strength value reduces 9.4%. Similarly, the thermal conductivity and micro hardness 
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of Inconel 718 are increased by 33% and 17.18% respectively whereas the tensile 
strength is reduced 9.09% after deep cryogenic treatment. The machinability of 
cryogenically treated wire and work material has been experimentally investigated 
using Taguchi’s design during taper cutting in WEDM process. The effect of input 
parameters on various performance characteristics such as angular error, surface 
roughness, cutting rate and white layer thickness are analysed individually in taper 
cutting operation of deep cryo-treated Inconel 718.  From Table 6.5, it is observed 
that interaction between part thickness and taper angle, part thickness and taper 
angle are the most influencing variables with percentage contribution of 45.916%, 
18.208% and 11.051% respectively to minimize the angular error during taper cutting 
of cryo-treated Inconel 718 using WEDM process. From Table 6.6, it is found that part 
thickness, taper angle, discharge current and pulse duration are the most influential 
parameters for surface roughness with percentage contribution of 36.72%, 25.28%, 
15.09% and 8.26% respectively. Similarly, pulse duration is the most influential factor 
with percentage contribution of 53.34% for cutting rate (Table 6.7) whereas pulse 
duration and discharge current are found to be most influential parameter for white 
thickness with percentage contribution of 31.84% and 27.38% respectively (Table 
6.8). 
 The effect of process parameters on various performance measures is also analysed 
by comparing the performance measures during taper cutting in WEDM process for 
both cryogenically treated wire and work piece and untreated wire and work piece. 
Comparison of the result shows that angular error and surface roughness and white 
layer thickness are reduced by 0.24%, 23% and 1.02% respectively whereas cutting 
rate is  increased by 8.67% when the untreated wire and work piece is replaced by a 
cryogenically treated wire and work piece. It is observed that no significant change 
occurs in the value of angular error and white layer thickness due to deep cryogenic 
treatment but surface roughness and cutting rate are improved due to deep cryogenic 
treatment of coated Broncocut-W wire electrode and Inconel 718 work material.   
Simultaneous optimization of multi-performances measures are carried out using 
ANN integrated bat algorithm approach. In order to optimize, multiple performance 
characteristics simultaneously, maximum deviation method is used to convert multiple 
performance characteristics into a single equivalent performance characteristic 
known as multiple performance characteristic index (MPCI). As the process is a 
complex one, the functional relationship between the process parameters and 
performance characteristic during taper cutting process in WEDM process has been 
developed using BPNN. For faster training of ANN, Levenberg-Marquardt algorithm is 
used. The suggested process model can be used in any taper cutting operation for 
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prediction of various performance characteristics before experimentation because a 
high degree of correlation is obtained. A latest evolutionary algorithm known as bat 
algorithm has been successfully used to predict the optimal parameter setting so as 
to produce the optimal result in the process. The optimum solution that 
simultaneously improves all the performance measures is part thickness-37.33mm, 
taper angle-60, pulse duration-31.55µs, discharge current-17.62A, wire speed-138.33 
mm/s and wire tension-12N. 
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7.1 Introduction 
Engineering world comprises many complex systems/process where it is difficult to 
establish the relationship between the dependent and independent variables. Taper 
cutting in WEDM process is one of the complex engineering process in which we can 
obtain the output values for predetermined values of input parameters either 
experimentally or by mathematical models or by numerical models. However, it is 
quite difficult to map the behaviour and interdependence of process parameters using 
mathematical and numerical models. The solution of such numerical and 
mathematical model is not always an easy task because this process is time 
consuming and requires high level of technical expertise. On the other hand, the 
prediction of the performance measures is also too complex by statistical models 
because numerous variables are involved and non-linearity of the relationship 
between the parameters. Statistical methods will be suitable only when the number of 
variables will be small and when their effects can be described by simple 
relationships (Radha et al., 2015). In order to overcome these difficulties various 
artificial intelligence techniques are proposed by several researchers (Ohdar and 
Pasha, 2003). The advent and exponential developments in the field of computers 
and consequently in the area of artificial intelligence has revolutionized an engineer’s 
approach towards solving complex engineering problem. Different AI models have 
been successfully applied in various discipline of research for prediction purpose like 
artificial neural network (ANN) (Yang et al., 2001; Liao et al., 2002; Patnaik et al., 
2008; Rao et al., 2009; Amini et al. 2011),  adaptive neuro-fuzzy inference system 
(ANFIS) (Caydas et al., 2009; Sahu et al., 2011; Suganthi et al., 2013; Maher et al. 
2014), support vector regression (SVR) (Singh and Gupta, 2010 ; Peng and Ling, 
2015), genetic programming (GP) (Kondayya and GopalKrishna, 2011; Garg et al. 
2014; Vijayaraghavan et al., 2015). These models have the ability of self-learning and 
self-adapting the data pattern and do not require any statistical information related to 
a given data series for prediction. AI techniques have the potential to reduce user’s 
effort and time when applied to complex engineering problems. 
In the present chapter, artificial intelligence models are developed using artificial 
neural network (ANN), support vector regression (SVR) and multi-gene genetic          
programming (MGGP) for predicting the various performance measures such as 
angular error, surface roughness, cutting rate and white layer thickness of WEDM 
taper cutting process. Models are developed for four different work materials such as 
AISI 301 SS, AISI D2 tool steel, AlB4C MMC and cryo-treated Inconel 718. The 
performance of models are evaluated and compared by root meat square error 
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(RMSE), mean absolute percentage error (MAPE) and co-efficient of determination 
(R2).            
7. 2 Artificial intelligence models 
In this present chapter, three different AI techniques such as artificial neural network 
(ANN), support vector regression (SVR) and multi-gene genetic programming 
(MGGP) are considered to develop prediction models for the performance measures 
such as angular error, surface roughness, cutting rate and white layer thickness 
during taper cutting of WEDM process. Following paragraphs present brief 
introduction on these intelligent models.   
7.2.1 Artificial neural network (ANN) 
A neural network is an artificial representation of human brain that tries to simulate its 
running process. ANN is an interconnected group of artificial neurons that uses a 
mathematical model or computational models for information processing based on a 
connectionist approach to computation. A structure of an ANN model comprises of 
interconnected operating elements named as neurons (also called nodes) stimulated 
by the biological nervous system (Kumar, 2011). An ANN model has the capability to 
recognize and acquire the past data pattern to perform prediction. The detailed 
architecture of ANN model is already explained in Section 4.2.3 of Chapter 4. 
7.2.2 Support vector regression (SVR) 
The support vector regression (SVR) is one of the AI tools based on statistical 
learning theory having the capability to develop a predictive model for a given data 
series. The origin of SVR is support vector machines (SVM), introduced by Vapnik, is 
a learning method with a theoretical root in the framework of statistical learning theory 
(Vapnik, 1998). With proper training, SVM can have good generalization ability on 
unseen data. SVM was originally developed to solve classification problems and later 
extended to solve regression problems which is known as support vector regression 
(SVR). SVR is well known and applied AI method in field of the data modelling 
(Byvatov and Schneider, 2003; Hearst et al., 1998; Kecman, 2001). SVR allows the 
use of several kernel functions such as linear, polynomial, spline and radial basis 
functions. 
Unlike regression analysis, SVR is not void of statistical assumptions such as model 
structure assumption and error dependency and formulates models based on the 
only data obtained from the system. The framework of SVR is derived from structural 
risk minimization (SRM) principle. SRM principle is modification of empirical risk 
minimization (ERM) principle and minimises an upper bound on the expected risk 
(Vapnik and Chapelle, 2000). The hyperspace function transforms the input decision 
space to the higher dimensional space h. It implies that the nonlinear regression 
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problem is converted to a linear regression problem when the decision space is 
transformed. Various hyperspace functions can be used for this transformation. 
SVR model is formulated based on the training data (     )    
         , where 
   the input is process input parameter and    is the actual value of the process. In 
present work, individual models are developed for each performance measures. The 
SVR model is given by 
    ( )    ∑   
 
      ( )      
  ( )                                                               (7.1)     
where the function   ( ) is a space which has been converted into higher 
dimensional space, and 
     [         ]
   and   =[          ]
   
The hyperspace function (Equation 7.1) is projected in the higher dimensional space 
h. The nonlinear regression model  ( ) gets converted to a linear regression model 
in the higher dimensional space. Based on data collected, the kernel function chosen 
learns and minimizes the regularised risk function (L). The parameters namely, 
support vector weight (j) and biases (d) are estimated that minimizes the function L.    
  ( )    
 
 
      ∑ |    ( )| 
 
                                                                               (7.2) 
      |    ( )|  {
                                     |    ( )|   
|    ( )|                             
   
The optimum balance between the weight vector norm and the approximation error is 
determined by the regularisation parameter ( ). By increasing the value of 
regularisation parameter ( ) or decreasing weight vector norm, the approximation 
error is decreased. This may not ensure the high generalisation ability of the model 
and can cause over-fitting of model. The definition of   -insensitive loss function ( 
|    ( )| ) is given in Equation 7.2. If the predicted values of the model  ( ) lies 
within the defined tolerance level  , the loss function is zero and for the points 
outside  , the loss function is the absolute of the difference between the values 
predicted by the model and tolerance level . The  points on the margin lines (  
 ( )   )  are called support vectors whereas those outside are known as error set. 
7.2.3 Multi-gene genetic programming (MGGP)  
Genetic programming (GP) is an extension of the conventional genetic algorithm (GA) 
and grounded on the principle of GA as proposed by Koza (1992). Although GP is 
based on the working principle of the GA, there exists a major difference. GP model 
gives solutions defined by a model or weighted sum of coefficients i.e. in the form of 
tree structure whereas GA model provides solution in the form of real or binary 
number. Thus, it can be said that GP is a structure optimization method whereas GA 
is a parametric optimization method. GP uses symbolic regression technique for 
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automatically invoking both the structure and parameter of the mathematical model 
for a data set acquired from a process or system.  
GP algorithm starts by generating the models randomly. The number of models 
generated is represented by the population size. The models are formed by 
combining the elements randomly from the functional and terminal set. A function set 
F usually comprises of elements such as basic arithmetic operations (+, -, ×, /, etc.), 
Boolean operators (AND, OR, etc.), or other operators as defined by the user. The 
Terminal set T comprises of elements such as numerical constants, input decision 
variables of the process. An example of a model constructed is shown in Figure 7.1. 
The performance of initial population is evaluated on the training data based on the 
fitness function, namely, root mean square error (RMSE) as shown in Equation 7.3 
n
AG
RMSE
n
i
ii


 1
2
                                                                                                     (7.3) 
where   is the valued predicted of i
th data sample by the GP model,    is the actual 
value of the ith data sample and n is the number of training samples.  
Based on the performance on training data, algorithm selects models for genetic 
operations such as reproduction, mutation and crossover. The purpose of performing 
genetic operations is to form a new population that represent new generation.  A 
subtree crossover operation is used, in which a branch of tree is selected from both 
the parents and is randomly exchanged. A subtree mutation operation is used, in 
which the node (terminal or functional) is selected at random from the tree and is 
replaced by branch/or the whole new generated random tree. This iterative 
phenomenon of generating new populations/generations continues as long as the 
termination criterion is not met. Termination criterion is the maximum number of 
generations and the threshold error of the model, whichever is achieved earlier.  
 
Figure 7.1 Example of GP model   yx 3cos6  
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In multi-gene symbolic regression, each symbolic model (i.e. each member of the GP 
population) is a weighted linear combination of the outputs from a number of GP 
trees where each tree may be considered to be a “gene” in the overall genome. Initial 
population of model or the tree structure is randomly created consisting of function 
and terminal nodes as shown in Figure 7.1. The mathematical form of the multi-gene 
can be express as Equation (7.4): 



n
1i
0ii dGdy                                                                                                   (7.4) 
where y is the predicted output, iG is the value of the 
thi gene (generally a function of 
one or more of the input variables), id is the 
thi  weighting coefficient, n is the 
number of genes and 0d is a bias/offset term. To control the complexity of the 
evolved models, the user needs to specify the maximum number of gene maxG  and 
the maximum tree depth maxD . The member of the population is selected based on the 
fitness function value for the genetic operations (crossover, mutation and 
reproduction) to reproduce new generation till the termination is not achieved. In 
crossover operation, sub-trees are randomly selected from two members and 
swapped to generate two new children (tree) as shown in Figure 7.2. 
 
Figure 7.2 Crossover operation in GP 
The mutation operation helps in avoiding local minima. This evolutionary process is 
continues till the termination criterion is met. The termination condition may be the 
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maximum number of generation and the threshold error of the GP model set by the 
user. The best predictive model is selected based on minimum error on training data 
from entire set of generations. Unlike traditional GP, each model participating in the 
evolutionary process is made of several set of tree/genes combined together in multi-
gene genetic programming (MGGP) method. The MGGP model formed is a weighted 
linear combination of output values from the number of trees/genes as shown in 
Figure 7.4. Two point high level crossovers allow the acquisition of new genes for 
both individuals but also allow genes to be removed. If an exchange of genes results 
in any individual containing more gene than Gmax then genes are randomly selected 
and deleted until the individuals contains Gmax genes. In this research work, an open 
source MATLAB toolbox called GPTIPS has been used for performing this multi-gene 
genetic programming. 
 
Figure 7.3 Mutation operation in GP 
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      Figure 7.4 Mechanism of formulation of MGGP model using least squares method  
7.3 Experimental details and data collection 
The experiments have been carried out on AC Progress V2 high precision CNC 
WEDM, which is manufactured by Agie-Charmilles Technologies Corporation. The 
experimental details are already explained in Section 3.3 of Chapter 3. The 
experiments were conducted using four different work materials such as AISI SS 304 
(details explained in Section 3.3 of Chapter 3)  and AISI D2 tool steel (details 
explained in Section 3.3 of Chapter 3), AlB4C MMC (Section 5.3.3 of Chapter 5) and 
deep cryotreated Inconel 718 (Section 6.3.2 of Chapter 6). 
7.4 Results and Discussions  
In the present chapter the experimental results of four different work materials such 
as AISI 304 SS (Table 3.6 of Chapter 3), AISI D2 tool steel (Table 3.6 of Chapter 3), 
AlB4C composite (Table 5.3 of Chapter 5), cryo-treated Inconel 718 (Table 6.4 of 
Chapter 6) are considered for development of prediction models for the performance 
measures such as angular error, surface roughness, cutting rate and white layer 
thickness using three different artificial intelligence techniques such as artificial neural 
network (ANN), support vector regression (SVR) and multi gene genetic programming 
(MGGP). For all the models, out of twenty seven experimental data, twenty 
(approximately 75%) are used for training and the remaining seven (approximately 
25%) for testing or validation. The performance of the developed models are 
evaluated and compared by using root mean square error (RMSE), mean absolute 
percentage error (MAPE) and coefficient of determination (R2).  
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7.4.1 Settings of parameter for implementation of ANN model 
  A three layer back propagation neural network is adopted to predict the performance 
measures during taper cutting in WEDM process. The parameter settings chosen for 
ANN are shown in Table 7.1. Number of neurons in the hidden layer influence the 
generalisation ability of the ANN model and hence it is important to select the number 
of neurons properly. In the present work, trial-and-error approach is used to select the 
optimum number of neurons and number of hidden layers.  
Table 7.1 Parameter settings for ANN 
Parameters Values assigned 
Training data set 20 
Testing data set 7 
Number of neurons in hidden layer 4-9 
Activation function Sigmoid 
Number of epochs 1500 
Learning parameter 0.09 
Architecture selection Trial-and-error 
Target goal mean square error 10
-5
 
Minimum performance gradient 10
-5
 
7.4.2 Settings of parameter for implementation of SVR model 
Parameter settings of SVR such as selection of kernel function play a major role in 
learning and minimising the loss function efficiently. In this study, kernel function, 
namely radial basis function (RBF) is chosen based on its popularity among 
researchers for faster and efficient training of the SVR model (Salgado and Alonso, 
2007; Shi and Gindy 2007). To implement SVR, LS-SVM tool box built in MATLAB is 
applied on the experimental data. RBF parameters, namely,   and   are determined 
using coupled simulated annealing (CSA) and a grid search method. Firstly, the CSA 
determines the good initial values of    and  , then, these are passed to the grid 
search method which uses cross-validation approach to fine tune the parameters. 
The code for SVR model is developed in MATLAB 2013. 
7.4.3 Settings of parameter for implementation of MGGP model 
Parameter settings play a major role in implementing the MGGP algorithm efficiently. 
Trial-and-error method is used to select the parameter settings. The function set 
consists of broader set of elements so as to evolve variety of non-linear forms of 
mathematical models. The values of population size and number of generations fairly 
depend on the complexity of the data. The population size and number of generations 
should be fairly large for data of higher complexity so as to find the models with 
minimum error. Maximum number of genes and maximum depth of the gene 
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influences the size and the number of models to be searched in the global space. 
The maximum number of genes and maximum depth of gene is chosen at 7and 6 
respectively. GPTIPS (Searson et al., 2010) software is used for the implementation 
of MGGP algorithm. This software is a new “Genetic Programming and Symbolic 
Regression” code written based on MGGP for the use with MATLAB. MGGP method 
is applied to the experimental data set. The parameter setting for MGGP model is 
listed in Table 7.2. The best MGGP models are selected based on minimum RMSE 
on training data from all runs. The MGGP models for four performance measures 
such as angular error, surface roughness, cutting rate and white layer thickness for 
four different work materials are shown in Equations (7.5– 7.19).    
Table 7.2 Parameter setting for MGGP model 
Parameters Values assigned 
Runs 10 
Population size                                   200 
Number of generations 100 
Tournament size 2 
Max depth of tree 6 
Max genes 7 
Functional set (F) 
(multiply, plus, minus, tan, tanh, sin, cos, plog, 
square, exp) 
Terminal set (T) (x1, x2, x3, x4, x5, x6 ) 
Crossover probability rate 0.85 
Reproduction probability rate 0.10 
Mutation probability rate 0.05 
For AISI 304 SS 
For angular error 
ypred=48.63.*cos(x(2) + sin(x(1))) - 48.63.*square(sin(x(1) + 4.748)) - 0.6101.*x(6) + 
4.516.*sin(0.09317.*x(4).^2.*(x(1) + x(2))) + 53.77.*exp(cos(tanh(x(3))) + 
square(tanh(x(5)))) - 0.04915.*square(tan(x(1) + x(4).*tan(x(2)))) - 53.77.*cos(x(1) + 
x(2)) + 0.6101.*square(x(2)) + 0.0457.*x(1).*(sin(x(3)) - square(x(2))) - 184.8       (7.5) 
For surface roughness 
ypred=0.4383.*tanh(square(cos(tan(x(1))))) - 9.313.*cos(tan(tan(plog(x(3))))) - 
0.02863.*x(3) - 0.02057.*tan(exp(x(2)).*plog(x(2).*x(4))) + 
0.1319.*plog(square(cos(tan(x(1)))).*square(x(2))) - 
0.02863.*tan(psqroot(x(4)).*sin(x(1))) + 0.691.*cos(x(2)) + 11.59                           (7.6) 
For cutting rate 
ypred=0.004614.*x(5) - 0.0003366.*tan(x(4).*(x(6) - psqroot(x(5) + 5.656))) - 
0.0008712.*tan(x(4).*(x(6) - psqroot(x(5)))) - 0.004614.*plog(psqroot(x(5)) - 
sin(tan(x(3)))) + 0.06588.*sin(psqroot(x(5)) - x(6)) - 0.00349.*square(psqroot(x(5) - 
x(3)) - sin(tan(x(3)))) + 0.06588.*psqroot(psqroot(tan(x(2)))) +  
0.01184.*tan(x (4).*(x (3) - x (4))) + 0.6774                                                             (7.7) 
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For white layer thickness 
ypred=0.1711.*x(5) - 0.2533.*x(3) - 0.1711.*sin(x(2).*plog(x(4)).*tanh(x(4))) - 
0.3189.*cos(psqroot(x(4).*x(6)) - x(5)) + 0.3189.*psqroot(sin(x(3))) + 
0.2533.*sin(x(2).*x(4)) - 0.008253.*tan(psqroot(x(5)) - tan(exp(x(3))) - 0.9554.*x(1)) - 
0.02564.*psqroot(x(5)) + 0.02564.*x(3).*x(4) - 0.1711.*psqroot(-0.9554).*(x(5) - 
cos(x(4))) - 0.3896.*square(cos(exp(x(4) + 
 5.255))).*psqroot (-0.9554.*x (1)) + 9.679                                                              (7.8) 
FOR AISI D2 tool steel  
For angular error  
ypred=14.19.*tanh(tanh(tan(x(2)))) - 5.9.*tan(plog(tan(plog(x(1))))) - 
1.625.*tan(square(x(1))) - 5.9.*cos(exp(x(2) + x(:,4) - plog(x(2)))) - 
2.706.*tanh(cos(square(x(6)))) - 2.217e-5.*exp(psqroot(x(1).*x(2))) - 1.678.*cos(x(3)) 
+ 67.87                                                                                                                    (7.9) 
For surface roughness 
ypred=(0.02587.*cos(x(2)) - 0.002698.*cos(x(3) + square(x(1)))).*x(1) + 
(0.002484.*square(x(4).*cos(sin(square(x(3))))) - 0.1288.*cos(x(3)).*cos(x(2)).^2 + 
0.1876.*tan(tan(x(1))) + 0.03532.*cos(x(3)) + 0.1876.*sin(cos(x(1).*(x(:,1) + x(2)))) + 
2.332)                                                                                                                    (7.10) 
For cutting rate 
ypred=0.07471.*x(2) - 0.0002796.*x(1) + 0.03475.*x(3) + 0.001208.*tan(x(2) - x(6)) - 
0.2557.*square(square(cos(cos(x(4)) - x(1)))) - 0.001208.*sin(sin(x(3))) + 
0.3031.*tanh(sin(x(5))) - 0.03475.*sin(sin(6.796.*x(4).*x(6))) - 
0.0003455.*psqroot(x(2)) - 0.04919.*(sin(x(5)) - tanh(x(3))).*(x(6) - x(2) + 0.9999) - 
0.0007662.*x(1).*x(6) - 0.0003455.*x(3).*x(6) - 0.4263                                         (7.11) 
For white layer thickness 
ypred=0.2064.*x(2) + 0.1556.*x(3) - 0.003077.*x(4) + 0.2064.*x(6) + 
0.03115.*tan(x(4) + x(5) + x(:,1).*x(2)) - 0.7476.*cos(x(2).*tan(x(4))) + 
4.435.*tan(tan(tan(tan(x(2))))) - 1.545.*exp(sin(square(cos(sin(x(2)))))) + 
0.003077.*square(-cos(x(5).*x(:,6)).*(x(2) - square(x(2)))) + 
0.7947.*square(cos(sin(x(2)))) + 0.2064.*tan(x(1)) + 
0.7947.*tan(square(x(5))).*exp(tan(x(2))) - 0.003077.*x(1).*x(2) - 
0.06207.*tan(x(4)).*(x(2) + exp(tan(x(2)))) + 6.739                                                (7.12) 
For AlB4C MMC 
For angular error 
ypred=4.748.*psqroot(x(3) - x(:,1).*x(2) - 9.688) - 0.2166.*psqroot(sin(x(1))) + 
1.729.*tan(sin(cos(x(1).*x(3)))) + 2.341.*plog(plog(psqroot(x(1).*x(7))).*cos(x(5) - 
165 
 
x(:,4).*x(7) + 9.688)) + 4.146.*sin(x(1)) + 1.729.*tan(x(3)) + 0.6103.*tan(cos(x(5) + 
9.688)) - 0.2166.*x(1).*x(2) + 35.54                                                                       (7.13) 
For surface roughness 
ypred=0.004999.*exp(tan(square(x(2)))) - 2.605.*tanh(sin(exp(x(2)).*sin(x(5)))) - 
14.78.*sin(cos(x(1) + x(2))) - 10.33.*psqroot(sin(x(1) - x(5))) - 
28.95.*psqroot(tanh(sin(cos(x(1) + x(3))))) + 2.619.*tanh(sin(sin(x(5)).*(x(3) - x(4)))) - 
0.014.*square(x(1) + x(:,2) + x(3) - x(4) + tanh(x(3))) + 91.4                                 (7.14) 
For cutting rate 
ypred=0.8168.*x(1) + 0.8168.*x(3) - 1.047.*x(7) - 0.000287.*cos(tan(plog(exp(x(3))))) 
- 0.8168.*sin(plog(x(3).*x(7))) - 0.000287.*psqroot(square(square(x(1).*x(2)))) - 
61.11.*tanh(sin(plog(x(3).*x(7)))) - 1.047.*tanh(cos(cos(x(5)) - x(7))) - 
0.8168.*tan(x(1)) - 1.924.*sin(cos(tan(x(3)))).*cos(x(2)) - 
0.08643.*x(1).*x(2).*sin(plog(x(3).*x(7))) + 9.057                                                  (7.15) 
For cryogenically treated Inconel 718 
For angular error 
Ypred=39.54.*tanh(tanh(cos(x(1)) - cos(plog(x(1))))) - 4.991.*exp(cos(x(3) + x(4))) - 
6.092.*psqroot(tan(exp(x(6)) - 2.*plog(x(2)))) - 
30.65.*psqroot(sin(plog(x(2)).*psqroot(x(1)))) + 
1.571.*square(tan(x(5))).*psqroot(tan(exp(x(6)) - plog(x(2)))) + 
3.742.*plog(cos(x(1))).*tan(exp(x(3))) + 57.55;                                                     (7.16) 
For surface roughness 
ypred=0.2467.*square(cos(square(x(3)))) - 
3518.0.*tanh(psqroot(x(1).*x(2).*cos(x(1)))) - 0.5133.*x(2) - 
0.6132.*plog(sin(plog(x(4)))) + 0.8468.*sin(tanh(tan(plog(x(4)))) - 
x(:,2).*tan(tanh(x(3)))) - 0.173.*square(cos(x(4).*sin(exp(x(3))))) + 3524.0           (7.17) 
For cutting rate 
ypred=0.003203.*x(5) - 0.7205.*psqroot(cos(sin(x(6).*plog(x(2))))) - 
0.08669.*sin(psqroot(x(5)) - sin(square(-4.431)) - 4.796.*x(5)) + 
0.02939.*tan(exp(psqroot(x(5)) - plog(x(3)))) + 0.08669.*psqroot(5.557.*x(3) + 
psqroot(1.0)) + 0.2501.*square(sin(cos(x(1)))).*plog(x(2)) - 
0.003203.*x(3).*sin(tan(x(1)) - x(3)) + 0.001202.*sin(tan(x(1)) - x(3)).*(x(5) + 2.*x(6)) + 
0.1955;                                                                                                                   (7.18) 
For white layer thickness 
ypred=0.624.*cos(x(1).*x(3)) - 0.1067.*x(6) - 0.3285.*exp(tan(x(3)) - sin(x(4).*x(5)) - 
tan(x(6))) - 1.48.*x(3) - 0.06829.*square(x(4)) - 0.0136.*exp(tan(plog(exp(x(3).*x(4))))) 
+ 0.1067.*x(3).*x(4) + 18.94;                                                                                 (7.19) 
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7.4.4 Models evaluation and comparison 
The accuracy of the developed models are evaluated by three performance criteria 
such as root mean square error (RMSE), mean absolute percentage error and co-
efficient of determination (R2) which are calculated by using Equation (7.20-7.22) 
respectively.  
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where    and     are the predicted and actual values respectively ,   ̅̅ ̅ and   ̅ are the 
average values of the predicted and actual respectively and n is the number of 
training samples. 
The prediction accuracy of three models for four work materials such as AISI 304 SS, 
AISI D2 tool steel, aluminium boron carbide metal matrix composite and cryotreated 
Inconel 718 based on three performance criteria are shown in Tables (7.3-7.6). 
Analysis of the result reveals that the predictions obtained from the proposed MGGP 
model are in good agreement with the experimental data as compared to ANN and 
SVR model. A sample result of testing data for angular error, surface roughness, 
cutting rate and white layer thickness of AISI 304 SS are shown in Figures (7.5-7.8) 
respectively. The result of testing data shown in Figures (7.5-7.8) indicates that all the 
three models have impressively learned the non-linear relationship between the input 
variables and performance measures with high correlation values and relatively low 
error values. Therefore, all models have statistically satisfactory goodness of fit from 
the modelling point of view. However, from the statistical comparison presented 
(Tables 7.3-7.6), it is observed that the proposed MGGP model performs better than 
ANN and SVR model.  
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Figure 7.5 Fit of the computational intelligence formulated models on testing data for 
angular error (AISI 304SS) 
 
Figure 7.6 Fit of the computational intelligence formulated models on testing data for 
surface roughness (AISI 304SS) 
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Figure 7.7 Fit of the computational intelligence formulated models on testing data for 
cutting rate (AISI 304SS) 
 
Figure 7.8 Fit of the computational intelligence formulated models on testing data for                             
white layer thickness (AISI 304SS) 
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Table 7.3 comparison of experimental and predicted values of angular error during taper cutting of WEDM 
Note :-  EXP- Experimental data; ANN- Artificial neural network; SVR- Support vector regression; MGGP- Multi-gene genetic Programming; RMSE-Root mean square error, MAPE- Mean absolute 
percentage error; R
2
- Coefficient of determination 
 
Angular error  
  AISI 304 SS AISI D2 tool steel AlB4C Composite Cryo-treated Inconel 718 
Training EXP ANN SVR MGGP EXP ANN SVR MGGP EXP ANN SVR MGGP EXP ANN SVR MGGP 
1 24.46 24.48 24.45 24.46 29.81 29.79 29.83 29.82 38.44 38.45 38.44 38.44 30.22 30.21 30.22 30.22 
2 36.35 36.34 36.34 36.35 44.36 44.35 44.36 44.36 43.22 43.21 43.23 43.221 37.45 37.45 37.44 37.44 
3 38.70 38.69 38.69 38.70 42.11 42.12 42.10 42.10 46.25 46.26 46.25 46.25 39.12 39.13 39.11 39.12 
4 40.65 40.64 40.65 40.66 45.15 45.15 45.14 45.16 43.28 43.28 43.29 43.27 41.55 41.55 41.55 41.55 
5 41.82 41.82 41.81 41.83 47.33 47.34 47.35 47.34 44.22 44.23 44.22 44.22 42.49 42.49 42.48 42.49 
6 43.82 43.81 43.83 43.81 48.79 48.80 48.81 48.78 42.00 42.02 41.99 42.01 45.82 45.82 45.82 45.82 
7 45.74 45.74 45.73 45.74 52.65 52.64 52.67 52.65 40.25 40.24 40.25 40.25 46.62 46.61 46.61 46.62 
8 46.75 46.74 46.75 46.75 49.63 49.64 49.62 49.62 45.98 45.98 45.98 45.98 48.85 48.85 48.84 48.86 
9 49.88 49.89 49.88 49.88 50.86 50.86 50.86 50.85 48.49 48.48 48.48 48.49 52.15 52.14 52.14 52.15 
10 47.9 47.89 47.88 47.91 54.63 54.62 54.64 54.63 55.32 55.32 55.31 55.32 50.26 50.27 50.26 50.25 
11 56.36 56.37 56.36 56.36 57.25 57.24 57.26 57.24 56.83 56.82 56.83 56.84 58.65 58.66 58.65 58.65 
12 30.78 30.78 30.78 30.78 41.99 41.99 42.00 41.99 59.77 59.76 59.77 59.77 33.53 33.53 33.54 33.52 
13 49.25 49.25 49.25 49.25 52.61 52.60 52.63 52.62 48.55 48.56 48.55 48.56 50.40 50.41 50.39 50.40 
14 50.75 50.74 50.74 50.76 54.56 54.57 54.56 54.55 52.19 52.19 52.18 52.19 53.25 53.24 53.24 53.25 
15 41.6 41.60 41.60 41.59 50.25 50.24 50.27 50.24 54.33 54.32 54.34 54.33 44.66 44.67 44.66 44.66 
16 17.05 17.06 17.04 17.05 25.86 25.84 25.85 25.86 30.11 30.11 30.11 30.11 25.26 25.27 25.27 25.26 
17 27.93 27.92 27.92 27.93 34.21 34.22 34.23 34.22 41.34 41.35 41.33 41.35 32.54 32.54 32.54 32.55 
18 17.18 17.18 17.18 17.18 26.25 26.26 26.26 26.25 42.66 42.65 42.65 42.66 27.57 27.57 27.58 27.57 
19 18.71 18.72 18.72 18.70 30.99 31.00 30.98 30.99 43.48 43.48 43.48 43.48 28.36 28.36 28.35 28.35 
20 16.15 16.16 16.160 16.15 22.14 22.14 22.15 22.16 47.51 47.5 47.5 47.49 24.74 24.75 24.74 24.74 
 RMSE   0.009 0.008 0.005   0.01 0.013 0.008   0.009 0.007 0.006   0.008 0.007 0.005 
MAPE  0.024 0.021 0.009  0.023 0.030 0.017  0.016 0.010 0.007  0.019 0.017 0.011 
 R
2 
  0.98 0.98 0.99   0.97 0.96 0.99   0.98 0.99 0.99   0.98 0.98 0.99 
Testing 
21 17.16 17.09 17.11 17.14 24.24 24.15 24.22 24.16 49.85 49.89 49.87 49.84 26.85 26.76 26.84 26.84 
22 33.95 33.82 33.99 33.93 43.01 43.12 42.99 43.11 44.33 44.31 44.26 44.32 34.63 34.59 34.68 34.64 
23 37.7 37.55 37.88 37.76 52.29 52.35 52.24 52.32 42.81 42.79 42.77 42.79 45.27 45.38 45.24 45.31 
24 28.81 28.75 28.72 28.77 35.32 35.27 35.35 35.36 46.65 46.72 46.63 46.66 35.55 35.39 35.58 35.55 
25 37.83 37.72 37.75 37.8 42.23 42.37 42.29 42.21 35.56 35.61 35.62 35.55 33.67 33.58 33.64 33.75 
26 36.8 36.77 36.78 36.84 39.94 39.98 39.86 39.84 38.99 38.95 38.92 38.97 41.53 41.69 41.55 41.52 
27 27.33 27.36 27.31 27.34 31.71 31.66 31.46 31.69 44.35 44.38 44.29 44.36 34.29 34.18 34.34 34.29 
RMSE   0.093 0.086 0.035   0.084 0.104 0.065   0.041 0.052 0.013   0.114 0.09 0.036 
MAPE  0.268 0.219 0.099  0.210 0.205 0.156  0.090 0.116 0.030  2.08 3.04 0.061 
R
2 
  0.96 0.97 0.99   0.96 0.94 0.98   0.95 0.93 0.98   0.94 0.95 0.99 
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Table 7.4 Comparison of experimental and predicted values of surface roughness during taper cutting of WEDM    
  Surface  roughness 
  AISI 304 SS AISI D2 tool steel AlB4C Composite Cryo-treated Inconel 718 
Training EXP ANN SVR MGGP EXP ANN SVR MGGP EXP ANN SVR MGGP EXP ANN SVR MGGP 
1 2.298 2.305 2.301 2.298 2.406 2.416 2.404 2.403 3.87 3.86 3.88 3.87 2.245 2.248 2.246 2.244 
2 2.168 2.167 2.167 2.168 2.219 2.218 2.222 2.214 4.69 4.69 4.68 4.68 2.198 2.197 2.198 2.199 
3 2.648 2.647 2.648 2.649 2.897 2.856 2.894 2.899 6.35 6.36 6.35 6.34 2.742 2.741 2.743 2.742 
4 2.746 2.747 2.749 2.745 2.968 2.967 2.945 2.968 5.21 5.21 5.22 5.22 2.884 2.882 2.881 2.884 
5 2.806 2.809 2.81 2.806 2.866 2.867 2.872 2.866 5.76 5.77 5.77 5.76 2.893 2.894 2.893 2.893 
6 2.995 2.989 2.998 2.995 3.008 3.015 2.995 3.006 4.58 4.58 4.58 4.58 2.998 2.998 2.997 2.998 
7 2.667 2.668 2.668 2.669 2.994 2.993 2.956 2.998 5.86 5.86 5.86 5.86 3.112 3.111 3.113 3.111 
8 2.582 2.582 2.589 2.582 2.706 2.712 2.702 2.689 4.09 4.10 4.11 4.08 2.661 2.662 2.661 2.662 
9 3.014 3.019 3.015 3.014 3.219 3.217 3.219 3.220 5.13 5.13 5.13 5.14 2.995 2.997 2.996 2.997 
10 2.628 2.629 2.629 2.628 2.841 2.843 2.842 2.841 5.53 5.53 5.52 5.53 2.715 2.715 2.709 2.716 
11 2.758 2.758 2.759 2.757 2.912 2.914 2.912 2.902 5.29 5.28 5.28 5.29 2.871 2.871 2.871 2.871 
12 2.961 2.968 2.967 2.961 3.205 3.212 3.216 3.201 5.02 5.02 5.03 5.02 2.994 2.995 2.993 2.995 
13 3.096 3.097 3.096 3.096 3.451 3.454 3.439 3.451 5.32 5.33 5.32 5.31 3.115 3.116 3.116 3.116 
14 3.173 3.178 3.174 3.173 3.527 3.527 3.527 3.527 5.82 5.84 5.82 5.82 2.996 2.997 2.996 2.997 
15 3.442 3.442 3.443 3.443 3.661 3.664 3.598 3.661 6.15 6.15 6.15 6.15 3.112 3.112 3.113 3.112 
16 2.671 2.669 2.672 2.671 2.824 2.823 2.845 2.823 5.21 5.21 5.22 5.22 2.783 2.782 2.784 2.782 
17 2.961 2.962 2.962 2.962 3.004 3.002 3.112 3.002 5.88 5.89 5.88 5.88 2.845 2.844 2.843 2.844 
18 3.299 3.299 3.298 3.299 3.678 3.675 3.652 3.679 5.16 5.16 5.17 5.16 3.556 3.556 3.556 3.555 
19 2.145 2.146 2.148 2.147 2.433 2.429 2.466 2.435 5.22 5.23 5.21 5.22 2.553 2.552 2.553 2.553 
20 2.178 2.167 2.179 2.178 2.182 2.181 2.174 2.182 5.45 5.44 5.45 5.45 2.114 2.115 2.114 2.113 
 RMSE   0.004 0.002 0.0008   0.009 0.031 0.004   0.008 0.0083 0.005   0.001 0.002 0.0008 
MAPE  0.103 0.074 0.017  0.170 0.618 0.079  0.104 0.123 0.069  0.035 0.050 0.025 
 R
2 
  0.991 0.994 0.999   0.985 0.926 0.994   0.935 0.979 0.996   0.996 0.995 0.999 
Testing 
21 2.224 2.145 2.221 2.226 2.339 2.317 2.329 2.319 5.06 4.98 5.01 5.04 2.221 2.186 2.228 2.222 
22 2.316 2.224 2.329 2.316 2.515 2.415 2.748 2.502 5.34 5.25 5.42 5.31 2.229 2.114 2.345 2.231 
23 2.348 2.224 2.356 2.299 2.608 2.543 2.649 2.618 5.14 5.29 5.06 5.16 2.415 2.392 2.335 2.416 
24 2.597 2.576 2.543 2.594 2.963 2.965 2.973 3.002 5.22 5.18 5.14 5.19 2.648 2.636 2.638 2.652 
25 2.614 2.514 2.598 2.601 2.845 2.756 2.987 2.841 4.66 4.78 4.59 4.68 2.754 2.718 2.642 2.759 
26 2.884 2.893 2.801 2.843 2.971 2.955 2.935 2.963 5.18 5.08 5.26 5.16 2.889 2.854 2.886 2.961 
27 2.966 2.866 2.845 2.989 3.156 3.176 3.289 3.155 5.24 5.11 5.17 5.29 2.665 2.512 2.654 2.664 
RMSE   0.085 0.059 0.026   0.057 0.116 0.018   0.106 0.073 0.029   0.076 0.068 0.027 
   MAPE  3.017 1.526 0.712  1.682 3.145 1.357  1.991 1.422 0.527  2.342 1.970 0.434 
R
2 
  0.946 0.966 0.981   0.968 0.896 0.98   0.746 0.932 0.99   0.962 0.95 0.994 
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Table 7.5 Experimental and predicted values of cutting rate during taper cutting of WEDM    
  Cutting rate 
  AISI 304 SS AISI D2 tool steel AlB4C Composite Cryo-treated Inconel 718 
Training EXP ANN SVR MGGP EXP ANN SVR MGGP EXP ANN SVR GP EXP ANN SVR MGGP 
1 0.814 0.816 0.808 0.813 0.7644 0.7658 0.7639 0.7642 0.722 0.719 0.734 0.721 0.926 0.921 0.925 0.926 
2 0.997 0.994 0.998 0.996 0.8951 0.8947 0.8953 0.895 0.756 0.743 0.751 0.754 1.003 1.008 1.002 1.002 
3 1.646 1.635 1.639 1.645 1.5764 1.6487 1.5759 1.5764 1.118 1.116 1.109 1.118 1.745 1.739 1.746 1.744 
4 0.9124 0.9123 0.9121 0.9123 0.8616 0.8612 0.8625 0.8613 0.874 0.874 0.872 0.874 0.928 0.915 0.928 0.925 
5 0.993 0.971 0.989 0.993 0.9515 0.9529 0.9521 0.9516 0.901 0.902 0.916 0.901 1.015 1.006 1.013 1.015 
6 1.0452 1.0444 1.0443 1.0451 0.9986 0.9974 0.9984 0.9987 0.889 0.883 0.881 0.888 1.129 1.129 1.128 1.13 
7 0.9056 0.9054 0.9042 0.9056 0.9412 0.9412 0.9419 0.9411 1.116 1.116 1.109 1.115 0.975 0.984 0.975 0.975 
8 0.9256 0.9244 0.9249 0.9254 0.8664 0.8678 0.8661 0.8663 0.992 0.985 0.989 0.993 0.996 0.989 0.997 0.996 
9 1.2458 1.2459 1.2448 1.2457 1.1892 1.1871 1.1892 1.1891 0.857 0.865 0.842 0.858 1.345 1.348 1.346 1.346 
10 0.817 0.835 0.806 0.817 0.7828 0.7821 0.7835 0.7827 0.924 0.916 0.937 0.924 0.968 0.969 0.968 0.968 
11 0.952 0.957 0.939 0.952 0.9508 0.9503 0.9512 0.9507 0.997 0.982 0.984 0.997 0.971 0.974 0.971 0.972 
12 0.994 1.002 0.994 0.994 0.9768 0.9754 0.9759 0.9768 0.711 0.698 0.708 0.712 0.997 0.995 0.997 0.997 
13 0.832 0.834 0.829 0.831 0.7489 0.7385 0.7495 0.7488 0.854 0.829 0.849 0.855 0.932 0.935 0.934 0.931 
14 0.961 0.967 0.961 0.963 0.8808 0.8801 0.8812 0.8808 0.725 0.712 0.725 0.726 0.981 0.98 0.982 0.981 
15 1.382 1.375 1.378 1.381 1.1932 1.1865 1.1931 1.1931 0.824 0.813 0.819 0.825 1.422 1.422 1.421 1.422 
16 0.875 0.886 0.871 0.875 0.7644 0.7635 0.7639 0.7645 0.798 0.757 0.782 0.799 0.943 0.942 0.943 0.944 
17 0.9958 0.9965 0.9945 0.9957 0.8648 0.8649 0.8659 0.8649 0.885 0.876 0.879 0.886 1.135 1.134 1.134 1.136 
18 1.027 1.036 1.019 1.028 0.9673 0.9658 0.9668 0.9672 0.973 0.998 0.972 0.974 1.129 1.128 1.13 1.128 
19 0.9954 0.9979 0.9954 0.9954 0.8164 0.8154 0.8177 0.8163 1.005 0.986 1.001 1.005 1.018 1.017 1.015 1.02 
20 1.071 1.072 1.072 1.075 0.919 0.904 0.938 0.918 0.816 0.809 0.812 0.815 1.185 1.186 1.184 1.185 
 RMSE   0.0081 0.005 0.001   0.016 0.004 0.0002   0.015 0.008 0.0009   0.008 0.001 0.001 
MAPE  0.556 0.345 0.060  0.491 0.162 0.016  1.323 0.830 0.090  0.351 0.083 0.066 
 R
2 
  0.989 0.991 0.994   0.922 0.993 0.999   0.989 0.995 0.999   0.983 0.999 0.999 
Testing 
21 1.1025 1.1548 1.1005 1.1019 1.0156 1.1156 1.0248 1.0111 0.855 0.822 0.836 0.852 1.213 1.115 1.276 1.238 
22 0.9795 0.9215 0.9748 0.9774 0.8952 0.8586 0.9754 0.8926 0.849 0.819 0.914 0.855 0.992 0.965 0.985 0.999 
23 1.0568 1.1658 1.0514 1.0555 0.9518 0.9225 0.9985 0.9517 0.981 0.999 0.976 0.995 1.125 1.148 1.185 1.188 
24 1.4350 1.354 1.586 1.449 1.3104 1.3405 1.2995 1.2941 0.994 0.925 0.965 0.985 1.553 1.318 1.589 1.574 
25 0.7002 0.6985 0.7245 0.7086 0.5616 0.5996 0.5275 0.5611 0.795 0.718 0.816 0.786 0.895 0.874 0.886 0.887 
26 1.1354 1.1248 1.1399 1.1329 0.9812 0.9256 0.9548 0.9811 0.845 0.734 0.811 0.856 1.258 1.254 1.279 1.249 
27 1.660 1.540 1.590 1.62 1.1156 1.005 1.1585 1.1149 0.804 0.845 0.798 0.812 1.764 1.899 1.775 1.771 
RMSE   0.074 0.063 0.016   0.065 0.042 0.006   0.062 0.031 0.009   0.11 0.036 0.027 
MAPE  5.004 2.825 0.742  5.951 4.030 0.307  6.298 2.959 0.974  5.470 2.407 1.674 
R
2 
  0.945 0.955 0.997   0.908 0.968 0.999   0.71 0.819 0.986   0.885 0.964 0.982 
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Table 7.6 Experimental and predicted values of white layer thickness during taper cutting of WEDM 
  White layer thickness 
  AISI 304 SS AISI D2 tool steel Cryotreated Inconel 718 
Training EXP ANN SVR MGGP EXP ANN SVR MGGP EXP ANN SVR MGGP 
1 12.5 12.51 12.49 12.50 9.56 9.55 9.57 9.56 3.9 3.80 3.90 3.90 
2 13.4 13.40 13.41 13.41 12.5 12.51 12.5 12.5 6.9 6.91 6.89 6.90 
3 15.5 15.51 15.5 15.50 14.13 14.12 14.13 14.14 8.4 8.41 8.4 8.41 
4 14.2 14.19 14.20 14.20 12.9 12.89 12.9 12.90 5.2 5.19 5.21 5.21 
5 15.1 15.10 15.11 15.11 13.6 13.6 13.59 13.6 6.0 6.01 5.99 6.00 
6 13.1 13.11 13.10 13.10 11.4 11.41 11.41 11.4 4.9 4.91 4.91 4.89 
7 13.9 13.90 13.89 13.91 9.81 9.82 9.81 9.81 5.6 5.61 5.60 5.59 
8 12.4 12.41 12.40 12.40 8.95 8.95 8.96 8.95 4.4 4.39 4.41 4.39 
9 14.0 14.02 14.01 14.00 7.60 7.61 7.60 7.60 5.8 5.79 5.81 5.80 
10 13.4 13.40 13.41 13.40 9.77 9.78 9.77 9.77 4.6 4.61 4.61 4.60 
11 14.4 14.41 14.40 14.41 10.55 10.54 10.54 10.55 5.7 5.71 5.71 5.71 
12 12.9 12.91 12.90 12.91 8.25 8.24 8.24 8.25 4.2 4.20 4.21 4.20 
13 13.4 13.40 13.41 13.40 9.92 9.92 9.92 9.92 5.3 5.31 5.29 5.31 
14 12.7 12.71 12.70 12.70 6.25 6.24 6.24 6.25 4.0 4.01 3.99 4.00 
15 15.3 15.30 15.31 15.30 12.89 12.88 12.88 12.9 6.7 6.70 6.71 6.71 
16 12.3 12.31 12.30 12.30 10.58 10.56 10.58 10.58 3.5 3.49 3.49 3.50 
17 13.8 13.79 13.80 13.80 12.44 12.44 12.43 12.45 5.7 5.71 5.71 5.69 
18 20.9 20.90 20.89 20.90 17.35 17.36 17.34 17.35 9.3 9.31 9.30 9.30 
19 13.5 13.51 13.50 13.51 11.29 11.29 11.28 11.29 5.5 5.50 5.50 5.51 
20 12.6 12.59 12.61 12.6 9.45 9.46 9.45 9.45 4.8 4.81 4.80 4.80 
 RMSE   0.008 0.007 0.005   0.009 0.007 0.003   0.024 0.008 0.007 
MAPE  0.052 0.035 0.021  0.078 0.052 0.011  0.278 0.139 0.089 
 R
2 
  0.991 0.993 0.999   0.992 0.995 0.999   0.989 0.994 0.996 
      Testing 
21 16.4 15.99 17.12 16.42 13.88 13.86 13.89 13.86 8.6 8.65 8.64 8.59 
22 12.4 13.05 11.97 12.34 5.210 5.160 5.190 5.23 3.7 3.64 3.78 3.75 
23 13.6 12.75 13.64 13.63 11.85 11.79 11.94 11.88 5.4 5.36 5.35 5.48 
24 22.5 23.11 22.51 22.46 19.56 19.49 19.53 19.55 9.8 9.87 9.94 9.79 
25 14.1 13.78 15.22 14.11 11.57 11.59 11.62 11.6 7.0 7.15 7.09 7.06 
26 15.2 16.25 15.21 15.24 13.63 13.45 13.75 13.59 8.3 8.24 8.36 8.32 
27 19.5 18.86 18.93 19.52 14.89 14.72 14.82 14.94 7.7 7.76 7.67 7.73 
RMSE   0.686 0.572 0.035   0.102 0.066 0.031   0.077 0.078 0.044 
MAPE  4.166 2.732 0.205  0.657 0.450 0.245  1.043 1.054 0.648 
R
2 
  0.960 0.971 0.99   0.935 0.954 0.977   0.952 0.959 0.976 
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The validity of the proposed MGGP equations is further tested by applying it in multi-
objective particle swarm optimization approach which is described in Section 3.3 of 
Chapter 3. In Chapter 3, six set of problems have been solved using multiplicative 
regression equation for each work piece material such as AISI 304 SS and AISI D2 
tool steel. Out of which randomly one problem was chosen to check the performance 
of MGGP predicted equation. The selected problem is  
For AISI D2 tool steel,  
Minimize surface roughness (SR) 
Minimize white layer thickness (WLT) 
Subject to  
               Angular error (AE)   22.14 min 
               Cutting rate (CR)   1.5764 mm/min 
The above optimization problem is solved by MOPSO algorithm considering the 
proposed MGGP equations as objective functions. The functional relationship 
between surface roughness and input parameters as shown in Equation 7.10 and the 
functional relationship between white layer thickness and input parameters as shown 
in Equation 7.12 has been used as the objective functions for MOPSO algorithm. 
Finally the results are compared with the previous result obtained for above problem 
(Table 3.18 of Chapter 3) in which multiplicative regression models are used as 
objective functions. From Table 7.7, it is observed that the parameter setting obtained 
from GP model integrated MOPSO algorithm gives improved performance measure 
value as compared to multiplicative regression equation integrated MOPSO 
algorithm. Analysis of the result reveals that MGGP predicted equations perform 
better than the multiplicative regression equations.  
Table 7.7 Comparison of results  
Control parameters and 
performance measures 
Optimum parametric 
setting by 
MOPSO using 
multiplicative regression 
equation 
Optimum parametric 
setting  
MOPSO using predicted 
GP equation 
Part thickness           (min) 38.29 40 
    Taper angle              (degree) 5.66 6 
Pulse duration           (µm) 32 31.48 
Discharge current       (A) 17.92 13.86 
    Wire speed               (mm/s) 150 148.25 
      Wire tension              (N) 12 12.25 
 Surface roughness   (µm) 1.586 1.485 
  White layer thickness (µm) 13.44 7.15 
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7.5 Conclusions  
The present work establishes the motive behind predicting various performance 
measures during taper cutting in WEDM process using three artificial intelligent 
techniques such as artificial neural network (ANN), support vector regression (SVR), 
multi-gene genetic programming (MGGP). Artificial Neural network (ANN) is a highly 
flexible modelling tool with the ability to map input and output from the data set and 
efficiently predict the output values. Support vector regression (SVR) is a self-learning 
machine which implements the structural risk minimization principle to obtain good 
generalisation on a limited number of learning patterns whereas multi-gene genetic 
programming (MGGP) is an evolutionary algorithm based artificial intelligent 
technique inspired by biological evolution to handle complex problems. The models 
are developed using the data obtained through experimentation. All the proposed 
models successfully map the relationship between inputs and outputs and efficiently 
predict the performance measures during taper cutting in WEDM process for four 
different work materials. However, it is observed that the predicted values of MGGP 
model are found to be in close agreement with the experimental data as compared to 
ANN and SVR models. The performance of models are analysed through root mean 
square error (RMSE), mean absolute percentage error (MAPE) and coefficient of 
determination (R2). The results indicate that the proposed MGGP model can be 
deployed as a powerful tool for predicting the performance measures during WEDM 
taper cutting. On the other hand, MGGP model provides an explicit functional 
relationship between the input parameters and performance measures which is not 
possible by ANN and SVR model. The predicted MGGP equations are used for 
further optimisation using MOPSO algorithm. MOPSO algorithm simultaneously 
optimizes two performance measures using multiplicative regression equation. 
However, the proposed functional relationship by MGGP model of two performance 
measures are optimized by using MOPSO algorithm and compared with the previous 
result of MOPSO approach. It is observed that predicted MGGP equations perform 
better than the empirical equation developed by regression analysis. The method 
being simple and elegant, it can be easily used by tool engineers for prediction of 
performance measures in real applications. The practitioners can simulate with 
various set of process parameters to obtain an optimal parameter setting in a 
particular application.   
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8.1 Introduction 
Taper cutting using WEDM process provides a viable solution for producing tools 
and dies of advanced materials with complex and intricate shapes. During cutting a 
tapered geometry, the actual wire shape is deviated from theoretical shape due to its 
stiffness resulting in change in the inclination angle of the machined parts and 
adverse effect on surface integrity and machining performance. In this direction, the 
present work emphasises on study of effect of various process parameters on 
performance measures such as angular error, surface roughness, cutting rate and 
white layer thickness using advanced materials and metal matrix composites (MMCs) 
during taper cutting in WEDM process. To obtain the optimum combination of process 
parameters, different hybrid optimization models and artificial intelligence models 
have been proposed for different work materials.   
8.2 Summary of findings  
Extensive experimental investigation has been carried out to study the 
machinability of different work materials during taper cutting in WEDM process.  The 
effect of various process parameters on performance measures has been analysed. 
Some of the major findings from this research work are discussed in the paragraphs 
below: 
The machinability of two different work piece materials such as AISI 304 SS and 
AISI D2 tool steel are analysed during taper cutting in WEDM process (Chapter 3). In 
order to reduce the number of experimental runs but selecting samples from a wide 
range of decision space, Taguchi’s orthogonal array is used to generate the data set 
through experimentation. From the experimental investigation of AISI 304 SS and 
AISI D2 tool steel, it is found that part thickness, taper angle and interaction between 
part thickness and taper angle are found to be most influencing factors and 
interactions for angular error for both the materials. Surface roughness is mostly 
influenced by part thickness, taper angle and pulse duration in case of taper cutting of 
AISI 304 SS and AISI D2 tool steel. It is observed that pulse duration and wire speed 
are the most influential parameters for cutting rate whereas pulse duration and 
discharge current are the most significant parameters for white layer thickness for 
both the work materials. Comparison of the experimental results (Table 3.6) reveals 
that angular error is reduced by 16 % during taper cutting in AISI 304 SS as 
compared to AISI D2 tool steel while machining is carried out with the same 
parametric condition. It is found that surface roughness of tapered surface is 
increased by 7.08% during taper cutting in AISI D2 tool steel as compared to AISI 
304 SS whereas cutting rate is reduced by 9.06 % in case of taper cutting in AISI D2 
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tool steel as compared to AISI 304 SS. Four empirical models have been proposed 
relating process parameters and performance measures for each work materials. 
Although in the present work, four performance measures are considered but two or 
three conflicting performance measures are used at a time required in practice. 
Considering two conflicting objectives simultaneously keeping other performance 
measures as constraints, a multi-objective particle swarm optimization (MOPSO) is 
proposed to optimize the process parameters. This is to be noted that the empirical 
models are used as objective functions in MOPSO. Although MOPSO develops a set 
of non-dominated solutions, the best ranked solution is identified from a large number 
of solutions through application of maximum deviation method. The best non-
dominated solution that simultaneously improves angular error and surface 
roughness of AISI 304 SS is stated as part thickness- 39.88mm, taper angle-5.020, 
pulse duration- 24.88µs, discharge current- 14.001A, wire speed- 98.12 mm/s, wire 
tension- 12.63N. Similarly, six set of problems have been solved for each work piece 
material. The best solutions considering two conflicting performance measures at a 
time during taper cutting in AISI 304 SS and AISI D2 tool steel are presented in Table 
3.17 and 3.18 respectively. This is to be noted that some of the optimal values of the 
parameters are difficult to set with the machine. Therefore, nearest practical values 
may be adopted keeping in view with machine constraints.   
Sometimes, intelligent approaches provide reasonable solutions for complex 
problems with less computational burden. Therefore, an intelligent optimization 
approach is proposed in Chapter 4 for multi-response optimization during taper 
cutting in WEDM process.  In conventional multi-response optimization problems, 
human judgement is needed for weight assignment to each response while 
converting multiple responses into an equivalent response. However, appropriate 
methods must be explored to extract the response weights from experimental data 
rather than resorting to human judgement. Keeping in view of limitations of 
conventional multi-response optimization problem, a neuro-fuzzy approach has been 
used to convert multiple performance characteristics into an equivalent single 
performance characteristic known as multi-performance characteristic index (MPCI). 
A statistically valid empirical relation is developed relating process parameters and 
MPCI. In order to obtain optimal process parameters, empirical model for MPCI is 
used as objective function in a latest meta-heuristic algorithm known as bat algorithm. 
Bat algorithm, being simple but powerful meta-heuristic algorithm, can be adopted to 
solve nonlinear complex problems. The proposed approach is validated with results 
obtained through the MOPSO algorithm. Comparison of the results reveals that both 
the approaches lead to similar optimal process parameters when two objectives are 
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considered during taper cutting in WEDM process (Table 4.6). However, neuro fuzzy 
integrated bat algorithm approach is simple and computationally elegant as 
compared to MOPSO algorithm because one hundred iterations are needed in 
MOPSO to get best Pareto front for two objectives whereas only fifty iterations are 
required for neuro fuzzy embedded bat algorithm in case of both the work materials 
such as AISI 304 SS and AISI D2 tool steel. 
Considering the increasing demand of high strength and light weight material in 
nuclear and aerospace applications, aluminium boron carbide (AlB4C) metal matrix 
composite (MMC) is successfully fabricated through powder metallurgy route 
(Chapter 5). The various mechanical and electrical properties of AlB4C MMC has 
been studied. From Table 5.1, it is observed that hardness of fabricated AlB4C MMC 
increases from 108.6HV to 229.4HV when the percentage of reinforcement increases 
from 0% to 20%. As the percentage of B4C reinforcement increases from 0 to 20%, 
the density of the composite decreases from 2.7g/cm3 to 1.9 g/cm3 and the electrical 
conductivity also decreases from 3.767×107S/m to 1.825×107S/m. The machinability 
of AlB4C MMC during taper cutting in WEDM process is investigated and the effect of 
various input parameters such as percentage of AlB4C, part thickness, taper angle, 
pulse duration, discharge current, wire speed and wire tension on performance 
measures such as angular error, surface roughness and cutting rate has been 
studied using Taguchi’s analysis. However, the effect of machining parameters on 
white layer thickness during taper cutting of AlB4C MMC is not studied. Basically, 
formation of white layer is a result of molten materials that are not completely flushed 
away by di-electric fluid from the work piece surface. This molten materials solidify 
during cooling process and deposit on the work piece. However, in this work, the 
fabricated AlB4C composite is prepared through powder metallurgy route which 
comprises of powders of very small particle size (2.939 µm), which is easily flushed 
away by di-electric fluid during machining. Hence, in taper cutting of MMC negligible 
amount of white layer thickness is observed through SEM. Therefore, white layer 
thickness is not considered as a performance measure for further analysis. From 
analysis of the result, (Table 5.4 and 5.5), it is concluded that percentage of B4C, part 
thickness, taper angle and the interaction between percentage of B4C and part 
thickness are the most influential parameters for angular error whereas discharge 
current is found to be the most significant factor for surface roughness. Similarly, it is 
observed that percentage of B4C, pulse duration, discharge current, wire speed and 
the interaction between percentage of B4C and part thickness are the most influential 
parameter for cutting rate (Table 5.6). For multi-response optimization, maximum 
deviation method is applied to convert multiple performance measures into an 
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equivalent single performance measure known as composite score (CS). The 
learning and memorising capability of artificial neural network (ANN) is used to 
develop the functional relationship between input parameters and composite score. A 
latest evolutionary algorithm known as bat algorithm has been successfully 
embedded with neural networks to predict the optimal parameter setting of the 
process. The best parametric setting that simultaneously improves all the 
performance measures is listed as percentage of B4C-9.8%, part thickness-39.53mm, 
taper angle-5.8890, pulse duration-30.57µs, discharge current-18A, wire speed- 
135mm/s and wire tension- 12.33N. Although the approach is applied in taper cutting 
using WEDM, it is quite generic to be applied in any complex machining situation for 
developing a process model. 
Inconel 718, a nickel based super alloy, is widely used in aerospace applications 
owing to its superior mechanical properties. Machining of low conductive materials 
such as Inconel 718 is a challenging task during machining with WEDM process due 
to low thermal conductivity, work hardening tendency and presence of abrasive 
carbide particle in the microstructure. However, cryogenic treatment brings 
remarkable improvements in mechanical and thermal properties through increasing 
thermal conductivity, wear resistance, and hardness by refining its microstructure. 
Hence, deep cryogenic treatment (-196 0C) of wire (coated Broncocut-W wire) and 
work material (Inconel 718) has been carried out and the effect of cryogenic 
treatment on various performance measures are studied during taper cutting in 
WEDM process (Chapter 6). After deep cryogenic treatment, thermal conductivity and 
micro hardness value of coated Broncocut-W wire are increased by 19.23% and 11% 
respectively as compared to untreated wire whereas the tensile strength value 
reduces 9.4% (Table 6.2). Similarly, the thermal conductivity and micro hardness of 
Inconel 718 are increased by 33% and 17.18% respectively whereas the tensile 
strength reduces 9.09% after deep cryogenic treatment (Table 6.3). The machinability 
of cryogenically treated wire and work material has been experimentally investigated 
using Taguchi’s design during taper cutting in WEDM process. The effect of process 
parameters on various performance measures is also analysed by comparing the 
performance measures during taper cutting in WEDM process for both cryogenically 
treated wire and work piece and untreated wire and work piece. Comparison of the 
result shows that angular error and surface roughness and white layer thickness are 
reduced by 0.24%, 23% and 1.02% respectively whereas cutting rate is  increased by 
8.67% when the untreated wire and work piece is replaced by a cryogenically treated 
wire and work piece (Table 6.9). It is observed that no significant change occurs in 
the value of angular error and white layer thickness due to deep cryogenic treatment 
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but surface roughness and cutting rate are improved due to deep cryogenic treatment 
of coated Broncocut-W wire electrode and Inconel 718 work material. The 
improvement in thermal properties of wire and work material due to cryogenic 
treatment allows easy dissipation of heat during machining, which improves the 
cutting rate and machining efficiency. Simultaneous optimization of multi-
performances measures are carried out using ANN integrated bat algorithm 
approach. The optimum solution that simultaneously improves all the performance 
measures is part thickness-37.33mm, taper angle-60, pulse duration-31.55µs, 
discharge current- 17.62A, wire speed- 138.33mm/s and wire tension-12N.  
To predict the performance measures prior to taper cutting, various artificial 
intelligence models such as artificial neural network (ANN) model, support vector 
regression (SVR) model and multi-gene genetic programming (MGGP) model have 
been proposed (Chapter 7). The models are developed using the data obtained 
through experimentation. It is observed that the predicted values of MGGP model are 
found to be in close agreement with the experimental data as compared to ANN and 
SVR models. The performance of models are analysed through root mean square 
error (RMSE), mean absolute percentage error (MAPE) and coefficient of 
determination (R2). The results indicate that the proposed MGGP model can be 
deployed as a powerful tool for predicting the performance measures during WEDM 
taper cutting (Table 7.3-7.6). MGGP model provides an explicit functional relationship 
between the input parameters and performance measures. The predicted MGGP 
equations are used for further optimisation using MOPSO algorithm. MOPSO 
algorithm simultaneously optimizes two performance measures using multiplicative 
regression equation. However, the proposed functional relationship by MGGP model 
of two performance measures are optimized by using MOPSO algorithm and 
compared with the previous result of MOPSO approach. It is observed that predicted 
MGGP equations are performs better than the empirical equation developed by 
regression analysis.     
8.3 Contribution of the research work  
The contributions of this thesis in light of above summary and findings have been 
discussed as follows: 
 The present research work provides a detailed study on effect of various 
machining parameters on performance measures during taper cutting of four 
different  work materials such as AIS 304 SS, AISI D2 tool steel, aluminium boron 
carbide metal matrix composite and cryotreated Inconel 718 using WEDM 
process.  
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 Multiplicative regression models are developed for each performance measure 
which helps the users to predict the values prior to machining.  
 A novel multi-objective particle swarm optimization algorithm (MOPSO) has been 
proposed to get the Pareto-optimal solution. PSO  has  an  inherent  drawback  of  
getting  trapped  at  local  optimum  due  to  large reduction in velocity values as 
iterations proceed and poses difficulty in reaching ideal solution. The mutation 
operator predominantly used in genetic algorithm is embedded with PSO to avoid 
such drawbacks of PSO and improve solution quality. Maximum deviation method 
is used to select the best solution from a large number of non-dominated solutions 
to avoid subjectiveness and impreciseness in the decision making for the users. 
 The proposed hybrid multi-response optimization using neuro-fuzzy approach and 
bat algorithm (BA) is simple and robust in nature. This approach allows multiple 
and conflicting objectives to be optimized simultaneously.  
 Evolutionary algorithms such as MOPSO and BA can be well articulated to suit 
optimization problems in different work materials using WEDM taper cutting.    
 A light weight low density aluminium boron carbide (AlB4C) metal matrix 
composite (MMC) is successfully fabricated which is widely used in nuclear and 
defence applications and the machinability of AlB4C is investigated during WEDM 
taper cutting process.  
 This work shows that deep cryogenic treatment helps in achieving enhanced 
machining efficiency even for low conductive materials like Inconel 718 and 
Broncocut-W wire electrode.  
 Artificial intelligence models such as ANN, SVR and GP are successfully used to 
predict the performance measures for different work materials of WEDM taper 
cutting process.  
8.4 Limitations of the study  
In spite of several advantages obtained through proposed study, the followings 
may be treated as limitations since they have not been addressed in this study. 
 Kerf width, surface crack density and heat affected zone of the machined surface 
have not been considered as process outputs. The effect of process parameter 
on these performance measures has not been studied. 
 Present study mainly develops empirical models, optimization models and 
artificial intelligence models but mathematical or numerical approaches may be 
developed to substantiate the results obtained through experimental investigation.  
 The present study is limited with the use of only coated Bronco cut-W wire 
electrode for taper cutting.  
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8.5 Scope for future work 
The present work provides a wide scope for future investigators to explore many 
aspects of WEDM taper cutting process. Followings are some recommendations for 
future research: 
 Mathematical and numerical approach  can  be  developed  to  study  the  effect  
of  process  parameters  on various performance measures in taper cutting using 
WEDM process. 
 The effect of process parameters on kerf width, surface crack density, heat 
affected zone of the machined surface can be studied. 
 Other improved and hybrid non-traditional optimization techniques such as 
harmonic search algorithm, cuckoo search, ant colony optimization, artificial bee 
colony and fire fly algorithms can be used for achieving optimal parametric setting 
for simultaneously optimization of various performance measures.  
 The study can be further extended to investigate the performance of other coated 
wires during taper cutting process in WEDM. 
 Research efforts need to be devoted to WEDM taper cutting with complex 
geometries.  
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