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ORIGINAL PAPER
Empirical evidence on growth and business cycles
Martin Zagler1,2
 The Author(s) 2016. This article is published with open access at Springerlink.com
Abstract This paper empirically investigates the relationship between long-run
economic growth and output volatility for the time series experience of 25 OECD
countries between the years 1960 and 2013. Given the low number of observations,
we reject, based on Monte Carlo simulations, the obvious choice of Garch esti-
mation, and instead propose a pooled OLS estimator between a filtered GDP series
that eliminates the cyclicality and the fluctuations around this trend. We find strong
empirical evidence for a positive relationship between output variability and eco-
nomic growth. This relationship seems to confirm theoretical literature which pro-
poses such a positive relation.
Keywords Growth  Volatility  Cycles
JEL Classification E32  O47
1 Introduction
For a long time, the field of macroeconomics has between firmly divided between
the analysis of the business cycle and the investigation of long-run determinants of
economic growth. This distinction, however, is rather arbitrary and has been
challenged by recent theoretical models and by empirical evidence that points to
long-run performance being explained in part by business-cycle behavior and output
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variability. The aim of this paper is to empirically investigate the relationship
between economic growth and output volatility.
The earliest theoretical argument for a relation between economic growth and the
business cycle dates back to Schumpeter (1939), who argued that recessions provide
a cleansing mechanism for the economy, where old technologies get replaced by
newer technologies, and will be better adapt to economic growth thereafter. In a
similar spirit Black (1981) argues that the average severity of a society’s business
cycle is largely a matter of choice. His idea was that economies face a positive risk-
return trade-off in their choice of technology, as economic agents would choose to
invest in riskier technologies only if the latter were expected to yield a higher return
and hence, greater economic growth.
A series of papers have subsequently focused on the relationship between
volatility and growth in exogenous growth models. On the one hand, the focus was
on the impact of volatility on uncertainty, precautionary savings and hence
accumulation of capital (cf. Boulding 1966; Leland 1968; Sandmo 1970). On the
other hand, Bernanke (1983) and Pindyck (1991) argue that if there are
irreversibilities in investment, then increased volatility will lead to lower investment
and hence lower capital accumulation.
More recently, within an endogenous growth model, Aghion and Saint-Paul
(1998) show that the sign of the relation depends on whether the activity that
generates growth in productivity is a complement or a substitute to production. In
the case where they are substitutes, since the opportunity cost of productivity-
improving activities such as reorganizations or training falls in recessions, larger
variability leads to higher long-term growth. This idea has recently been formalized
in an endogenous growth framework by Jovanovich (2006). He claims that the
choice of a growth rate leads to a positively correlated stochastic cost, generating
volatility.
A number of empirical studies on the relationship between growth and volatility
have been conducted. Campbell and Mankiw (1987) were among the first to report
permanent effects on the level of GDP from shocks to output growth, first for the US
and later on for a selected sample of various countries (Campbell and Mankiw
1989). Hall (1988) and Burnside et al. (1993) show that the Solow residual is
correlated to economic variables, and can therefore not be purely exogenous, as
suggested by the real business cycle literature, suggesting that trend and fluctuation
of output should be investigated jointly. Whilst it provides a confirmative test for
models of exogenous growth and volatility, these studies fail to provide a test for
models of endogenous growth and volatility.
The first empirical study that can be applied to endogenous growth models was
done by Zarnowitz (1981). He identified periods of relatively high and relatively
low economic stability by reviewing annual real GDP growth rates in the US
between 1882 to 1980 and accounts found in the literature on economic trends and
fluctuations. He then calculated the yearly growth rate and the variance of the
periods with high economic stability (group A) and low economic stability (group
B). Though the mean growth rate of group A was higher, he could not reject the null
hypothesis that the difference between the mean growth rates for groups A and B
was due to chance.
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The first econometric study investigating the link between growth, output
variability—as measured by the standard deviation of the growth rate—and further
macroeconomic variables was conducted by Kormendi and Mequire (1985). By
averaging each country’s time series experience into a single data point and
estimating a cross-section of forty-seven observations, they found that higher output
variability leads to higher economic growth. Grier and Tullock (1989), who used a
pooled structure (five-year averaging) to account for both between- and within-
country effects, confirmed Kormendi and Meguire’s results.
The paper closest to this is by Mills (2000). He applied various filters that are
explicitly designed to capture movements in a time series that correspond to
business-cycle fluctuations in twenty-two countries. Subsequently, he calculated the
standard deviation of the output (filtered) series and visualized the bivariate
relationship between growth and volatility by superimposing robust nonparametric
curves on scatter plots. He found a positive relationship. In contrast to our paper,
Mills (2000) suppresses all fluctuations of output at frequencies higher than his
filter.
When analyzing the relationship between economic growth and output fluctu-
ations, we are essentially investigating the first moment of the time series in first
differences, and its corresponding second moment, i.e. the variance of the
differentiated time series. There exists a standard econometric tool to analyze this
relationship, the generalized auto-regressive conditional heteroscedacity (GARCH)
class of models. And indeed, several authors have employed this methodology to
analyze the relationship of output and volatility.
Ramey and Ramey (1995), using a panel structure, measured volatility as the
standard deviation of the residuals in a growth regression consisting of the set of
variables identified by Levine and Renelt (1992) as the important control variables
for cross-country growth regressions. Ramey and Ramey (1995) use the estimated
variance of the residuals in their regression, under the assumption that it differs
across countries, but not time. In such, it can be considered an early predecessor of
GARCH models. They find a negative relation between long-run growth and
volatility. By contrast, Caporale and McKiernan (1998) and Grier and Perry (2000)
examined the issue from a pure time series perspective. Caporale and McKiernan
(1998) ran an ARMA(1,2)-GARCH(0,1)-M model and Grier and Perry (2000) ran a
complex bivariate GARCH(1,1)-M model for US GDP growth. The former found a
significant positive relationship while the latter found an insignificant positive
relationship between growth and volatility.
The fact that these studies yield opposite results may come as a surprise.
However, GARCH models were invented for financial time series, with a large
number of observation. In Monte-Carlo simulations, we demonstrate in ‘‘Appendix 1’’
that the widely-used and highly-sophisticated GARCH-in-mean models are
inappropriate for this purpose as they require the estimation of too many parameters
for the short time series that normally confront macroeconomists. Using an
interantional panel with quarterly data, and thus a sufficient number of observations,
Trypsteen (2013) recently showed in a Garch-M model a positive relation between
growth and volatility, if cross-country interactions of shocks are factored in. On the
downside, quarterly data are less precise and prone to seasonal fluctuations.
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Imb (2007) studies the relationship between economic growth and business
cycles at a sectoral level using GARCH methods. In a panel of 47 countries, 28
sectors, and a period from 1970 to 1992, he finds a positive relationsship between
growth and volatility, in contrast to the findings of Ramey and Ramey (1995).
This leaves us with the more conventional approach of separating the annual time
series into a trend and a cyclical component, and then investigate their relationship.
There is a large number of filters available, most of them developed by the finance
literature. We have decided to adopt the HP-filter. Our measure of volatility is
superior to any other measure of volatility we investigated due to its stability with
respect to small changes in the data.
This paper continues as follows. After this introdcution, we present the data and
the methodology in Sect. 2. The empirical analysis presented in Sect. 3 is based on
the growth experience of 25 OECD countries between 1960 and 2013. After
calculating the trend growth rate for each country using the HP-filter, we divided the
data for each country into several non-overlapping sub-samples. For each sub-
sample, the average growth rate and the volatility—based on the squared deviations
of the actual growth rate from the trend growth rate—was computed. This not only
mitigated the effect of assuming constant volatility and constant growth rates, the
technique also accounted for the within-country variation of the volatility in our
subsequent regression analysis. We conclude that there is a significant positive
relationship between output variability and growth. This relationship is robust
against outliers and does not hinge on the sub-sample period chosen.
2 Data and methodology
We use time series for all 25 countries in the AMECO database1 that provide
continous annual series for gross domestic product at constant market prices per
capita from 1960 to 2013. These countries are Australia, Austria, Belgium, Canada,
Denmark, Germany, United Kingdom, Greece, Finland, France, Iceland, Ireland,
Italy, Japan, Luxembourg, Mexico, Netherlands, Norway, New Zealand, Portugal,
Spain, Sweden, Switzerland, Turkey, and the USA).2
In order to analyze the relationship between economic growth and volatility, we
will ask whether a measure of volatility is correlated with changes in output growth,
by running a linear regression of the type,
gt ¼ aþ brt þ ut ð1Þ
1 ec.europa.eu/economy_finance/db_indicators/ameco.
2 We refrain from considering a wider range of countries for a fear of data quality. Whilst the Penn
World Tables are certainly good to look at differences in economic growth between countries, we have
serious concerns about their quality when looking at volatility. Indeed, a recent study by Cuaresma et al.
(2016) shows in part dramatic differences in GDP between different waves of PWTs. This implies that
much volatility is due to the poor quality of the data collection, and not actual underlying economic
fundamentals. An illustrative example is the 89 % GDP increase of Nigeria due to a rebasing of the
national telecom industry. Statistics for industrialized countries are more reliable, so we prefer to limit the
sample.
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where a and b are parameters, and rt measures the standard deviation of the time
series.3 ut is an error term. For a given time series, one could estimate the above
Eq. (1), then use the estimator for the variance r2 and reestimate the above equation
until it converges.4
This is essentially what GARCH models do. However, estimating a time-varying
variance requires a time series for longer than the one available to us here. In
‘‘Appendix 1’’, using Monte-Carlo simulations, we show that under reasonable
parameter configurations, the variance of the estimator from its true value is
unacceptably large.5 We therefore have to resort to the next best option, using band-
pass filters. An ideal band-pass filter is a linear transformation of gt that isolates the
components that lie within a particular band of frequencies. Applied to GDP growth
rates, the filter eliminates very slow-moving (’trend’) components from slow
moving components that correspond to business-cycle fluctuations. The (square)
difference between the actual and the filtered series could then serve as a measure of
volatility. Leser (1961) proposed a filter that is similar to the band-pass filter and has
been widely used in business-cycle research, where it is known as the Hodrick-
Prescott (henceforth HP) filter. The HP-filter not only exhibits the advantage of
being well known in economics, it is also the only filter separating the series into
only two components. All other decompositions split the sample into at least three
components, and we would therefore have to ignore the higher frequencies from our
analysis. The Hodrick-Prescott filtered growth rate lt is obtained by solving
minlt
XT
t¼1
gt  ltð Þ2 þ k
XT1
t¼2
1 Lð Þ2ltþ1
 2
" #
ð2Þ
where Lnlt ¼ ltn. The objective was to set the smoothing parameter k such that the
filtered series would be a straight line. Visual inspection (see Figs. 3, 4 in ‘‘Ap-
pendix 1’’ suggested setting the smoothing parameter, k, to 6400. Whilst business
cycle models use 1600 to elimiate seasonal trends, we use 4  1600 ¼ 6400 to
smooth over an average business cycle of four years.
We use both the full length of the series (1960–2013) and split the sample once or
twice to gain additional observations without much loss of generality. We estimate
the cross section (1 period) with OLS, and estimate the two and three period splits in
a pooled regression. In order to avoid end-point problems typically associated with
the HP filter, we also present results where we eliminate a few observations at
beginning and at the end of the period. Finally, we also cut the series in 2005 to
eliminate the financial crisis from our sample. For each sample split, we calculate
3 We refrain from including control variables in our estimation, except for initial GDP in Table 6. Unless
control variables would be correlated with the variance measure adopted, the estimator for b remains
unbiased. Most control variables that we can think of, such as policy variables, would work in our favor,
reducing the explanatory power of volatility on economic growth.
4 It should also be noted that whenever one has an unbiased estimator for r2, the square root of r^2 is a
biased— depending on the shape of the distribution and the sample size—estimator of r due to Jensen’s
inequality, E r^½  ¼ E
ffiffiffiffiffi
r^2
ph i
\
ffiffiffiffiffiffiffiffiffiffiffi
E r^2½ p ¼
ffiffiffiffiffi
r2
p
¼ r.
5 This may be the reason why papers based on this methodology yield contrasting results.
Empirica
123
the average annual growth rate as the geometric average of the annual growth rate of
the HP filtered series,
1þ l^ ¼
XT
t¼1
1þ ltð Þ
" #1
t
; ð3Þ
We can then define the variance of the time series as the difference between actual
GDP and its HP filtered series,
r2 ¼ 1
T  1
XT
t¼1
gt  ltð Þ2; ð4Þ
The following table gives the summary statistics for both variables for the different
sample splits (Table 1).
3 Results
As mentioned above, we use both the full length of the series (1960–2013) and split
the sample once or twice to gain additional observations. Table 2 below presents
these results.
In all three scenarios, we obtain a positive and significant correlation between
output volatility and output growth. In the third and fourth column of Table 2 we
can observe a positive and significant coefficient of 0.36. To give an economic size
of the effect, we find that an increase in volatility by one standard deviation (0.0075)
would increase the annual GDP growth rate by 0.27 percentage points
(0:0075 0:36 ¼ 0:0027). This essentially implies that their is a trade-off between
high growth and high volatility and low growth and low volatility.6
Only if we limit ourselves to the full sample period, thus essentially running a
cross section analysis, can we not reject the null hypothesis of no correlation at the
5 % significance level. The reason may be the non-stationarity of the time series
(real per capita GDP growth rates) over the longest sample period (1960–2013). In
order to verify this hypothesis, we have run three different tests for non-stationarity,
the augmented Dickey–Fuller test, and the Kwiatkowski–Phillips–Schmidt–Shin
(KPSS) tests, with and without the inclusion of a time trend. We present the results
of this test in ‘‘Appendix 3’’. Out of our sample of 21 countries, all three tests point
to stationarity of the data for only five countries, confirming our hypothesis.
Table 1 Summary statistics
Mean SD
GDP growth 0.0226 0.048
Volatility 0.0247 0.0075
6 You can’t have the pie and eat it, too.
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In order to account for the sensitivity of HP filters with respect to endpoints, we
run the same exercise, but eliminate the first and last three observations. The
findings, presented in Table 3, support our previous results.
The effect of shortening the sample, if anything, has gotten slightly stronger and
still remains statistically significant. Once again, the effect is smallest and
significant only at the 10 % level for the pure cross section analysis.
All results above, however, include the financial crisis, which was certainly7 an
excemptional event. In order to be sure that we do not pick up effects generated by
the financial crisis starting in 2007, we will present below two estimations that end
before the financial crisis started. Table 4 cuts the sample by 6 years on both sides.
If anything, the inclusion of the financial crisis, prone to high volatility and low
growth rates, worked against our results. Here the estimated correlation between
volatility and economic growth shows up to be close to 0.5. Note that in this case the
significance on the pure cross section completely vanishes. The inclusion or exclusion
of a few years can thus completely alter the results in a pure cross section, which may
be considered as a further hint about the limits of Ramey and Ramey (1995).
We then estimate a sample that starts in 1960 but ends in 2005, thus well before
the financial crisis (and its preceding bubble) started. The results are presented in
Table 5.
Table 2 Regression estimates 1960–2013
Sample split 1 Period 2 Periods 3 Periods
Volatility 0.240 0.356 0.366
(0.123)* (0.163)** (0.149)**
Constant 0.017 0.014 0.014
(0.003)*** (0.004)*** (0.004)***
Standard errors in parenthesis
* p\ 0.1; ** p\ 0.05; *** p\ 0.01. Periods are 1960–2013 (1 period), 1960–1986 and 1987–2013 (2
periods), 1960–1977 and 1978–1995 and 1996–2013 (3 periods), respectively. Estimation of the 2 periods
and 3 periods model using a pooled regression
Table 3 Regression estimates 1963–2010
Sample split 1 Period 2 Periods 3 Periods
Volatility 0.256 0.352 0.368
(0.135)* (0.149)** (0.141)**
Constant 0.016 0.014 0.014
(0.004)*** (0.004)*** (0.004)***
Standard errors in parenthesis
* p\ 0.1; ** p\ 0.05; *** p\ 0.01. Periods are 1963–2010 (1 period), 1963–1986 and 1987–2010 (2
periods), 1963–1978 and 1979–1994 and 1995–2010 (3 periods), respectively. Estimation of the 2 periods
and 3 periods model using a pooled regression
7 hopefully :-)
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Again, our main result, that there is a positive relation between economic growth
and the volatility of output, holds. The coefficient returns to 0.3 and is significant at
the 5 % level, again with the exception of the pure cross section analysis.
Conventional growth regression tend to include a series of control variables, such
as the initial level of GDP, or human and physical capital. We present results for the
initial level of GDP in the estimation, which does little to the results. Unsurpris-
ingly, with a dataset of rather homogenous industrialized countries, correcting for
conditional convergence (which is the reason for the inclusion of initial GDP)
proves insignificant (Table 6).
Finally, volatility may be positively related to the average, if variations are
proportional (same percentage change).8 Although average GDP growth rates do not
differ much across our sample (as can be verified from Table 1), we use the
coefficient of variation as an alternative explanatory variable in our model.
Obviously, coefficients change, but the general message of the paper remains
untouched, higher volatility is correlated with higher rates of economic growth in
the industrialized countries.
Table 4 Regression estimates 1967–2007
Sample split 1 Period 2 Periods 3 Periods
Volatility 0.248 0.465 0.508
(0.172) (0.149)*** (0.151)***
Constant 0.020 0.016 0.015
(0.004)*** (0.004)*** (0.004)***
Standard errors in parenthesis
* p\ 0.1; ** p\ 0.05; *** p\ 0.01. Periods are 1967–2007 (1 period), 1967–1986 and 1987–2007 (2
periods), 1966–1979 and 1980–1993 and 1994–2007 (3 periods), respectively. Estimation of the 2 periods
and 3 periods model using a pooled regression
Table 5 Regression estimates 1960–2005
Sample split 1 Period 2 Periods 3 Periods
Volatility 0.275 0.310 0.273
(0.153)* (0.125)** (0.130)**
Constant 0.017 0.017 0.018
(0.004)*** (0.003)*** (0.003)***
Standard errors in parenthesis
* p\ 0.1; ** p\ 0.05; *** p\ 0.01. Periods are 1960–2005 (1 period), 1960–1982 and 1983–2005 (2
periods), 1960–1974 and 1975–1989 and 1990–2005 (3 periods), respectively. Estimation of the 2 periods
and 3 periods model using a pooled regression
8 I am grateful to a referee for pointing this out.
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4 Conclusions
This paper provides empirical results of a robust and positive relationship between
economic growth and volatility in industrialized countries. These results should be
treatedwith care, inparticularwith respect togeneralizations toother economic realities.
We use the well-known Hodrick-Prescott filter to separate GDP time series into a trend
component and a cyclical component, and then use period averages to obtain statistics
for growth and volatility. This method is preferential to other band-pass filtering
techniques, but also with respect to GARCH methods, which are unfit for short time
series such as annual national accounting data. Using the time series experience of 25
OECD countries between 1960 and 2013, we have presented strong empirical evidence
for a positive relationship between output variability and economic growth (Table 7).
This paper presented events for a positive correlation between economic growth and
volatility. It does not, however give any indication on a causal relationsship between
these two variables. If faster economic growth cannot be achieved gradually, but comes
only in (boom-bust) waves, than faster growthwould inevitably lead to higher volatility.
By contrast, if we think of the economic system in an evolutionary perspective, than a
higher volatility would give rise tomore permutations of the economic system, andmay
discover fast growing variants more likely. In this case, higher volatility would lead to
faster economic growth. Finally, there may be a third variable, such as innovation, that
Table 6 Regression estimates 1960–2013
Sample split 1 Period 2 Periods 3 Periods
Volatility 0.240 0.350 0.356
(0.126)* (0.163)** (0.148)**
Initial GDP 0.000 0:001 0:001
(0.001) (0.001) (0.001)
0.016 0.017 0.019
(0.004)*** (0.005)*** (0.005)***
Standard errors in parenthesis
* p\ 0.1; ** p\ 0.05; *** p\ 0.01. Periods are 1960–2013 (1 period), 1960–1986 and 1987–2013 (2
periods), 1960–1977 and 1978–1995 and 1996–2013 (3 periods), respectively. Estimation of the 2 periods
and 3 periods model using a pooled regression
Table 7 Regression estimates 1960–2013
Sample split 1 Period 2 Periods 3 Periods
Coefficient of variation 0.005 0.008 0.002
(0.003)* (0.001)*** (0.001)***
Constant 0.028 0.033 0.027
(0.003)*** (0.002)*** (0.002)***
Standard errors in parenthesis
* p\ 0.1; ** p\ 0.05; *** p\ 0.01. Periods are 1960–2013 (1 period), 1960–1986 and 1987–2013 (2
periods), 1960–1977 and 1978–1995 and 1996–2013 (3 periods), respectively. Estimation of the 2 periods
and 3 periods model using a pooled regression
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drives both volatility and growth. If a new innovation, which will boost economic
growth, alsodisrupts the current businessmodels, itmay lead to creative destruction, and
a higher rate of innovationwould lead to both faster growth and higher volatility. Further
research on the causal relationship is suggested.
This is particularly important, as the positive relationship postulated in this paper has
important implications. An increase in economic growth comes at the price of higher
volatility, or vice versa, depending on the direction of causality. Policy measures to
boost economic growth may lead to higher volatility, generating welfare losses in terms
of high unemployment and firm closures. Policymeasures to stabilize the economymay
come at a price of lower rates of economic growth, thus harming in particular future
generations, who would benefit from a bigger economy. The positive relationship
between growth and volatility implies that there is no first best policy strategy (boost
growth and stabilty follows or stabilize the economy and it will grow), but instead a
tradeoff, where the benefits of higher stability to current generations has to be weighted
against the loss to for future generations due to a decline in economic growth.
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Appendix 1: Garch-in-mean regression models
In the GARCH-in-Mean (GARCH-M) model the conditional variance of the error
term is used as an explanatory variable in the Eq. (1) for the conditional mean of the
variable to be explained. The error term follows a GARCH(p,q) model
ut ¼ rtt ð5Þ
where t IIDð0; 1Þ and r2t , the conditional variance of ut conditional on all the
information up to time t  1, F t1, is given as:
E u2t jF t1
  ¼ r2t ¼ xþ
Xq
j¼1
aju
2
tj þ
Xp
j¼1
bjr
2
tj ð6Þ
All coefficients in Eq. 6 are necessarily non-negative. Nelson (1990) showed that a
GARCH(1,1) process is strictly stationary when E½ log ða2t þ bÞ\0. When
tNð0; 1Þ, the condition for strict stationarity is weaker then the condition for
covariance stationarity aþ b\1.
Figure 1 shows a trajectory of aGARCH(1,1)-Mprocess. The risk premium parameter
was set to 2, a value in between those obtained by theGARCH(0,1)-Mmodel of Caporale
et al. (0.7) and the bivariate GARCH(1,1)-Mmodel Grier et al. (3.5). The parameters for
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the variance equation, aj and bj, were set to 0.1 and 0.8, respectively. These values are
common in finance (see for instance Tsay 2005) and close to the ones obtained byGrier
and Perry (2000) (0.2 and 0.7).9 Though it seems that such processes are capable of
producing series that resemble actual GDP growth rates, unfortunately, very long time
series (n[[ 2500) are required for estimating such processes efficiently.
In a small Monte-Carlo simulation running 100 realizations of a GARCH(1,1)-M
process with t ¼ 1; . . .; 200 and with the parameters as given above and re-estimating
the process yielded the distribution of the GARCH-in-Mean effect as shown in Fig. 2.
The average is close to the truemean of our simulation, but the standard deviation of 15
is unacceptably large. In 25 percent of our simulation we obtained an estimate that was at
least twice as large but had the opposite sign. Apart from this technical obstacle, the
implicationof the fact that themeasure for volatility is based solely on forecast uncertainty
seems to be not fully understood when the mean Eq. 1 contains additional regressors.
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9 The intercepts were set to x ¼ 0:0001 and j ¼ 0:005, respectively and Nð0; 1Þ
Empirica
123
Appendix 2: Real per capita GDP growth and HP filtered
See Figs. 3, 4 and Table 8.
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Fig. 4 Ameco database, own calculations
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Appendix 3: Stationarity
The following table shows the results for the ADF test and the two KPSS tests for
each country. Black squares denote evidence for non-stationarity (ADF: nonrejection
of the null hypothesis, KPSS: rejection of the null hypothesis) while white squares
denote evidence for stationarity. Out of our sample of 21 countries, all three tests
point to stationarity of the data for only five countries, confirming our hypothesis.
Appendix 4: Robustness analysis
Appendix 4. 1: Variants of ordinary least squares
Regression analysis is concerned with the question of how y can be explained by x.
This means a relation of the form
yi ¼ m xið Þ þ i
E YjX ¼ x½  ¼ mðxÞ: ð7Þ
where m is a function in the mathematical sense. It determines how the average
value of y changes as x changes. In a parametric approach, the obvious choice is
Table 8 Unit root tests
Country KPSSl KPSSs ADFs
Australia h h 
Austria  h 
Belgium  h 
Canada h h 
England h h h
Finland h h 
France   
Greece   
Iceland h h h
Ireland h h 
Italy  h h
Japan   
Luxemburg h h 
Mexico h h 
Netherlands  h 
Portugal  h h
Spain   
Sweden h  
Switzerland h h h
Turkey h h h
USA h h h
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linear, as discussed in Sect. 2, and functions whose parameters can be estimated by
ordinary least squares after applying a linearizing transformation on the variables,
like
mðxÞ ¼ axb ð8Þ
mðxÞ ¼ eaþbx ð9Þ
mðxÞ ¼ aþ b ln x ð10Þ
In Eq. 8, b measures the elasticity10 of m(x) with respect to x. It can be written as
lnmðxÞ ¼ ln aþ b ln x. In Eq. 9 b gives the proportionate change in m(x) per unit
change in x. Vice versa for Eq. 10. Finally, we try to use the variance instead of the
standard deviation,
mðxÞ ¼ aþ bx2 ð11Þ
Table 9 summarizes the estimation results. In the log-linear version the estimate for
b is significantly different from zero (p value \0:001). The log–log model (8,
dashed line) and the lin-log model (9, dot-dashed line) still exhibit coefficient that
are significant at the 5 % significance level.
The coefficients cannot be compared directly, so Fig. 5 draws the regression lines
for all four models, showing that they are all very similar in the relevant area, so that
we can confirm the result of the Sect. 3.
Appendix 4.2: Robust regression: M-estimation
A statistical procedure is regarded as ’robust’ if it performs reasonably well even
when the assumptions of the statistical model are not true. M-regression, the most
common general method of robust regression introduced by Huber (1964), was
specifically developed to be robust with respect to the assumption of normality (see
Birkes and Dodge 1993). Consider our linear model
yi ¼ x0ibþ i ð12Þ
for the ith of n observations. The fitted model is
10 The elasticity measures the percent change in m(x) for a 1 percent change in x. mðxÞ ¼ m
0 ðxÞx
mðxÞ ¼ d lnmðxÞd ln x
Table 9 Nonlinear regression
estimates
Standard errors in parenthesis
Log–Log (8) Log–Lin (9) Lin–Log (10) Variance (11)
a^
1.7 0.5 1.6 2.2
(1.1) (0.1) (0.3) (0.2)
b^
0.46 0.017 1.4 8.3
(0.13) (0.05) (0.37) (2.5)
Empirica
123
yi ¼ x0ibþ ei ð13Þ
The general M-estimator minimizes the objective function
Xn
i¼1
q eið Þ ¼
Xn
i¼1
q yi  x0ib
 
ð14Þ
where the function q gives the contribution of each residual to the objective
function. Obviously, for least-squares estimation, q eið Þ ¼ e2i . The Huber M-esti-
mator uses a function q that is a compromise between e2 and jej:
q eð Þ ¼ e
2 for jej  k
2kjej  k2 otherwise
	
Tukey’s biweight estimator is defined as:
q eð Þ ¼
k2
6
1 1 e
k
 2
 3
( )
for jej  k
k2
6
otherwise
8
>><
>>:
The value k for the Huber-M and Tukey’s biweight estimator is called a tuning
constant; smaller values of k produce more resistance to outliers, but at the expense
of lower efficiency when the errors are normally distributed. We choose the pre-
selected values of k ¼ 1:345r for Huber’s and k ¼ 4:685r for Tukey’s estimator
(where r is the standard deviation of the errors).
Figure 6 shows the regression lines for the OLS (solid), Huber (dashed), and
Tukey (chain) estimates. Both the Huber and the Tukey estimates of the slope are
slightly lower than the OLS estimate, 0.45 and 0.4, respectively, but still
Fig. 5 Scatterplot and regression lines
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significantly different from zero. We can therefore still confirm the robustness of the
OLS estimator presented in the previous chapter.
Appendix 4.3: Detection of influential data points
The purpose of any sample is to represent a certain population, actual or
hypothetical. Influential data points or outliers11 in a sample are likely to influence
the sample-based estimates of the regression coefficients. There are many sources of
outliers such as sampling a member not of that population, bad recording or
measurement, errors in data entry, etc. For whatever reason they have come to exist,
outliers will lessen the ability of the sample statistics to represent the population of
interest. A common method of dealing with apparent outliers in a regression
situation is to remove the outliers and then refit the regression line to the remaining
points.
Since no data points that obviously qualify as an outlier could be found by visual
inspection, we calculated Cook’s distance for each observation. The 100(1 a) %
joint confidence region for the parameter vector b is
b^ b
 0
X0Xð Þ b^ b
 
 kr^2Fk;Nk;a ð15Þ
Cook’s Distance is defined as
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Fig. 6 OLS, Huber-M, and Tukey’s Biweight
11 Hawkins (1980) described an outlier as an observation that ’deviates so much from other observations
as to arouse suspicions that it was generated by a different mechanism’. Outliers have also been labeled as
contaminants (Wainer 1976)
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Ci ¼
b^ b^i
 0
X0Xð Þ b^ b^i
 
kr^2
ð16Þ
The 100(1 a) % joint ellipsoidal confidence region for b given in 15 is centered at
b^. The quantity Ci measures the change in the center of this ellipsoid when the ith
observation is omitted, and thereby assesses its influence. Ci is the scaled distance
between b^ and b^i. An alternate form of Cook’s distance is
Ci ¼ 1
k
hii
1 hiið Þ r
2
i ð17Þ
where hii is the leverage
12 and ri the studentized residual
13 Cis that are above the
threshold value of the 50th percentile of the F distribution with k and N-k degrees of
freedom (in our case 0.7) are regarded as influential observations. According to this
definition, as can be seen in Fig. 7, our sample does not contain any influential
observations.
The most influential data points in our sample are Greece196074 (#4) with a
growth rate of 6.2 % and a standard deviation of 4.7 %, Turkey19902005 (#42) with
a growth rate of 2.4 % and a standard deviation of 5.4 %, and Japan196074 (#46)
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Fig. 7 Influential data points
12 The leverage assesses how far away a value of the explanatory variable is from the mean value: the
farther away the observation the more leverage it has. hii is the ith diagonal element of XðX0XÞ1X0. In the
bivariate case hii ¼ 1nþ xixð Þ
2
n1ð Þs2x .
13 The studentized residual is ri ¼ eise ffiffiffiffiffiffiffiffi1hiip .
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with a growth rate of 7 % and a standard deviation of 3.2 %. Running an OLS
regression without those three data points yielded a slope of 0.46, wich is similar to
the results obtained in Sect. 3. Once again, this confirms our results of a positive and
significant relationship between economic growth and volatility.
Appendix 4.4: Nonparametric estimation—kernel regression
Our final test of robustness is to use nonparametric estimation methods. The
nonparametric approach does not assume any functional form for m(x), but rather
goes back to the statistical definition of conditional expectation:
m xð Þ ¼ E YjX ¼ x½  ¼
Z þ1
1
yfY jX yjxð Þdy ¼ 1
fX xð Þ
Z þ1
1
yfX;Y x; yð Þdy ð18Þ
Plugging in Kernel estimates for the marginal density, fX xð Þ, and the joint density,
fY ;X y; xð Þ, delivers an estimate m(x) of the conditional expectation at point x:
1
f^X xð Þ
Z þ1
1
yf^X;Y x; yð Þdy ð19Þ
This has become known as the Nadaraya–Watson estimator. Figure 8 shows two
Nadaraya–Watson regression estimates, one with high bandwidth (dashed line) and
one with low bandwidth (chained line). In the dense region, i.e. in the region where
many data points are available, the estimates tell the same story as the OLS
regression line, so it seems that there really is a linear relationship between volatility
and growth. The Nadaraya–Watson estimates become very erratic in the region
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Fig. 8 Nadaraya–Watson estimates and OLS regression line
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where the standard deviation is larger than 3.5 %. This was to be expected, since
only eight data points fall into this region.
After running an entire series of robustness tests, from altering the sample,
running non-linear versions of OLS regressions, M-estimations, checking against
critical data points, and nonparametric methods, which all point toward a positive
and significant relationship between economic growth and volatility, we are
convinced about the robustness of our results indicated in Sect. 3.
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