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ABSTRACT
Mathematical and computational models have become an invaluable tool in under-
standing immune responses by aiding the formulation of new hypotheses and sup-
plementing traditional experimental research. Over the past decade, a large body of
experiments studying T cell signaling pathways have revealed that the signal trans-
duction can be a↵ected by stochasticity in the di↵usive motion of proteins and reac-
tive interactions between proteins. Many detailed particle-based stochastic reaction-
di↵usion models have been developed to properly account for such stochasticity, but
there are still many unresolved issues in developing accurate and e cient numerical
methods for these models, particularly when using them in realistic cellular domains
with complex geometries. Moreover, the activation and deactivation of a T cell in
response to antigens can be strongly a↵ected by numerous competing signals. Such
complexity poses another challenge by complicating the development of appropriate
simplified models for investigating T cell signaling. To overcome these challenges, we
develop both accurate and e cient numerical methods for approximating the solu-
tions to stochastic reaction-di↵usion models in complex geometries. We then apply
vi
these methods to the study of T cell signaling, and derive coarse-grained models for
T cell signaling that can be understood using analytical methods. These numerical
methods and simplified models should be broadly applicable to the study of a vari-
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Mathematical models of biochemical systems are a standard approach for studying
cellular processes within individual cells (Neves and et al., 2008; Hendriks et al., 2003;
Von Dassow et al., 2000). Examples of such processes include signal transduction
pathways of proteins, where the phosphorylation and dephosphorylation of proteins
can cause spatially distributed signaling cascades (Muñoz-Garćıa et al., 2009), and
catalytic reactions, where membrane-bound immune T cell receptors (TCRs) rely
on the tethering of their cytoplasmic kinase and phosphatase to both initiate and
integrate signaling (Goyette et al., 2017a; Zhang et al., 2019). The development
of mathematical models to study these processes has been motivated by advances in
experimental techniques, which have revealed that many such processes are inherently
stochastic (Arkin and McAdams, 1997; Blake et al., 2003; Raser and O’Shea, 2004;
Ladbury and Arold, 2012). Such stochasticity is shown to be particularly important
due to low copy numbers of molecules, such as proteins and mRNA (Paulsson, 2004),
and spatial heterogeneities.
Cellular processes have been broadly studied using three categories of models:
microscopic, mesoscopic, and macroscopic. The most microscopic model (i.e. the
smallest scale) that would typically be considered is all-atom Molecular Dynamics
(MD). All-atom MD simulations implement Newtonian laws to determine the dy-
namics of all atoms. In general, these simulations are computationally expensive as
many cellular processes involve hundreds of thousands of interacting particles. Con-
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sequently, all-atom MD can only resolve the dynamics of a few molecules over short
timescales (Shaw and et al., 2009). At the other end of the spectrum, macroscopic
models focus on the dynamics of populations. In general, macroscopic models de-
scribe cellular processes through a system of deterministic ordinary di↵erential equa-
tions (ODEs) based on chemical kinetics, or partial di↵erential equations (PDEs) for
the spatially-dependent concentrations of chemical species. Here, the macroscopic
approach often becomes inadequate in describing the stochasticity and mesoscopic
models are needed. Unlike macroscopic models, mesoscopic models treat biological
entities, such as proteins and membrane-bound TCRs, as individual objects. They do
not attempt to model the dynamics of every atom within a molecule as microscopic
models, but instead center on the molecule as a whole. Most of the quantum-physical
details are either ignored for simplicity or assumed to take on average values.
1.1 Particle-based stochastic reaction-di↵usion models
In recent years, mesoscopic particle-based stochastic reaction-di↵usion (PBSRD) mod-
els have been widely used to study stochastic cellular processes. As every particle
of interest is considered in PBSRD models, the state of the model is given by the
collective states of all particles. For reaction-di↵usion systems, such as T cell signal
transduction pathways, PBSRD models can explicitly account for noise in the chem-
ical reaction process as well as incorporate the explicit di↵usion of molecules within
cells (Takahashi et al., 2010). Examples of standard PBSRD models includes the
contact reactivity (CR) model, the volume reactivity (VR) model, and the reaction-
di↵usion master equation (RDME). The former two are spatially-continuous models
whereas the RDME is a lattice-based model that is often viewed as an extension to
the chemical master equation (CME) for well-mixed chemical reactions. We will ex-
plain these two categories of PBSRD models separately in the following two sections
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via the irreversible annihilation reaction A + B ! ;.
1.1.1 Continuous models
In the spatially-continuous PBSRD models (i.e. the CR and the VR models), the po-
sitions of each molecule are described as points. The di↵usive transport of individual
molecules is treated as uncorrelated Brownian motion. The CR and the VR models
di↵er in their reaction mechanisms. In the CR model, two molecules of species A and
B can either react immediately (Smoluchowski model), or have a probability of un-
successfully reacting and reflecting apart (Smoluchowski-Collins-Kimball model) once
they reach some specified “reaction radius”, ". On the other hand, in the VR model,
A and B molecules react with a probability per time that depends on the positions
of the reactants. For instance, in the popular Doi model version of the VR model, A
and B molecules are assumed to react with a fixed probability per time when they are
separated by less than the specified reaction radius. As a specific illustrative example,
we will formulate the Doi model, which is a special case of the VR model, for the
irreversible bimolecular reaction A + B ! ;. Readers interested in the details of the
formulation of the CR model should see Chapter 2 and (Isaacson and Zhang, 2020).
We begin by formulating the Doi model for the annihilation reaction in a system
consisting of only one A molecule and one B molecule. Denote by x the position of
the A molecule and y the position of the B molecule. We assume the two molecules
di↵use independently within a bounded domain ⌦ ⇢ Rd, d = 2, 3, and can react with a
probability per unit time   when separated by less than ". Let R = {(x,y) | |x   y| <





1, if (x,y) 2 R,
0, otherwise.
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For simplicity we assume each molecule has a constant di↵usion coe cient labeled
by DA and DB respectively. Finally, let p(x,y, t) denote the probability density the
two molecules have not reacted and are located at x and y respectively at time t.
Assuming a reflective Neumann boundary condition so that molecules are prevented











where ⌘ is the unit outward normal to the boundary of the domain, @⌦.
We next demonstrate how to formulate the Doi model for a multi-particle system
that also undergoes the annihilation reaction. We assume that the total number of
molecules of species A is a and let qai 2 Rd denote the position of the ith A molecule.
We will use qa = (qa
1
, . . . , qaa) 2 Rad to denote the state vector of all A molecules, and




denote the probability density that there are
a molecules of species A and b molecules of species B at time t with their positions at
qa and qb. We also assume that molecules of the same species are indistinguishable

































To define the reaction operator, we let
qa [ x = (qa
1
, . . . , qa
1
,x)
to denote the action of adding a specific molecule to the state qa. The reaction

















(a+1,b+1)(qa [ x, qb [ y, t) dx dy.
(1.4)


































(a+1,b+1)(qa [ x, qb [ y, t) dx dy.
(1.5)
Notice, here Eq. (1.5) is a coupled, possibly infinite, system of partial integral di↵er-
ential equations. We will discuss in the next section that using such a formulation,
one can interpret the RDME as a formal approximation to the Doi model.
For modeling many cellular processes such as T cell signaling, we can no longer rely
on standard numerical methods of solving PDEs/ODEs in low dimensions due to the
high dimensionality of these equations. Instead, it is common to use timestep-based
Brownian Dynamics (BD) simulations (Flegg et al., 2013; Takahashi et al., 2010;
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Lipkow et al., 2005; Donev et al., 2018) or, as we develop here, lattice continuous-
time jump process simulations, to approximate the probability density solutions to
these equations.
1.1.2 Reaction-Di↵usion Master Equation
Unlike spatially-continuous models discussed in the previous section, the RDME is a
spatial-discrete lattice model, which can be interpreted as an extension to the non-
spatial chemical master equation (CME) that is used to model stochastic chemical
kinetics (Gardiner et al., 1976). The RDME is often formally interpreted as a coarse-
grained mesoscopic approximation to the VR model (Isaacson, 2008). In the RDME a
given domain is first discretized by a mesh into a collection of voxels. The position of a
molecule corresponds to the voxel containing this molecule, and the di↵usive transport
is described by a continuous time random walk on the mesh. Bimolecular reactions
occur with a fixed probability per time when molecules are within the same voxel.
Molecules are assumed to be uniformly distributed within each voxel. Similar to the
Doi model, we also assume that molecules of the same species are indistinguishable.
The RDME is formulated such that in the absence of chemical reactions, the
di↵usive transport of each molecule converges to the Brownian motion of a point
particle as the mesh spacing decreases to zero. Mathematically, the RDME is the
forward Kolmogorov equation of a continuous-time Markov jump process.
To demonstrate how to formulate the RDME, we again begin by considering the
annihilation reaction for a system of one molecule of A and one molecule of B. For
simplicity, we partition the domain ⌦ ⇢ Rd, (d = 2 or 3 usually) using a Cartesian
mesh that consists of a collection of squares (cubes) with side length h. We assume
that the macroscopic well-mixed reaction rate for the annihilation reaction is  + with
units of are (volume) per time. A and B molecules then react with probability per
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time  +/hd when they are in the same square. We let
i = (i1, . . . , id) 2 Zd
be the multi-index label of a voxel (square) in ⌦ with Zd the d dimensional integer





1, if there is a molecule in square i,
0, otherwise.
Finally, we denote by P ( i, j , t) the probability of having one A molecule in square
i and one B molecule in square j at time t given that the initial position of the A
molecule is square i0 and the initial position of the B molecule is square j0. Then
the RDME describes the time evolution of P ( i, j , t) as
dP
dt



















 ijP ( i, j , t),
(1.6)
where  ij is the d dimensional Kronecker delta function, ek is the unit vector along
the kth coordinate, and the sum over ± is defined as the sum where each term is first
evaluated with ± replaced by a + and then added to each term with ± replaced by
a  . For example,
X
±
a± = a+ + a .
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An equivalent representation of the RDME given by tracking the positions of
particles. We let f (1,1)h (i, j, t) denote the probability density the two molecules have
not yet reacted and are located in squares i and j, respectively, at time t. Assuming
that the A molecule starts in square i0 and the B molecule starts in square j0, then
the evolution of the distribution is given by
df (1,1)h
dt








f (1,1)h (i ± ek, j, t)   f
(1,1)










f (1,1)h (i, j ± ek, t)   f
(1,1)







h (i, j, t).
(1.7)
For a multi-particle system that undergoes the same annihilation reaction, the
RDME will turn into a higher dimensional, possibly infinite, system of ODEs. We
again assume that the total number of molecules of species A is a and let jai 2 Zd
denote the multi-index of the square containing the ith A molecule, centered at hjai .
We will use ja = (ja
1
, . . . , jaa) 2 Zad to denote the state vector of squares containing
each of the A molecules. We define jb similarly. Using the probability distribution




the probability density that
there are a molecules of species A and b molecules of species B at time t in squares





































Similar to the multi-particle Doi model, we use the notation
ja [ i = (ja
1
, . . . , jaa, i)
to represent adding the specific value i the molecule’s position. Using this definition,












































1, jai = j
b
j,
0, jai 6= j
b
j.
Here  ah is the standard ad dimensional discrete Laplacian applied to j
a, where the






[f(j + ek)   2f(j) + f(j   ek)] .
Substituting Eqs. (1.9) and (1.10) into Eq. (1.8), we obtain the complete form of
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[ i, jb [ i, t)
(1.11)
We note that Eq. (1.11) is a formal discrete approximation to the Doi model, in
which two molecules now can react with rate  +/hd when within the same square.
Readers interested in the details of the proof should see (Isaacson, 2008; Isaacson,
2009; Isaacson and Isaacson, 2009).
Due to this delta function description of the reaction mechanism, the RDME loses
bimolecular reactions in the spatial limit as h ! 0 in two or more dimensions (Isaac-
son, 2009; Isaacson and Isaacson, 2009; Hellander et al., 2012). As two molecules
are only allowed to react when they are in the same square (voxel), as h ! 0 each
square (voxel) shrinks to a point leading to the problem that two points can never
find each other by di↵usion in two or more dimensions and thus bimolecular reactions
will never occur. This result is shown both numerically in (Isaacson, 2009) and rig-
orously for d   2 in (Isaacson and Isaacson, 2009). This loss of bimolecular reactions
in the spatial limit makes it a challenge to use RDME-type models. In contrast to
numerically solving PDE models, or solving the RDME for systems with only linear
reactions, one cannot guarantee a better accuracy by shrinking the mesh spacing in
approximating some spatially-continuous model.
Despite this significant drawback, there are many benefits to the RDME model.
For instance, one can generate exact realizations of the underlying jump processes
described by the RDME using Stochastic Simulation Algorithm (SSA) (Gillespie,
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1977). Moreover, in the absence of nonlinear reactions, the RDME can be interpreted
as a discretization of the forward Kolmogorov equation for the VR model. In the
absence of any reactions this forward Kolmogorov equation corresponds to a high-
dimensional di↵usion equation in the combined coordinates of all molecules. By
exploiting this connection standard PDE discretization techniques can be used to
extend the RDME to include more complex spatial transport mechanisms. Examples
of which include drift due to potential fields (Isaacson et al., 2011; Wang et al., 2003)
and unstructured mesh discretization methods for deriving jump rates in meshes of
complex geometries (Arjunan and Tomita, 2010; Engblom et al., 2009). In addition,
for researchers interested in simply using the RDME to study cellular processes, many
publicly available optimized simulators, such as Lattice Microbes (Roberts et al.,
2013) and URDME (Drawert et al., 2012), have been developed for people to study
more general chemical systems in more complex geometries.
1.2 RDME-based stochastic simulation algorithms
It is important to note that when modeling T cell signaling that typically involves
thousands to millions of interacting particles, these formulations Eq. (1.8) and Eq. (1.11)
may lead to a high dimensional, or possibly infinite dimensional, system of equations.
Therefore, it becomes impractical to use standard numerical methods for solving
PDEs and ODEs to directly compute the solutions of these equations. Instead, exact
realizations of the stochastic process can be sampled using the SSA, also known as
Kinetic Monte Carlo method or the Gillespie method. While there are many variants
of SSA-based methods (Bortz et al., 1975; Gibson and Bruck, 2000; Anderson, 2007;
Slepoy et al., 2008; Thanh and Priami, 2015) developed for e ciently studying dif-
ferent biochemical systems, we will only discuss the two most widely used versions
– the original Direct Method (DM) invented by Gillespie (Gillespie, 1977), and an
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improved version called the Next Reaction Method (NRM) developed by Gibson and
Bruck (Gibson and Bruck, 2000).
1.2.1 The Direct Method (DM) (Gillespie, 1977)
We consider a system of N   1 molecules labeled by A1, . . . , AN that located at
x1, . . . ,xN respectively and are subjected to K chemical reactions at time t. Each
molecule can di↵use to neighboring voxels with a di↵usion constant Di, i = 1, . . . , N .
To accurately simulate the spatial evolution of each molecule over time,
A(x, t) = {A1(x1, t), . . . , AN(xN , t)},
we need to determine the following two quantities
1). the amount of time it takes before the next reaction,
2). the event (di↵usion or reaction) that will occur at that future time.
To implement the DM, for a spatial position of a molecule each di↵usion and reac-
tion event is associated to a propensity function (or intensity function), ak(A(x, t)),
k = 1, . . . , N +K. We will make the following assumption that the probability that
the kth event takes place in a su ciently small time interval [t, t+ t] is given by
ak(A(x, t)) t+ o( t),
where o( t)/ t ! 0 as  t ! 0. As such, the amount of time, ⌧µ, it takes before the










The DM utilizes these observations, and we summarize in Algorithm 1 the DM to sim-
ulate the two-particle annihilation reaction on a two-dimensional domain discretized
into a collection of squares with side length h.
We note that DM generates two uniformly distributed random numbers on (0, 1)
at each simulation step. The first one is used to select the next event and the sec-
ond one is used to compute the time at which such event will occur. While the DM
is straightforward to implement, it is fairly computationally expensive, particularly
when simulating cellular processes with a large number of interacting particles. For
instance, the computational work at each step for simulating a system with N di↵u-
sions and K reactions is O(N +K) (Hu et al., 2014). Consequently, the DM is not
an ideal choice in the study of T cell signaling. For all simulations we have presented
in the later chapters, we used the Next Reaction Method instead.
1.2.2 The Next Reaction Method (NRM)
The NRM is an e cient reformulation of the DM by making three improvements of
the DM
1). the NRM avoids recomputing propensities of all reactions after an event is
executed. It only recomputes the propensity ak of the event Ek if it changes.
In order to e ciently extract the events that actually change, one needs to first
construct a dependency graph G.
2). the NRM avoids recomputing all tentative times at each simulation step. Specif-
ically, the NRM only recomputes new times for the executed event, while the
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Algorithm 1 The Direct Method for simulating A + B ! ; for a system of one A
molecule and one B molecule in a 2D Cartesian grid.
1: Initialize
  randomly sample the location of the A molecule and the location of the B
molecule and set the di↵usion constants to DA and DB for two molecules
respectively.
  set the annihilation reaction rate to  +.
  set t = 0 and pick a termination time Tf .
2: while t < Tf do
3: Set a0 = 0.
4: Compute ak, k = 1, 2, 3
a1 = 4D
A/h2, a2 = 4D







6: Generate two uniformly distributed random numbers, r1 and r2 on (0, 1).





and select the corresponding event.
8: Set
⌧µ = 1/a0 ln (1/r2) .
9: Update the state of the system (i.e. based on the selected event, moving one
molecule or executing the reaction).
10: Set t = t+ ⌧µ.
11: end while
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times for other events are updated and reused. It significantly reduces the
amount of random numbers generated at each simulation step.
3). the NRM typically employs a more e cient data structure to store and retrieve
reaction times and the corresponding events.
There are di↵erent data structures that one can use to e ciently simulate a cellular
process with the NRM. In our implementation of the NRM, we utilize a binary tree
structure that allows us to quickly extract the event with the smallest time at each
simulation step. In Algorithm 2 we present the NRM for simulating the two-particle
annihilation as in the previous section.
With these improvements, the NRM has a better simulation e ciency for large
biochemical systems; however the actual computational work varies depending on
many factors. For instance, the cost (line 10 – 21) for updating the tree does af-
fect the computational work of the NRM. Maintaining the binary tree structure
for (N + K) di↵usion and reaction events generally requires O (log(N +K)) op-
erations for each a↵ected event time, implying that the total computational cost of
update the is RO (log(N +K)), where R is the average number of propensity up-
dates that are needed per step. In the worst/extreme case scenario, if reactions are
strongly coupled or di↵usion of any molecule Ai can lead to the change of all reaction
propensities, R becomes O (1 +K) and that the complexity of the update becomes
O ((1 +K) log(N +K)).
1.3 Brownian dynamics for CR and VR models
Brownian Dynamics (BD) methods are a popular alternative to SSA-based simula-
tions for modeling spatio-temporal cellular processes where individual particles di↵use
as uncorrelated Brownian walkers (Flegg et al., 2013; Takahashi et al., 2010; Lipkow
et al., 2005; Donev et al., 2018). Di↵erent from SSA-based simulations, in which
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Algorithm 2 The Next Reaction Method for simulating A + B ! ; for a system of
one A molecule and one B molecule on a 2D Cartesian grid.
1: Initialize
  Set the di↵usion constants to DA and DB for two molecules respectively. Set
the annihilation reaction rate to  +.
  Set t = 0 and pick a termination time Tf .
  Build the dependency graph G
2: Compute ak, k = 1, 2, 3
a1 = 4D
A/h2, a2 = 4D
B/h2, a3 =  
+/h2.
3: Generate 3 uniform random numbers, r1, r2, and r3 on (0, 1).
4: Set
⌧ = {⌧1, ⌧2, ⌧3} = {1/a1 ln (1/r1) , 1/a2 ln (1/r2) , 1/a3 ln (1/r3)} .
5: Build the binary tree H for 3 tentative times ⌧1, ⌧2, and ⌧3.
6: while t < Tf do
7: Extract the node with the smallest time ⌧µ and its corresponding event Eµ
from the tree.
8: Update the state of the system (i.e. based on the selected event, moving one
molecule or executing the reaction).
9: Set t = t+ ⌧µ.
10: for all Ek 2 Dependents (Eµ) do
11: Compute a new propensity, anewk .
12: if k 6= µ then
13: Update ⌧k by
⌧newk = ak/a
new
k (tk   t) + t.
14: end if
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15: if k = µ then
16: Generate an uniform random number rk on (0, 1).
17: Update ⌧k by
⌧µ = 1/a
new
k ln (1/rk) + t.
18: end if
19: Set ak = anewk .
20: Replace the old time tk in H with ⌧newk .
21: end for
22: end while
systems are evolved by sampling the future reaction times using the propensity func-
tions, BD methods discretize the process in time with a pre-determined fixed time
step  t and using an operator splitting approach applied to the underlying forward
Kolmogorov equation (Erban and Chapman, 2009; Donev et al., 2018; Lipkova et al.,
2011). The di↵usion and reaction processes are split into separate time steps and
evolved individually.
To demonstrate how to simulate using BD, we again consider a system with only
one A molecule and one B molecule that undergoes the annihilation reaction. We
consider the di↵usive process and the reactive process separately. In the simplest
case where chemical reactions are absent in the system, the position [A(t),B(t)] of
the two molecules can be described by a system of stochastic di↵erential equations
(SDEs) (Chandrasekhar, 1943)
A(t+ t) = A(t) +
p
2DAdW A,




where DA and DB are the di↵usion constants for the two molecules and W · is a stan-
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dard Brownian motion, also known as the Wiener process. In 2D, W · = [W·,x,W·,y],
and in 3D, W · = [W·,x,W·,y,W·,z].
To simulate trajectories of the pure di↵using system given by Eq. (1.12), we need
to pick a small time step  t. One popular approach is to use the Euler-Maruyama
method (Higham, 2001) to update the new positions [A(t+ t),B(t+ t)] by
A(t+ t) = A(t) +
p
2DA t⇠,




where ⇠ is a vector of d (d = 2, 3) normally distributed random numbers sampled
with mean zero and variance one.
Modeling cellular processes that consist of reactive molecules using BD to simulate
the CR or VR models can be di cult as detailed BD models often require more
parameters than the RDME or macroscopic models. In some studies, one can infer
the BD parameters from macroscopic parameters (Andrews and Bray, 2004; Lipkova
et al., 2011). In the simple two-particle Doi annihilation reaction example, given the
macroscopic reaction rate is k and the reaction radius, ⇢, the modified Doi reaction



















Whenever the separation between the A molecule and the B molecule is less than
⇢, the two molecules react with probability   t. We note that Eq. (1.14) gives
one condition for two parameters, ⇢ and  . In general, we can choose the reaction
radius ⇢ to be comparable to the radii of the reacting molecules and calculate the
corresponding  .
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In Algorithm 3 we outline the BD simulation for the annihilation reaction in a
system of one A molecule and one B in R2. We note that with some modifications,
one can also simulate this annihilation reaction in a bounded domain given boundary
conditions. In Chapter 3 we implement a reversible reaction BD method developed
in (Erban and Chapman, 2009; Lipkova et al., 2011) for the Doi model to demonstrate
the convergence of our new lattice-based method.
1.4 Contributions and Outline
As reversible reactions such as A+B ⌦ C are commonly seen in T cell signaling path-
ways, how to adequately describe the reactive processes in PBSRD models becomes
a challenge. For example, what are the statistically correct choices for the reaction
rate functions, or what are the appropriate placement mechanisms for the products
when a reaction occurs? For a reversible reaction we expect from thermodynamics
that at equilibrium microscopic time reversibility should hold. This is equivalent to
the principal of detailed balance. Therefore, once a reaction mechanism is chosen,
by imposing detailed balance the opposing reaction mechanism can be determined
up to a constant. Choices of the reaction mechanism that violate detailed balance
have been shown to cause convergence to non-equilibrium steady-states for a closed
particle system when particles also experience interaction potentials (Fröhner and
Noè, 2018). It is, therefore, desirable to enforce detailed balance in PBSRD models.
In Chapter 2, we derive a unified detailed balance condition for the most common
choices of PBSRD models. Our result is then used in Chapter 3 in the development
of a new model and numerical methods for studying T cell signaling.
The many nice properties of the RDME model motivated us to develop a model
that is in the form of the RDME, but also convergent in the spatial limit that the
mesh spacing approaches zero. To resolve the issue of losing bimolecular reactions
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Algorithm 3 Brownian Dynamics for simulating A + B ! ; for a system of one A
molecule and one B molecule in R2.
1: Initialize
  randomly sample the location of the A molecule and the location of the B
molecule.
  set the di↵usion constants to DA and DB for two molecules respectively, pick
the reaction radius ⇢, and set the macroscopic reaction rate to k.
  compute the modified reaction rate   according to Eq. (1.14).
  set t = 0, choose a small time step  t, and pick a termination time Tf .
2: while t < Tf do
3: For each molecule, generate two normal random numbers with zero mean and
unit variance
⇠ = {⇠x, ⇠y}, ⇠x, ⇠y ⇠ N (0, 1).
4: Update the position of each molecule using Eq. (1.13).
5: Compute the distance, d, between two molecules.
6: if d < ⇢ then
7: Generate a uniform random number r on (0, 1).
8: if r <   t then
9: Reaction occurs and terminate the simulation.
10: end if
11: end if
12: Set t = t+ t.
13: end while
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in the RDME model in the spatial limit, a convergent RDME (CRDME) model that
converges to the spatially-continuous VR model, but is consistent with the RDME
in handling linear reactions and spatial transport, was developed on Cartesian grids
for irreversible reactions (Isaacson, 2013). In Chapter 3 we extend it to reversible
reactions on general unstructured meshes, as needed for our studies of T cell signaling,
and to facilitate the study of a broader class of cellular processes. By imposing
the detailed balance condition we derived in Chapter 2, the new unstructured mesh
CRDME also has the property of preserving point-wise detailed balance at steady-
state whenever the spatially-continuous VR model it approximates also satisfies point-
wise detailed balance (Isaacson and Zhang, 2018). We demonstrate its ability to
handle complex geometries and complicated chemical reactions via several numerical
examples.
In Chapter 4, we apply the CRDME to study early-stage T cell activation in
response to antigens, which is modulated by signaling pathways involving membrane-
bound T cell receptors. Signaling by surface receptors often relies on tethered re-
actions where an enzyme is bound to the cytoplasmic tail of a receptor to facilitate
interactions. The overall length and sti↵ness of the tail, the enzyme, and the substrate
together determine a biophysical parameter termed the molecular reach. Although
the signaling pathways of immune receptors have been extensively studied, the role of
molecular reach is still less well understood; and the design of experiments to facilitate
such studies remains an open question. In order to contribute to the solution of these
problems, we focused on membrane-confined dephosphorylation reactions among im-
mune checkpoint receptors, and applied the CRDME to study their dynamics (Zhang
et al., 2019).
To study how di↵usion a↵ects molecular-reach-mediated reactions, I simulated
our T cell signaling model for di↵erent combinations of di↵usivities and molecular
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reach values. Analysis of several statistics that are used to quantify reaction potency
revealed a switch-like behavior in the molecular reach dependence as the di↵usivity
is increased. To understand what gives rise to this switch, we developed a simpli-
fied two-particle Doi model for a system containing only one A molecule and one
B molecule, which can undergo an annihilation reaction and can be solved analyti-
cally. In addition, we considered the annihilation reaction in di↵erent settings. By
studying the well-mixed mean reaction time in this simplified model, combined with
asymptotic analysis, we reproduced and explained the observed switching behavior in
multi-particle CRDME simulations. Our result suggests a possible unexpected role
for molecular reach in controlling biochemical reactions.
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Chapter 2
Detailed Balance in Particle-Based
Stochastic Reaction-Di↵usion Models for
Reversible Reactions
In this chapter, we derive a general detailed balance condition for PBSRD models
in bounded domains with no-flux reflecting boundary conditions. Our result can be
directly applied to any CR or VR model to either verify detailed balance for the given
reaction rate functions, or to define the binding or unbinding mechanisms in terms
of the other. We begin by formulating unified equations for the CR and VR models.
In Section 2.2 we derive the steady-state detailed balance condition and equilibrium
solutions for the unified equations of the CR and VR models. In Section 2.3 we
discuss applications of detailed balance for specific CR and VR models in bounded
domains, and show that some common choices of rate functions for the CR and VR
models violate detailed balance.
2.1 Particle-based stochastic reaction-di↵usion models for re-
versible reactions
We consider the reversible A+B ⌦ C reaction in a system with one A molecule and
one B molecule (or equivalently one C molecule). Let x denote the position of the
A molecule, y the position of the B molecule, and z the position of the C molecule.
We assume all molecules di↵use within a bounded domain ⌦ ⇢ Rd. Let p(x,y, t)
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denote the probability density the A and B molecules are unbound (i.e. have not yet
reacted) and located at x and y respectively at time t, and pb(z, t) the probability
density the molecules are bound and the corresponding C molecule is located at z at
time t.
In Table A.1 of Appendix A we summarize the basic operators and interaction
functions that we will now define to fully specify the reaction-di↵usion process. Let
DA(x), DB(y) and DC(z) denote the di↵usivity of the A, B and C molecules when
located at x, y, and z respectively. We assume the minimum over ⌦ of each di↵usivity
is strictly positive. Denote by Id the d-dimensional identity matrix, and define two









Let R = {(x,y) 2 ⌦2 | |x   y| < "}, and denote by @R = {(x,y) 2 ⌦2 | |x   y| = "}
the boundary of R. In R2d, @R corresponds to the set of (x,y) pairs at which the
association reaction can occur in the CR model. In the VR model the region in which
a reaction can occur depends on the choice of rate function. For example, the Doi
model (Doi, 1976a; Doi, 1976b) only allows reactions for (x,y) 2 R, while a Gaussian
interaction function model (Zhang et al., 2019) allows for reactions at all (x,y) 2 ⌦2.







⌦2, VR model, (2.2a)
⌦2 \ R [ @R, CR model. (2.2b)
The choice Eq. (2.2a) is used in the VR model, for which the Doi and  -⇢ models
are special cases (Teramoto and Shigesada, 1967; Doi, 1976a; Doi, 1976b). In these
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cases molecules react with a constant probability per time when positioned in R. The
choice Eq. (2.2b) corresponds to the CR model, for which the Smoluchowski-Collins-
Kimball (SCK) partial-absorption model is a special case (Collins and Kimball, 1949;
Keizer, 1982). In the SCK model, upon reaching the boundary of the reactive region,
@R, two reactants either instantly react or are reflected apart.









1, if (x,y) 2 ⌦2
free
,




Finally, with rx,y = (rx,ry) we then have the e↵ective di↵usion operators in (x,y)
and z:
L = rx,y · ⌦2free(x,y)Drx,y
Lb = rz · Dbrz.
(2.4)
The forward association A+B ! C reaction process is defined by the probability
density per unit time a reaction occurs creating a C molecule at z given an A molecule
at x and a B molecule at y, +(z|x,y). We assume that +(z|x,y) is specified
through the factorization
+(z|x,y) =  +(x,y)̂+(z|x,y), (2.5)
where  +(x,y) denotes the probability per unit time an A molecule at x and a B
molecule at y attempt to react. ̂+(z|x,y) denotes the probability density a reaction
successfully occurs and creates a C molecule at z, given that an A molecule at x and
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a B molecule at y attempted to react. Common choices for  +(x,y) are
 +(x,y) =   R(x,y) =   B"(0)(x   y), (Doi VR model) (2.6)
 +(x,y) = ↵ @R(x,y) =
p
2↵ @B"(0)(x   y), (SCK CR Model) (2.7)
in the commonly used Doi VR and SCK CR models respectively. Here B"(0) = {|x| <
"} denotes the d-dimensional ball of radius " about the origin, and @B"(0) = {|x| = "}
the corresponding surface of the ball. In the Doi VR model,   corresponds to the
probability per unit time the molecules may react when within " of each other. In the
SCK CR model, ↵ corresponds to the absorption constant for the molecules to either
react or reflect upon reaching a separation of " (with units of length per time). The
equivalence of the two representations shown in Eq. (2.7) is shown in Appendix B.
While Eq. (2.6), which is discontinuous, is the most popular VR model, smooth
interaction functions also arise in applications. For example, in modeling bimolecular
reactions between membrane-bounded tethered signaling receptors with unstructured











In both the VR and CR models it is common to choose ̂+(z|x,y) such that a
newly created C molecule is placed on the line connecting the A and B molecules,
̂+(z|x,y) =  (z    x   (1    )y), (2.9)
where   is usually allowed to take values in [0, 1]. One simple choice is to take   = 1
2
,
which corresponds to the midpoint between the two molecules. Another common
choice, when DA and DB are constant, is to use the di↵usion weighted center of
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We note that with the choices Eqs. (2.9) and (2.10),   = 0 indicates that the B
molecule is not di↵using. Upon binding, the C molecule is therefore placed at y.
On the other hand,   = 1 indicates that the A molecule is not di↵using, and the C
molecule is then placed at x. Such choices would be appropriate if one of the A or B
molecules represents a stationary target.
With the factorization Eq. (2.5), the probability that an attempted reaction be-
tween an A molecule at x and a B molecule at y successfully creates a C molecule




As such, the probability per time an A molecule at x and a B molecule at y success-








To completely specify the reaction-di↵usion model, we must also give the unbind-
ing mechanism for the reverse dissociation C ! A+B reaction. Let  (x,y|z) denote
the probability density per time a reaction occurs producing an A molecule at x and
a B molecule at y given a C molecule at z. As we will later show in Section 2.3.2,
detailed balance preserving choices for  (x,y|z) given the association reaction rate
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functions of Doi Eq. (2.6) or SCK Eq. (2.7) with placement density Eq. (2.9) are
 (x,y|z) =
    B(1  )"(0)















. (SCK CR) (2.12)
Here the constant    denotes the probability per time a C molecule attempts to
dissociate into A and B molecules. As written, the Doi unbinding mechanism cor-
responds to sampling the position of the A within a ball of radius (1    )" about
the C molecule, and then placing the B molecule by reflection on the line connecting
the A and C molecules. The SCK CR model modifies this process by sampling the
position of the A molecule on the surface of the sphere. Note, for the Doi VR (SCK
CR) model one could equivalently sample the position of the B molecule within (on)
a ball of radius  ", and then place the A molecule on the line connecting the B and
C molecules.
Finally, with  (x,y|z) specified we define  (z) to be the probability that upon
attempting to unbind a C molecule at z will successfully produce A and B molecules





Given the preceding definitions, we can formulate our general model for the two-
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(x,y, t) = Lp   +(x,y)p(x,y, t) +
Z
⌦
 (x,y|z)pb(z, t) dz, (2.13a)
@pb
@t




+(z|x,y)p(x,y, t) dx dy.
(2.13b)
Here we assume a reflecting zero Neumann boundary condition on @⌦ in each coor-
dinate respectively (i.e. x, y and z), and the initial conditions
p(x,y, 0) = p0(x,y), pb(z, 0) = pb,0(z),






p0(x,y) dx dy +
Z
⌦
pb,0(z) dz = 1.
Integrating Eq. (2.13) and using the definitions of  (z) and +(x,y), this normal-





p(x,y, t) dx dy +
Z
⌦
pb(z, t) dz = 1.
Remark 2.1.1. We note that Eq. (2.13) encompasses both the general VR and CR
models. In particular, in Appendix D we show the weak form of Eq. (2.13) with
SCK rate functions Eqs. (2.7), (2.9) and (2.12) is equivalent to the weak form of
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the standard representation for the SCK model, in which the association reaction is
represented by a partial-absorption boundary condition (Collins and Kimball, 1949;
Keizer, 1982).
2.2 Steady-state detailed balance and equilibrium solutions
At steady-state we find the solutions to Eq. (2.13), p̄(x,y) and p̄b(z), satisfy















p̄(x,y) dx dy +
Z
⌦
p̄b(z) dz = 1.
From equilibrium statistical mechanics we expect that the steady-state for the
reversible A+B ⌧ C reaction should be a state of thermodynamic equilibrium, with
trajectories satisfying statistical time reversibility. This is equivalent to the principle
of detailed balance holding for the reactive terms, i.e.
+(z|x,y)p̄(x,y) =  (x,y|z)p̄b(z). (2.15)
By integrating Eq. (2.15) in z (resp. (x,y)), we find that the reactive terms in
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These then imply that Lp̄ = 0 on ⌦2
free
and Lbp̄b = 0 on ⌦ which, together with the
assumed reflecting zero Neumann boundary conditions on @⌦2 and @⌦, gives that p̄
and p̄b are constant. Using Eq. (2.15), we see that for the system to be consistent
with the principal of detailed balance, we must choose +(z|x,y) and  (x,y|z)
such that
+(z|x,y) /  (x,y|z). (2.16)















+(x,y|z) dz dx dy
. (2.17)




  + p̄b |⌦| = 1,
we obtain
Theorem 2.2.1. When the detailed balance statement Eq. (2.15) is satisfied, on their











In the VR model ⌦2free = ⌦
2 so that this simplifies to
p̄ =
Kd
|⌦| (1 +Kd |⌦|)
, p̄b =
1
|⌦| (1 +Kd |⌦|)
.
Moreover, for all models we then have the detailed balance condition that
 (x,y|z) = Kd
+(z|x,y). (2.19)
2.3 Detailed balance in bounded domains
Unless ⌦ is convex, when using the placement density given by Eq. (2.9) the position
of the new C molecule may fall outside ⌦. One approach to address this issue is that
used in the popular Smoldyn simulator (Andrews and Bray, 2004). Here a straight
line is drawn from one molecule to the other. If the straight line crosses the domain
boundary, then the A and B molecules are not allowed to react.
Let ` = {sx+ (1   s)y | s 2 [0, 1]} be the straight line connecting an A molecule





 (z   ( x+ (1    )y), if ` ✓ ⌦
0. otherwise
(2.20)
With the choice Eq. (2.9),
Z
⌦
̂+(z|x,y) dz = ⌦( x+ (1    )y),
so that binding events where z would be placed outside ⌦ are rejected (i.e. are not









1, if `  ✓ ⌦
0, otherwise,
so that all binding events that pass the straight-line test are successful. Note, if ⌦ is
convex then  x+ (1   )y 2 ⌦ for all x and y in ⌦, and hence association reactions
are always successful in both of these special cases.
Similarly, for the backward dissociation reaction when z is near @⌦ there is the
possibility that one or both of the sampled x and y values ends up outside the
domain. One approach that has been used in existing simulators is that developed by
Smoldyn (Andrews and Bray, 2004). Here if either of the A or B molecules are placed
outside the domain, they are then reflected across the boundary surface back into ⌦,
and unbinding reactions are always successful. However, we show in Section 2.3.1 that
a detailed balance preserving Doi or SCK unbinding mechanism leads to rejection of
some unbinding events near @⌦ and as such the unbinding mechanism implemented
by Smoldyn violates detailed balance.
2.3.1 Detailed balance leads to rejection of some unbinding events near
boundaries
Theorem 2.3.1. Given the detailed balance preserving Doi unbinding mechanism
Eq. (2.11) and a constant unbinding rate,   , for a C molecule at z in ⌦
Z
⌦2
 (x,y|z) dx dy <    (2.21)
when z is within max( , 1    )" of @⌦. Similarly,
Z
⌦2
 (x,y|z) dx dy =    (2.22)
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if z is at least max( , 1    )" away from @⌦.
Proof. Given the unbinding rate   , the unbinding mechanism for the Doi VR model
that follows detailed balance is given by Eq. (2.11). In what follows, we will consider
two cases: max( , 1    ) = 1     and max( , 1    ) =  . We begin by considering
max( , 1    ) = 1    .
The probability per time a C molecule at z will successfully produce A and B





























We denote by d(z, @⌦) the Euclidean distance from z to @⌦, and first assume d(z, @⌦) <





By Eq. (2.23) this immediately gives
 (z) <   .
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We then consider z with d(z, @⌦)   (1    )" so that the ball of radius (1    )"






Let w 2 B(1  )"(z). We claim w 2 ⌦̂ (z), i.e. there exists a v 2 ⌦ such that
w = 1  (z   (1    )v) .
Take
v = 1
1   (z    w) (2.25)
so that
|v   z| =
 
1    
|z   w| <  ".
This implies that v 2 B "(z), and hence in ⌦ as B "(z) ⇢ B(1  )"(z) ⇢ ⌦. As such,







Finally, we note that using scaling properties of the  -function and the indicator
function, we can equivalently write


















z   (1    )y
 
◆





















A similar argument to above interchanging   and 1     then gives the result when
max( , 1    ) = 1    .
Remark 2.3.1. Using the same argument, one can show that the detailed balance
preserving SCK unbinding mechanism Eq. (2.12) with a constant unbinding rate also
leads to rejection of some unbinding events near domain boundaries.
2.3.2 Detailed balance determines unbinding mechanism
The detailed balance condition given by Eq. (2.19) implicitly defines one of the binding
or unbinding mechanisms in terms of the other. Such a condition is particularly useful
in determining the statistically correct reaction mechanisms for VR or CR models in
the study of cellular processes. For instance, while the forward association mechanism
of the membrane-bounded tethered receptors with unstructured tails is determined
by a smooth Gaussian interaction as in Eq.(2.8) (Goyette et al., 2017a; Zhang et al.,
2019; Nag et al., 2009; Su et al., 2016), the appropriate unbinding mechanism for







where A and B represent two di↵erent species of immune surface receptors located at
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x and y respectively and C is a bound complex located at z at time t. The binding




















where k+ is the binding rate with units of volume per time. Here we assume that
upon binding, a C molecule is placed at either the location of A or B with an equal
probability.
By imposing detailed balance, using Eq.(2.19) we can determine the corresponding






















Equation. (2.26) suggests that upon unbinding, we need to first pick a species
(either A or B) with an equal probability and place it at the location of bound
complex C. The position of the other one is then determined by sampling using
the Gaussian function given by  +(x,y). Therefore, we can equivalently rewrite





 (x   z) +(y, z) +
1
2
 (y   z) +(x, z)
 
. (2.27)
We note that the unbinding rate k  is determined by the binding rate, k+, and
the dissociation constant, Kd. Notice, although Kd is not given explicitly, it can
often be measured either from experiments or be fit by determining the steady-state
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probability of being bound versus unbound.
Utilizing the detailed balance condition Eq. (2.19) we can also show that for the
given choices of +(z|x,y), several standard  (x,y|z) choices will preserve detailed
balance for all (x,y) 2 ⌦2
free
and all z 2 ⌦ with rejection near @⌦, while other choices
that have been used in the literature will violate detailed balance for particles near
the domain boundary.
The Doi VR model
In the Doi VR model with a zero reflecting Neumann boundary condition, the pro-
posed reactive terms are given by Eqs. (2.6), (2.9), and (2.11),









To verify that these reaction terms preserve detailed balance with rejection near @⌦,
we will show that Eq. (2.19) holds for all (x,y) 2 ⌦2 and all z 2 ⌦, and we need to
























⌦2 B"(0)(x   y) ⌦( x+ (1    )y) dx dy
 
R







Here we have used the scaling properties of the   function that  ( x) =  (x)/ d
and
  B(1  )"(0)





















An Alternative VR model
We consider an alternative VR model for the reversible A + B ⌦ C reaction gen-
eralizing the model proposed in (Donev et al., 2018). As in the Doi VR model the
A molecule reacts with the B molecule with rate   when their separation is within
a distance ". Let p be the probability of placing the C molecule at the position of
the A molecule upon binding, and (1   p) the probability of placing the C molecule
at the position of the B molecule. Hence, upon binding (A + B ! C), one of the
two molecules is chosen at random with probability p (or 1   p) and turns into the
C molecule while the other molecule disappears. One simple choice of the selection
probability p is to take p = 1
2
as in (Donev et al., 2018). +(z|x,y) is then modified
to
+(z|x,y) =   B"(0)(x   y) [p (z   x) + (1   p) (z   y)] . (2.29)
The dissociation reaction is assumed to occur with a rate µ. Upon unbinding a
product A(or B) is chosen at random with probability p (or 1   p) and is placed at
the position of C. The other product is placed uniformly in a sphere centered at the
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We note that these reaction mechanisms are shown to be detailed-balance-preserving
with a periodic boundary condition in (Donev et al., 2018), but rejection is required
near @⌦ for detailed balance to hold with a zero reflecting Neumann boundary con-
dition. Similar to the Doi VR model, we will again show that Eq. (2.19) holds for all
(x,y) 2 ⌦2 and all z 2 ⌦ by first computing Kd to verify that with the modified reac-
tion terms this alternative VR model preserves detailed balance. With Eqs. (2.29) and
(2.30), and using the same scaling properties as in the Doi VR model, the dissociation










|B"(0)|  (x   z) + (1   p)
B"(0)(x z)















p B"(0)(y   x) + (1   p) B"(0)(x   y)
⇤
dx dyR




































The SCK CR model
For the SCK CR model, one can repeat the same calculation as for the Doi VR model
with the reaction terms Eqs. (2.6) and (2.11) replaced by Eqs. (2.7) and (2.12). We







and detailed balance is preserved.
Reflection across the boundary
One reaction mechanism that is used to overcome the problem of having either the
A or the B molecule sampled outside the domain upon dissociation is to reflect it
across the boundary of the domain back into ⌦. As implemented in Smoldyn, if
one of the dissociated A and B products is placed across the boundary outside ⌦,
then it is reflected back into ⌦ by reflecting its trajectory o↵ the boundary using a
mirror-like reflection (Andrews and Bray, 2004). Using this reflection mechanism all




 (x,y|z) dx dy =   , (2.31)
which gives a constant unbinding rate for all the C molecules in ⌦.
We now show what  (z) must be to satisfy detailed balance, and demonstrate
it is di↵erent than Eq. (2.31). In what follows, we assume ⌦ is convex so that all
binding events are always successful. Using Eqs. (2.16), (2.7), and (2.20),  (x,y|z)
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As discussed in Remark 2.3.1, for a C molecule at z in ⌦ that is close to @⌦,
 (z) given by Eq. (2.32), is strictly less than   , which contradicts to Eq. (2.31).
Therefore, the reaction mechanisms implemented by Smoldyn do not satisfy detailed
balance.
The     ⇢ model
In the     ⇢ model for reversible reactions proposed by (Lipkova et al., 2011), the
model assumes the B and C molecules stay stationary at the origin (DB = DC = 0
and y = z = 0). Any A molecule can react with the B molecule with rate   when
within " of each other so that
+(z|x,y) =   B"(0)(x) (z) (y).
Upon unbinding, a newly created A molecule is placed uniformly on a sphere with






With the given reaction mechanisms, the dissociation constant, Kd, for the    ⇢























Reaction-Di↵usion Master for Reversible
Reactions
To construct an unstructured mesh CRDME for reversible reactions we utilize a hy-
brid discretization approach. We begin in the next section by first demonstrating how
to construct an unstructured mesh for a given ⌦. Here the mesh is given by polyg-
onal voxels, representing the dual mesh to a triangulation of the original domain.
Then we approximate the continuous Brownian motion of a single molecule within a
bounded domain by a lattice jump process. Transition rates for a the hopping of one
molecule between neighboring mesh voxels are derived using the method developed
in (Engblom et al., 2009). The di↵usive jump rates are derived by finite element
discretization of the di↵usion operator on the triangulated mesh (Engblom et al.,
2009). In Section 3.3 we then consider the approximation of reversible bimolecular
reactions on the same underlying polygonal dual mesh. We begin with the abstract
spatially-continuous VR, then derive a jump process approximation to the associa-
tion and dissociation reaction terms in the abstract VR model using a finite volume
method. Combining the finite element discretization of spatial transport terms from
Section 3.2 with the finite volume discretization of reaction terms from Section 3.3, we
obtain a CRDME for a pair of molecules that can undergo the reversible A+B ⌧ C
reaction. We explain how this can be generalized to a system with an arbitrary
number of molecules of each species, and summarize the transitions comprising the
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general multi-particle reaction-di↵usion jump process in Table 3.1. We also summa-
rize in Appendix. E, where it is shown how to formulate the general multi-particle
abstract VR model, how to discretize this model to obtain a multi-particle CRDME,
and how this model can be rewritten in a form that looks similar to the RDME. In
(Isaacson and Zhang, 2018) we briefly discuss the relationship between the reversible
binding CRDME model and the RDME, pointing out that the RDME can be inter-
preted as a approximation of the abstract VR model that is similar to the CRDME,
but restricts reactions to molecules within the same mesh voxel. In Section 3.4 we
develop several methods for numerically evaluating the transition rates needed to
model reversible reactions in the CRDME model, considering both general (smooth)
interaction functions, and the discontinuous indicator function that is used in the
Doi model. Finally, in Section 3.5 we consider a number of numerical examples to
demonstrate the convergence and accuracy of the CRDME in approximating the VR
model, and to illustrate how the CRDME can be used to study models for cellular
processes within realistic domain geometries arising from imaging data.
3.1 Construction of unstructured meshes
For simplicity, we will focus on meshes in two-dimensions, (d = 2) and consider
a circular domain. Note, however, the process we used to construct unstructured
meshes is applicable to three-dimensions, (d = 3). We first discretize ⌦ into a primal
mesh, given by a collection of triangles with vertices in the corners (red dashed lines
in Fig. 3·1). Let {xi}i=1,...,K label the nodes of the mesh, corresponding to vertices
of the triangles. We define the dual mesh to consist of polygonal voxels {Vi}i=1,...,K
in the interior of ⌦, with node xi the center of voxel Vi. Away from @⌦, edges of the
polygonal voxel about xi are given by lines connecting the centroid of each triangle for
which xi is a vertex to the midpoint of each of that triangle’s two edges that contain
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.
Figure 3·1: An example of the dual mesh. The primal mesh is shown
in dashed lines. The dual mesh is drawn in solid lines. Note, edges of
triangles on the boundary are also within the primal mesh.
xi (black lines in Fig. 3·1). For vertices that lie on the boundary of the primal mesh,
the corresponding polygonal voxel also includes lines along the boundary connecting
the vertex to the midpoint of each triangle edge containing the vertex.
In 1D, the primal mesh is a set of intervals with vertices at two ends. The corre-
sponding dual mesh is also a set of intervals, but shifted with respect to the primal
mesh so that the center of the interval is given by a vertex. In 3D, the primal mesh is a
set of tetrahedrons and the corresponding dual mesh is a set of polyhedrons (Engblom
et al., 2009).
To construct this unstructured mesh for a given bounded domain, ⌦ ⇢ Rd, we
first approximate its boundary, @⌦, by a collection of points. We then discretize ⌦
into a primal triangular mesh using MATLAB’s delaunayTriangulation, specifying
an edge constraint on the boundary to ensure the triangulation is strictly in the
interior of ⌦. Starting from this initial mesh, we subsequently create a series of
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refined meshes by repeatedly dividing each triangle into four congruent triangles.
Repeating this step throughout the entire initial Delaunay triangular mesh produces
a consistent refined mesh that preserves Delaunay properties (Carey, 1997). A dual
polygonal mesh on which molecules di↵use and react is constructed at the final stage
of the refinement. For each triangular element, we compute the midpoints of the
edges and the barycenter. The corners of an inner dual polygonal element is formed
by connecting barycenters of the neighboring triangles and midpoints of their edges.
Our construction of the final dual polygonal mesh is in Python and uses the CGAL
library (The CGAL Project, 2020) to accurately handle geometry operations.
In what follows, we will use a hybrid discretization method to approximate di↵u-
sive transition rates and reactive transition rates on this unstructured mesh.
3.2 Di↵usion approximation on unstructured meshes
We begin by deriving a lattice master equation (equivalently continuous time random
walk or jump process) approximation to the Brownian motion of individual molecules
using the unstructured mesh method developed in (Engblom et al., 2009). Spatial
transition rates (i.e. hopping rates) between lattice sites are obtained from a finite
element discretization of the Laplacian on triangulated meshes, giving rise to a semi-
discrete di↵usion equation model with the form of a master equation. In this section
we summarize the method. Readers interested in a more detailed discussion of this
approach should see (Engblom et al., 2009).
In the absence of chemical reactions, the Brownian motions of individual molecules
are independent processes. It is therefore su cient to derive a jump process (equiva-
lently master equation) approximation for a system in which there is only one di↵us-
ing molecule. Let ⌦ ⇢ Rd be a bounded domain with boundary @⌦. We will denote
by p(x, t) the probability density the molecule’s position at time t is x. Assuming
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reflecting boundary conditions on @⌦, p(x, t) then satisfies the di↵usion equation
@p
@t
(x, t) = D p(x, t), 8x 2 ⌦, t > 0
rp(x, t) · ⌘(x) = 0, 8x 2 @⌦, t > 0,
(3.1)
whereD denotes the molecule’s di↵usion constant (having units of area per unit time),
and ⌘(x) the outward normal at x 2 @⌦.
For simplicity, we will focus on discretizing Eq. (3.1) to have the form of a master
equation in 2D and use the circular domain in the previous section. However, the
final formulas we derive are also valid for 3D, see (Engblom et al., 2009).
A standard finite element discretization of Eq. (3.1) on the primal mesh using
piecewise linear elements gives a linear system of ODEs to solve for the set of nodal
values, ph(xi, t) ⇡ p(xi, t). Let ph(t) = [ph(x1, t), . . . , ph(xK , t)]
T denote the vector





(t) = DS ph(t), (3.2)
where M denotes the mass matrix and S the sti↵ness matrix. Under suitable condi-
tions on the mesh and domain this gives a second-order discretization in space, with
both matrices symmetric, M positive definite, and S negative semi-definite.
The system Eq. (3.2) can be further simplified by introducing mass lumping. M
is replaced by a diagonal lumped mass matrix, ⇤, where ⇤ii =
PK
j=1 Mij. In one-
dimension, ⇤ii gives the length of the dual mesh element Vi. In two-dimensions,
⇤ii gives the area of the polygonal voxel Vi, while in three-dimensions, ⇤ii gives the
volume of polyhedral voxel Vi (Engblom et al., 2009). Inverting the lumped mass
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matrix, we obtain a simplified semi-discrete di↵usion equation
dph
dt
(t) = D hph(t), (3.3)
where  h can be interpreted as a discrete Laplacian,
 h := ⇤
 1S. (3.4)
To arrive at a master equation approximation to the di↵usion equation, we define
Pi(t) to be the probability that the di↵using molecule is in voxel Vi at time t. Con-
sistent with the RDME model, we make the well-mixed approximation that p(x, t) is
constant on each voxel Vi. We then have the approximation that Pi(t) = ph(xi, t)|Vi|,
where |Vi| denotes the area of voxel Vi (length in 1D or volume in 3D). Let P (t) =
[P1(t), . . . , PK(t)]
T = ⇤ph(t) denote the vector of probabilities to be in each voxel. As
S is symmetric and ⇤ 1 diagonal, Eq. (3.3) then simplifies to the master equation
dP
dt
= DS⇤ 1P (t) = D ThP (t). (3.5)





then gives the probability per time, i.e. di↵usive transition rate or hopping rate, for







gives the total probability per time for a molecule in Vi to hop to a neighboring
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voxel (Engblom et al., 2009). D Th may then be interpreted as the di↵usive transition
rate matrix for a continuous-time random walk by the molecule between voxels of the
lattice.
It is important to note that for ( Th ) to be interpreted as a physically-relevant
transition rate matrix, we require the following two conditions to hold
( Th )ij   0,
 ( Th )ii   0.
That is, we require that the di↵usive transition rate for a molecule to hop from voxel
Vj to voxel Vi must be nonnegative and the total di↵usive transition rate for a molecule
to leave voxel Vi must also be nonnegative.
These requirements may not be always satisfied when using an unstructured mesh
to approximate complex geometries. For example, in some cases, a non-Delaunay
triangulation can lead to negative values for ( Th )ij, and hence negative transition
rates, when using piecewise linear finite elements. In (Engblom et al., 2009) this
problem is resolved by modifying the transition matrix  Th when ( 
T
h )ij < 0 so
that ( Th )ij = 0 and ( 
T




h )ij. Recently, more accurate methods for
eliminating negative discretization weights were developed in (Meinecke et al., 2016).
For primal meshes given by Delaunay triangulations in 2D, the transition rates ( Th )ij
between voxels of the dual mesh as in Fig. 3·1 are shown to always be non-negative, see
the discussion and references in (Engblom et al., 2009). For simplicity, all examples
we subsequently considered in this work use meshes that correspond to Delaunay
triangulations in 2D to avoid this potential complication.
Remark 3.2.1. While in the remainder we shall assume that di↵usive hopping rates
are between elements of the dual mesh and given by Eq. (3.6), there are a number
of alternative methods one could use for determining spatial hopping rates in general
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geometries. These include the finite volume Cartesian grid cut-cell method of (Isaac-
son and Peskin, 2006) and the unstructured grid finite volume approach of (Hepburn
et al., 2012). The method we describe for approximating reversible bimolecular reac-
tions in the next section can be used without modification with any of these alternative
methods for determining spatial hopping rates.
3.3 Reversible reactions on unstructured meshes
Having established how we will approximate the spatial movement of molecules by
a continuous-time random walk (i.e. master equation), we now focus on developing
a convergent jump process (i.e. convergent master equation) approximation for re-
versible bimolecular reactions. We begin by discretizing the abstract VR model as
formulated in Section 2.1 using a finite volume method to develop a master equation
approximation to the reaction terms on general unstructured polygonal meshes. The
resulting discretization weights correspond to transition rates for reactions to occur
between two molecules within voxels of the mesh. The finite volume discretization
we present extends the method we developed for Cartesian grids in (Isaacson, 2013)
to reversible reactions on unstructured polygonal grids. In Section 3.3.2 we combine
the spatial discretization method from Section 3.2 with the reaction discretization
method developed in Section 3.3.1 to derive the convergent reaction-di↵usion master
equation (CRDME) jump process approximation to the VR model. For simplicity,
we derive the CRDME for the reversible bimolecular reaction A+B ⌦ C in a system
whose state is either one molecule of A and one molecule of B, or one molecule of
the complex C. In Appendix E, we show that knowing transition rates for this sim-
plified model is su cient to fully determine a corresponding set of transition rates for
systems with arbitrary numbers of molecules.
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In (Isaacson and Zhang, 2018) we discuss the relationship between the CRDME
and the popular lattice reaction-di↵usion master equation (RDME) model, which can
be interpreted as a coarse-mesh approximation to the CRDME. Finally, in Section 3.4
we discuss several implementation details, including the numerical method we use to
evaluate the reactive transition rate formulas derived in Section 3.3.1 for reversible
reactions in the CRDME.
3.3.1 Discretization of reaction terms to master equation
Consider the A + B ⌧ C reaction in a system with just one A and one B molecule,
or one C complex. As in Section 3.2, we assume the reaction is taking place within
a d-dimensional bounded domain ⌦ ⇢ Rd, with molecules experiencing a reflecting
Neumann boundary condition on the boundary @⌦.
We will subsequently use the same notations and definitions for the rate functions
as in Section 2.1. Denote by x 2 ⌦ the position of the molecule of species A, by
y 2 ⌦ the position of the molecule of species B, and by z 2 ⌦ the position of the
molecule of species C. The di↵usion constants of the molecules are given by DA, DB,
and DC respectively. The probability density that system is in the state where the A
and B molecules are unbound, and located at positions x and y at time t satisfies
@p
@t
(x,y, t) = (DA x +D







and the probability density that the molecules are bound together, and that the
corresponding C molecule is at position z at time t, pb(z, t), satisfies
@pb
@t




+(z|x,y)p(x,y, t) dx dy, (3.8)
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together with appropriate initial conditions and no-flux reflecting boundary conditions
on @⌦ for each molecule.
In the popular standard VR model (Doi model), +(z|x,y) is defined to be
+(z|x,y) =   R(x,y)  (z   ( x+ (1    )y)) , (3.9)
where   2 [0, 1] determines the placement of the newly created C molecule relative to
the locations of the A and B molecules. One simple choice, which is also our choice
in numerical examples, is to take   = 1
2
, so that the C molecule is placed at the
midpoint between the A and B molecules. Another common is to take the di↵usion
weighted centered of mass Eq. (2.10) as discussed in Section 2.1.
For   fixed, the probability per time that an A molecule at x 2 ⌦ and a B molecule
at y 2 ⌦ successfully react is then
+(x,y) =   R(x,y) ⌦ ( x+ (1    )y)) . (3.10)
Here the second indicator function enforces that the reaction can only occur if the
location the product C molecule would be placed at is within ⌦. If ⌦ is convex this
is guaranteed. If ⌦ is not convex, this association reaction model can be interpreted
as a two-step process; the molecules attempt to react with probability per unit time
  when within ", and if the product location is within the domain the reaction is
allowed to proceed. If the product location is outside the domain the reaction event
is rejected.
The dissociation of the C molecule back into A and B molecules is assumed to
occur with probability per unit time µ. Several di↵erent models have been used to
specify the placement of newly created A and B molecules when dissociation occurs.
The simplest choice would be to place them at the location of the C molecule at the
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time of unbinding (Lipkova et al., 2011), which we call point unbinding. In this case
 (x,y|z) = µ (x   y) (y   z). (3.11)




 (x   y) (y   z) dx dy = µ.
In the remainder we focus on what we call the uniform unbinding model. Here
the position of the A molecule is sampled from a uniform distribution within the
ball of radius (1    )" about the position of the C molecule, B(1  )"(z) := {x 2
Rd | |z   x| < (1    )"}. The position of the B molecule is then chosen by reflection













One complication with this choice is that when z is su ciently close to @⌦, the
position of one or both of the A and B molecules may end up outside the domain. In
this case a natural choice that is consistent with the preceding definitions is to simply
reject the dissociation event (Isaacson and Zhang, 2020).  (z) is therefore reduced












For points z that are su ciently far from the boundary, or if ⌦ = Rd, this simplifies
to  (z) = µ and unbinding events are always successful. The combination of the
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standard (Doi) association model with rejection of unbinding events that produce
molecules outside the domain can be shown to imply point-wise detailed balance of
the resulting reversible binding reaction (Isaacson and Zhang, 2020).
Remark 3.3.1. With the choices Eqs. (3.9), (2.10) and (3.12),   = 0 indicates that
the B molecule is not di↵using. Upon binding, the C molecule is therefore placed at
y. On the other hand,   = 1 indicates that the A molecule is not di↵using, and one
needs to interchange x and y in Eq. (3.12). Such choices would be appropriate if one
of the A or B molecules represents a stationary target.
We now develop a master equation approximation to the reaction terms of the
general VR model on polygonal unstructured meshes. This is achieved by developing
a finite volume discretization of Eqs. (3.7) and (3.8) that has the general form of a
master equation for a jump process. We discretize ⌦ into a polygonal mesh of K
voxels labeled by Vi, i 2 {1, . . . , K}, with corresponding centroids {xi}i=1,...,K . As we
will often need to consider the phase-space voxels that pairs or triplets of molecules
are located within, we let Vij = Vi ⇥ Vj and Vijk = Vi ⇥ Vj ⇥ Vk, with corresponding
centroids labeled by (xi,yj) and (xi,yj, zk). With these definitions we make the
well-mixed approximation that the probability densities, p(x,y, t) and pb(z, t), are
piecewise constant within each mesh voxel, Vij and Vk respectively. The probability
the system is in the unbound state with the A molecule in Vi and the B molecule in




p(x,y, t) dx dy ⇡ p(xi,yj, t) |Vij| . (3.13)
Similarly, we denote by zk the centroid of Vk. The probability density the system is
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pb(z, t) dz ⇡ pb(zk, t) |Vk| . (3.14)
In what follows we drop the di↵usive terms in Eqs. (3.7) and (3.8) as we will
ultimately approximate them through the finite element method of Section 3.2. In
the next section we illustrate the final combined model with both spatial (di↵usive)
transport and chemical reactions. With this simplification, we construct a finite
volume discretization of Eqs. (3.7) and (3.8) by integrating both sides of Eqs. (3.7)
















































 (x,y|z) dx dy dz. (3.17)
One can interpret +ij as the probability per unit time that given an A molecule in Vi
and a B molecule in Vj, they react to produce a C molecule in ⌦. Similarly, 
 
ijk gives
the probability per unit time that given a C molecule in Vk, it dissociates into an A
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molecule in Vi and a B molecule in Vj.






























+(z|x,y) dx dy dz

















+(z|x,y) dx dy dz. (3.20)
One can interpret  k as the probability per unit time that given a C molecule in Vk,
it dissociates into A and B molecules within ⌦. Similarly, +ijk gives the probability
per unit time that given an A molecule in Vi and a B molecule in Vj, they react to
produce a C molecule in Vk.
Using the definitions of +(x,y) and  (z), we have
Z
Vij







































With these identities, we can identify the probability of placing a newly created C





Similarly, the probability of placing a newly created A molecule in Vi and a B molecule





The semi-discrete equations Eqs. (3.15) and (3.18) have the form of a master
equation (i.e. forward Kolmogorov equation) for a jump process corresponding to
the positions of the molecules and the current chemical state of the system (unbound









ij|k} then allow for the simulation of this process using any of the
many stochastic simulation algorithm (SSA)-based methods, for example (Gillespie,
1977; Gibson and Bruck, 2000). We describe in Section 3.4 two statistically equivalent
approaches to simulate the reversible reaction model we have derived using SSA.
3.3.2 Unstructured mesh CRDME for reversible reactions
To arrive at a final unstructured mesh CRDME for simulating the reversible A+B ⌧
C reaction, we combine the finite element discretization for spatial (di↵usive) trans-
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port from Section 3.2 with the finite volume discretization of the reversible binding
process developed in the previous section. Both discretizations are constructed on the
(dual) polygonal mesh of a triangulated primal mesh, see the discussion in Section 3.2.
Applying the finite element discretization Eq. (3.2) to each Laplacian in Eqs. (3.7) and
(3.8), and using the reaction term discretizations Eqs. (3.15) and (3.18), we obtain






































Here Pij(t) gives the probability for the A and B molecules to be in Vij at time t, and
Pbk(t) the probability for the C molecule to be in voxel Vk at time t, see Eqs. (3.13)
and (3.14). We call Eq. (3.24) the unstructured mesh convergent reaction-di↵usion
master equation (CRDME).
We note that Eq. (3.24) is specialized to a system containing one A and one B
molecule, or one C molecule when the two are bound, it is, however, straightforward
to generalize the equation to systems that include arbitrary numbers of each species.
In Appendix E we develop the corresponding continuous particle dynamics equations
for such systems, generalizing the two molecule system given by Eqs. (3.7) and (3.8).
The structure of the resulting equation Eq. (E.1) includes only two-body interactions,
allowing the discretization method we used to derive Eq. (3.24) to be applied to
Eq. (E.1) to derive a general CRDME for systems with arbitrary numbers of molecules
Eq. (E.8). The resulting set of di↵usive and chemical reactions, along with associated
transition rates (i.e. propensities), are summarized in Table 3.1. The only di↵erence
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Transitions Transition Rates Upon Transition Event
Di↵usive
hopping:
Aj ! Ai DA( Th )ij aj Ai := Ai + 1, Aj := Aj   1,
Bj ! Bi DB( Th )ij bj Bi := Bi + 1, Bj := Bj   1,
Cj ! Ci DC( Th )ij cj Ci := Ci + 1, Cj := Cj   1,
Chemical
Reactions:
Ai + Bj ! C 
+
ijaibj
Ai := Ai   1, Bj := Bj   1.
Sample k from {+k|ij}k=1,...,K .
Set Ck := Ck + 1.
Ck ! A+ B 
 
k ck
Ck := Ck   1.
Sample (i, j) from { ij|k}i,j=1,...,K .
Set Ai := Ai + 1, Bj := Bj + 1.
Table 3.1: Summary of di↵usive and chemical transitions for the jump
process approximation of the general multi-particle A+B ⌧ C reaction.
The statistics of this process are given by the corresponding forward
Kolmogorov equation for the probability distribution, the multi-particle
CRDME Eq. (E.8). Here ai denotes the number of A molecules in
voxel Vi, with bj and ck defined similarly. Transition rates give the
probability per time for a transition to occur, often called propensities
in the chemical kinetics literature. The final column explains how to
update the system state upon occurrence of a transition event.
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between the general multi-particle system and the two-particle system is that the
transition rates are multiplied by the number of possible ways a given transition can
occur. Let ai denote the number of molecules of species A in Vi, with bj and ck defined
similarly. For the forward reaction there are aibj possible pairs of species A molecules
in Vi and species B molecules in Vj that can react. The new transition rate for the
Ai +Bj ! C reaction is therefore 
+
ijaibj. Similarly there are ck possible dissociation
reactions for species C molecules in voxel Vk, giving a new transition rate of 
 
k ck.
Likewise, there are aj possible hopping transitions of a molecule of species A from
voxel Vj to Vi, giving a new di↵usive transition rate of DA( Th )ijaj.
The set of transitions in Table 3.1 together define a vector jump process for the
number of molecules of each species and their locations on the mesh. Let Ai(t)
represent the stochastic process for the number of molecules of species A in voxel Vi
at time t, and define Bj(t) and Ck(t) similarly. We denote by
W (t) = (A1(t), . . . , AK(t), B1(t), . . . , BK(t), C1(t), . . . , CK(t))
the stochastic process for the total system state at time t, and by w a value of W (t),
i.e. W (t) = w. The master equation Eq. (E.8) then gives the probability that
W (t) = w. Implicit equations for the stochastic processes that are components of
W (t) can also be written, which are equivalent in distribution to the master equa-
tion (Anderson and Kurtz, 2011; Anderson and Kurtz, 2015).
The coupled system of ODEs that correspond to the master equation Eq. (E.8) for
the A+B ⌧ C reaction with arbitrary numbers of molecules is too high-dimensional
to solve directly. Instead, one can use the SSA, discussed in Section 1.2, to generate
exact realizations of the underlying jump processes (Gillespie, 1977; Bortz et al., 1975;
Gibson and Bruck, 2000), W (t), described by our unstructured mesh CRDME. For
all numerical examples we subsequently consider in Section 3.5 we use this method
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to directly simulate the hopping of molecules between voxels and their chemical in-
teractions.
3.4 Algorithms for SSA-based simulations
There are two statistically equivalent approaches one can take to use the reversible
binding model we have derived within simulations. In the first approach one separates
the association and dissociation reactions from the placement of reaction products:
1. Given one A molecule in Vi and one B molecule in Vj, the reaction Ai+Bj ! C
occurs with transition rate +ij. Similarly, given one C molecule in Vk, the
reaction Ck ! A+ B occurs with transition rate 
 
k .
2. If Ai and Bj molecules react, place a C molecule in Vk with probability 
+
k|ij. If
a Ck molecule dissociates apart, place an A molecule in Vi and a B molecule in
Vj with probability 
 
ij|k.
Equivalently, the second approach expands the set of reactions to include product
placement within the transition rates:
1. Given one A molecule in Vi and one B molecule in Vj, the reaction Ai+Bj ! Ck
occurs with transition rate +ijk. Similarly, given one C molecule in Vk, the
reaction Ck ! Ai + Bj occurs with transition rate 
 
ijk.
The first approach requires two sampling steps: selection of the reaction to execute,
and then placement of newly created molecules. In contrast, the second approach
requires only one sampling step but has many more possible reactions. For all the
numerical examples we have considered in Section 3.5, we use the first algorithm and
it requires numerical evaluations of reactive transition rates +ij and 
 
k , along with the
reaction probabilities +k|ij and 
 
ij|k. The most direct approach is to directly exploit
MATLAB’s built-in numerical integration functions. For the Doi model, in which the
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reaction rate function, +(x,y), is discontinuous, we will discuss alternative methods
to evaluate the rates numerically.
3.4.1 Numerical evaluation of transition rates
To use the SSA as described previously to generate realizations of the jump process
corresponding to the CRDME Eq. (3.24), or its multi-particle generalization Eq. (E.8),
requires the numerical evaluation of the di↵usive and reactive transition rates. The
former require the calculation of the matrix with entries ( Th )ij = (S⇤
 1)ij. For
all simulations reported in this work we used the MATLAB linear finite element
implementation of (Alberty et al., 1999) to calculate the sti↵ness (S) and mass (M)
matrices, from which the matrix  Th is then easily calculated.
The transitions we use to model chemical reactions, see Table 3.1, require the
transition rates +ij and 
 





When +(x,y) is a su ciently smooth function, we found that +ij could be eas-
ily evaluated by nesting MATLAB’s built-in two-dimensional numerical integration
routine integral2.
In the Doi model variant of the VR model +(x,y) is given by Eq. (3.10). The






⌦( x+ (1    )y) dx dy.
In the special case that ⌦ is convex, +ij simplifies to
+ij =







|B"(x) \ Vj| dx, (3.25)
the same formula we derived for Cartesian grids in (Isaacson, 2013). Here |B"(x) \ Vj|
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denotes the area of intersection between a disk of radius " about x and the voxel Vj. In
(Isaacson and Zhang, 2018) we describe how we evaluate the hyper-volume |R \ Vij|
in practice by using this representation as the two-dimensional integral of an area of
intersection. For domains in which ⌦ is not convex, we found it easiest to numerically
evaluate +ijk directly and then use Eq. (3.21a) to calculate 
+
ij.
Evaluating +ijk for the Doi model requires the numerical evaluation of the integral












   B"(x) \ Vj \ V̂k(x)
    dx,








We evaluated +ijk through this representation as the two-dimensional integral of an
area of intersection function. Since both V̂k(x) and Vj are polygons, their intersection
is also one or more polygon(s), and as such the integrand
   B"(x) \ Vj \ V̂k(x)
    can
be reduced to a sum of areas of intersections between the disk B"(x) and polygons.
This allows the direct reuse of the code we developed for evaluating |B"(x) \ Vj|.
The details of our method for evaluating the integral are described in (Isaacson and
Zhang, 2018). Knowing both +ijk and 
+
ij then allowed the evaluation of the placement
probability +k|ij using Eq. (3.22).
There are a number of equivalent methods one could use to generate samples
of the jump process for the dissociation reaction Ck ! A + B with rate 
 
k and
placement probabilities  ij|k. One approach would be to numerically evaluate the
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integral Eq. (3.17), use Eq. (3.21b) to evaluate  k and use Eq. (3.23) to evaluate
 ij|k. In practice we found it simpler to sample a possible time for the next unbinding
reaction using the dissociation rate, µ, and then exploit the well-mixed approximation
for placing reaction products. The domain boundary is ignored initially, and the A
and B molecules are placed at sampled locations x and y. A given reaction event is
then rejected if one of x or y is outside the domain. If both molecules are placed inside
the domain, the voxel Vi containing x and voxel Vj containing y are determined, and
both Ai and Bj are updated. Our precise sampling method is given in Algorithm 4.
In the following theorem we prove that this sampling procedure is equivalent to





Theorem 3.4.1. The probability per time a C molecule located in Vk reacts to produce
an A molecule in Vi and a B molecule in Vj in Algorithm 4 is 
 
ijk.
Proof. In Algorithm 4, the probability density per time a reaction is successful, with
the new A molecule placed at x and the new B molecule at y given the C molecule
is in Vk is























The probability per time the reaction successfully occurs producing x 2 Vi and y 2 Vj
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Algorithm 4 Sampling next possible Ck ! A + B reaction time, ⌧ , and product
voxel locations, (Vi, Vj).










where U[0,1) denotes a uniform random number on [0, 1).





3: Given z, sample the position x of the A molecule from a uniform distribution
within the ball of radius (1    )" about z; i.e. from
1  B(1  )"(0)
   B(1  )"(z)(x).
4: if x 2 ⌦ then
5: Given x and z, the position of the B molecule is y := (1    ) 1(z    x).
6: if y 2 ⌦ then
7: Determine which Vi and Vj contain x and y.
8: return Vi, Vj, and ⌧ .
9: end if
10: end if










 (x,y|z) dx dy dz
=  ijk,
where the last line follows by definition Eq. (3.20).
Finally, we note that there is a third method one can use to determine the  ijk’s,
and hence  k and 
 
ij|k, by exploiting detailed balance. As we discuss in (Isaacson
and Zhang, 2020) and Section 2.2, the VR model with choices Eqs. (3.9) and (3.12)
satisfies the point-wise detailed balance condition Eq. (2.15). Combining Eq. (2.15)
with the reflecting domain boundary conditions we derived in (Isaacson and Zhang,












where Kd corresponds to the equilibrium dissociation constant of the reaction. Sub-














Remark 3.4.1. Using the proceeding equation, by direct substitution it follows that
whenever the spatially continuous volume reactivity model satisfies the detailed balance
condition Eq. (2.15), the CRDME Eq. (3.24) has the equilibrium solutions
















We now illustrate the convergence and accuracy of the unstructured mesh CRDME
with several examples. For all simulations we generate exact realizations of the jump
process W (t) associated with the CRDME, defined in Section 3.3.2, using the next
reaction method SSA (see (Gibson and Bruck, 2000) and Section 1.2 for detail). We
begin in Section 3.5.1 by demonstrating that several reaction time statistics converge
to finite values as the mesh size approaches zero for the two-particle A + B ! ?
annihilation reaction within a circle. We examine two di↵erent association functions
+(x,y), the smooth Gaussian interaction Eq. (2.8) and the standard discontinuous
Doi interaction Eq. (3.10).
With convergence established for the forward reaction approximation, we then
confirm in Section 3.5.2 that statistics of the two-particle reversible A+B ⌧ C reac-
tion converge to the solution of the Doi model by comparison with BD simulations.
Finally, in Section 3.5.3 we consider several multi-particle systems. We first consider
an example from (Fange et al., 2010), and show that our method is consistent with
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results from both BD simulations and the renormalized RDME approach of (Fange
et al., 2010). To show the flexibility of our method, we conclude by looking at a simpli-
fied version of a signal propagation model (Muñoz-Garćıa et al., 2009) in the complex
two-dimensional geometry given by the cytosol of a human B cell (corresponding to
a slice plane from a full three-dimensional reconstruction).
3.5.1 A+B ! ? annihilation reaction
We begin by examining the A+B ! ? annihilation reaction in a system with just one
A molecule and one B molecule. We consider both the discontinuous Doi interaction
Eq. (3.9) and the smooth Gaussian interaction Eq. (2.8). Molecules are assumed to
di↵use within a disk centered at the origin of radius R = 0.1µm, i.e. ⌦ = BR(0).
A reflecting Neumann boundary condition is assumed on the circle @BR(0), so that
molecules can not leave the domain. The circle is approximated by a set of 122 line
segments, and mesh refinement is restricted to the interior of the circle (see Fig. 3·1).
We discretize the circle using a polygonal dual mesh according to the procedure
discussed previously in Section 3.1. In what follows, we denote by h the maximum
diameter of all polygons within a given dual mesh.
In the remainder of the paper, unless otherwise stated, spatial units of all param-
eters are micrometers and time is seconds. For all simulations of the annihilation
reaction we chose the A and B molecules’ di↵usion constants to be 10µm2s 1. For
simulations using the Doi reaction mechanism Eq. (3.9), we choose the reaction radius
" to be 10 3µm and   = 109s 1. In the case of the Gaussian interaction Eq. (2.8) we
choose " = 0.025µm, corresponding to a typical interaction distance for the tethered
enzymatic reactions we studied in (Goyette et al., 2017b; Zhang et al., 2019). For
such interactions, the catalytic rate   is set to be 1.100625µm3s 1, which is calibrated
so that the mean reaction time between the two molecules matches that when using
the Doi reaction mechanism. Finally, in the RDME model we choose the (well-mixed)
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association rate defined in (Isaacson and Zhang, 2018) to be  + =  ⇡"2. This choice
is consistent with the e↵ective well-mixed reaction rate one would expect from the
VR model with Doi interaction when "
p
 /D is a small parameter, see (Isaacson,
2013).
Let Tbind denote the random time for the two molecules to react when each starts
uniformly distributed in ⌦. The corresponding survival time distribution is given by




where x and y are the locations of the A and B molecules respectively, and p(x,y, t)
satisfies Eq. (3.7) with  (x,y|z) = 0. We estimate the survival time distribution
from the numerically sampled reaction times using the ecdf command in MATLAB.
Figure 3·2b demonstrates the convergence (to within sampling error) of the estimated
survival time distribution of the unstructured mesh CRDME using a Doi interaction.
Similarly, Fig. 3·2c demonstrates the convergence (to within sampling error) of the
estimated survival time distribution using the Gaussian interaction. In both cases,
the survival time distributions are seen to converge as the maximum mesh width
h ! 0.





Pr [Tbind > t] dt.
We estimated the mean reaction time from the numerically sampled reaction times by
calculating the sample mean. In Fig. 3·3a we show the sample mean reaction times for
the two choices of reaction mechanisms as "/h is varied. We see that as "/h ! 1 (i.e.
h ! 0) the sample mean reaction times for both reaction models converge to a finite
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(a) RDME (b) CRDME, Doi interaction
(c) CRDME, Gaussian interac-
tion
Figure 3·2: Survival time distributions vs. t from the two-particle A+
B ! ? reaction for (a) (non-convergent) RDME model; (b) CRDME
Doi reaction model Eq. (3.10); (c) CRDME Gaussian interaction model
Eq. (2.8). In each case the domain is a disk. For the RDME each
curve was estimated from 128000 simulations, for the CRDME with Doi
interaction from 128000, and for the CRDME with Gaussian interaction
from 100000 simulations. The legends give the ratio, "/h as the mesh
is refined (h is approximately successively halved). See Section 3.5.1
for other parameter values and details. We see that the survival time
distribution for the RDME diverges as h is reduced, while for both
reaction models the CRDME survival time distributions converge.
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(a) Convergence of E[Tbind] (b) Rate of convergence of
E[Tbind]
Figure 3·3: Mean reaction time E[Tbind] for the two-particle A+B !
? reaction as the mesh width, h, is reduced. In panel (a) we plot the
mean reaction time E[Tbind] vs. "/h as h is (approximately) successively
halved. Each mean reaction time for the RDME was estimated from
128000 simulations; for the CRDME Doi interaction from 128000 sim-
ulations; and for the CRDME with Gaussian interaction from 100000
simulations. Note, 95% confidence intervals are drawn on each data
point, but for some points are smaller than the marker labeling the
point. See Section. 3.5.1 for parameter values. In panel (b) we demon-
strate the rate of convergence when using the CRDME with Doi or
Gaussian reaction mechanisms by plotting the di↵erence between suc-
cessive points on the E[Tbind] vs "/h curves from Fig. 3·3a. The smaller
of the two h values is used for labeling. The e↵ective convergence rate
to zero of the CRDME with both reaction mechanisms scales roughly
like O(h2).
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value. Figure 3·3b illustrates the rate of convergence for both the Doi and Gaussian
interaction models by plotting the successive di↵erence of the estimated mean reaction
times as h is decreased (approximately halved). For h su ciently small, the empirical
rate of convergence for both reaction mechanisms is roughly second order.
3.5.2 A+B ⌦ C reversible binding reaction
We now consider the reversible bimolecular A + B ⌦ C reaction in a system that
initially contains just one C molecule. The corresponding volume reactivity model
is then given by Eqs. (3.7) and (3.8). All three molecules are assumed to have the
same di↵usion constant, DA = DB = DC = 0.01µm2s 1. The domain ⌦ is chosen to
be a square with sides of length L = 0.2µm, and we assume a reflecting Neumann
boundary condition on @⌦ in each of the x, y, and z coordinates. We use the Doi
reaction model Eq. (3.9) for the forward A + B ! C reaction, with reaction radius
" = 10 3µm, and consider two dissociation mechanisms: the point unbinding model
Eq. (3.11) introduced in (Lipkova et al., 2011), and the uniform unbinding model
Eq. (3.12). For the association reaction, the product C molecule is placed at the
di↵usion weighted center of mass Eq. (2.10), so that   = 1
2
. We note that in this
case the placement mechanism for the C molecule coincides with the simple choice
of placing the C molecule at the midpoint between the A and B molecules. For all
simulations the C molecule was initially placed randomly within ⌦, corresponding to
the initial conditions that




To confirm that the unstructured mesh CRDME converges to the solution of the
Doi volume-reactivity model, we compare statistics from SSA simulations of the jump
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processes corresponding to the CRDME against statistics calculated BD simulations
using the method of (Erban and Chapman, 2009; Lipkova et al., 2011) (with a fixed
time step of dt = 10 10s). Unless otherwise stated, for all simulations the association
rate constant in Eq. (3.9) was chosen to be   = 9.3662⇥ 107s 1, and the dissociation
rate constant in Eqs. (3.11) and (3.12) was chosen to be µ = 9.2735 ⇥ 105s 1. Here
  was determined by matching the mean association time Tbind (Tbind = 1.9328s) for
the irreversible A+B ! ? reaction to occur in ⌦, given a uniform initial distribution
for the A and B molecules, to the corresponding time found in Figure 2 of (Fange
et al., 2010). µ was then determined by matching the equilibrium constant (K =
3.1730 ⇥ 10 4µm2) with that in (Fange et al., 2010).
Denote by Pbound(t) the probability the A and B molecules are bound together in





We estimate Pbound(t) numerically by averaging the number of C molecules at a
fixed time in the system over the total number of CRDME (resp. BD) simula-
tions. Figure 3·4 demonstrates that for each of the unbinding models, Pbound(t) from
the unstructured mesh CRDME with Doi interaction agrees to statistical error with
Pbound(t) from BD simulations. Figure 3·5a shows the convergence of Pbound(t) from
the CRDME as the mesh width h ! 0. To illustrate the rate of convergence of
Pbound(t), in Fig. 3·5b we plot the successive di↵erence of the estimated Pbound(t) at
t = 0.01s as h is approximately halved. In the limit that "/h ! 1, the empirical
rate of convergence is roughly second order.
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(a) Point unbinding (b) Uniform unbinding
Figure 3·4: Probability molecules are bound Pbound(t) vs. time for
CRDME SSA simulations and BD simulations. Blue curves correspond
to the CRDME simulations and black to the BD simulations. Corre-
sponding 95% confidence intervals are drawn with dashed lines in the
same color. Each curve was estimated from 128000 simulations. The
left panel corresponds to the point unbinding model Eq. (3.11), while
the right corresponds to the uniform unbinding model Eq. (3.12). The
domain ⌦ was a square with sides of length L = 0.2µm, and was dis-
cretized into N = 263169 polygonal voxels with maximum mesh width
pproximately h = 3.5334 ⇥ 10 5µm. The polygonal mesh was con-
structed as the dual mesh to a uniform triangulation of the square,
that was itself obtained from a Cartesian mesh by dividing each square
into two triangles. For remaining parameters see Section 3.5.2.
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(a) Convergence of Pbound(t) (b) Rate of convergence of
Pbound(t)
Figure 3·5: Convergence of the probability the molecules are in the
bound state, Pbound(t), as h ! 0. In panel (a) we plot Pbound(t) vs time
as "/h is varied for " = 10 3µm. Each curve was estimated from 100000
simulations. We see convergence as the mesh width h decreases (i.e.
"/h ! 1). Legend gives the ratio, "/h, for each curve. For remaining
parameters see Section 3.5.2. In panel (b) we demonstrate the rate of
convergence at t = 0.01s by plotting the di↵erence between successive
points of Pbound(t) vs. "/h. The smaller of the two h values is used for
labeling. The e↵ective convergence rate to zero scales like O(h2).
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3.5.3 CRDME applications in cellular processes
In the previous subsections we demonstrated the convergence of the CRDME for two
basic bimolecular chemical reactions involving at most two molecules (A + B ! ;
and A + B ⌦ C). We now demonstrate that the CRDME is capable of accurately
resolving more general multi-particle reaction systems, considering the example given
by equation 3 of (Fange et al., 2010). The domain ⌦ is chosen to be a square with
sides of length L = 1µm, allowing us to directly compare with the results of (Fange
et al., 2010).











Here the reaction radius, ", is again chosen to be 10 3µm, the reaction rate
was chosen to be   = 1.0056 ⇥ 108s 1 and the dissociation rate was chosen to be
µ = 3.1621 ⇥ 104s 1. Parameters are calibrated as described in the preceding sub-
section using the parameter relations established in (Fange et al., 2010). For our
CRDME simulations, the domain ⌦ was discretized into 263169 mesh voxels with
maximum mesh width h = 3.5334 ⇥ 10 5µm, as detailed in Fig. 3·4. In Fig. 3·6,
we plot the time evolution of the average number of C molecules as found in (Fange
et al., 2010), as determined from BD simulations using the uniform unbinding mecha-
nism Eq. (3.12), and from CRDME simulations using both the point (see Eq. (3.11))
and uniform Eq. (3.12) unbinding mechanisms. The estimated average number of C
molecules agreed quite well between all four methods (when averaged over 100 simu-
lations). Figure 3·7 shows the corresponding stationary distribution of the number of
C molecules in the CRDME and BD simulations for each unbinding model. In both
cases the stationary distributions agree to the level of statistical error.
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Figure 3·6: Mean number of C molecules vs. time when " = 10 3µm
for the reaction system Eq. (3.28) in a square with sides of length
1µm. The di↵usion constant of all species is D = 0.01µm2s 1. The
production rate of C molecules is k1 = 180s 1 and the first-order rate
constant for degradation of A and B molecules is k2 = 10s 1. The
blue line corresponds to CRDME simulations of the point unbinding
model Eq. (3.11), while the solid black line corresponds to CRDME
simulations of the uniform unbinding model Eq. (3.12). The dash-dot
red line gives the finest mesh resolution result obtained in (Fange et al.,
2010) using their modified RDME model, while the purple dash-dot
line indicates the result from BD simulations of the uniform unbinding
model Eq. (3.12). The dashed black and blue lines correspond to a 95%
confidence interval for the mean in the point and uniform unbinding
CRDME simulations respectively. The CRDME and BD curves were
estimated from 100 simulations, while the red line was generated by
estimating the data points in Fig 4B of (Fange et al., 2010). The mesh
used for all CRDME simulations was the same as described in Fig. 3·4.
All BD simulations used a time-step of dt = 10 10s.
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(a) Point unbinding (b) Uniform unbinding
Figure 3·7: Histogram of the empirical stationary distribution for the
number of C molecules obtained from 60000 CRDME and BD simu-
lations of Eq. (3.28). Parameters are the same as in Fig. 3·6. Panel
(a) corresponds to using the point unbinding model Eq. (3.11) in both
the CRDME and BD simulations. Panel (b) corresponds to using the
uniform unbinding model Eq. (3.12) in both the CRDME and BD sim-
ulations. 95% confidence intervals for CRDME are drawn in blue. For
each unbinding model, the CRDME simulations agree with the Brow-
nian dynamics simulations to statistical error.
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To demonstrate the ability of our method in handling multi-particle systems in
complex geometries, we consider a simplified version of a signaling cascade model (Muñoz-
Garćıa et al., 2009) within a two-dimensional domain corresponding to the cytosol of
a human B cell reconstructed from an X-ray tomogram (Isaacson et al., 2013). The














































where the first level phosphorylation reaction occurs only in the cell membrane. The
di↵usion of molecules and all other reactions occur within the cytosol.
We extracted a two-dimensional slice of a human B cell from a (labeled) three-
dimensional X-ray tomogram provided by the National Center for X-ray Tomography
(NCXT). The boundaries of the cell, the nucleus, and cytosolic organelles were then
segmented using the bwboundaries command in MATLAB. The maximum connected
region from the resulting segmented cytosol was determined (Fig. 3·8a), and that do-
main was then triangulated in Gmsh (Geuzaine and Remacle, 2009). The correspond-
ing dual mesh was then calculated, providing a polygonal mesh approximation to the
cytosol we used in CRDME simulations (Fig. 3·8b). For demonstrative purposes, we
choose a coarse mesh with a maximum dual mesh diameter of 121.4nm and a average
dual mesh diameter of 15.9nm.
We assumed no-flux Neumann boundary conditions on the boundary of the cell,
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(a) Reconstructed boundaries (b) The mesh of the human B
cell
Figure 3·8: A two-dimensional slice of an X-ray tomogram of a hu-
man B cell. In panel (a) we plot the reconstructed boundaries (red
solid lines) on top of the original imaging data. In panel (b) we show
the mesh of the human B cell used in the CRDME simulation of the
signaling cascade model Eq. (3.29). The maximum connected region is




(a) t = 0.01s
A B C
D E F
(b) Approximate steady-state, t = 0.4s
Figure 3·9: Phosphorylated form (cpn, n = 1, 2, 3) profiles at t = 0.01s
and at steady-state (t = 0.4s). In panels A, B, and C we plot the result
from one CRDME simulation. In panels D, E, and F we plot the result
by numerically solving the PDE corresponding to Eq. (3.29) using the
finite element method in space and backward-Euler method in time.
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the nucleus, and all organelles within the cytosol, with a di↵usion constant of D =
5µm2s 1 for each species. The bimolecular reaction radius " was chosen to be 10nm.
The reaction rates were chosen to be consistent with those used in (Muñoz-Garćıa
et al., 2009). The dephosphorylation rates, kin, are set to be 5s
 1 for n = 1, 2, 3. The
phosphorylation rates, kan, are set to be 50s
 1 for n = 2, 3, and the phosphorylation
rate for the first species, ka
1
, is set to be 5s 1. We note that the first-level kinase
phosphorylation only occurs in the cell membrane. In the simulation, this reaction
process was restricted to voxels bordering the boundary of the cell. Finally, we
initialized the system with no cpn for n = 1, 2, 3, 200 c
u
1




molecules in each voxel.
In Figs. 3·9a and 3·9b we show the phosphorylated form (cpn, n = 1, 2, 3) profiles
at t = 0.01s and t = 0.4s (steady state) of the system from one CRDME simulation
in comparison to the numerical solution of the PDE corresponding to Eq. (3.29). In
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Tethered Signaling Reactions of T Cell
Receptors
By taking into account the geometry of a spatial domain and reversible reactions,
the unstructured mesh CRDME for reversible reactions we have developed previously
(see Chapter 3) allows us to study a larger variety of cellular processes where stochas-
ticity and spatial heterogeneity are important. For instance, it can be used to study
signaling transduction of proteins (see Section 3.5) and interaction among bivalent
antibodies and their antigen ligands.
As a direct application, we used it to explore the dynamics of T cell signaling
pathways. In particular, we focused on the e↵ect of di↵usion and molecular reach
(defined in Section 4.1) on early-stage T cell activation, during which catalytic reac-
tions among membrane-bound T cell receptors (TCRs) play an important role. We
begin in the next section by introducing relevant biological concepts (i.e. molecular
reach) that are necessary for readers to understand our results. To study the TCR
catalytic reactions using models stated in (Zhang et al., 2019) and Section 4.2, we
begin with performing SSA simulations of the CRDME (Isaacson, 2013; Isaacson and
Zhang, 2018) to analyze statistics that are used to quantify such catalytic reactions.
In all the biochemical models we have considered, we identify a switching behavior in
the dependence of molecular reach as di↵usivity is changed if a physiological setting
is considered and that the switching is lost in other idealistic settings. As there is
no record in the literature explaining the cause of such switch, we then developed a
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minimal two-particle model in contribution to the solution of this problem. In Sec-
tion 4.3 we demonstrate how to formulate the minimal two-particle model followed
by the method we used to analytically explain the switch.
4.1 An overview of the biology
A T cell is a type of white blood cells which develops in the thymus gland. It
plays a key role in the immune response. For example, T cells can protect a human
body against cancerous cells and cells that have been infected by pathogens, such as
bacteria and viruses (Alberts et al., 2002). These immune cells can be categorized
into various populations according to their di↵erent functionalities in controlling and
shaping the immune response. One commonly seen population of T cells is CD8+,
which are also known as “killer cells” – this means that they can directly kill cancer
cells as well as infected cells. Another population of T cells that has been widely
studied is the CD4+ T cells, known as “helper cells”. Unlike CD8+ T cells, CD4+ T
cells act as indirect killing cells by determining if and how the immune system should
respond to a threat. The other distinct population is called regulatory T cells that
has a role in regulating immune system’s response to prevent autoimmune diseases
and killing cancer cells (Syn et al., 2017). These distinguished functionalities of T
cells are developed through di↵erentiation and proliferation of naive T cells through
a critical process termed T cell activation (Höllsberg, 1999; Green, 2000).
Activation of a T cell in most cases requires simultaneous engagement of certain
antigens/co-stimulatory molecules (i.e. CD28) and T cell receptors (TCRs) that
populate the cell surface (Kindt et al., 2010; Thompson et al., 1989; Bretscher and
Cohn, 1970), see Fig. 4·1. Early research in mid-1990s showed that T cell activation
is a complex event involving two independent signals (Bretscher and Cohn, 1970).
The first signal is transduced through TCR’s interactions with a foreign antigen (in
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Figure 4·1: An illustration for TCRs on a T cell adapted from Science
Photo Library, by J. Gaertner, 2018. The cell membranes are shown in
orange and various TCRs are shown in blue.
the context of self-MHC). However, this signal is insu cient to fully trigger T cell
activation by itself without the help of the second signal (Sharma et al., 2019). The
second signal is a co-stimulatory signal typically provided by CD28 binding to ligands
(i.e. CD80/86) on antigen-presenting cells (APCs), see Fig. 4·2. The combination of
the two signals determines the nature of a T cell’s response to the antigen, and thus
controlling and shaping immune response. These two signals are generally transduced
through a series of complicated catalytic reactions among TCRs and antigens/co-
stimulatory molecules (Smith-Garvin et al., 2009; Höllsberg, 1999; Bretscher and
Cohn, 1970). Therefore, understanding how TCRs interact with antigens or other
necessary molecules becomes crucial in studying various signaling pathways in the
early-stage T cell activation.
Previous experiments have revealed that TCRs tend to rely on the tethering of
cytoplasmic kinase and phosphatase to both initiate and integrate signaling (Dushek
et al., 2012). Signaling by surface receptors often relies on tethered reactions whereby








Signal 1 Signal 2
.
Figure 4·2: An illustration for T cell activation. “Signal 1” for T cell
activation occurs upon recognition of MHC-peptide complex on an APC
by TCR on a T cell. “Signal 2” occurs upon binding of CD28 on the
T cell to ligands (CD80/86) on the APC. T cell is activated afterwards
and di↵erentiate into di↵erent types to perform various functions.
with nearby substrates. One important biophysical parameter in tethered signaling
is the molecular reach of the reaction (or simply molecular reach), which is defined
to be a combination of the overall length and sti↵ness of TCR’s cytoplasmic tail, the
enzyme, and the substrate. In the past, binding and catalytic reactions of tethered
signaling without explicit specification of the molecular reach have been extensively
studied both experimentally and theoretically (Windisch et al., 2006; Krishnamurthy
et al., 2007; Van Valen et al., 2009; Won et al., 2011), the role of molecular reach in
modulating tethered reactions of TCRs is still less well understood.
88
In the case of non-catalytic tyrosine-phosphorylated receptors (NTRs) (Dushek
et al., 2012), cytosolic enzymes first bind to their unstructured cytoplasmic tails
before catalyzing reactions within reach. As a specific example, we will consider
the regulation of the NTR group member CD28 (Fig. 4·3A). This co-stimulatory
receptor is expressed on T cells of the adaptive immune system, and is known to
initiate important signals for activation (Esensten et al., 2016) and see Section 4.1.
Phosphorylation of CD28 is mediated by the membrane-anchored SRC-family kinase
lymphocyte-specific protein tyrosine kinase (LCK). It has been shown recently in (Hui
et al., 2017) that CD28’s dephosphorylation is mediated by the NTR group member
programmed cell death protein 1 (PD-1). This inhibitory receptor contains a tyrosine
motif (ITSM) that serves as a docking site for the SRC Homology 2 (SH2) domain
of the cytoplasmic tyrosine phosphatase SHP-2. When tethered to PD-1, SHP-2 is
able to dephosphorylate tyrosines within reach, including those on CD28. Therefore,
in addition to di↵usion of these receptors within the membrane plane, it is expected
that the tether will also play a role in controlling the ability of PD-1 to inhibit T cell
activation.
In this example, the rate of CD28 dephosphorylation is expected to be influenced
by the molecular reach of the reaction (Fig. 4·3B). Molecular reach determines the
probability that the enzyme will contact the substrate when the two receptors are at
a defined separation distance on the membrane. The overall molecular reach of the
reaction is determined by the reach of the cytoplasmic tail of PD-1 (LPD-1), the reach
of SHP-2 (LSHP-2), and the reach of the cytoplasmic tail of CD28 (LCD28). Here LPD-1,
LSHP-2 and LCD28 will in turn depend on the respective length and sti↵ness properties
of each component. By using the worm-like-chain (WLC) polymer model, the overall
molecular reach of the reaction can be defined as the square root of the squared sum

























Figure 4·3: An illustration of tethered signalling reactions regulating
the phosphorylation of the co-stimulatory surface receptor CD28 ex-
pressed on T cells. A) The membrane-anchored tyrosine kinase LCK is
known to phosphorylate CD28. The cytoplasmic tyrosine phosphatase
SHP-2 is known to dephosphorylate CD28 when tethered (or bound)
to the cytoplasmic tail of the inhibitory receptor PD-1. The kinase
(LCK) and both receptors (CD28, PD-1) di↵use within the 2D mem-
brane plane. B) The rate of CD28 dephosphorylation by SHP-2 will
be controlled, in part, by the molecular reach of the reaction (L), with
a larger reach generally increasing reaction rates when molecules are
further apart. The molecular reach of the reaction will depend on
the molecular reach of the individual components (LPD-1, LSHP-2, and
LCD28). We estimate the molecular reach for this reaction to be L ⇡ 8.5
nm.
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2017a). Experimental estimates of the molecular reach have yet to be reported, but we
estimate the molecular reach for this reaction to be approximately L = 8.5 nm (Zhang
et al., 2019).
4.2 E↵ect of molecular reach in physiological, idealized mem-
brane, and cytosolic reactions
To understand the role of molecular reach and di↵usion in tethered signaling, we used
the CRDME model for the reaction and di↵usion of individual receptors, kinases
and phosphatases (Isaacson, 2013; Isaacson and Zhang, 2018). Importantly, when
simulating reactions between molecules confined to the 2D plasma membrane, we
explicitly allowed their tails to explore the 3D volume proximal to the membrane by
using a physiological 3D kernel that depends on the molecular reach (Fig. 4·3B).
Using our particle model, we first study the dephosphorylation of CD28 by PD-1
as the molecular reach of the reaction (L) is varied. In Section 4.2.1 we show that
the potency of PD-1 increases as the molecular reach increases for slowly di↵using
receptors. In contrast, for rapidly di↵using receptors we find that increases in molec-
ular reach reduce PD-1 potency. We demonstrate in Section 4.2.2 that this switch in
potency as the molecular reach increases also holds in a commonly used biochemical
model of reversible phosphorylation by kinases and phosphatases. In both biochem-
ical models, we find that the switch is lost if membrane reactions are modeled using
an idealized kernel that forces reactions within the 2D membrane plane.
4.2.1 A larger molecular reach can increase or decrease PD-1 receptor
potency depending on di↵usion
To investigate the influence of molecular reach on the ability of PD-1 to inhibit
CD28, we implemented the CRDME model developed in (Isaacson, 2013; Isaac-
son and Zhang, 2018) (also see Chapter 3). The model included unphosphorylated
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CD28, phosphorylated CD28 (labeled by CD28⇤), and PD-1 bound to SHP-2, with
all molecules able to di↵use in the plasma membrane (Fig. 4·4A). It it important to
note that as our primary focus is on the e↵ects of molecular reach for the dephospho-
rylation reactions and as such, we have introduced two simplifications to the model.
First, we do not explicitly include the recruitment of SHP-2 to PD-1. Second, we do
not explicitly model LCK molecules but instead model CD28 phosphorylation by a
first order reaction. These simplifications are not expected to alter our conclusions,
but decrease the computational complexity of the model by reducing the number of
molecules that must be resolved in simulations. We explicitly included the e↵ects
of molecular reach by modeling the dephosphorylation of CD28 by PD-1 as a sec-
ond order reaction whose rate was dependent on the separation distance between the











is the catalytic e ciency and L is the molecular reach of the reaction.
We calculated the function  3D under the assumption that PD-1 and CD28 can be














This function presents the probability density (in units of molecules / nm3 or µM) for
finding the enzyme and substrate at the same location when their respective receptors
are separated by a distance r within the plane of the plasma membrane. It depends
only on the membrane-position of the receptors, but accounts for the di↵usive motion
of the tethered enzyme and substrate within the cytosol (Zhang et al., 2019). Readers
92
interested in a more detailed discussion of the derivation should see (Van Valen et al.,
2009; Goyette et al., 2017a; Zhang et al., 2019).
As output of the model, we calculated the steady-state fraction of phosphorylated
CD28 as the concentration of PD-1 was increased. We first focused on a situation
where di↵usion is minimal, which may be the case when immune receptors bind their
ligands (Tolentino et al., 2008; O’Donoghue et al., 2013), interact with the cytoskele-
ton (Dushek et al., 2008; Treanor et al., 2010), and/or cluster (Yokosuka et al., 2012).
As expected, increasing the concentration of PD-1 reduced phosphorylation of CD28
(Fig. 4·4B). In this case, we found that increasing the molecular reach of the reac-
tion increased the potency of PD-1 so that fewer PD-1 molecules were necessary to
achieve the same level of inhibition. Unexpectedly, when using a di↵usion coe cient
representative of free mobility on the plasma membrane for trans-membrane recep-
tors (Dustin et al., 1997; Dushek et al., 2008), we found that increasing the molecular
reach decreased the potency of PD-1 so that more PD-1 molecules were necessary to
achieve the same level of inhibition (Fig. 4·4C).
We quantified the potency of PD-1 by calculating the concentration of PD-1 re-
quired to reduce the phosphorylation of CD28 by 50% (also known as IC50). A plot
of IC50 over L shows that PD-1 potency increases for small but decreases for large
di↵usion coe cients, with a transition at intermediate values of the di↵usion coe -
cient (D = 0.00125 µm2/s) where potency is largely unchanged (Fig. 4·4D). Taken
together, we find a switch in the e↵ect of changing molecular reach, with larger reaches
increasing receptor potency when di↵usion is slow but decreasing receptor potency
when di↵usion is fast.
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D = 1.25x10-2 μm2/s
D = 1.25x10-1 μm2/s
fast diffusion
slow diffusion
Figure 4·4: The potency of PD-1 receptor can increase or decrease
as the molecular reach of the reaction increases depending on di↵usiv-
ity. A) Schematic of species and biochemical reactions in our stochas-
tic spatial model. B-C) Steady-state fraction of phosphorylated CD28
([CD28⇤] / ([CD28⇤] + [CD28])) vs. [PD-1] for di↵erent values of the
molecular reach for B) a smaller di↵usion coe cient and C) a larger
di↵usion coe cient. D) Concentration of [PD-1] producing a 50% re-
duction in CD28 phosphorylation (also known as IC50) over the molec-
ular reach of the reaction for di↵erent values of the di↵usion coe cient.
Parameters are summarized in Table 4.1.
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Parameter Description Value
D Di↵usion coe cient indicated µm2 s 1
[PD-1] PD-1 concentration indicated nm 2
[CD28] CD28 concentration 0.0001 nm 2
  Phosphorylation rate 1.0 s 1
k⇤
cat
Catalytic e ciency 0.1 µM 1s 1
L Molecular reach indicated nm
Domain Periodic square 300 nm ⇥ 300 nm
Table 4.1: Parameters for the PD-1 model (Fig. 4·4)
4.2.2 E↵ect of molecular reach in physiological and idealized membrane
reactions
A key novelty of our membrane bound protein reaction model is in accounting for
reactions involving sites on molecular tails, which move through the volume proximal
to the membrane. This is achieved through the use of the 3D interaction kernel  3D
Eq. (4.2), which accounts for the motion and sti↵ness properties of the tails, bound
enzymes and substrates (Zhang et al., 2019). To determine the importance of the 3D
kernel to the observed switch in reaction e cacy, we replaced the physiological kernel











This 2D kernel forced chemical interactions to only occur within the plane of the
membrane (see Fig. 4·5), as in previous models (Dushek et al., 2011a). To simulate
this, and to generalize beyond the specific example of PD-1 acting on CD28, we re-
formulated the biochemistry of the model to a widely used scheme for the reversible
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Le = 1 nm
Le = 5 nm
Le = 10 nm
Le = 15 nm
Le = 20 nm
Le = 30 nm
Le = 40 nm
Le = 50 nm
Le = 60 nm
Le = 70 nm
Physiological Membrane Interactions, σ
3D
(r,L)
(molecules explore volume proximal to membrane)
Idealised Membrane Interactions, σ
2D
(r,L)
(molecules explore area within membrane plane)
Figure 4·5: Comparison of A)  3D and B)  2D over the membrane
separation distance (nm) for the indicated value of the molecular reach
of the reaction (L).
modification of a substrate by a kinase and phosphatase (Goldbeter and Koshland,










      * S + F
where S, E, and F are the substrate, kinase, and phosphatase, respectively, and ⇤
indicates the phosphorylation modification (Fig. 4·6A, B). As before, we allowed for
di↵usion of all chemical species, and highlight that the rate of these enzymatic re-
actions is proportional to the catalytic e cacies (ke
cat
and kfcat) multiplied by the
probability densities ( (r;Le) and  (r;Lf ) for physiological 3D or idealized 2D in-
teractions). The latter explicitly depends on the separation distance between the
molecules in the simulation (r) and on the reaction molecular reach; Le for the kinase
phosphorylating the substrate and Lf for the phosphatase dephosphorylating the sub-
strate. We note that when using the 2D kernel,  2D, two-dimensional catalytic rates
were obtained by rescaling the rates in Table 4.2. If the square patch of membrane
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/` and kfcat ! k
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cat/`.
We calculated the steady-state fraction of phosphorylated substrate as the number
of kinase molecules was increased. Using the physiological 3D kernel, we reproduced
the results for PD-1 (Fig. 4·4) where increasing the molecular reach increased the
potency of the kinase when di↵usion was slower but decreased its potency when
di↵usion was faster (Fig. 4·6C, D). When using the idealized 2D kernel, we found
that increasing the molecular reach of the reaction increased the potency of the kinase
when di↵usion was slower (Fig. 4·6F) but when di↵usion was faster it had no e↵ect
on the potency of the kinase (Fig. 4·6G). The same results hold when using the
physiological 3D kernel but receptors are allowed to di↵use in the cytosol (Fig. 4·7).
As before, we summarized these results by calculating the potency of the kinase as a
function of the molecular reach for the physiological and idealized kernels (Fig. 4·6E,
H). We confirmed that using the idealized 2D kernel in the PD-1 model of the last
section also led the molecular reach to have a minimal e↵ect in the reaction-limited,
i.e. fast di↵usion, regime (Fig. 4·8).
Taken together, these results highlight that the observed switching behavior in po-
tency as molecular reach is increased is observed when using a physiological 3D kernel
but not an idealized 2D kernel. We conclude that the 3D nature of 2D interactions
can have profound e↵ects on biochemical reaction rates.
4.3 A minimal two-particle Doi model for explaining molec-
ular reach phenotype
The preceding models we have considered demonstrate a clear switch in how the ef-
ficacy (quantified as potency) of tethered signaling reactions depends on molecular
reach for large versus small di↵usivities when molecules are confined to the 2D plasma
































Physiological Membrane Interactions, σ
3D
(r,L)
(molecules explore volume proximal to membrane)
Idealised Membrane Interactions, σ
2D
(r,L)





































































































D = 1.25x10-6 μm2/s
D = 0.0125 μm2/s
D = 1.25x10-6 μm2/s























































Figure 4·6: The switch in e cacy when increasing the molecular reach is
only observed when explicitly allowing enzymes to explore the volume prox-
imal to the membrane. Here L
e
is varied from 1nm to 70nm to explore the
e↵ect of increasing reach. A-B) Schematic of the biochemical model show-
ing the reversible modification of a substrate by a kinase and phosphatase
with reactions taking place A) within a volume proximal to the membrane
or B) artificially confined to the plane of the membrane. The phosphoryla-
tion of the substrate is calculated in the steady-state for the physiological
geometry (C, D) or the idealized geometry (F, G) when di↵usion is lim-
iting reactions (C, F) or when it is not limiting (D, G). Calculations are
shown for di↵erent values of the molecular reach parameter for the kinase
(legend in panel D applies to panels C, D, F, G). The potency of the kinase
over the molecular reach is shown for the E) physiological and H) idealized
geometry. All parameters are summarized in Table 4.2. Note, when us-









































































































0 20 40 60
1
10
D = 1.25x10-6 μm2/s (Difusion-limited)
D = 1.25x10-2 μm2/s (Reaction-limited)
Figure 4·7: Reproducing Fig. 4·6A,C,D,E when molecules freely dif-
fuse in 3D using the physiological 3D interaction kernel  3D. A)
Schematic of model highlighting that molecules are not confined to
a membrane. B-C) Fraction of phosphorylated substrate in the steady-
state for the indicated values of the molecular reach of the reaction
when reactions B) are limited by di↵usion or C) are not limited by di↵u-
sion. D) The ratio of kinase-to-phosphatase that produces half-maximal
phosphorylation over the molecular reach of the reaction showing that
increasing the molecular reach can only increase potency in this geome-
try. Parameter values: [S] = 8.5⇥104µm 3, [F] = 9.4⇥104µm 3, domain






































































L = 1 nm
L = 2 nm
L = 4 nm
L = 8 nm
L = 16 nm





D = 1.25x10-6 μm2/s
D = 1.25x10-1 μm2/s
0 10 20 30
0.01








Idealised Membrane Interactions, σ
2D
(r,L)
(molecules explore area within membrane plane)
Figure 4·8: Reproducing Fig. 4·4 using the idealized 2D interac-
tion kernel  2D shows that increasing the molecular reach A) increases
PD-1 potency in the di↵usion-limited regime but B) has no e↵ect in
the reaction-limited regime. C) The potency over the molecular reach
quantified from A and B.
100
Parameter Description Value
[S] Substrate concentration 100 µm 2
[E] Kinase concentration indicated
[F] Phosphatase concentration 112 µm 2
Ds Substrate di↵usivity indicated µm2 s 1
De Kinase di↵usivity indicated µm2 s 1
Df Phosphatase di↵usivity 6.25 ⇥ 10 4µm2 s 1
ke
cat
Kinase catalytic e ciency 0.04µM 1s 1
kfcat Phosphatase catalytic e ciency 0.01µM
 1s 1
Le Kinase molecular indicated nm
Lf Phosphatase molecular reach 15 nm
Domain Periodic square 300 nm ⇥ 300 nm
Table 4.2: Parameters for reversible phosphorylation model (Fig. 4·6)
are forced to interact within the plane of the membrane. To understand what gives
rise to this switch, and why it is not present when the molecules react in the mem-
brane plane, we developed a simplified two-particle Doi model that could be solved
analytically.
4.3.1 Model simplifications
As the switch is observed to depend on the molecular reach, we first simplify the
setting to a system containing just one A molecule and one B molecule, which can
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Figure 4·9: The well-mixed mean reaction time, hT i, of the two-
particle A+B
kcat (r;L)
      * ; reaction changes its dependence on molecular
reach for small vs. large di↵usivities when the molecules di↵use in a
(2D) membrane, but their tails can react in the (3D) cytosol. For
each value of D and L we estimated hT i from 50000 CRDME-SSA
simulations. 95% confidence intervals for each curve are given by dashed
lines of the same color (barely visible). The catalytic rate kcat was 0.1
µM 1s 1.
and assume that the A molecule is stationary and located at the origin, while the B
molecule di↵uses. We will consider three cases: the physiological model where the B
molecule di↵uses in 2D and tails interact in 3D (through the 3D Gaussian,  3D(r;L));
a model where the B molecule di↵uses in 2D but tails are forced to only interact in
2D (through the 2D Gaussian,  2D(r;L)); and a model where the B molecule di↵uses
in 3D and tails interact in 3D (through the 3D Gaussian,  3D(r;L)). In the remainder
we denote these three combinations as the 2.5D, 2D, and 3D models respectively (see
Fig. 4·11).
Assume the two molecules di↵use within a square (2.5D or 2D) or a cube (3D), ⌦,
where the length of each edge of the square (cube) is 300nm. Denote by p(x,y, t) the
probability density an A molecule at x 2 ⌦ and a B at y 2 ⌦ have not yet reacted
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at time t. We consider the VR model,
@p
@t






with reflecting boundary conditions on the boundary, @⌦, in each of x and y. Here
kcat is the catalytic rate of the reaction and L the molecular reach. |⌦| denotes
the area (or volume) of ⌦, so that the initial condition corresponds to starting both
molecules well-mixed (i.e. uniformly distributed) within ⌦.
We will focus on the behavior of the well-mixed mean reaction time (MRT), i.e.
the average time for the di↵using A and B molecules to react assuming they are each
placed randomly within ⌦. Let T denote the random time at which the A and B
molecules react. The exact well-mixed MRT is then given by the average of T , which








p(x,y, t) dx dy dt. (4.6)
We simulate an approximation to the stochastic process of the two molecules
di↵using and reacting using the CRDME SSA (see Chapter 3). Figure 4·9 shows the
estimated well-mixed MRT from 50000 CRDME SSA simulations in 2.5D. Observe
that the well-mixed MRT reaction statistics is able to (qualitatively) capture the
switch in the molecular reach dependence as we increase the di↵usivity.
While analytically solving for the exact hT i satisfying Eq. (4.6) is impractical,
we therefore simplify Eq. (4.5) by transforming to a radially symmetric problem on
a circle (sphere) of equivalent area (volume). In this reduced model one molecule
is assumed stationary at the origin, while the other molecule di↵uses with relative
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di↵usivity D within a circle (sphere) of radius R about the origin. The MRT u(r) for
















where d = 2 for the 2.5D and 2D models, and d = 3 for the 3D model. We also
assume u(0) is finite, since the time for the two molecules to react should remain
finite even when their initial positions are the same. The corresponding well-mixed








where again, d = 2 for the 2.5D and 2D models, and d = 3 for the 3D model. Equa-
tion 4.7 is easily solved by a standard finite volume discretization. Figure 4·10 (solid
lines) shows that in 2.5D this model gives almost identical results to the CRDME
SSA approximation of Eq. (4.5) shown in Fig. 4·9.
Due to presence of the 3D Gaussian interaction term  (·;L) in Eq. (4.7), it is still
impractical to solve hT i satisfying Eq. (4.8). We then perform one final transform by
approximating Eq. (4.7) by a Doi model. In the Doi model we assume the B molecule
di↵uses with di↵usivity D within a circle (sphere) of radius R about the origin. R
was chosen so that the area (volume) of the circle (sphere) was identical to that of
the square (cube) with sides of length 300nm used in the preceding sections. We
replace the Gaussian interaction kcat (r;L) by an approximating indicator function
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 , 0  r  ",
0, " < r.
Here   corresponds to the probability per time the molecules react when within a
reaction-radius, ", of each other.
The MRT w(r) for a di↵using molecule that is initially placed a distance r from
















where d = 2 when the B molecule di↵uses within a circular patch of membrane (2.5D
and 2D models), and d = 3 when the B molecule di↵uses within a spherical volume of
cytosol (3D model). A no-flux boundary condition is used to prevent the B molecule
from leaving the circle (sphere), and we assume that w(0) is finite (since the mean
reaction time should be finite even if the molecules start at the same location). The







The 2.5D well-mixed MRT, hT i, corresponding to substituting the solution of
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  , ⇢ > 1,
(4.11)
where ⇢ = "/R and R̂ = R
p
 /D.





F (⇢), ⇢  1,
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To make use of Eqs. (4.11) and (4.12), we need to determine the corresponding Doi
reaction rate and reaction radius.   and " are calculated by matching the total volume
and the first moment of  3D for the 2.5D and 3D models. That is, given kcat and L,
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n dr, n = 2, 3. (4.14)
We find that











where ↵ = 16/(3
p
6⇡).
When using  2D in the 2D model,   and " are calibrated by matching the total









n dr, n = 1, 2. (4.16)
In this case, we obtain










In both calibrations we find that " / L Eqs. (4.15) and (4.17), so that in the
remainder we will interchangeably discuss changing " or L. Notice, we now see the
key di↵erence from the use of a 3D interaction kernel;   now scales like L 2 in the
pure 2D model instead of L 3 as we previously found for the 2.5D and 3D models.
To ensure that the replacement of the Gaussian interaction with the indicator
function and immobility of the A molecule do not qualitatively change the behavior of
the system, we compared Eq. (4.11) to a 2.5D CRDME model in which both molecules
di↵use and react through  3D. We demonstrate in Fig. 4·10 that hT i obtained from
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Figure 4·10: The well-mixed MRT hT i determined from the numerical
solution of the Gaussian interaction model given by Eq. (4.7) (solid
lines) and exact solution to the Doi step function interaction model
given by Eq. (4.9) using calibrated   and " values (dashed lines). (A)
2.5D model, having Doi solution Eq. 4.11 and calibration Eq. (4.15);
(B) 2D model, having Doi solution Eq. (4.11) and calibration Eq. (4.17);
(C) 3D model, having Doi solution Eq. (4.12) and calibration Eq. (4.15).
The area (2D)/volume (3D) of the circle/sphere is chosen to be the same
as the square/cube of side length 300 nm. For A and C the catalytic
rate kcat is set to be 0.1 µM 1s 1. For B the 2D catalytic rate kcat is
1
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⇥ 106 µM 1s 1m 1 = 553.4341 (nm)2s 1.
solutions of the Doi model Eq. (4.9) gives good qualitative agreement with the results
of these CRDME SSA simulations.
Remark 4.3.1. Here we calibrate parameters by matching the total volume and the
first moment of  3D in 3D for both the 2.5D and 3D models, whereas for the pure 2D
model we match the total volume and the first moment of  2D in 2D. One can also
choose di↵erent calibrations – volume and the second moment or the first and second
moments or higher order moments. We note that in all cases, the scalings of " and  
do not change. In Appendix I we summarize in Table I.1 the scalings of " and   using
di↵erent calibrations, and we show in Appendix J that the qualitative behavior of the
well-mixed MRT of the Doi model does not change using parameters from di↵erent
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calibrations.
4.3.3 Analytical results using the simplified model
To further simplify Eqs. (4.11) and (4.12) for the 2.5D model, we note that L/R is
small in the biologically relevant parameter regime, so that ⇢ = "/R = ↵L/R is also







(2 ln(⇢) + 1) + O(⇢2), ⇢ ! 0. (4.18)
Using the calibrated parameters in Eq. (4.15), the 2.5D well-mixed MRT hT i can



























, ↵LR > 1.
(4.19)
We use the same parameter calibration Eq. (4.14) as we used for the 2.5D Doi
model Eq. (4.9) with 3D Gaussian interaction. Expanding Eq. (4.12) in ⇢ for ⇢ ⌧ 1







































, ↵LR > 1,
(4.21)
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where ↵ = 16/(3
p
6⇡).
Using a similar approach to the preceding analysis, the well-mixed MRT of the
Doi model Eq. (4.9) can be found analytically for the 2D (Eq. (4.11) with calibration
given by Eq. (4.17)). Its corresponding asymptotic expansions for ⇢ ⌧ 1 are given
by Eqs. (F.1) and (4.21).
In summary, we find that over the physical range of molecular reach values, the
exact solutions for hT i from the 2.5D, 2D, and 3D Doi models can be approximated













































5D , (3D) (4.22c)
where µ =
p
3⇡/8. As shown in (Zhang et al., 2019), for physiological values of L
and D these expansions agree well with numerical solutions to this model when using
the original Gaussian interactions instead of the Doi indicator functions, see Fig. H·1
in Appendix H.
Figure 4·11 plots the three asymptotic expansions as L and D are varied. Similar
to our earlier models, in the physiological 2.5D case (see Fig. 4·11B), we again see
that when the di↵usivity is small the reaction is most e↵ective (hT i is smallest) for
large values of the molecular reach, while for large di↵usivities the reaction is most
e↵ective for small values of the molecular reach. In contrast, we observe that in
both the 2D (see Fig. 4·11E) and 3D (see Fig. 4·11H) models increasing the reach
always increases the reaction e cacy (decreases hT i). We confirmed the latter result
by simulating the biochemical model of the previous section in the fully 3D setting
(molecules di↵use in 3D and interact using the 3D kernel) showing that, like the Doi




























































Figure 4·11: The well-mixed mean reaction time (MRT), hT i, only
demonstrates a switch in dependence on molecular reach for small vs.
large di↵usivities when considering membrane-bound molecules with
cytosolic tails that react in 3D (2.5D model). In all figures solid
lines correspond to the asymptotic expansions in Eq. (4.22a) (B/C),
Eq. (4.22b) (E/F), or Eq. (4.22c) (G/H). Dashed lines give scaling be-
havior as a function of L. B) 2.5D model well-mixed MRT over physical
parameter range. C) Same as B but showing an expanded range of L
values. E) 2D model well-mixed MRT over physical parameter range.
F) Same as E but showing an expanded range of L values. H) 3D
model well-mixed MRT over physical parameter range. I) Same as H
but showing an expanded range of L values. In C, F and I an extreme
range of L values is used to demonstrate the di↵erent scaling regimes
of hT i in L. The vertical red line gives the L value such that "/R = 1,
corresponding to when the Doi interaction distance, ", is equal to the
domain radius, R. Note, as " ! R from below the asymptotic ex-
pansions break down since "/R 6⌧ 1. For B, C, H and I the catalytic
rate kcat is 0.1 µM 1s 1. For E and F the 2D catalytic rate kcat is
1
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increases (see Fig. 4·7).
As we show in the Appendix G, the first two terms in each of the three asymptotic































Here E[TRL] denotes the reaction limited well-mixed MRT, corresponding to the well
mixed MRT when di↵usion is assumed to be infinitely fast, see Eq. (G.1). hTDLi
denotes the leading order asymptotic expansion of the di↵usion limited well-mixed
MRT for "/R ⌧ 1, see Eq. (G.2). This corresponds to the di↵usion limited regime,
where the molecules are assumed to react instantly upon reaching a separation of ".
We therefore see that the well-mixed mean reaction time hT i can be (approximately)
interpreted as the average time for the two molecules to get close enough to react
(E[TDL]), added to the average time for the two molecules to react when di↵usion is
su ciently fast that the B molecule is always well-mixed (E[TRL]).
The regime where hT i can increase as L increases only arises in the physiological
2.5D model. It is due to the reaction-limited well-mixed MRT, E[T (2.5D)
RL
], which is
proportional to L. Equation (G.1) shows that in both the 2D and 3D models the
reaction limited well-mixed MRT is always independent of L, while Eq. (G.2) shows
that the leading order di↵usion limited well-mixed MRTs are decreasing in L for any
di↵usivity in all three models. The scaling of E[T (2.5D)
RL
] in L results from the use of a
3D Gaussian interaction (with units of inverse volume) in a planar region (with units
of area), resulting in an e↵ective well-mixed bimolecular reaction rate kRL that scales
like L 1. Since E[T (2.5D)
RL
] = ⇡R2/kRL, we find that E[T (2.5D)RL ] / L (see Appendix G
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A B CL r L = O(r) L r
Figure 4·12: For slowly di↵using membrane-bound proteins, reac-
tion potency is maximized when the reach, L, is comparable to the
protein separation, r. (A) When the reach is much smaller than the
protein separation, the cytosolic tails are too short to allow the reactive
enzymatic/substrate sites to be in contact. (B) When the reach is com-
parable to the protein separation, the probability of contact between
the reactive sites is maximized. (C) When the reach is much larger
than the protein separation, the cytoplasmic tails explore too large a
3D volume proximal to the membrane so that the reactive sites rarely
encounter each other.
for details).
4.3.4 A physical explanation for the switch-like behavior
We can interpret the (physical) di↵erences between the di↵usion- and reaction-limited
regimes as follows. The di↵using molecule is initially placed randomly, but in the limit
of very slow di↵usion is e↵ectively stationary. Let the initial separation between the
two reactants be r. The probability the reactive sites are in contact is then maximized
for L = O(r) in both  3D and  2D. If L ⌧ r, the cytoplasmic tails will be too short
to contact each other, see Fig. 4·12A. If L   r the tails will explore a large region of
space and rarely encounter each other, see Fig. 4·12C. When the domain size is much
larger than the reach, most initial positions of the slowly di↵using reactant will have
r   L. As such, increasing the reach would be expected to reduce the average of the
mean reaction time over the domain (which by definition is the well-mixed MRT).
In the limit of very fast di↵usion, we think of the di↵using reaction partner as
always existing in a uniform probability cloud. The overall reaction process is like a
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first order reaction undergone by the stationary reactant, with e↵ective rate constant,
ke↵. ke↵ is given by the product of two factors. The first is the probability the
di↵using reactant is su ciently close to the stationary reactant to react, i.e. within
" = O(L) of the stationary reactant in the Doi model. As the di↵using reactant is
well-mixed, this probability scales like L2 when di↵using within the membrane, and
like L3 when di↵using in three-dimensions. The second factor is the probability per
time the molecules can react once su ciently close, given by   in the Doi model.
For  3D, the latter scales like L 3, see Eq. (4.15), while for  2D the latter scales
like L 2, see Eq. (4.17). These scalings reflect the e↵ective region over which the
(equilibrated) tails must search for each other once the proteins are su ciently close,
with size O(L3) in the 2.5D and 3D models, and size O(L2) in the 2D model. ke↵ is
therefore constant in the 2D and 3D models, while scaling like L 1 in the 2.5D model
(and hence the well-mixed mean reaction time will scale like k 1
e↵
= O(L), as observed
in Fig. 4·11C). We therefore see that in the reaction-limited regime, we can interpret
the behavior of the reaction time as being a balance between an exploration e↵ect of
the two proteins (the two molecules are close enough to react, an increasing function
of L) and a dilution e↵ect (the e↵ective concentration of the reactive site complex
within the region explored by the tails, a decreasing function of L).
In summary, we find that for tethered signaling reactions the reaction time (i.e.
hT i) can exhibit a di↵erent functional dependence on molecular reach over physio-
logical parameter regimes when di↵usion is fast vs. slow. This arises from having
3D interactions between cytoplasmic tails of molecules confined to di↵use within a
2D membrane (2.5D model). We also find that when di↵usion is su ciently fast,
the reaction time is independent of L for molecules di↵using and reacting in 3D (3D
model), or di↵using and reacting purely in 2D (2D model). In contrast, the reaction
time is still dependent on L for molecules di↵using in the membrane but reacting
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through the 3D interaction kernel (2.5D model). This illustrates how molecular reach




To contribute to the study of the early-stages of T cell activation signaling, particu-
larly in examining the influence of molecular reach on membrane-confined reactions,
we developed a particle-based model (CRDME) that can be simulated using the SSA
(see Chapter 3), and a coarse-grained model that can be solved analytically (see
Chapter 4).
To recapitulate, in Chapter 2 we have given a general formulation for the steady-
state detailed balance condition for all PBSRD models. One benefit to the detailed
balance is that it o↵ers guideline for determining the statistically correct reaction
mechanisms in simulations. As we demonstrated in Section 2.3.1, while simulating
using either the Doi VR or SCK CRmodel in a bounded domain, the product molecule
might end up outside the domain. Although there are many di↵erent computational
approaches to handle such situations, according to detailed balance a rejection mecha-
nism needs to be enforced. That is, upon unbinding, if one of the products is sampled
outside the domain, the unbinding event is not executed (Isaacson and Zhang, 2018).
Despite its application in computation, detailed balance plays an important role in
studying the binding and unbinding mechanisms. As we illustrated in Section 2.3.2,
with the help of detailed balance we can identify the unknown reaction mechanism
up to some constant depending on the dissociation constant, Kd. We note that this
unknown constant can presumably be fit by determining the steady-state probability
of being in the bound state versus the unbound state, or one might be able to measure
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the dissociation constant from experiments. The properties of the detailed balance
condition enable us to extend existing models to encapsulate reversible reactions and
ultimately study a broader class of cellular processes.
By using a hybrid discretization method that combines a finite element discretiza-
tion of the di↵usion term, and a finite volume discretization of reaction terms, we have
developed a convergent lattice jump process approximation, the convergent reaction-
di↵usion master equation (CRDME), to the abstract VR model for reversible reactions
(see Chapter 3). The final CRDME can handle general bimolecular interaction func-
tions on both structured and unstructured polygonal meshes, including the popular
Doi reaction model. The flexibility of the CRDME approach allows the reuse of a
variety of methods for approximating the spatial di↵usion of molecules developed for
the RDME model. These include the Cartesian grid cut cell finite volume method
of (Isaacson and Peskin, 2006) and the unstructured grid finite volume method of
(Hepburn et al., 2012). As we demonstrated in Section 3.5, this enables the use of
the CRDME to study complex PBSRD models within realistic domain geometries
arising from cellular imaging data.
One benefit to our CRDME approach is that it is equivalent to the popular RDME
model in its treatment of spatial transport (i.e. di↵usion) and linear reactions, while
converging to an underlying spatially-continuous particle model in the spatial limit
that the mesh spacing approaches zero (whereas in two or more dimensions the RDME
loses bimolecular reactions in such limits). This special feature enables CRDME-
based models to immediately reuse many of the extensions to the RDME that have
been developed to optimize simulation performance, as well as extend the CRDME
to more general spatial transport mechanisms.
In our work, we have also not discussed how to evaluate the reactive jump rate
integrals for +ij and 
+
ijk in three-dimensional domains. While the method we devel-
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oped in (Isaacson and Zhang, 2018) for evaluating such integrals in two dimensions is
straightforward, it is more complicated in three dimensions, where one must rapidly
and accurately evaluate volumes of intersection between spheres and polyhedra. In
limited testing we have found that the recently developed primitive intersection li-
brary from (Strobl et al., 2016) o↵ers good performance and accuracy in many cases.
It can then be wrapped within adaptive quadrature routines to evaluate integrals of
volumes of intersection over polyhedra in a similar manner to how we wrapped our
2D area of intersection method to evaluate integrals over polygons in (Isaacson and
Zhang, 2018).
In our study of tethered signaling reactions among TCRs using a combination of
spatial simulations of the CRDME and analytical methods of a coarse-grained model,
we found that increases in molecular reach can increase reaction rates (or receptor
potency) when di↵usion is slow but decrease reaction rates (or receptor potency) when
di↵usion is fast (see Chapter 4). This switch is critically dependent on molecules
di↵using in 2D but explicitly allowing them to react in the 3D volume proximal to
the membrane using a 3D reaction kernel. Our work underlines the importance of
the 3D nature of 2D membrane-confined reactions.
It is still an open problem to understand how membrane confinement modulates
receptor/ligand binding and biochemical reactions. Mathematical models of mem-
brane reactions commonly restrict molecules to not only di↵use in 2D, but also to
react through 2D interactions (Dushek et al., 2011b; Haugh, 2002; Monine and Haugh,
2005; Abel et al., 2012; Lawley and Keener, 2016). Although trans-membrane do-
mains (i.e. that localize PD-1 and CD28) and membrane-anchoring modifications
(i.e. palmitoylation that localize LCK) restrict molecules to di↵use in the 2D mem-
brane, their tethers allow them to explore a 3D cytoplasmic volume that is proximal
to it. The switch in e cacy that we found in Chapter 4 (Zhang et al., 2019) critically
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depended on using a physiological 3D kernel; using an idealized 2D kernel that forced
molecules to interact within the plane of the membrane did not produce the switch.
We have explored the molecular reach of the reaction primarily using a stationary
Gaussian reaction kernel inspired by the WLC polymer model. It is likely that in
some biological situations the polymer does not equilibrate in a short time (stationary
assumption) and/or the kernel is not Gaussian. We have shown in (Zhang et al.,
2019) that the stationary assumption is valid in our simulations, but this assumption
will break down if, for example, longer tethers are simulated. A Gaussian kernel is
expected to accurately capture the molecular reach of freely di↵using unstructured
polypeptide chains such as the unstructured cytoplasmic tails of immune receptors
(Dushek et al., 2012). However, there is evidence that the cytoplasmic tails of NTRs,
including CD28, may have regulated interactions with the plasma membrane (Xu
et al., 2008; Zhang et al., 2011; Dobbins et al., 2016; Yang et al., 2017) which may
lead to a non-Gaussian kernel. Similarly, a Gaussian kernel is expected to only be an
approximation when applied to structured proteins like SHP-1/SHP-2 that contain
multiple domains connected by flexible linkers. We note that experimental data of
tethered dephosphorylation by SHP-1 was well-fit by a Gaussian kernel (Goyette et al.,
2017b). Nonetheless, careful consideration is needed when formulating a 3D reaction
kernel and it may be feasible to determine the kernel using molecular dynamics or
coarse-grained mesoscale simulations (Michalski and Loew, 2016) that can be adapted
to the specific molecules of interest.
The ability of receptors within the NTR or immuno-receptor group (Dushek et al.,
2012) to regulate the phosphorylation of specific substrates is dependent on the sig-
naling protein recruited by the receptor (i.e. SHP-2 in the case of PD-1), by the
specificity of the signaling protein to the specific substrate (i.e. SHP-2 has the ability
to dephosphorylate CD28 (Hui et al., 2017)), and the ability of the receptor and sub-
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strate to localize (i.e. PD-1/CD28 co-clustering (Yokosuka et al., 2012)). In addition
to these mechanisms, our result demonstrates that the molecular reach of a reaction
may also control the ability of a receptor to regulate the phosphorylation state of
the substrate and hence determine receptor potency. A key question that the present
work raises is whether increasing the molecular reach will increase or decrease recep-
tor potency? Although PD-1 and CD28 are expected to be mobile on resting T cells,
their relative mobility within ligand-induced clusters has yet to be investigated. Our
result indicates that increasing the molecular reach of this reaction will only increase
PD-1 potency if their mobility is reduced within these approximately 100 nm clusters
(Yokosuka et al., 2012).
5.1 Directions for future research
Moving forward, there are numerous interesting problems regarding T cell signaling
that we can explore either through direct implementation of the results we have
derived, or by further extending the CRDME to include a more general transport
mechanisms. A few of them are listed as follows.
An unstructured mesh CRDME for reversible reactions with drift di↵usion
In the co-stimulatory T cell signaling pathways we have studied in our previous work,
di↵usion is one of the transport mechanisms during the early stages of signal prop-
agation, particularly for protein motion within the cell membrane. A challenge in
modeling the motion of such proteins is that there are also many other factors that
can influence their di↵usion. For instance, in T cell synapse formation in recognition
of antigens, protein di↵usion is influenced by membrane geometry and chemical inter-
actions between proteins, and by drift induced from contraction of F-actin fibers near
the cell membrane (DeMond et al., 2008; Smith-Garvin et al., 2009; Yi et al., 2012;
Murugesan et al., 2016; Basu and Huse, 2017; Siokis et al., 2018). It is, therefore,
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necessary to develop a CRDME that incorporates drift-di↵usion due to conservative
forces.
In order to model cellular processes with drift-di↵usion driven by potential fields,
we are working on extending our previous numerical method (Isaacson and Zhang,
2018) to incorporate variable di↵usivity and drift due to potential fields in a bounded
domain ⌦ in R2 and R3. Similar to our unstructured mesh CRDME (Isaacson and
Zhang, 2018), we approximate the reaction terms using a standard finite volume
method. As the di↵usion term consists of functions describing the potential fields,
standard linear finite elements are no longer su cient to generate a matrix repre-
senting the transition rates among di↵erent mesh voxels. To be more specific, the
standard linear finite element method may give a sti↵ness matrix with negative o↵-
diagonal entries for the types of 2D surface and 3D volume meshes we will reconstruct
from imaging data; and therefore, leads to a matrix that does not correspond to a
transition rate matrix. We thus implement a modified finite element method (Xu and
Zikatanov, 1999) that allows us to construct transition rate matrices for drift-di↵usion
processes on the same meshes for which we can handle purely di↵usive transport.
Once the convergence and the order of accuracy of this hybrid method are verified,
we can then apply the method to study TCR signaling pathways during immunological
synapse formation.
Optimization of the unstructured mesh CRDME
T cell signaling pathways typically involve a large number of interacting particles,
which can potentially make SSA simulations of the CRDME computationally expen-
sive. In our previous work we relied on the NRM, which is a simple variant of the
method for well-mixed reactions developed in (Gibson and Bruck, 2000). We found
that using such a method can be time-consuming when simulating complex chemical
reactions. It is then necessary to develop optimized simulation methods for the jump
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processes associated with the CRDME. Once such optimized simulation methods are
available, it would be interesting to compare the computational work to achieve a
given accuracy with the CRDME to that required by Brownian Dynamics methods
for solving the Doi model and ultimately implement them to the future study of T
cell signaling.
Antibody binding to immobile antigens in surface plasmon resonance
There is a large interest in characterizing the binding of bivalent antibodies to their
antigen ligands through surface plasmon resonance (SPR), where an antibody is in-
jected over a surface of the immobilized ligand and binding can then be measured with
high sensitivity over time. The typical mathematical model that is used to fit such
experimental data is a two-step binding model that ignores the spatial distribution
of the antibodies, and as a result seldomly provides accurate predictions.
To resolve this issue, we first extend the model to include stochastic and spatial
elements of antibody interactions, and then we derived a mean field particle model
with equations for the first three moments. In order to proceed with simulations and
future studies, we first define the unbinding mechanism by imposing the detailed bal-
ance condition we derived for PBSRD models, followed by deriving a PDE model via





L di↵usion operator in x and y
Lb di↵usion operator in z
D(x,y) 2d by 2d di↵usivity matrix for A and B.
Db(z) d by d di↵usivity matrix for C.
⌦2
free
subset of points in ⌦2 where the A and B molecule pair, (x,y),
can be located.
+(z|x,y) probability density per time an A + B ! C reaction occurs
producing a C at z given an A at x and a B at y.
 +(x,y) probability per time an A molecule at x and a B molecule at y try
to react.
̂+(z|x,y) probability density a reaction successfully occurs producing a C
molecule at z given that an A at x and a B at y tried to react.
̂+(x,y) probability that an A molecule at x and B molecule at y which try
to react are successful.
 (x,y|z) probability density per time a C ! A+ B reaction occurs
producing an A at x and B at y given a C molecule at z.
   probability per time a C molecule tries to dissociate apart.
̂ (x,y|z) probability density a reaction successfully produces
an A at x and B at y given that a C at z tried to split apart.
̂ (z) probability a C molecule at z which tries to dissociate is successful.
Table A.1: Notation when all three molecules may di↵use. Here
“probability density” is with respect to spatial variables.
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Appendix B
Proof of Eq. (2.7)




Proof. Let v(x,y) be an arbitrary test function with compact support. We define a
change of variable
r = x   y, w = ax+ by, (B.1)
where a, b are some constants.










v(x(r,w),y(r,w)) dS(r) dw. (B.2)
By the definition of the delta surface measure, we begin by rewriting the integral
as Z
R2d




We let  (x,y) = |x   y|, which gives |r (x,y)| =
p






















v(x,y) ( (x,y)   ") dx dy.
(B.4)




v(x,y) ( (x,y) ") dx dy =
Z
R2d
v(x(r,w),y(r,w))  ( (x(r,w),y(r,w))   ") dr dw,
(B.5)












































Detailed Balance for the SCK CR Model
In the SCK CR model, the proposed reactive terms are given as follows
+(z|x,y) = ↵
p









To verify that these reaction terms satisfy detailed balance, we will show that
Eq. (2.19) holds for all (x,y) 2 ⌦2
free
and all z 2 ⌦. The dissociation constant, Kd,

















































Here we have used the scaling properties of the   function that  ( x) =  (x)/ d and
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  @B(1  )"(0)

























Equivalence of Weak Forms of the SCK
CR Model





(x,y, t) = rx,y · ⌦2\R[@R(x,y)D(x,y)rx,yp(x,y, t)












rx,yp(x,y, t) · ⌘(x,y) = 0, 8(x,y) 2 @⌦
2.
(D.1)
Let V be the appropriate space of test functions. Choose v(x,y) 2 V , an arbitrary









(x,y, t)v(x,y) dx dy. (D.2)











rx,yv(x,y) · [D(x,y)rx,yp(x,y, t)] dx dy.
(D.3)
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The the association term of Eq. (D.1) is
Z
⌦2




⌦( x+ (1    )y)p(x,y, t)v(x,y) dS(x,y).
(D.4)













pb(z, t) dz v(x,y) dx dy,







  (z    x   (1    )y)
 @B(1  )"(0)(x   z)  @B(1  )"(0)










 @B(1  )"(0)((1    )(x   y))  @B(1  )"(0)
































































pb ( x+ (1    )y, t) ⌦( x+ (1    )y)v (x,y) dS(x,y).
(D.5)
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Substituting Eqs. (D.2), (D.3), (D.4), and (D.5) into Eq. (D.1) to obtain the weak




















pb( x+ (1    )y, t) ⌦ ( x+ (1    )y) v(x,y) dS(x,y).
(D.6)




(x,y, t) = rx,y · [D(x,y)rx,yp(x,y, t)] , 8(x,y) 2 ⌦
2
\ R [ @R,
with the boundary condition
 D(x,y)rx,yp(x,y, t) · ⌘(x,y)









































pb( x+ (1    )y, t) ⌦ ( x+ (1    )y)
v(x,y) dS(x,y),
which recovers Eq. (D.6).
In what follows we repeat the same calculation for the probability density of the
bound state by considering following the weak form of the SCK CR model
@pb
@t


















 @R(x,y) (z    x   (1    )y)p(x,y, t) dx dy,
rz⇢b(z, t) · ⌘(z) = 0, 8z 2 @⌦.
(D.7)
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Let W be the appropriate space of test functions. Choose an arbitrary test func-





pb(z, t)w(z) dz. (D.8)





























pb(z, t)w(z) dx dy dz, (D.10)

























p(x,y, t)w( x+ (1    )y) dS(x,y).
(D.11)
Substituting Eqs. (D.8), (D.9), (D.10), and (D.11) into Eq. (D.7), we obtain the weak
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p(x,y, t)w( x+ (1    )y) dS(x,y).
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Appendix E
General Multi-particle A +B ⌧ C
Reaction
We consider the general multi-particle A+B ⌧ C reaction within a bounded domain
⌦ ⇢ Rd. We will show that the natural generalization of the discretization procedure
used in Sections 3.2 and 3.3 to derive the master equation approximation Eq. (3.24)
also leads to a master equation approximation for the general multi-particle case. This
new master equation corresponds to the forward Kolmogorov equation for the jump
process given in Table. 3.1, demonstrating that the multi-particle system’s transition
rates are simply the two-particle transition rates multiplied by the number of possible
ways each transition event can occur given the current system state.
We first formulate the general multi-particle abstract volume reactivity model,
using a similar notation to (Doi, 1976a; Doi, 1976b; Lachowicz, 2011). Denote by
A(t) the stochastic process for the number of species A molecules in the system at
time t, with B(t) and C(t) defined similarly. Values of A(t), B(t) and C(t) will be
given by a, b and c (i.e. A(t) = a). When A(t) = a, we will let Qal (t) 2 ⌦ label the
stochastic process for the position of the lth molecule of species A within the domain
⌦. qal will denote a possible value of Q
a
l (t). The species A position vector when
A(t) = a is then given by
Qa(t) = (Qa
1
(t), . . . ,Qaa(t)) 2 ⌦
a,
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where ⌦a = ⌦ ⇥ · · · ⇥ ⌦ ⇢ Rda.
Similarly, qa will denote a possible value of Qa(t),
Qa(t) = qa = (qa
1
, . . . , qaa).






b and qc will all be defined analogously.






With this notation, denote by f (a,b,c)(qa, qb, qc, t) the probability density that
A(t) = a, B(t) = b and C(t) = c with Qa(t) = qa, Qb(t) = qb and Qc(t) = qc. We
assume that molecules of the same species are indistinguishable, that is for 1  l <








































with similar relations holding for permutations of the molecule orderings within qb























Here the bracketed term corresponds to the probability of having a given number of
each species, i.e.















We denote by f(t) the overall probability density vector,
f(t) = {f (a,b,c)(qa, qb, qc)}a,b,c,
so that the component of f(t) indexed by (a, b, c) is f (a,b,c)(qa, qb, qc). The density
vector satisfies the forward Kolmogorov equation
@f
@t
(t) = (L + R+ + R )f(t). (E.1)
We assume molecules can not leave ⌦, so that each component f (a,b,c)(qa, qb, qc, t) also





. Here the linear operators L, R+ and R  correspond to di↵usion, the
forward association reaction and the reverse dissociation reaction respectively. The
















f (a,b,c)(qa, qb, qc, t),
(E.2)
where  qal denotes the d-dimensional Laplacian acting on the q
a
l coordinate, and  qbm
and  qcn are defined similarly.
To define the reaction operators, R+ and R , we introduce notations for adding
or removing a molecule from a given state, qa. Let
qa [ x = (qa
1






, . . . , qal 1, q
a





which correspond to adding a molecule to species A at x, and removing the lth
molecule of species A respectively.
With these definitions, the reaction operator for the association reaction A+B !
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To approximate Eq. (E.1) by a master equation model we reuse the jump process
discretizations for di↵usion and reaction developed in Sections 3.2 and 3.3. The former
is possible since the di↵usive motion of each molecule is independent, so we can apply
the finite element discretization discussed in Section 3.2 to each individual molecule’s
position coordinates. Similarly, each reaction term in the R+ and R  definitions
involves sums of independent one or two-body interactions that are identical to those
in Eqs. (3.7) and (3.8). As such, we may re-use the finite volume discretization
discussed in Section 3.3 independently for each of these terms.
We again let {Vi}Ki=1 denote a polygonal mesh approximation to ⌦, constructed as
the dual mesh to a triangulation of ⌦. Reusing the notation in Sections. 3.2 and 3.3
we let ia = (ia
1
, . . . , iaa) denote the multi-index labeling the hyper-voxel Via
Via := Via1 ⇥ · · · ⇥ Viaa ,
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with jb, kc, Vjb and Vkc defined similarly. Multi-species hyper-voxels will be given
by Viajb := Via ⇥ Vjb and Viajbkc := Via ⇥ Vjb ⇥ Vkc . We then make the piecewise
constant (well-mixed) approximation that
Fiajbkc(t) := Pr
⇥











f (a,b,c)(qa, qb, qc, t) dqc dqb dqa













defined similarly. We collect the probabilities Fiajbkc(t) into a state vector
F (t) = {Fiajbkc(t)}ia,jb,kc ,
so that the (ia, jb,kc) component of F (t) is Fiajbkc(t). By using the finite element
discretization as in Section 3.2 to approximate each Laplacian within the di↵usion
operator, integrating the action of each of the reaction operators, L, R+, and R 
on f (a,b,c) over Viajbkc , and using the well-mixed (piecewise constant) approximation












corresponding to the forward Kolmogorov equation for a jump process. Here the
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discretized di↵usion operator Lh is given by


















































Similarly, the forward reaction association operator R+h is given by



















and the backward reaction dissociation operator R h is given by

















We wish to now convert from a representation where the state variables are the
numbers of molecules of each species and the indices of the voxels that contain each
molecule, to a representation where the state variables are the numbers of molecules
of each species at each lattice site. While equivalent, this latter representation is
more commonly used for the reaction-di↵usion master equation (RDME), and allows
for the easy identification of the e↵ective transition rates listed in Table 3.1. Here
we summarize how to convert between the two forms, and refer readers interested in
detailed derivations to the near-identical conversion that we previously carried out
in (Isaacson, 2008).
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Denote by Ai(t) the stochastic process for the number of molecules of species A
in voxel Vi at time t, with Bj(t) and Ck(t) defined similarly. By ai, bj and ck we
denote values of Ai(t), Bj(t) and Ck(t), i.e. Ai(t) = ai. For each species the new
representation of the state at time t is given by the vector stochastic process
A(t) = (A1(t), . . . , AK(t)) ,
with B(t) and C(t) defined similarly. The vectors a, b and c will then denote
corresponding values of these stochastic processes. Finally, let
P (a, b, c, t) := Pr [A(t) = a,B(t) = b,C(t) = c] .
With these definitions, we now derive a master equation satisfied by the probability
distribution vector P (t) = {P (a, b, c, t)}a,b,c from the master equation for F (t).
In the remainder, assume that the two representations of state are chosen to be





l = i, l = 1, . . . , a}| ,




i=1 ai! bi! ci!
, (E.6)
we showed in (Isaacson, 2008) that
P (a, b, c, t) = !a,b,cFiajbkc(t). (E.7)
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We therefore define the action of the di↵usion and reaction operators on P (t) by
(LhP )(a, b, c, t) := !a,b,c(LhF (t))ia,jb,kc
(R+hP )(a, b, c, t) := !a,b,c(R
+
hF (t))ia,jb,kc















To explicitly characterize the action of each operator on P (a, b, c, t), we use the
symmetry of F with respect to components of each of ia, jb, and kc respectively.
Symmetry implies that



















































Let ei denote the unit vector along the ith coordinate axis of RK , and note we have a
collection of identities relating !a,b,c values for di↵erent state vectors, see (Isaacson,
2008). For example,
ai !a,b,c = (ai0 + 1)!a+ei0 ei,b,c.
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Multiplying Eq. (E.9) by !a,b,c we then find
























































































+ijk(ai + 1)(bj + 1)P (a+ ei, b+ ej, c   ek, t), (E.11)
and

















Transitions Transition Rates Upon Transition Event
Chemical
Reactions:
Ai + Bj ! Ck 
+
ijkaibj
Ai := Ai   1
Bj := Bj   1
Ck := Ck + 1
Ck ! Ai + Bj 
 
ijkck
Ai := Ai + 1
Bj := Bj + 1
Ck := Ck   1
Table E.1: Summary of possible reactive transitions for the general
multi-particle A + B ⌧ C reaction in the CRDME Eq. (E.8). Here ai
denotes the number of A molecules in voxel Vi, with bj and ck defined
similarly. Transition rates give the probability per time for a reaction to
occur (i.e. the propensities). The final column explains how to update
the system state upon occurrence of the reaction.
so that














 ijk(ck + 1)P (a   ei, b   ej, c+ ek, t).
(E.12)
The coupled system of linear ordinary di↵erential-di↵erence equations given by
Eq. (E.8) with the operator definitions Eqs. (E.10), (E.11) and (E.12) gives a master
equation for the probability the vector jump process (A(t),B(t),C(t)) has the value
(a, b, c) at time t. By analogy with the RDME, which is usually written in terms of
these state variables, we call Eq. (E.8) the convergent reaction-di↵usion master equa-
tion (CRDME). The possible di↵usive transitions for the jump process the CRDME
describes are identical to those enumerated in Table 3.1, while the possible reactive
transitions are given in Table E.1. Note, as we described in Section 3.3.1, simulating
the set of reactive transitions in Table 3.1 with the associated update rules upon re-
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action events is statistically equivalent to simulating the set of reactions in Table E.1.
As such, we have shown that the transitions in Table 3.1 give the generalization of
the two-particle transitions in Eq. (3.24) to the general multi-particle case.
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Appendix F
2D Well-mixed MRT for a 2D
Concentration Kernel
A key feature in all our models of tethered signalling is the use of a 3D Gaussian
concentration kernel  (r;L) to determine interaction functions for bimolecular reac-
tions in the membrane. We now consider how the well-mixed MRT in the simplified
2.5D model Eq. (4.7) changes if we instead use the 2D Gaussian interaction kernel
 2D(r;L) defined in Eq. (4.3). We call this new model the 2D model. We follow a
similar analysis as in Section 4.3.3.
The 2D well-mixed MRT, hT i, obtained by substituting the solution of Eq. (4.9)
into Eq. (4.10) is given by Eq. (4.11). As we now consider a 2D Gaussian interaction,
we match the total area (equivalently total reaction rate) and the first moment of the
2D Gaussian using Eq. (4.16) to obtain Eq. (4.17).
Expanding Eq. (4.11) in ⇢ for ⇢ ⌧ 1 we again have Eq. (4.18), which combined



























The Well-mixed MRT from the Doi Model
In each of the three asymptotic expansions Eqs. (4.22a), (4.22b), and (4.22c), we
now show the first two terms have a simple physical interpretation. The first term
is essentially the mean reaction time if the system were reaction-limited (i.e. the
well-mixed mean reaction time when D = 1). The second term is essentially the
leading order di↵usion-limited mean reaction time (i.e. the well-mixed mean reaction
time when the reaction occurs instantly once the reactants are su ciently close). We
will illustrate how the former is responsible for the scaling regime where hT i grows in
L for the (physiological) 2.5D model.
We first consider the well-mixed mean reaction time in the reaction limited regime.
Assume that the di↵usivity D of the di↵using molecule is infinite, so that the system
is completely well-mixed. The position of the di↵using molecule is then given by a
uniform density,









3 , in 3D.
For each of the 2.5D, 2D and 3D models considered in Section 4.3.3, in this regime
we expect the total probability per time the molecules react to be given in terms of
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 3D(r;L)⇢ r2 dr, 3D.



















We note that the latter two are simply the standard probability per time a well-mixed
reaction with bimolecular rate constant kcat occurs within a circle (sphere) of radius


























] varies with L, increasing linearly as L increases.
Similarly, we may consider a di↵usion limited regime in the (calibrated) Doi model,
where the molecules react instantly upon the di↵using molecule reaching r = ". The
leading order asymptotic expansions for "/R ⌧ 1 of the di↵usion limited well-mixed






























All three di↵usion limited mean reaction-times are decreasing as L increases.
We therefore see that the first two terms in the asymptotic expansions of hT i from
the Doi model Eqs. (4.22a), (4.22b) and (4.22c) can be summarized as essentially a
sum of the reaction-limited and di↵usion-limited well-mixed mean reaction times as
given in Eq. (4.23).
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Appendix H
Comparison of the Well-mixed MRT
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Figure H·1: The well-mixed mean reaction time (MRT), hT i, only
demonstrates a switch in dependence on molecular reach for small vs.
large di↵usivities when considering membrane-bound molecules with
cytosolic tails that react in 3D (2.5D model). In all figures solid lines
correspond to hT i as estimated by numerically solving the ODE in
Eq. (4.7). Dotted lines correspond to the asymptotic expansions in
Eq. (4.22a) for A/B, Eq. (4.22b) for C/D and Eq. (4.22c) for E/F.
Dashed lines show general scaling behavior as a function of L. A) 2.5D
model well-mixed MRT over physical parameter range. B) Same as
A but showing an expanded range of L values. C) 2D model well-
mixed MRT over physical parameter range. D) Same as C but showing
an expanded range of L values. E) 3D model well-mixed MRT over
physical parameter range. F) Same as E but showing an expanded
range of L values. In the expanded range figures the red solid line
gives the L value such that "/R = 1, corresponding to when the Doi
interaction distance, ", is equal to the domain radius, R. Note, as
" ! R from below the asymptotic expansions break down as "/R 6⌧ 1.
For A, B, E, and F the catalytic rate kcat is 0.1 µM 1s 1. For C and D
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Table I.1: Summary of the Doi model parameters using di↵erent cal-
ibrations. In all cases, " ⇠ L in the 2.5D and 3D models and   ⇠ L 3,
whereas in the 2D model, " ⇠ L and   ⇠ L 2.
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Appendix J
Comparison of the Well-mixed MRT
Using the Gaussian Interactions and the
Doi Interaction with Di↵erent
Calibrations
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volume & 1st moment
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Figure J·1: The well-mixed MRT hT i determined from the numerical
solution of the Gaussian interaction model given by Eq. (4.7) (solid
lines) and exact solution to the Doi step function interaction model
given by Eq. (4.9) using calibrated   and " values (dashed lines) given in
Table I.1. A) 2.5D model well-mixed MRT using parameters calibrated
by matching the total volume and the first moment of  3D in 3D. B)
Same as A but using values calibrated by matching the total volume
and the second moment of  3D in 3D. C) Same as A but using values
calibrated by matching the first and second moments of  3D in 3D. D)
3D model well-mixed MRT using parameters calibrated by matching
the total volume and the first moment of  3D in 3D. E) Same as D but
using values calibrated by matching the total volume and the second
moment of  3D in 3D. F) Same as D but using values calibrated by
matching the first and second moments of  3D in 3D. In all cases, the
qualitative behavior of the well-mixed MRT remains the same.
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Höllsberg, P. (1999). Mechanisms of t-cell activation by human t-cell lymphotropic
virus type i. Microbiology and Molecular Biology Reviews, 63(2):308–333.
Hu, J., Kang, H.-W., and Othmer, H. G. (2014). Stochastic analysis of reaction-
di↵usion processes. Bulletin of Mathematical Biology, 76(4):854–894.
Hui, E., Cheung, J., Zhu, J., Su, X., Taylor, M. J., Wallweber, H. A., Sasmal, D. K.,
Huang, J., Kim, J. M., Mellman, I., and Vale, R. D. (2017). T cell costimula-
tory receptor CD28 is a primary target for PD-1mediated inhibition. Science,
355(6332):1428–1433.
Isaacson, S. A. (2008). Relationship between the reaction-di↵usion master equation
and particle tracking models. Journal of Physics A: Mathematical and Theoretical,
41(6):065003 (15pp).
Isaacson, S. A. (2009). The reaction-di↵usion master equation as an asymptotic ap-
proximation of di↵usion to a small target. SIAM Journal on Applied Mathematics,
70(1):77–111.
Isaacson, S. A. (2013). A convergent reaction-di↵usion master equation. The Journal
of Chemical Physics, 139:054101–1 to 054101–12.
Isaacson, S. A. and Isaacson, D. (2009). Reaction-di↵usion master equation, di↵usion-
limited reactions, and singular potentials. Physical Review E, 80(6):066106 (9pp).
Isaacson, S. A., Larabell, C. A., Le Gros, M. A., McQueen, D. M., and P., C. S. (2013).
The Influence of Spatial Variation in Chromatin Density Determined by X-Ray
Tomograms on the Time to Find DNA Binding Sites. Bulletin of Mathematical
Biology, 75(11):2093–2117.
Isaacson, S. A., McQueen, D. M., and Peskin, C. S. (2011). The influence of volume
exclusion by chromatin on the time required to find specific DNA binding sites by
di↵usion. Proceedings of the National Academy of Sciences of the United States of
America, 108(9):3815–3820.
Isaacson, S. A. and Peskin, C. S. (2006). Incorporating di↵usion in complex geome-
tries into stochastic chemical kinetics simulations. SIAM Journal on Scientific
Computing, 28(1):47–74.
Isaacson, S. A. and Zhang, Y. (2018). An unstructured mesh convergent reaction-
di↵usion master equation for reversible reactions. Journal of Computational Physics,
374:954–983.
Isaacson, S. A. and Zhang, Y. (2020). Detailed balance in particle-based stochastic
reaction-di↵usion models for reversible reactions. In preparation.
159
Keizer, J. (1982). Nonequilibrium statistical thermodynamics and the e↵ect of di↵u-
sion on chemical reaction rates. The Journal of Physical Chemistry, 86:5052–5067.
Kindt, T., Goldsby, R., Osborne, B., and Kuby, J. (2010). Kuby Immunology, chapter
T-Cell Receptor. Macmillan.
Krishnamurthy, V. M., Semetey, V., Bracher, P. J., Shen, N., and Whitesides, G. M.
(2007). Dependence of e↵ective molarity on linker length for an intramolecular
protein-ligand system. Journal of the American Chemical Society, 129(5):1312–
1320.
Lachowicz, M. (2011). Microscopic, mesoscopic and macroscopic descriptions of
complex systems. Probabilistic Engineering Mechanics, 26(1):54–60.
Ladbury, J. E. and Arold, S. T. (2012). Noise in cellular signaling pathways: causes
and e↵ects. Trends in biochemical sciences, 37(5):173–178.
Lawley, S. D. and Keener, J. P. (2016). Including Rebinding Reactions in Well-Mixed
Models of Distributive Biochemical Reactions. Biophysical Journal, 111(10):2317–
2326.
Lipkova, J., Zygalakis, K. C., Chapman, S. J., and Erban, R. (2011). Analysis of
Brownian Dynamics simulations of reversible bimolecular reactions. SIAM Journal
on Applied Mathematics, 71(3):714.
Lipkow, K., Andrews, S. S., and Bray, D. (2005). Simulated di↵usion of phospho-
rylated chey through the cytoplasm of escherichia coli. Journal of Bacteriology,
187(1):45–53.
Meinecke, L., Engblom, S., Hellander, A., and Lötstedt, P. (2016). Analysis and
design of jump coe cients in discrete stochastic di↵usion models. SIAM Journal
on Scientific Computing, 38(1):A55–A83.
Michalski, P. J. and Loew, L. M. (2016). Springsalad: A spatial, particle-based
biochemical simulation platform with excluded volume. Biophysical Journal,
110(3):523–529.
Monine, M. I. and Haugh, J. M. (2005). Reactions on cell membranes: Comparison
of continuum theory and Brownian dynamics simulations. Journal of Chemical
Physics, 123(7).
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