We investigate the space complexity of refuting 3-CNFs in Resolution and algebraic systems. We prove that every Polynomial Calculus with Resolution refutation of a random 3-CNF ϕ in n variables requires, with high probability, Ω(n) distinct monomials to be kept simultaneously in memory. The same construction also proves that every Resolution refutation ϕ requires, with high probability, Ω(n) clauses each of width Ω(n) to be kept at the same time in memory. This gives a Ω(n 2 ) lower bound for the total space needed in Resolution to refute ϕ. These results are best possible (up to a constant factor) and answer questions about space complexity of 3-CNFs posed in [FLN + 12, FLM + 13, BGT14, BG]. The main technical innovation is a variant of Hall's Lemma. We show that in bipartite graphs G with bipartition (L, R) and left-degree at most 3, L can be covered by certain families of disjoint paths, called VW-matchings, provided that L expands in R by a factor of (2 − ), for < 1 23 .
Introduction
During the last decade, an active line of research in proof complexity has been the space complexity of proofs and how space is related to other complexity measures (like size, length, width, degree) [ET01, ABSRW02, BSG03, Ben02, AD08, BN08, Nor09, BN11, FLN + 12, FLM + 13, BGT14, BG] . This investigation has raised several important foundational questions. Some of these have been solved, while several others are still open and challenging (see [Nor13] for a survey on this topic). Space of proofs concerns the minimal memory occupation of algorithms verifying the correctness of proofs in concrete propositional proof systems, and is thus also relevant in more applied algorithmic contexts. For instance, a major problem in state of the art SAT-solvers is memory consumption. In proof complexity, this resource is modeled by proof space. It is well-known that SAT-solvers used in practice (like CDCL) are based on low-level proof systems such as Resolution.
In this work we focus on two well known proof systems that play a central role in proof complexity: Resolution [Rob65, Bla37] and Polynomial Calculus [CEI96] . Resolution (RES) is a refutational proof system for unsatisfiable propositional CNF formulas using only one logical rule: both endpoints in R. A VW-matching F covers a set of vertices S if S ⊆ V (F ). Define L(F ) = V (F )∩L and R(F ) = V (F ) ∩ R. . Note that for technical reasons, we allow 2-matchings and VW-matchings to contain isolated vertices from R. We can now state our variant of Hall's Lemma. This lemma and its proof are independent from the proof complexity results and might be useful in other contexts. Note that the converse of Lemma 1.2 does not hold (unlike in Hall's Lemma).
Lemma 1.2 ((2 −
Outline of the paper. Section 2 contains some preliminary notions about proof complexity. In particular, the formal definitions of Resolution and Polynomial Calculus with Resolution, the model of space (based on [ET01, ABSRW02] ) and the formal definition of total space and monomial space. We present a simplified (but less general) version of the k-winning strategies of [BG] (Definition 2.1). These k-winning strategies were used in [BG] to prove monomial space lower bounds for PCR. Here we use the same k-winning strategies also to prove total space lower bounds for RES. For the connections with [BGT14] , see Appendix A.
In Section 3, we present the proof of our version of the (2 − )-Hall's Lemma (Lemma 1.2). This proof relies on a concentration result on the average right-degree and a discharging argument. We also prove a bound for the best possible value of for which Lemma 1.2 could hold and conjecture that this bound is in fact the optimal value of (Proposition 3.1).
In Section 4, we define a two player covering game CoverGame, whose aim is to dynamically build a VW-matching inside a fixed bipartite graph G (Definition 4.1). Informally, a player, Choose, queries nodes in the graph G and the other player, Cover, attempts to extend the current VW-matching to also cover the node queried (if not already covered). The main result of Section 4 is Theorem 4.3, where we prove that if the graph G has large left-expansion (i.e. large enough to apply Lemma 1.2 to sufficiently large subgraphs of G), then there is a winning strategy for Cover to force Choose to query a very large portion of the graph G. In the analysis of the game, we use the (2 − )-Hall's Lemma and VW-matchings in a similar manner to how matchings and 2-matchings were used in RES and PCR [BSG03, Ats04, BGT14, BG]. A key difference is that we are looking for winning strategies of Cover for the CoverGame only on graphs G where the number of high degree vertices is suitably bounded (Theorem 4.3). This additional information allows us to identify a VW-matching covering all such high degree vertices in G but preserving expansion properties of the remaining graph. Cover will use this additional information to obtain a winning strategy. The full proofs of the technical Lemmas of this section are in Appendix B.
In Section 5, we prove (Lemma 5.1), that if Cover wins CoverGame on the adjacency graph of a CNF ϕ (see Section 2 for the definition of adjacency graph) guaranteeing VW-matchings of maximal size µ, then there exists a µ-winning strategy for the polynomial encoding of ϕ. Finally, the monomial space in PCR and the total space in RES for random 3-CNFs (Theorem 5.3) follow from well-known results about expansion of its adjacency graph [CS88, BP96, BSW01, BSG03] . In order to get optimal lower bounds, we show in Lemma 5.2 (with proof in Appendix D) that the number of variables appearing in many clauses of a random CNF is w.h.p. suitably bounded as required in the conditions of Theorem 4.3.
Preliminaries
Let X be a set of variables. A literal is a boolean constant, 0 or 1, or a variable x ∈ X, or the negation ¬x of a variable x. A clause is a disjunction of literals: C = ( 1 ∨ . . . ∨ k ). The width of a clause is the number of literals in it. A formula ϕ is in Conjunctive Normal Form (CNF) if ϕ = C 1 ∧ . . . ∧ C m where C i are clauses. It is a k-CNF if each C i contains at most k literals. Let ϕ be a CNF and X be the set of variables appearing in ϕ. The adjacency graph of ϕ is a bipartite graph G ϕ with bipartition (L, R) such that L is the set of clauses of ϕ, R = X, and (C, x) ∈ E if and only if x or ¬x appears in C. If ϕ is a k-CNF, then G ϕ has left-degree at most k.
Resolution (RES) [Bla37, Rob65] is a propositional proof system for refuting unsatisfiable CNFs. Starting from an unsatisfiable CNF ϕ, RES allows us to derive the empty clause ⊥ using the following inference rule:
Following [ABSRW02] , we define X = {x : x ∈ X}, which we regard as a set of formal variables with the intended meaning ofx as ¬x. Given a field F, the ring F[X, X] is the ring of polynomials in the variables X ∪ X with coefficients in F. We use the following standard encoding (tr) of CNF formulas over X into a set of polynomials in F[X, X]: tr(ϕ) = {tr(C) : C ∈ ϕ} ∪ {x 2 − x, x +x − 1 : x ∈ X}, where
A set of polynomials P in F[X] is contradictory if and only if 1 is in the ideal generated by P . Notice that a CNF ϕ is unsatisfiable if and only if tr(ϕ) is a contradictory set of polynomials. Polynomial Calculus with Resolution (PCR) [ABSRW02] is an algebraic proof system for polynomials in F[X, X]. Starting from an initial set of contradictory polynomials P in F[X, X], PCR allows us to derive the polynomial 1 using the following inference rules: for all p, q ∈ F[X, X]
To force 0/1 solutions, we always include the boolean axioms {x 2 − x, x + x − 1} x∈X among the initial polynomials, as in the case of the polynomial encoding of CNFs.
In order to study space of proofs we follow a model inspired by the definition of space complexity for Turing machines, where a machine is given a read-only input tape from which it can download parts of the input to the working memory as needed [ET01] .
Given an unsatisfiable CNF formula ϕ, a RES (resp. PCR) refutation of ϕ is a sequence Π = M 0 , . . . , M of sets of clauses (resp. polynomials), called memory configurations, such that: M 0 = ∅, ⊥ ∈ M (resp. 1 ∈ M ), and for all i ≤ , M i is obtained by M i−1 by applying one of the following rules:
where C is a clause of ϕ (resp. a polynomial of tr(ϕ));
where O is inferred by the RES inference rule (resp. PCR inference rules) from clauses (resp. polynomials) in
If in the definition of PCR refutation we substitute the INFERENCE ADDING rule with:
we have what is called a semantical PCR refutation of ϕ [ABSRW02] .
The total space of Π is the maximum over i of the number of variables (counted with repetitions) occurring in M i .
The monomial space of a PCR refutation Π, denoted by MSpace(Π), is the maximum over i of the number of distinct monomials appearing in M i .
Space lower bounds and k-winning strategies
A partial assignment over a set of variables X is a map α : X −→ {0, 1, }. The domain of α is dom(α) = α −1 ({0, 1}). Given a partial assignment α and a CNF ϕ we can apply α to ϕ, obtaining a new formula α(ϕ) in the standard way, i.e. substituting each variable x of ϕ in dom(α) with the value α(x) and then simplifying the result. We say that α satisfies ϕ, and we write α |= ϕ, if α(ϕ) = 1. Similarly, for a family F of partial assignments, F |= ϕ means that for each α ∈ F , α |= ϕ.
For each partial assignment α over X ∪ X we assume that it respects the intended meaning of the variables; that is, α(x) = 1 − α(x) for each x,x ∈ dom(α). Given a partial assignment α and a polynomial p in F[X, X], we can apply α to p, obtaining a new polynomial α(p) in the standard way, similarly as before. The notation α |= p means that α(p) = 0. If F is a family of partial assignments and P a set of polynomials, we write F |= P if α |= p for each α ∈ F and p ∈ P . Notice that if ϕ is a CNF and α is a partial assignment then α |= ϕ if and only if α |= tr(ϕ).
Let A be a family of partial assignments, and let dom(A) be the union of the domains of the assignments in A. We say that a set of partial assignments A is flippable if and only if for all x ∈ dom(A) there exist α, β ∈ A such that α(x) = 1 − β(x). Two families of partial assignments A and A are domain-disjoint if dom(α) and dom(α ) are disjoint for all α ∈ A and α ∈ A . Given non-empty and pairwise domain-disjoint sets of assignments 1 H 1 , . . . , H t , the product-family H = H 1 ⊗ . . . ⊗ H t is the following set of assignments
or, if t = 0, H = {λ}, where λ is the partial assignment of the empty domain. Note dom(H) = i dom(H i ). We call the H i the factors of H. For a product-family H = H 1 ⊗ . . . ⊗ H t , the rank of H, denoted H , is the number of factors of H different from {λ}. We do not count {λ} in the rank since H ⊗ {λ} = H. Given two product-families H and H , we write H H if and only if each factor of H different from {λ} is also a factor of H. In particular, {λ} H for every H.
A family of flippable product-families is called a strategy and denoted by L . We now present a definition of suitable families of flippable products: the k-winning strategies [BG] .
Definition 2.1 (k-winning strategy [BG] ). Let P be a set of polynomials in the ring F[X, X]. A non-empty strategy L is a k-winning strategy if and only if for every H ∈ L the following conditions hold:
Notice that, by the restriction property, {λ} is in every k-winning strategy. 2 . In particular, the RES refutation requires total space at least
The monomial space lower bound follows directly from the main theorem of [BG] . In Appendix A we show how to use k-winning strategies to construct the combinatorial objects used in [BGT14] to obtain total space lower bounds.
A (2 − )-Hall's Lemma for VW-matchings
We now prove our variant of Hall's Lemma. This lemma may be of independent interest. Proof. Observe that each vertex v in L has degree 2 or 3, otherwise v could not be covered by a VW-matching. Similarly, no degree 2 vertices in L have the same neighbourhood. 
Restated Lemma 1.2 ((2 −
By the above observations, N G : L → E is a bijection and
The existence of a VW-matching in G covering L ⊆ L is equivalent to the existence of an injective function f : E → {{x, y} : x, y ∈ N G (L )}, which we call a 2-path cover of E , such that 1. for every e ∈ E , f (e) is a subset of size 2 of e; 2. for each triple of distinct hyperedges e 1 , e 2 , e 3 ∈ E , it is not the case that f (e i ) ∩ f (e i+1 ) = ∅ for i = 1, 2.
Observe that all the configurations of hyperedges shown in Figure  3 .1 have a 2-path cover using only degree 1 and 2 vertices of H. If any of these configurations appear in H, we can by assumption find a 2-path cover f of the remaining hyperedges, and then extend f to a 2-path cover of H. Therefore, we may assume that no configuration from Figure 3.1 appears in H and we show that this assumption leads to a contradiction.
Let d be the average degree in H. For the lower bound suppose
which is a contradiction. Hence we have that We now perform the following discharging rule. Each hyperedge e in D gives a charge of -1 to each vertex in e. After discharging, every hyperedge has charge 0, and every vertex has non-negative charge. Let Z be the set of vertices with charge 0 after discharging. Observe that a vertex x is in Z if and only if every hyperedge containing x also contains a degree 1 vertex.
Let C denote the total charge. Then, 
Therefore, 3 ≥ 4 − 23 , which is a contradiction as < 1 23 . We end this section with a comment on the parameter . Since VW-matchings expand by a factor of at least We conjecture that Lemma 1.2 is true for ≤ 1 3 . Proposition 3.1 shows that this would be best possible.
A cover game over bipartite graphs
As an application, we use the previous result to build a winning strategy for a game played on bipartite graphs. 
if the number of connected components of F i is strictly less than µ, pick a vertex (either in L or R)
and challenge Cover to find a VW-matching 
Definition 4.2 ((s, δ)-bipartite expander). Let s be a positive integer and δ be a positive real number. A bipartite graph G with bipartition (L, R) is an (s, δ)-bipartite expander if all subsets X ⊆ L of size at most s satisfy |N G (X)| ≥ δ|X|.
The next theorem shows that Cover has a winning strategy for the game CoverGame VW (G, µ) for expander graphs G with appropriately chosen parameters. For the rest of this section, fix a bipartite graph G with bipartition (L, R), an integer s and a real number < 1 23 such that G is an (s, 2 − 2 )-bipartite expander and each vertex in L has degree 3. Given A ⊆ L and B ⊆ R, we let G A,B be the subgraph of G induced by (L ∪ R) \ (A ∪ B). (A, B) has the VW-matching property, if for every C ⊆ L\A with |C| ≤ s, there exists a VW-matching F in G A,B covering C. Proof. Take C ⊆ L \ A of minimal size such that no VW-matching in G A,B covers C. We have that |C| ≤ s and by minimality of C and Lemma 1.2 it follows that
Definition 4.4 (VW-matching property). Given two sets A ⊆ L and B ⊆ R, we say that the pair
But, by hypothesis G is an (s, 2 − 2 )-bipartite expander; hence (2 − 2 )|C| ≤ |N G (C)|. Therefore,
Hence |C| < 2 |B|, as required.
Lemma 4.5 is the only place where we directly use the (2 − )-Hall's Lemma (Lemma 1.2) from the previous section. However, Lemma 4.5 itself plays a crucial role in proving the following Lemmas (see Appendix B for the proofs). 
) has degree at most D. We say that a VW-matching F is compatible with M if each connected component of F is either a connected component of M or disjoint from all connected components of M .
We describe a winning strategy L for Cover to win CoverGame VW (G, µ). Take L to be the set of all VW-matchings F in G compatible with M such that
has the VW-matching property, and
This family is non-empty since the empty VW-matching is in L . Moreover, L is closed under removing connected components by Lemma 4.7. Suppose now that at step i + 1 of the game Choose picks a vertex v in G L(M ),R(M ) and that F i has strictly less than µ = s 144D components. Then,
) satisfies the hypotheses of Lemma 4.8 and Lemma 4.9:
where the inequality ( ) follows from the fact that |R( 
) has the VW-matching property. From the previous chain of inequalities, it follows easily that the pair (L(F i+1 ), R(F i+1 )) satisfies the cardinality condition
Space lower bounds for random 3CNFs
Lemma 5.1. Let ϕ be an unsatisfiable 3-CNF and G ϕ its adjacency graph. If Cover wins the cover game CoverGame VW (G ϕ , µ), then there is a µ-winning strategy L for tr(ϕ). Let n, ∆ ∈ N and let X = {x 1 , . . . , x n } be a set of n variables. The probability distribution R(n, ∆, 3) is obtained by the following experiment: choose independently uniformly at random ∆n clauses from the set of all possible clauses with 3 literals over X. It is well-known that when ∆ exceeds a certain constant θ 3 , ϕ is almost surely unsatisfiable [CS88, BP96, BSW01, BSG03]. Hence we always consider ϕ ∼ R(n, ∆, 3), where ∆ is a constant bigger than θ 3 , which implies that ϕ is unsatisfiable with high probability. The proof of the next Lemma is in Appendix D. A piecewise (p.w.) assignment α of a set of variables X is a set of non-empty partial assignments to X with pairwise disjoint domains. We will sometimes call the elements of α the pieces of α. A piecewise assignment gives rise to a partial assignment α to X together with a partition of the domain of α. For piecewise assignments α, β we will write α β to mean that every piece of α appears in β. We will write α to mean the number of pieces in α. Note that these are formally exactly the same as α ⊆ β and |α|, if we regard α and β as sets. 
.
By this theorem, in order to prove the total space lower bound of Theorem 2.2 we just have to prove that given a k-winning strategy for tr(ϕ) we can build a (k − 1)-free family for ϕ.
Let L be the k-winning strategy. Define the (k − 1)-free family F as follows: α ∈ F if and only if there exists H 1 ⊗ . . . ⊗ H t ∈ L such that α = α 1 ∪ . . . ∪ α t with α i ∈ H i and t ≤ k − 1. The p.w. structure of α is inherited from the domain-disjointness of H 1 ⊗ . . . ⊗ H t ; in particular, α = H 1 ⊗ . . . ⊗ H t . The retraction property of F is immediate from the corresponding property of L .
To prove the consistency property of F assume, by contradiction, that there is an α ∈ F such that α falsifies some clause C ∈ ϕ. Since ||α|| ≤ k − 1 < k, there exists H = H 1 ⊗ . . . ⊗ H t ∈ L such that α ∈ H and α = H . By the extension property of L , there is an H H such that H |= tr(C). In particular there exists some partial assignment β ⊇ α such that β |= tr(C). By construction, for every assignment γ, γ |= tr(C) if and only if γ |= C. Thus β |= C, which is impossible since α falsifies C.
For the extension property let α ∈ F , with ||α|| < k − 1 and let x be a variable of ϕ not in dom(α). By construction, there exists some H ∈ L such that α ∈ H, α = H and dom(α) = dom(H). By the extension property of F there exists some flippable H ∈ L such that H H and H |= x 2 − x. By taking restrictions in L we can suppose that H = H + 1. Hence there exist β 0 , β 1 ∈ F extending α, setting x respectively to 0 and 1 and such that ||β 0 || = ||β 1 || = α + 1 ≤ k − 1.
B Proofs of the Lemmas from Section 4
For convenience we restate here also Lemma 4.5. 
Restated
where the inequality ( ) is by hypothesis. Hence there exists a VW-matching F of C in G A,B , and so F ∪ F is a VW-matching covering C in G A ,B . Proof. Fix v ∈ L \ A and let Π be the set of all VW-matchings F in G A,B , covering v and such that F is connected. Since 1 ≤ s and (A, B) has the VW-matching property, we know that Π is non-empty. For every F ∈ Π, let (A F , B F ) be the pair (A ∪ L(F ), B ∪ R(F )), and suppose for a contradiction that for every F ∈ Π, (A F , B F ) does not have the VW-matching property. By Lemma 4.5, for every F ∈ Π there is a set C F ⊆ L \ A F with |C F | < 2 |B F | and such that there is no VW-matching of
Restated Lemma 4.8 (covering a vertex in L). Let
and |B F | ≤ |B| + 3. Hence, by our assumption about the size of |B|, we have that |C ∪ {v}| ≤ s. Furthermore, C ∪ {v} ⊆ L \ A, so by the fact that (A, B) has the VW-matching property, there is a VW-matching F covering C ∪ {v} in G A,B . There must be some F ∈ Π such that F is a connected component of F . Let F be F with the component F removed. Then F is a VW-matching in G A F ,B F and F covers C F , contradicting the choice of C F . Proof. Fix v ∈ R \ B and let D be N G (v) \ A. By hypothesis |D| ≤ d. If |D| = 0, then N G (v) ⊆ A, and so we can cover v by taking F to be the VW-matching consisting only of the vertex v. This is a valid VW-matching covering v and clearly (A ∪ L(F ), B ∪ R(F )) has the VW-matching property.
Restated Lemma 4.9 (covering a vertex in R). Let
If |D| > 0, by the cardinality condition on B, we can apply Lemma 4.8 |D| times obtaining a VW-matching F in G A,B covering D and such that (A ∪ L(F ), B ∪ R(F )) has the VW-matching property. Now, since N G (v) ⊆ A ∪ L(F ), it follows that (A ∪ L(F ), B ∪ R(F ) ∪ {v}) has the VW-matching property. Either v is covered by F , or it is possible to add {v} as a new connected component to F while still maintaining the property of being a VW-matching in G A,B .
C Proof of Proposition 3.1
As promised, we now prove Proposition 3.1, here rephrased in terms of hypergraphs. 
(c).
That is, let e be a hyperedge of H of size 2. Label the vertices of e as x and y, where y has degree 1. Let H 1 be the hypergraph obtained from H by deleting y and then gluing G to H − y along x. Since every 2-path cover of G must use the vertex x, H 1 does not have a 2-path cover. On the other hand, since every proper subset of E(G) has a 2-path cover avoiding x, it follows that every proper subset of E(H 1 ) has a 2-path cover. Note that this amplification trick increases the number of vertices of H by 10 and the number of edges of H by 6. Moreover, we can repeat this amplification trick arbitrarily many times since G also has pendent edges of size 2. So, choose n such that 
